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Abstract

A detector for the study of neutrino oscillations with a projected sensitivity to Am? of
1072 eV? and to sin® 20 of 0.1 is described. It is to be installed 800 m from three pres-
surized water reactors at the Palo Verde Nuclear Generating Station near Phoenix,
Arizona. The detector is segmented and filled with 12 tons of gadolinium-loaded liquid
scintillator. It will be placed in an underground vault with an overburden of 46 mwe
and surrounded by a 1-m-thick water buffer and a hermetic active muon veto. Reactor
antineutrinos are detected through proton inverse f§ decay in the hydrogen-rich scin-
tillator, and the resulting positrons are discriminated from fast neutron background
by requiring a prompt coincidence across several cells between the positron and its
annihilation radiation.

Test results from prototype detector elements are presented showing excellent sta-
bility of the scintillator and acrylic target cells. A method of calibrating the positron
detection efficiency is described in detail, and results of a prototype experiment using
a small-scale detector are presented. The results of a full-detector Monte Carlo sim-
ulation, based on the CERN and Oak Ridge packages GEANT and GCALOR, are
discussed: anticipated backgrounds due to natural radioactivity and to fast neutrons

are described in detail.
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Chapter 1

Searching for Neutrino Oscillations

In a 1955 paper [1], Gell-Mann and Pais introduced the exciting possibility of particle-
antiparticle oscillations in the neutral kaon system. They argued that the eigenstates
K° and FO, produced in strong interactions, were actually superpositions of the
states, later known as K? and K2, responsible for the weak decay of the kaon. This
idea led Pontecorvo [2], in 1958, to suggest that the neutrino, too, was a mixed state,
leading to lepton-number-violating v-7 oscillations. Later, after the muon neutrino
was proved to be a distinct particle, Maki et al. [3] extended this idea to oscillations
between the neutrino flavors. Pontecorvo continued to pursue neutrino oscillations
and worked to tie them in with the new Weinberg-Salam [4] unified electroweak theory,
postulating a mixing of the leptons analogous to the Cabbibo mixing of the quarks.
The production of neutrinos by the weak interaction, he argued, was analogous to
the production of K’s by the strong interaction. Then, just as K° - K° oscillations
were induced by the strangeness-violating weak interaction, v, — v, oscillations were
induced by a new, even weaker, lepton-number-violating force. In 1978, Pontecorvo
and Bilenky [5] wrote a review article summarizing the experimental situation and

laying out the now standard treatment of neutrino flavor oscillations.

1.1 The Physics of Neutrino Oscillations

In analogy with the quark sector in which the mass eigenstates of the d,s, and b
quarks are observed to mix in weak interactions according to the Kobayashi-Maskawa

mixing matrix [6], we can write the familiar neutrino flavor eigenstates as a linear



combination of mass eigenstates:

N
v =Y Uuui, (1.1)
=1

where (I = e,pu,7,...N) are the N flavor eigenstates which participate in weak
interactions, v;(1 = 1,2,3,... N) are the mass eigenstates, and Uj; are components of

a unitary mixing matrix. The mass eigenstates propagate through time according to

[vi(t)) = ™ |i(0)). (1.2)

Thus a neutrino of flavor [ created in a weak interaction at ¢ = 0 can be described at

time t by the state

(@) = 3 Uklw(?)) (1.3)
= ZUlie—iEitIVi(O)>. (14)

Then the probability of detecting some other flavor, I’ # [, at time ¢ is given by

Pu = [(vu|u(t))? (1.5)
= |Z(w|U}pUue"'E"tlw)|2 (1.6)
4]
= |3 UL Use B4 (1.7)
= Z:lUﬁiUinszU['}cei(Ek—E")t (1.8)
1,k
= Y |Usl*|Uni* + Re S° UiUp; U Upe Er=B, (1.9)
i i,k#1

In the ultrarelativistic limit,

2

m?
Ei: \/pl%i+m12sz+2pz$




3

where m; is the mass of the eigenstate and p, is the common neutrino momentum.

Then 1.9 can be written

22
Pu = S |UsPUsl* + Re Y UUsUnlUie 5L, (1.10)
i ikt

Here time, ¢, has been replaced by length, L, which are equivalent in these units.

From 1.10 it is clear that the “oscillation probability” of detecting a system in
state ', starting from a system in state [, is periodic in distance with a characteristic
oscillation length that is a function of the squared—mass differences of the various
eigenstates and the neutrino momenta.

From equation 1.10 we see that in the case of three neutrino flavors, the oscil-
lation will depend in general on two independent mass differences and, just as in
the Kobayashi-Maskawa [6] mixing of the quarks, three mixing angles and a phase.
Six independent parameters make analysis of experimental results (and display of
exclusion plots) very complicated. However, since no confirmed evidence of neutrino
oscillations has ever been found, we can simplify the analysis by considering oscilla-
tions between only two neutrino flavors. This reduces the number of parameters to
two: one mass difference and one mixing angle, and allows for a simpler description of
the parameter space explored by an experiment. (See Refs. [7] and [8] for examples of
a limited three—flavor analysis using four parameters). In this simple case the unitary

mixing matrix, U, can be written as

cosf sinf

= (1.11)
—sinf cosf
Equation 1.10 then simplifies to
2L
Py = sin®20sin? (AZ; ) (1.12)
2[,1/2
_ sin?90sin? 1.27 x Am?*[eV?] x L[m] (1.13)

E,[MeV) ’



4
where Am? = |m2 — m?| is in units of eV?, the distance, L, is in meters, and the
approximation E, = p, has been made. From 1.13 we see right away that a reactor
experiment with E, ~ few MeV and L ~ 1000 meters will be sensitive to Am? of
~ 1073 eV2. Indeed, because of the low energy (up to about 8 MeV) of reactor
neutrinos, stringent limits on Am? can be set with quite reasonable source-detector
distances using relatively small and inexpensive detectors. For this reason, reactor-
based neutrino experiments played an important role in early oscillation searches and

continue to provide the best sensitivity to small mass differences.

1.2 Experimental Searches

In the early 1970’s, results began to come in from a C,Cl; radiochemical detector

installed deep in the Homestake Mine in South Dakota. Using the detection reaction
g 150 g Ar,

the experiment was designed to look for neutrinos produced through nuclear fusion
in the sun. Periodically, the 3" Ar, which decays by K-shell electron capture, would be
extracted and counted in shielded, low-background proportional counters to determine
the production rate. The reported results [10] for the 1970-1975 data indicated that
only about 22% of the expected flux was observed. These early results prompted a
flurry of activity in the mid 70’s. Oscillation experiments were planned at a number of
reactors and accelerators, and soon other underground experiments began to confirm
the Homestake results. Today, over twenty years later, the Homestake flux deficit
persists; the 1970-1992 data set [11] can account for only 35% of the expected solar
neutrino flux, calculated according to the “Standard Solar Model” (SSM).

1.2.1 The Solar Neutrino Puzzle

In 1986, the KAMIOKANDE [12] detector, a large underground water Cherenkov de-

tector, turned its attention to the solar neutrino flux anomaly. Neutrinos are detected



5
in KAMIOKANDE through Cherenkov light produced by v.—electron scattering. By
the directionality of the Cherenkov cone, the trajectory of the incoming neutrino
can be determined, verifying that it does indeed point back to the sun. Results
from KAMIOKANDE indicate that only 50% of the expected solar neutrino flux is
accounted for.

Similarly, two radiochemical experiments, SAGE [13] and GALLEX [14], exploit
the low energy threshold for neutrino capture on gallium to explore a fraction of the
solar neutrino spectrum much less sensitive to the solar core temperature uncertainty
allowed by the SSM. These experiments also report a large deficit in the expected
neutrino flux, measuring 55% and 58% of the expected rate, respectively.

These experiments impose severe constraints on solar model explanations of this
so-called “solar neutrino puzzle.” There is no resolution of this puzzle at present, but
many have suggested that electron neutrinos produced in the sun could oscillate into
other types not detected by the underground experiments. In fact, the density profile
of the sun could amplify this oscillation through the MSW [15, 16] effect: because
ordinary matter is made of electrons and nucleons (as opposed to muons or taus),
the v, components of a neutrino state propagating through matter can interact via
charged—current in addition to neutral-current weak interactions whereas the p and
T-type neutrino components can interact only via the neutral current. This extra
interaction of electron-type neutrinos produces a different refractive index for the
neutrino components and can produce a resonant conversion of electron neutrinos
into another type, effectively depleting the solar v, flux.

Solutions of the solar neutrino problem involving matter oscillations require mass
differences, Am?, to be in the range of 107* ~ 1077 eV?2, much smaller than the
10~ eV? range probed by the Palo Verde reactor experiment (see Figure 1.1). How-
ever, a recent consideration of maximal three-fold lepton mixing [17] suggests that
the solar neutrino deficit and the atmospheric anomaly, discussed below, could be ex-
plained by a hierarchical neutrino mass structure with a dominant Am? = 7.2 x 1073
eV? and full mixing, an area of parameter space easily accessible to the Palo Verde

experiment. Figure 1.2, taken from [17], displays the survival probability measured
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in a number of disappearance experiments as a function L{m]/E[MeV]. Also shown is
the L/E range to be explored by the Palo Verde experiment. If this mixing hypothesis

is correct, Palo Verde should measure a large effect.
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Figure 1.1: Oscillation parameters allowed by a matter neutrino oscillation expla-
nation of solar neutrino flux deficits observed in the Homestake, KAMIOKANDE,
GALLEX, and SAGE experiments.

1.2.2 Reactor Experiments

In 1976, an experiment was initiated at the ILL pressurized water reactor in Greno-
ble [18]. A detector, based on the reaction 7. + p — e* + n was installed 8.7 m
from the core of the reactor to investigate 7, disappearance. By a comparison of the
number and spectral shape of the detected electron antineutrinos, oscillations at large

mixing angle were ruled out down to Am? of 0.1 eVZ. The ILL group relocated to
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Figure 1.2: A three-flavor mixing hypothesis fit to experimental results from neutrino

experiments [17]. The L/E region to be explored by the Palo Verde experiment is
shown.

the more powerful reactor at Gosgen in 1981, and more measurements were made at
distances of up to 67 m from the reactor core. v. — X oscillations were ruled out for
mixing angles, sin? 20, larger than 0.1 and Am? larger than 2-1072 eV [19]. Excellent
agreement of the measured and calculated reactor-induced positron spectra demon-
strated a clear understanding of the neutrino source, critical for such a disappearance
experiment. More recently, a high statistics measurement [20] 15 m from the core
of the Bugey nuclear reactor allowed a measurement of the integral inverse § decay
cross section to 1.4% and demonstrated monitoring of the reactor fuel burn-up at the
level of 2%. A subsequent oscillation search [21], made at 15, 40, and 95 m from the

Bugey reactor has extended the excluded region of parameter space down to Am? of
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1-1072 eV? and sin® 26 of 0.02. Figure 1.3 summarizes the excluded parameter space

relevant for oscillations coupling to v..
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Figure 1.3: Excluded oscillation parameters coupling to v.. The region to the right
of the curves is excluded at 90% C.L.

1.2.3 Accelerator Experiments

At about the time of the Gosgen reactor experiment, results began to appear from
a number of accelerator-based oscillation searches. These experiments generally used
high-energy v, beams to investigate the v, or v, appearance channels as well as v, —
X disappearance. The appearance experiments, in which one looks, for example, for
evidence of v.’s appearing in a v, beam, are capable of exploring very small mixing

angles because the sensitivity is limited only by the purity of the v, beam; the precise
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normalization and spectral shape of the neutrinos at production is not critical as it
is for disappearance experiments. The disadvantage of the accelerator experiments
is that the neutrino energy, ~ 1 GeV, is a factor of 1000 larger than for reactor
experiments, and similar sensitivity to Am? thus requires baselines 1000 times longer
and detectors proportionally larger and more expensive.

Early experiments searching for v, appearance were undertaken at LAMPF [22]
(the Los Alamos Meson Physics Facility), at Brookhaven (BNL 734,776) [23, 24], and
at CERN (CHARM [25] and BEBC [26]), among others. Most recently, results from
LSND [27] at LAMPF seem to show some evidence for oscillations in the 7, — 7,
appearance channel. Most of the parameter space allowed by the LSND results is
excluded at 90% C.L. by the recent Bugey [21] reactor data, and by results from
BNL 776 and KARMEN [28], both accelerator v, appearance experiments. However,
a small region near Am? = 1 eV? and sin?26 = 0.01 ~ 0.001 is not ruled out, and
this is a result demanding further attention.

A number of accelerator experiments have also explored oscillations through v,
appearance. Early experiments at Fermilab (FNL E338, E564) [29, 30] used an Ne-
H; bubble chamber to look for evidence of 7*’s produced by 7,’s appearing in a 7,
beam. The current best limits are from a v, appearance emulsion experiment carried
out at Fermilab (FNL E531) [31] and a v, disappearance experiment carried out by
the CDHS [32] group at CERN. From these experiments, v, — v, oscillations are
excluded down to mixing angles of 1072 and to Am? of about 0.2 eV2. The current
CHORUS and NOMAD [33] v, appearance experiments at CERN should be able
to extend the excluded parameter space by another order of magnitude in mixing
angle. Another v, appearance experiment proposed at Fermilab (FNL E803) [34] is
scheduled to begin data taking shortly after the main injector turns on in 1999. This
experiment should be sensitive to sin?20 down to 2 -107° and Am? as small as 0.2
eV2. Figure 1.4 summarizes the excluded parameter space relevant for oscillations

coupling to v,.
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Figure 1.4: Excluded oscillation parameters coupling to v,. The region to the right
of the curves is excluded at 90% C.L.

1.2.4 The Atmospheric Neutrino Anomaly

A curious result confirmed by several underground detectors is the so-called “at-
mospheric neutrino anomaly.” High energy hadrons from cosmic rays interact with
nuclei in the upper atmosphere producing pions and kaons which in turn give rise
to “atmospheric” neutrinos. Through the 7+ decay shown below (and similarly for
77’s and K’s), we expect the ratio of muon-type to electron—type neutrinos to be

approximately equal to two.

+

™ — ut+ y,

et +v.+7,

Detectors sensitive to muon and electron-like events generally report the ratio R =

(u/€e)para/(i/€e)mc, such that the measured ratio of muon to electron-like events
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is compared with the calculated ratio. The KAMIOKANDE [36] water Cherenkov
detector has presented analyses of independent data samples characterized by sub-
GeV and multi-GeV energy deposits and presents ratios, R, of 0.57 +0.10 and 0.60 £
0.07 for the multi- and sub-GeV samples, respectively. Neutrino oscillations can be
invoked to explain this anomalously small ratio caused by either a deficit in the muon
neutrino flux, an excess in the electron neutrino flux, or both. Thus both v, — v, and
v, — v, oscillations are considered as possible explanations for this effect, and the
Multi-GeV data is fit to the mixing parameters (Am?,sin® 26) = (1.8 - 10~2eV?,1.0)
for v, — v, and (1.6 - 1072eV2,1.0) for v, — v,.

This anomalous ratio is confirmed by the IMB [37] water Cherenkov detector,
which measures a ratio of 0.71 £ 0.09, and the SOUDAN [38] tracking calorimeter,
which reports R = 0.64 £+ 0.19. However, the tracking calorimeters Frejus [39] and
NUSEX [40] see no significant deviation from R = 1, reporting R = 1.0 £ 0.17 and
R = 0.99 £ 0.29, respectively. The parameter space allowed by the KAMIOKANDE
results for v, — v, oscillations is shown in Figure 1.5. The Palo Verde experiment is

fully sensitive to this region.

1.3 The Next Generation

Spurred on by anomalous atmospheric data from KAMIOKANDE, SOUDAN, and
IMB, the current push of neutrino oscillations experiments is toward small Am?2. The
Palo Verde reactor experiment, capable of exploring Am? down to 1072 eV?, is part
of this effort. In addition, a number of proposals for long-baseline accelerator exper-
iments have been presented. For example, the MINOS [41] collaboration proposes to
aim a v, beam from Fermilab, near Chicago, toward the SOUDAN detector in North-
ern Minnesota, about 750 km away. Similar proposals call for aiming a CERN beam
at the ICARUS [42] detector in the Gran Sasso tunnel in Italy or at the HELLAS [43]
detector in Greece. These accelerator experiments, because of the high neutrino en-
ergy (10 GeV at FNL and 100 GeV at CERN), will be sensitive to v, appearance and

will thus be able to shed light on both the v, — v, and v, — v, oscillation channels.
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Figure 1.5: v, - v, oscillation parameter space allowed by KAMIOKANDE for recon-
ciliation of the anomalous atmospheric flux. The cross indicates the best fit oscillation
solution to the full data sample. (Am?sin®26) = (1.6 - 1072,0.98)

However, as the proposed experiments require quite large (several kT) detectors and
extensive modifications of the accelerator beam lines, they are quite costly and re-
quire rather long lead times. Indeed results are not anticipated until after the turn
of the century. On the other hand, reactor experiments can explore the same region
of v, — v, parameter space at a distance of only 1 km and at a fraction of the cost,

owing to the thousand-fold smaller energy of reactor neutrinos.
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1.3.1 The Palo Verde Experiment

The Palo Verde neutrino oscillation experiment, formerly designated the San Onofre
experiment, was initiated by our Caltech group [44]. Subsequently a similar experi-
ment was proposed by a French-Italian group at the Chooz [45] reactor in Northern
France. The Palo Verde detector should begin taking data in early 1997. It will be
able to confirm or refute atmospheric neutrino oscillations through the v, — v, channel
before 1999. It is the goal of this thesis to describe the developments leading to the

final design and construction of the Palo Verde detector.
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Chapter 2

The Experiment

The neutrino detector for the proposed oscillation experiment consists of a segmented
liquid scintillation detector to be installed near three fission reactors at the Palo Verde
Nuclear Generating Station in Arizona. The detector will be installed outside the
controlled area fence at a distance of 740 m from the closest reactor and about 15%
farther from the other two. See Figure 2.1. At this distance the experiment will be
sensitive to v, — X oscillations characterized by mass—squared differences as small as
1073 eV? and sin? 20 down to 0.1. The detector will be installed in an underground
vault with an overburden of 46 meters water equivalent (mwe) of concrete and earth
in order to reduce backgrounds from cosmic muons and hadronic showers. The three
reactors at Palo Verde have a combined thermal power of 10.9 GW, resulting in a

neutrino flux of about 10° 7, cm™2 sec™! at the detector.

Reactor Units 1,2,3

Controlled Area Fence
Access Roads

Figure 2.1: Schematic depiction of the reactor site showing the placement of the
detector 740 m from the closest reactor and 850 m from the other two.
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2.1 The Detector

2.1.1 The Detection Concept

Reactor antineutrinos are detected through inverse 3 decay,
Ve+p— et +n.

This reaction has a relatively low threshold of 1.8 MeV and, because of the small
log ft value for neutron decay, the highest yield of any neutrino detection reaction. It
is also highly suitable for the proton-rich hydrocarbon scintillator to be used in the
Palo Verde detector. The liquid scintillator acts as a detector for both the positron
and the neutron, the former as it ionizes and annihilates, and the latter through de-
excitation  radiation from neutron capture on gadolinium, with which the scintillator
has been loaded at the level of 0.1% by weight.

At the relatively shallow depth of 46 mwe, backgrounds caused by muon-induced
fast neutrons are significant. To discriminate between positrons and recoiling fast
neutrons, the detector is segmented into 66 individual cells, thin enough that the two
511-keV ~ rays from the annihilating positron may penetrate to surrounding cells,
producing a characteristic fast “triple coincidence” as the signature of a positron.
Clearly, fast-neutron-induced proton recoils do not in general give rise to such a sig-
nature. Neutrino interactions in the detector are thus identified as follows. (See
Figure 2.2). The positron quickly loses its kinetic energy through ionization, pro-
ducing scintillation light which is nearly always fully contained within one cell. At
the end of its track, the positron annihilates. The resulting annihilation radiation
is relatively penetrating and tends to deposit energy, through Compton scattering,
in several surrounding cells. A “positron-like” cell, defined as containing between
1 and 10 MeV, along with at least two “annihilation-like” cells, defined as containing
between 50 and 600 keV, is the “triple coincidence” signature of a positron. The
low 50 keV threshold is found to greatly enhance the signal efficiency. Meanwhile,

the neutron thermalizes and eventually captures on gadolinium, which de-excites by
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gamma emission from an 8 MeV excited state. The neutron capture time in scintilla-
tor containing 0.1% gadolinium is 28usec. Thus the signature of a reactor antineutrino
is a fast-slow coincidence consisting of a prompt triple coincidence followed, within a
100 ps window, by an 8 MeV gamma burst. The details of this detection process are
described in Chapter 5.
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Figure 2.2: Detection of reactor 7. by inverse S decay.

2.1.2 The Target Cells

The detector, pictured in Figure 2.3, consists of 66 individual clear acrylic target cells
filled with Gd-loaded liquid scintillator. Each cell is 9 m in length, 0.25 m high,
and 0.13 m wide. They are stacked in an array 11 cells wide and 6 cells high. A
region 0.8 m in length is partitioned off at both ends of each cell and filled with
pure mineral oil to act as a buffer to external sources of background. Thus only
the central 7.4 m of each cell is active detector with a total mass of about 12 tons.
Two 5-inch photomultiplier tubes are coupled to each end of every cell to collect the
scintillation light. The propagation of light through the cell is aided by total internal
reflection from the outer acrylic-air interface: mineral oil and acrylic have nearly
identical indices of refraction of 1.46 ~ 1.48 and 1.48 ~ 1.49, respectively. Thus
light passes from the scintillator to the acrylic essentially without refraction but is
totally reflected from the acrylic-air interface if the angle of incidence is greater than

43 degrees (= sin™! ﬁ) from normal. The cells are optically isolated from each other
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and kept light tight using a black plastic cover which touches the acrylic cells but

does not destroy the optical properties of the acrylic-air interface.
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Figure 2.3: The neutrino detector.

2.1.3 The Water Buffer

The 66 target cells are surrounded by a one-meter—thick water buffer to shield the
detector from external radioactivities and muon-induced neutrons. The buffer cells
are made of low activity steel and will be filled with ultra—pure water produced in a
distillation plant operated by the Nuclear Generating Station. The buffer surrounds
the target cells on four sides; the end caps are not covered as one requires access to

the phototubes. The 80-cm mineral oil partition serves as buffer here.
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2.1.4 The Muon Veto

Surrounding the water buffer is a hermetic active muon veto system. This veto allows
the detector to be killed when cosmic muons enter the buffer or active cells, possibly to
produce dangerous fast neutrons that could recoil in the target cells and subsequently
capture on gadolinium, completing a fast-slow neutrino-like coincidence. The veto
is constructed from 12-meter-long opaque PVC cells left over from the MACRO [46]
experiment. Six “horizontal-type” cells, measuring 0.75 x 0.26 x 11.9 m, cover the
top and bottom of the detector, and ten “vertical-type” cells, measuring 0.23 x 0.49 x
11.7 m, cover each side. The cells are filled with a relatively low-light—yield liquid
scintillator. The ends of the detector will be covered by 10-cm—thick liquid scintillator
panels.

The veto cells are read out by two 5” phototubes per end. From descriptions of
the cell performance by the MACRO collaboration [46], it is calculated that muons
going through the center of the MACRO cell will deposit at least 30 MeV, and will
generate 300 photoelectrons at the phototubes. Accidental firing of the veto due to
gammas from natural radioactivity would cause unnecessary dead time. Thus, the
firing threshold should be set above the gamma energies of the uranium and thorium
decay chains, or at about three MeV for energy deposits near the phototube. This
corresponds to an effective threshold of about 12 MeV, or 120 photoelectrons, at the
center of the cell considering light attenuation. Thus the possibility of not detecting
a muon which does not clip corners is negligible. In the case of muons that do clip
corners, any that enter the detector will have to go through other veto cells as well
and will be identified through multiple veto hits. Thus the inefficiency of the muon
veto is dominated by the physical gaps in the coverage where the cells are butted
together and in the end caps where the staggered profile of the side veto cells creates
rectangular holes in the coverage (see Figure 2.3). A very conservative estimate of the
leakage through these gaps assumes that any muon incident on inactive material will
leak through. (This assumption would be valid only if all muons were incident normal

to the surface). The leakage rate calculated in this manner is about 2%. However, in
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order that a muon actually be undetected, it must slip through the veto both as it
enters and exits the detector, bringing the missed-muon rate to 4-10~*. Of course, for
muons stopping in the detector, the miss rate is the full 2%. These leakage fractions
are used in the estimate of the detector background (see Chapter 5).
The muon veto is the dominant source of detector dead time. Muon hits initiate

veto times as follows:

Muon Event Type Veto Time
Muons pass through buffer 10 psec
Muons pass through target cells 100 psec

Muons stop in buffer or target cells 300 usec

At 46 mwe the flux of muons through a horizontal surface is 14 per m? and sec,
and through a vertical surface, from one side, 3.5 per m? and sec (calculated assuming
a muon flux of 8.9 per m?, sec, and sterad and an angular distribution of cos® §). Then
the total flux into a box measuring 11 x 4.5 x 4.5 m is 1200 Hz. The fraction of these
hitting the target cells is roughly 30%. The muon stopping rate at 46 mwe is about
12 per kg and day (see section B.2.1), leading to a stopping rate in the approximately
120 tons of buffer and target of 17 Hz. Thus the total dead time is estimated as

17-300-10"% +360-100-10"% +840-10-107° = 4.9%.

However, the leakage of the veto adds to this as some through—-going muons are tagged
as they enter but not as they leave the detector. They then appear to be stopped
muons and initiate the long 300 usec veto time. The < 2% leakage estimate then
adds another 2% x 1200 = 24 Hz of “false stops.” This increases the total dead time
to 5.6%.

2.2 The Neutrino Source

The Palo Verde Nuclear Generating Station consists of three reactors with a combined

thermal power of 10.9 GW. They operate continuously on a staggered shut-down
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schedule so that only one reactor at a time is down for refueling. There are generally
two refueling periods of 60 days each per year. Typically, about 60% of the reactor
thermal power comes from fissions of 233U, about 30% from 2*°Pu, and the rest from
2387J and ?4'Pu. The fuel composition changes slowly with time as 2°Pu and ?*'Pu are
bred from 2*U. From a knowledge of the fuel composition and thermal power at all
times (measured by the power station), the neutrino spectrum can be determined. A
precise knowledge of the neutrino spectrum is critical for a “disappearance” oscillation
experiment such as the present one in which a deficit in expected flux or deformation
of the spectral shape will be taken as evidence for neutrino oscillations. There are
two complementary approaches to the calculation of the neutrino spectrum: first,
measurements of the electron spectra associated with the # decays of the fission
products of the important fissile isotopes (23U, 23°Puy, ?*'Pu) have been made [47,
48, 49]. The electron and neutrino energies are simply related, and the neutrino
spectra can thus be calculated essentially without loss of precision. The measured
spectra are known to about 3% accuracy.

Secondly, one can take the results of a number of high-statistics reactor neu-
trino oscillation searches as a direct measurement of the antineutrino spectrum for a
given fuel composition and detector efficiency. For example Ref. [55] finds excellent
agreement of the neutrino spectra measured and calculated at the Gosgen reactor. In
addition, recent experiments at the Bugey reactor [20, 21] find agreement between the
measured and calculated positron spectra at the level of 2% at low energy, worsening
to about 5% near the endpoint, around 6 MeV. The integral yield of the detection
reaction is also verified at the level of 1.4%.

So from a knowledge of the reactor thermal power and fuel composition, both of
which are readily available from the power station, one can calculate and cross check

the expected neutrino spectrum and expect to achieve an accuracy of a few percent.



21
2.2.1 An Estimate of the Reactor-Induced Positron Spec-

trum at Palo Verde

A detailed calculation of the reactor neutrino spectrum will be performed from the
reactor data once the experiment is underway. But for the present purpose of estimat-
ing the expected event rate in the Palo Verde detector, a simplified three parameter
fit to the antineutrino spectrum described by Vogel and Engel [50] will be used. Here

measured neutrino spectra are fit as a function of energy and fissile isotope:

dN,
dE,

= explao + a1 E, + a2Ef],

where dN, /dE, is in units of 7, per MeV and fission, and the constants a; are fit

independently for each fuel element.

a; 25U 239py 23877 241py
ap 0.870  0.896 0.976 0.793
a; -0.160 -0.239 -0.162 -0.080
az -0.0910 -0.0981 -0.0790 -0.1085

Taking, for the moment, the fuel composition to be that of the Gosgen power
reactor [55], the rate of fissions of each isotope can be calculated for 10.9 GW of

thermal power:

Isotope | Contribution to | Energy release | Fissions
Thermal Power | [MeV / fission] || per second
257 61.9% 201.7 2,08~ 10
Py 27.2% 210.0 8.58 - 10'°
2387 6.7% 205.0 2.16 - 101°
#ipy 4.2% 2124 1.31-10%°

Column three, effective energy release per fission, is taken from [55] and includes
contributions from the fission itself, subsequent B decays, and neutron capture in the
surrounding material. The neutrino spectrum is then generated, normalized to the

fission rate of each isotope.
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From the antineutrino spectrum, the spectrum of positrons produced in the de-

tector by inverse # decay can be calculated. The positron spectrum is given by

dN+(E+) _ dN,(E) P
dE.» _  dE, 4nl?

’ G(EV) : 6rec(Eu)7 (21)
(2.2)

where P is the number of target protons, L is the detector distance from the reactor, o
is the weak cross section for infinitely heavy nucleons, and 6, is a spectral correction
factor to take into account the neutron recoil. The positron energy is simply related

to the neutrino energy by
E+ =E,— (M, —M,)—m.=E, —1.804 MeV,

where M,, M,, and m,. are the neutron, proton, and electron masses, respectively.
The cross section, o, can be written [51] in analogy to that of neutron 3 decay as

or2h3
micl Pe

O'(E,,) = Ee : [1 + 5WM 4 6rad])

where 7, is the neutron mean lifetime, taken as 888.6 3.5 sec [52], and f is the Fermi
phase space factor, taken to be 1.71465 + 0.00015 [55]. The terms dwas and 6,44 are
corrections for weak magnetism and radiative effects and are calculated following [51].

Numerically, this becomes

o(E,) = (9.548 £0.022)[E, — 1.2933] - [(E, — 1.2933)* — (0.511)*]'/* x

[1 + dwm + 6md] 3 10_44cm2,

with the correction functions parameterized [51, 55| as

(E, — 1.804) — (0.511)?2

— . 103
owm = —1.727-107° |E, + E, — 1.804
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and

brea = 11.7-1073(E, — 1.804)7°°.

And 8., from equation 2.1, can be expressed [55] as
Srec = 1 — 0.155¢(Ev=8)/1-4,

Finally, the number per day and energy spectrum of positrons created in the detector
are calculated based on three reactors 740, 850, and 850 m away, and a total target
size of 9.4-10%° protons. Figure 2.4 displays the expected positron spectrum calculated
in this manner. The total positron production rate is calculated to be 197 per day.
It is illustrative to look at the deformation of the spectrum caused by neutrino
oscillations for some hypothetical oscillation parameters. The deformed spectra are
calculated by folding the oscillation survival probability, 1 — P;; (see equation 1.13),
with equation 2.1. Figure 2.5 displays the expected positron spectrum for two sets
of parameters. The upper spectrum is calculated using the oscillation parameters
obtained by a best fit to the KAMIOKANDE [36] atmospheric data: Am? = 1.6-1072
eV?, sin? 20 = 0.98 for v, — v, mixing. The lower spectrum is calculated using the
parameters obtained by [17] for a three-flavor maximal mixing scenario incorporating
all experimental neutrino data (see Figure 1.2) Am? = 0.72- 1072 eV? and sin? 20 =
1.0. The interference caused by two different source-detector distances is taken into

account.

2.3 The Experimental Sensitivity

The experimental sensitivity is calculated based on estimates of the detector efficiency
and background rates. These estimates are discussed in detail in Chapter 5 and are
summarized here. The expected four-fold (positron + neutron) detection efficiency is
26%. Per day, 197 positrons are produced in the detector, giving rise to a neutrino
signal rate of 51 per day.

The background is divided into two categories: correlated and uncorrelated. Cor-
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Palo Verde Positron Spectrum
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Figure 2.4: Expected neutrino-induced positron spectrum (solid curve) at Palo Verde
assuming no oscillations. The dashed curve shows the positron spectrum folded with
the detector energy resolution (30% FWHM at 1 MeV).

related backgrounds are those in which the full neutrino signal (a fast triple coincidence
followed by a delayed neutron capture) is mimicked. As these events are indistinguish-
able from the neutrino signal, they must be measured during the reactor—off refueling
cycle and subtracted statistically. This subtraction dominates the statistical error of
the experiment. Uncorrelated backgrounds are those which mimic only part of the
neutrino signal: a fast triple coincidence or a capture-like signal, but not both. If
a fast-triple-type background and a capture-like background happen to occur near
each other in time, it could look like a neutrino signal, giving rise to an uncorre-
lated background event. However, the rate of accidental triple coincidences and of

capture-like events can be measured continuously and the uncorrelated rate thus cal-
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Palo Verde Positron Spectrum with Oscillations
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Figure 2.5: The positron spectrum in the presence of oscillations. The upper figure
shows oscillations with Am? = 1.6 - 1072 eV?, sin?20 = 0.98, the best fit to the
KAMIOKANDE atmospheric data. The lower shows oscillations with full mixing

and Am? = 0.72-1072 eV?, suggested by [17]. In both cases the dashed line indicates
folding with the energy resolution of the detector.

culated with high precision. Nevertheless, this background, too, must be statistically

subtracted from the reactor-on data. The following table summarizes the expected

signal and background rates:

Signal | Correlated Background | Uncorrelated background
51 / day 9~ 79 / day 5~ 24 / day

There is a relatively large range in the background estimate on account of an impre-
cise knowledge of the spectrum of neutrons produced by muon spallation; a recently

obtained neutron spectrum from the KARMEN experiment [71] would result in a
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correlated background of 34 per day and an uncorrelated rate of 15 per day.

To estimate the experirﬁental sensitivity, a hypothetical 1.5 year data run is con-
sidered. A run of this length would incorporate three refueling cycles of 60 days each.
This would result in a total of toxy = 360 days of full power reactor-on data and
torr = 180 days of 2/3 power “reactor off” data with one reactor shut down for
refueling. Thus the event rates, Noy and Norr, measured during the two periods
are given by

NON:S+Ba

and

2
Norr = 55 48,

where S is the signal rate (per day) and B is the total background rate. Thus the

signal rate is given by the expression
S =3 [Non — Norr],

and the statistical error, 6.5, by

If we assume Poisson statistics, the statistical errors in the measurements of Non and

NoFrF are given by the expressions

6Non = y/ton - (S + B)/ton,

and

2
6Norr = \|toFF - (§5 + B)/torr.

So

264+ B
T LA s A
ton torF

To calculate the total experimental error, the statistical error must be added in
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quadrature to the following systematic uncertainties:

3%
3%

Neutrino Cross section and reactor lux 3%

Positron efficiency calibration

Neutron efficiency calibration

Listed in the following table are the total experimental errors (1 o) for the ex-
tremes of the background range as well as for an intermediate value using the neutron

spallation spectrum measured by the KARMEN [71] collaboration.

Signal Total Statistical | Total
Rate [d™!] | Background [d™'] | Error [%] | Error [%]

51 14 3.9% 6.5%

o1 49 5.1% 7.3%

51 103 6.4% 8.2%

The region of parameter space excluded by a null oscillation result from Palo Verde
can then be calculated: the actual data set will include spectral information on both
the signal and background, and a bin-by-bin analysis may yield the best exclusion.
At this point, however, little is known about the shape of the background. For the
moment it will be assumed to be flat, and the exclusion plot will be calculated based
on the integral detected positron rate. The 90% Confidence Level (C.L.) exclusion
plot is the set of all points in the sin® 20 — Am? plane which produce an integral signal
rate in the detector 1.280 below the expected rate. Figure 2.6 displays such a plot

for the three background cases considered above.
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Figure 2.6: v, — v, oscillation parameter space excluded at 90% C.L. for a null result
at Palo Verde. The detector is assumed to be 740 m from one reactor core and 850 m
from the other two. The excluded region is to the right of the curve, shown for three
different background scenarios.
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Chapter 3

Tests of a Prototype Detector

Four full-size prototype detector cells have been constructed for performance and
stability tests performed at Caltech. One cell was constructed at Caltech and the
three others by Signcraft Plastics, a Los Angeles plastics company. Two cells, the
Caltech cell and one of the commercial cells, were filled with Gd-loaded scintillator
for performance tests described below. The scintillator itself was the object of a
lengthy development process uﬁdertaken by colleagues in this Caltech group and NE
Technology, Ltd. The scintillator concentrate, assigned the commercial code NE345,
is diluted at Caltech with pseudocumene, purchased from Bicron, and mineral oil,
purchased from Witco, Inc. The final scintillator contains, by volume, 20% concen-
trate, 20% pseudocumene, and 60% mineral oil. Tests of the scintillator properties
were performed in conjunction with tests of the stability of the acrylic cells. The
scintillator was found to have a long (~ 7 meter) and stable attenuation length. The
gadolinium complex, dissolved in the scintillator at the level of 0.1% by weight, was

found to be stable.

3.1 Mechanical Stability

The target cells are constructed of clear acrylic sheets which are cut and cemented
together into sealed tanks. Acrylic filling caps, sealed with O-rings, allow the central
scintillator volume and the buffer end partitions to be filled individually. Figure 3.1
illustrates the mechanical detail. The large glue joints present mechanical concerns
as the scintillator, which contains about 30% by volume pseudocumene (1, 2, 4, tri—
methyl benzene), aggressively attacks many plastics. Indeed tests have shown that

the scintillator will quickly craze acrylic that has not been properly machined and



30

.: /
V \T Buffer ®) @\ Active Region \
D Z’ Phototube Mounts E? Fill Port p >>

g B Buffer Active Region
Glue Joints
=)

/

Figure 3.1: Detailed view of a 9-m prototype cell. The fill ports and phototube
mounting brackets, all made from clear acrylic, are illustrated.

annealed to relieve residual stresses. This crazing can eventually lead to failure of
the joints causing the cell to develop leaks. While the small mechanical pieces, such
as the fill-hole plugs and phototube mounting brackets, can easily be annealed after
machining, the 9-meter-long sections of the tank present a problem as the cost of
such a large annealing oven is prohibitively expensive. Thus great care must be taken
during the cutting process to minimize induced stresses in the material. Happily, a
year—long test of one of the commercial cells filled with 200 liters of scintillator shows
no signs of crazing where the scintillator contacts the joints; the mechanical stability
is excellent, and no indication of a leak has been discovered. In fact, the filled cell
was manipulated and even lifted with no adverse effects. It was discovered, however,
that a region of the cell exterior which was exposed to scintillator for several days,
did develop cracks. This was traced to stresses induced during an exterior flame
polishing process performed after the cell was glued up. The plastics company agreed
to abandon this (purely esthetic) procedure, and a subsequent test cell prepared

without this polishing procedure was found to be resistant to crazing.

3.2 The Detector v Response

The 9-meter target cell, filled with 200 liters of Gd-loaded scintillator, was instru-
mented with one 5” Philips XP4512 phototube per end (though the ends are designed
to accept two phototubes). A black PVC casing was installed around the cell to make
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the assembly light tight, and the performance of the cell was investigated.

The energy scale of the response spectrum was calibrated using a number of
gamma emitters: owing to the low density and low Z of the hydrocarbon scintil-
lator, the Compton effect dominates the interaction of gammas with the scintillator.
An example of the detector response to a 2*?Th source, which has a strong gamma
line at 2614 keV, is shown in Figure 3.2. The standard assignment of the 1/2 maxi-
mum point of the Compton structure to the backscatter energy is not, in fact, correct.
Monte Carlo calculations [53] show that because of multiple scattering, gammas fre-
quently deposit energy beyond the Compton edge. This results in the identification
of the 90% maximum point of the Compton structure with the backscatter energy.
The process of calibrating a liquid scintillation detector is described in some detail in

section 4.5.1.

Thorium spectrum, 9m tank
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Figure 3.2: Spectrum of 2*2Th in a 9-m prototype cell. The Compton edge energy,
2382 keV, is associated with the 90% maximum point of the spectral structure.

The calibration process is essentially an assignment of deposited energy to col-

lected light at the phototube. Thus it depends on the transparency of the liquid
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scintillator and the acrylic, on the distance of the energy deposit from the phototube,
and on the quantum efficiency of the phototube (about 25%) for converting incident
~ radiation to photoelectrons. Thus the energy calibration is defined at one distance
from the phototubes and is mapped to the rest of the cell. By measuring timing dif-
ferences between tubes at each end of the cell, the longitudinal position of the energy
deposit can be reconstructed and the correct energy calibration for that point applied.
The prototype 9-m cell was used to map out this calibration profile. The position
of the Compton edge of ®Co (in ADC channels) was measured as a function of the
source position along the cell. Figure 3.3 displays the variation in the calibration as a
function of distance. From the figure, there is approximately a factor of two variation

in the energy scale between the center and ends of the cell.

3.3 The Energy Resolution

The energy resolution of the detector is also a function of collected light and thus of
position in the cell. The energy resolution is dominated by photon counting statistics
at the phototube where photons are absorbed and photoelectrons emitted in a Poisson
process. Thus for a given position in the cell, any source of light is equivalent, and an
LED tuned to deposit, say, the equivalent of 1 MeV of light can be used to measure
the energy resolution. This measurement was performed as follows: a blue LED was
mounted on the side of the instrumented 9-m cell at a distance of 2 m from one end.
The LED was fired using a stabilized pulser which also gated an ADC used to read
out the charge of one phototube. As the pulser intensity was varied, the position
and width (in ADC channels) of the LED peak measured by the phototube allowed
a mapping of the number of photoelectrons created to the ADC channel number.
Figure 3.4 illustrates several of these measurements. From the shape of the LED
peak, the number of photoelectrons is calculated as follows: taking the Gaussian
limit of the Poisson distribution (valid for mean values greater than about 10), one

can relate the position of the peak to its width. The ADC measures charge produced
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Figure 3.3: The position dependence of the energy calibration in the 9-m cell. The
position (in ADC channels) of the Compton edge of a ®°Co source is plotted as a

function of its position along the cell. The data is normalized to 1 at the 1.5-m
point.

by the phototube:
G=G-N

where N is the number of photoelectrons produced, G is the gain of the system
(including whatever factor converts charge in Coulombs to ADC channel number),
and @) is the measured “charge” in units of ADC channels. Poisson statistics then
provides that a distribution of mean value N will have a o of vV N. A Gaussian
approximation to the shape relates the full width at half maximum (FWHM) to o
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FWHM =2 -vV2-1n20 =~ 2.350.

So
FWHM =2.35-G-+VN.

Then in terms of the measured peak position, ), and the FWHM,

N (2 35 Q >2
“FWHM) -
Figure 3.5 illustrates measured calibrations relating ADC channel, energy, and photo-
electrons for one tube at a distance of 2 meters. The calculated relation of energy and
photoelectrons then gives 34.6 photoelectrons produced per MeV of deposited energy
at 2 meters from one phototube. To calculate the full resolution, measured at the
center of the cell and for four phototubes (2 per end), we first scale the photoelectron
yield to the center of the tank using the one-tube scaling relation of Figure 3.8. Going
from 2 meters to 4.5 meters introduces an attenuation of a factor of 2.18, dropping
the photoelectron yield to 15.9 photoelectrons per MeV and tube from the center of
the cell. Four tubes then collect 63.6 photoelectrons, producing a resolution of 29.5%
FWHM/E at 1 MeV for energy deposited at the center of the cell. This translates
to 3.2 photoelectrons for a 50 keV deposit at the center of the cell and implies that it
is reasonable to extend the “annihilation-like” cell threshold down to this low value

to gain detection efficiency.

3.4 The Cell Timing Response

The timing resolution of the detector was investigated using two Philips XP4512 5”
phototubes, one coupled to each end of the prototype cell. The gains of the tubes
were matched by placing a °Co source at the center of the cell and adjusting the high
voltage to match the positions of the Compton edge. The output of each tube was

then fed to a constant fraction discriminator, and the discriminator outputs were used
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Figure 3.4: LED spectra measured by a 9-m prototype cell. The calculated number
of photoelectrons corresponding to each peak is indicated.

to start and stop a 12-bit TDC with a resolution of 0.25 nanoseconds per channel. The
80Co source, which emits 1 MeV « rays, was then moved along the tank at intervals
of about 1 meter and time-difference histograms were acquired. Figure 3.6 displays
the time difference of the phototubes for the nine distances investigated along with
a Gaussian fit to the distribution at each point. The distance is measured from the
face of one of the tubes. Figure 3.7 displays the mean value of the timing distribution
as a function of the position along the cell. A fit to this data gives a slope of 9.87
nsec/meter. The lower section of the figure displays the timing resolution (o) as a
function of distance along the cell. As expected, the resolution is best (2.5 nsec) at the
center of the tank and falls off near the ends (to 3 nsec) as the far phototube sees only
a few photons. Using the time-to-distance calibration slope of 9.87 nsec/meter gives
a (1 o) position reconstruction resolution of 25 to 30 cm. In other words, the position
of a 1 MeV energy deposit can be localized with 90% confidence to a region of about

80 cm. One should keep in mind, however, that the timing resolution will deteriorate
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Figure 3.5: Three calibration fits are shown for the 9-m cell at 2 meters distance
from one phototube. The top curve maps energy to ADC channel number using the
Compton edges of 37Cs, %*Mn, and %Zn. The middle curve is a map of ADC channel
to photoelectrons, and the bottom curve is the calculated number of photoelectrons
per energy deposit in the cell.

for lower energy deposits. In addition, penetrating radiation often multiply scatters
in the cell over large distances and could also contribute to a smearing out of the
timing resolution. The imperfect reconstruction of position was taken into account
in the Monte Carlo calculations presented in Chapter 5 by folding in the measured

position dependence of the energy calibration.

3.5 The Detector Time Stability

The stability of the scintillator and acrylic cell system was investigated over a period
of about one and a half years. It was a concern that the highly aggressive scintilla-
tor could etch the walls of the acrylic cell or dissolve the glue, changing the optical

properties of the cell or the scintillator. Any poisoning of the scintillator could con-
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Figure 3.6: The timing resolution of the 9-m detector is measured using a *°Co source
and a Philips XP4512 tube at each end. The time difference spectra of the two tubes
is shown for 9 positions of the source along the cell.

ceivably cause a degradation in the effective attenuation length of the scintillator and
acrylic and thus reduce the light detected by the phototubes. One way to keep track
of this effective attenuation length is to measure the position dependence of the cell
calibration over time. If the attenuation length were degraded, the difference between
far and near points would presumably become more pronounced.

This type of measurement scheme was employed between October 1994 and March
1996. A 232Th source was placed at several distances along the tank, and the position
of the Compton edge was measured as a function of the distance from one phototube.
To factor out tube gain (since the tubes were often turned off, adjusted, etc., for
other reasons during this time), the measurements were normalized to 1 at the 1.5 m
distance point. Measurements were begun in October 1994 using the Caltech cell. In
March 1995, a commercial cell was installed and the scintillator was siphoned into the

new cell. Measurements then continued with the new cell. Figure 3.8 displays this
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Figure 3.7: The upper curve is a fit to the %°Co timing data yielding an effective
signal propagation speed of about 10 cm/nsec. The lower figure illustrates the (1 o)
timing resolution of the detector at 1 MeV.

normalized position dependence using data from October 1994 and March 1996. The
1.5-year average is also displayed. Figure 3.9 displays the full data set another way:
the position of the Compton edge, normalized to the 1.5 m point, is displayed as a
function of time for each of the positions investigated. A linear fit at each distance
gives a measure of the fractional change of the relative attenuation per day. The result
of these fits is summarized in the following table which presents the total change in
relative attenuation over a 1.5 year period. Note that data is presented for a distance
of 4.68 rather than 4.5 m. This is because the original Caltech cell was actually 9.36 m

long and this represents the center of that cell.
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Change in Relative Attenuation
Ratio Over 1.5 Years

Distance Change

1.5 -

2.0 —0.4 £2.0%

3.0 —4.7+2.5%

4.0 -9.1+3.1%

4.68 —9.6 £4.0%

5.0 —12 +4.3%

To interpret this change, we can calculate that the number of photoelectrons
produced per MeV at the center of the tank will decrease from 63.6 to 57.5 over 1.5
years of exposure. This represents a change in the cell resolution from 30% to 31%

at 1 MeV at the center of the cell.

3.6 Gadolinium in the Scintillator

The scintillator is shipped to Caltech by Nuclear Enterprises in the form of a con-
centrate containing 0.5% Gd by weight. It is then diluted to 0.1% by the addition
of pseudocumene and mineral oil. It is important to verify that the gadolinium com-
plex remains in solution during the mixing and subsequently as the scintillator sits
in the detector cell. A 100 ml sample of the scintillator was taken from the 9-meter
prototype cell and its gadolinium content was measured by neutron activation and
subsequent gamma spectroscopy.

Natural gadolinium consists of the following isotopes:
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Figure 3.8: Relative attenuation as a function of distance from one phototube. Data
from October 1994 and March 1996 are plotted. In addition, the average of all data
during the intervening 1.5 years is plotted.

Isotope Abundance

154 2%
155 15%
156 21%
157 16%
158 25%
160 22%

Thus neutron capture will lead to the production of the f—unstable isotopes 1%°Gd
and 1%1Gd with half-lives of 18.6 hours and 3.7 minutes, respectively. The 8~ decay
of ¥9Gd produces °Tb which de-excites via a 363 keV gamma with a branching
ratio of 11%, making this a reasonable candidate for gamma spectroscopy.

The scintillator sample was placed in a glass bottle and lowered into a water

tank containing a Californium fission source. The sample was neutron activated for
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Figure 3.9: Relative attenuation as a function of time. Measurements made between
October 1994 and March 1996 are displayed. The position of a 2**Th Compton edge
is measured for several tube—source distances. The 1.5-meter point is normalized to
an edge position of one.

approximately two days and then transferred to a new glass bottle (since the old
one was now active) and placed near a hyper—pure germanium detector which had
been shielded from external radioactivities by two inches of copper and six inches
of lead. The germanium detector was read out into a multichannel analyzer and a
spectrum was saved every two hours for 36 hours while the induced activity died away.
Meanwhile, a calibrated standard was prepared by dissolving Gd(NOj3)s3 in ethanol
at the level of 0.1% gadolinium by weight. Ethanol was chosen because it is a good
solvent for gadolinium nitrate and because it has a density very nearly equal to that
of the scintillator. An identical mass of this calibration solution was activated for
the same length of time and at the same distance from the source as the scintillator
sample. A direct comparison of the gamma spectra led to the conclusion that the

9-m cell scintillator contains gadolinium at the level of 0.11 £ 0.02%. Figure 3.10
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displays the *?Gd gamma spectrum relative to the background counting rate.
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Figure 3.10: Gamma spectrum of activated Gd-loaded scintillator. The solid his-
togram is the activated scintillator and the dashed spectrum is the background. The
363 keV de-excitation gamma from 59Tb is clearly visible.

3.7 Conclusion

Tests of a prototype 9—meter detector show that the glued acrylic cell is mechanically
and optically quite stable. Over the course of a year and a half, the acrylic and glue
joints were able to stand up to the high pseudocumene content of the liquid scintillator
with no visible degradation. The detector was calibrated and its resolution measured
to be quite reasonable: 3.2 photoelectrons are expected from a 50 keV energy deposit
at the center of the cell. The phototubes were found to perform well and will allow
reconstruction, through timing, of the position of large energy events to less than a
meter. The Gd-loaded scintillator was found to degrade slightly in attenuation length
over a 500 day period, but to an extent that the resolution is degraded by only a few
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percent. The gadolinium complex in the scintillator showed no signs of instability

and remained dissolved in the liquid over the 1.5 year test period.
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Chapter 4
Calibration of the Positron Detection

Efficiency

A precise knowledge of the neutrino detection efficiency is critical for a “disappearance—
type” neutrino oscillation experiment such as Palo Verde. In particular, the positron
detection efficiency, because of its reliance on a very low (50 keV) annihilation cell
threshold, must be measured experimentally. This can be done using a positron emit-
ter that will be dissolved uniformly into the scintillator of one of the detector cells
in situ using the method detailed here. The other half of the neutrino detection
efficiency, the neutron capture, must also be measured. This is part of an ongoing

development project and is discussed briefly in Chapter 6.

4.1 The Concept

The neutrino-induced inverse 3 decay in the Palo Verde detector may be simulated
by uniformly dissolving a pure positron emitter in the scintillator of one cell. This
cell then acts as the “positron-like” cell and the surrounding cells are used to detect
the annihilation radiation. Since the cross section for positron annihilation goes as
one over the velocity, nearly every positron annihilates at rest producing two back-
to—-back annihilation gammas of 511 keV each, as required by energy-momentum
conservation. Thus the annihilation radiation produced by any positron emitter is
identical to that produced by the neutrino inverse 3 decay detection reaction. In
addition, positrons of a few MeV (such as those produced by a neutrinos from a
nuclear reactor) have essentially no chance of penetrating the acrylic cell walls and

thus deposit all of their energy in one cell. So the annihilation signature in the cells
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surrounding the positron cell is completely independent of the energy of the parent
positron. This allows a A% emitter to mimic a neutrino signal.

For the efficiency calibration one cell will be removed from the 6 by 11 array
and replaced by a cell filled with liquid scintillator which has been loaded with ap-
proximately 1000 Bq of a suitable positron emitter. The rate of valid “triple coin-
cidences,” in which the positron cell fires along with at least two surrounding cells
in an accepted back-to-back topology, will be compared with the firing rate of the
positron cell alone. This measured ratio is simply the positron detection efficiency,
though with a few complications. The first complication is the positron cell energy
threshold setting. Obviously, the number of positrons detected above some (software
implemented) energy threshold depends on the spectral shape of the positrons emit-
ted by the source, which is different from the spectrum of positrons produced by the
reactor. However, both spectra are well known and the spectral fraction above a
given threshold may be calculated easily, assuming the energy value of that thresh-
old is well known. (Section 4.5.1 describes a method for calibrating the threshold).
However, this calculation is complicated by the fact that the annihilation gammas
sometimes scatter in the positron cell before escaping to the surrounding cells, alter-
ing the measured spectral shape. But since the production of annihilation radiation
is independent of the positron energy, the measured spectrum is just the calculated
positron spectrum added to the Compton spectrum of 511 keV gammas in the cell.
The modification of the spectrum is identical for the source and reactor-induced
positrons. A detailed Monte Carlo simulation is required to really understand this
modification and to translate it to the spectrum of positrons produced by the reactor
neutrinos. However, the simulation can be fine tuned if the activity of the positron
source is accurately known. In this case the expected count rate above any threshold
can be measured and compared to the results of the simulation which has now been
independently normalized to the known source activity. The tuned Monte Carlo can
then be used to modify the reactor positron spectrum in exactly the same way.

The second complication is the distribution of the efficiency calibration over the

entire array. It would be impractical to repeat the procedure for each of the 66
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Figure 4.1: Topologically—distinct positron cell positions for efficiency calculation:
top, side, corner, and center.

cells. Instead, one can use symmetry arguments to obtain a fully integrated detector
efficiency. Using a block of nine cells as the fundamental unit, there are only four
topologically—distinct positions as illustrated in Figure 4.1. The top, side, and corner
cells all show lower efficiency than the center cells because of “missing” surrounding
cells. It is thus necessary to repeat this calibration procedure in four places to cover
each topology. Of course the edge or corner topologies could be simulated by turning
off (in software) several cells surrounding a center cell, but in this way, one does not
eliminate gamma events that might scatter from a dead cell to a live one.

The efficiency of the entire array can then be calculated by summing the efficiencies
of each cell by its topological type. However, before this can be done, every cell in
the array must have its energy calibrated and its software threshold set to exactly
the same value. Since all the cells are dimensionally identical, are made of the same
acrylic, and are filled with the same scintillator, they have identical optical properties.
Then even though all the phototubes do not perform identically and may not be
precisely matched in gain, the cells will perform identically, in terms of a hit/no-hit
determination, if each cell’s software threshold is set at the same absolute energy
point (nominally 50 keV). Once the thresholds are matched, an LED monitor can be
used to assure stability by monitoring the ADC channel at which a feature such as the
single photoelectron peak appears. This allows the four—point efficiency calibration

to be extended to the full integral detector efficiency.
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Figure 4.2: Simplified level scheme of ®®Ge decay.
4.2 Efficiency Calibration Requirements

The calibration procedure outlined above requires the selection of a suitable positron
emitter. It should have a reasonably long half life, should have a high endpoint energy
to be comparable to the reactor positron spectrum, which extends to about 6 MeV,
and should be free from gamma emission which could contaminate the 511 keV an-
nihilation radiation. Once identified, the isotope should be commercially available or
simple to produce with good purity, and must be placed in a chemical compound that
can be dissolved in organic liquid scintillator. The one isotope found that satisfies
all of the above is ®Ge. It is widely used in the medical field for positron emission
tomography (PET) and is thus available commercially. %Ge decays by electron cap-
ture to the ground state of ®Ga with a half life of 288 days. ®®Ga then decays by A+
emission and electron capture to ®®Zn with a 68-minute half life. A simplified level
scheme is shown in Figure 4.2.

This source has a high (89%) positron yield and only a 3% branch to the 1 MeV
excited state. In addition, its relatively high 8™ endpoint of 1.9 MeV makes it a
good candidate for this calibration. In order to be useful, however, the source must
be dissolved in liquid scintillator. After two failed attempts by a local radiochemical
company to produce a stable compound, it was decided to synthesize a source based on
tetra—n-butylgermane here at Caltech. The detailed chemical procedure is described

in Appendix A.l.
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4.3 Source Calibration

As the chemical efficiency of the procedure described in Appendix A.l is unknown,
the source must be calibrated experimentally. A source calibration method, based on
a hyper—pure germanium (HPGe) detector, was developed for measuring the activity
of the dissolved ®8Ge. An extended source presents calibration problems as the effects
of geometry and self absorption are difficult to estimate with the required precision.
However, by exploiting the coincidence of the positron and annihilation radiation,
one can make use of counting ratios in which the various efliciencies cancel out. The
apparatus used for the calibration is depicted in Figure 4.3. Liquid scintillator, loaded
with radioactive %®Ge, is filled into a small cylindrical acrylic tank measuring 10 cm
in diameter and about 7 cm in length. A 3-inch photomultiplier tube is coupled to
one side of the tank and the apparatus placed up against an HPGe detector which is
enclosed in a lead house to attenuate natural radioactivities from the walls. A large
plastic scintillator above the entire apparatus rejects cosmic muons. In the scintillator,
the positron loses energy and then annihilates, producing 511-keV gammas which are
detected in the HPGe detector. The source activity is then evaluated as follows: let
N.s11 be the counting rate observed in the 511 keV peak in the germanium detector
spectrum. Let N, be the counting rate of the scintillator, read out by the phototube,
in some energy interval, and let IV, be the rate at which both the germanium detector
and the scintillator fire together in the correct energy intervals. Let the efficiency
of the germanium detector for 511 keV gammas, including geometric factors and
self absorption in the scintillator, be given by eg.. Let b0 and bl be the positron
branching ratios to the ground state and 1.077 MeV excited state of ®Zn, respectively.
Then define €5 and €¢,;; as the positron detection efficiencies in the scintillator of
positrons from the ground state branch and the excited state branch, respectively
(see Figure 4.2). These efficiencies are not equal because they include threshold
(spectral fraction) cuts, i.e., €5 goes to zero if the threshold is raised beyond the
endpoint of the excited state positron branch. The annihilation quanta produced by

the two positron states is, of course, exactly the same, so the germanium detection



49

efficiency is the same for either branch. We can write the following expressions:

N'ySll =2-A- (bO + b]-) " €Ge,

Ny =A-b0-€0+ A-bl e,

Ne=A-b0-€0-2-€ge+ A-bl €52 cge.

So
Na'N,y511 A'(b0'630+bl‘631)'2'A'6Ge'(bo+b].)
N, 5o A+ g+ (B0 + Ean+ BLe6s1) 50+ 8L,
or
A= Ns'N'ySll
(60 + b1) - N,

The activity, A, is thus determined independently of the individual detector efficien-
cies. They cancel because the experimental conditions are the same for the singles
and coincidence measurements (apart from a small correction because of annihilation
radiation scattering inside the scintillator, see section 4.3.2). Indeed, to ensure pre-
cisely the same experimental conditions, the singles and coincidence data are taken
together, and coincidences are identified off line so that any gain drift or other envi-

ronmental change affects both data sets identically.

4.3.1 The Electronics Readout

A schematic of the electronics readout is shown in Figure 4.4. The main event trigger
comes from an OR of the germanium detector and the phototube signal. This OR
gates a LeCroy 2249 charge ADC which acts as a register, latching the logic state of
four input lines which indicate whether or not the scintillator, the HPGe detector, the
muon veto, and a mercury pulser (described below) were active during the event, i.e.,
within 100 ns of each other. This module generates a CAMAC look-at-me (LAM)
which then causes a readout of the register ADC, a peak-sensing LeCroy 3511 ADC
used to measure the HPGe energy, a LeCroy 2249W charge ADC used to measure
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Figure 4.3: Apparatus used to calibrate the ®®Ge source. The apparatus is completely
enclosed inside a 2-inch copper and 6-inch lead house. A large, 24-by—36-inch plastic
veto sits above the house to reject cosmic muons.

the scintillator energy, and a LeCroy 2228 A TDC which measures the time difference
between the HPGe detector and the phototube. A mercury pulser firing at about 1
Hz is fed into the test input of the germanium detector preamp and used to monitor
the stability of the preamp and shaping amplifier gain. This was found to be stable
to better than 1% during all data runs.

4.3.2 Data Analysis

The germanium singles rate, or N,ys511 above, is determined by fitting a Gaussian plus a
linear background to the 511 keV spectral peak and integrating the Gaussian. The no-
source background, obtained by filling the cell with fresh scintillator, is also subtracted
off, but this contribution is typically about 1% for the activities used. In this analysis,
muons and pulser events are rejected by placing the appropriate cuts on the hit
register, but any light deposit in the scintillator is disregarded. The phototube singles
count rate, or N, above, is determined by integrating the measured § spectrum over
some energy range regardless of the germanium detector hit condition. Again, muon

events and pulser events are removed in this analysis and no—source backgrounds are
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Figure 4.4: Block diagram of electronics readout. A 2249A ADC acts as a hit register
and overall event trigger. When it generates a LAM, four modules are read out via

CAMAC.

measured with an unloaded scintillator sample. Finally, the coincidence counting rate,
or IV, is determined by integrating the 5 spectrum over the same energy interval using
the data subset generated by requiring that 511 keV be deposited in the germanium
detector within 30 ns of the scintillator’s firing as measured by the TDC. These
three rates are then used to calculate the source activity as described above. The
activity calculation was found to be independent, as expected, of the scintillator
energy interval used in the analysis (see section 4.3.3).

In fact, there is a slight complication in the analysis since the annihilation radia-
tion absorption is different in the singles and coincidence cases. In the singles case,
two annihilation gammas are free to scatter and deposit energy in the scintillator.
However, in the coincidence case, the scintillator spectrum is taken from the subset
of data in which one 511-keV gamma has been completely absorbed in the germanium
detector. This requires an adjustment of the spectrum before analysis. It turns out in
this case that a simple shift of the energy scale is all that is needed to correct for the

removal of one annihilation quanta. This can be understood as follows: the energy
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and angular distribution of the annihilation radiation is completely independent of
the positron energy so all positron energies are affected identically by the absorption
of gamma energy. In the case of an infinitely large detector, then, all the annihilation
radiation would always be absorbed, resulting in a positron spectrum shifted up in
energy by 1022 keV but undistorted in shape. Similarly, for the opposite extreme of
no gamma absorption, we would obviously see an undistorted and unshifted positron
spectrum. In the intermediate case, we would see some distortion of the shape as well
as a shift as the positron spectrum was added to the Compton spectrum of absorbed
annihilation radiation. However, for the present case, with a scintillation detector
rather small compared to the interaction length of a 511 keV gamma, the average
gamma energy loss is small and we approach the “no—absorption” limit. In fact, on
average less than 10% of the gamma energy is lost in the tank and a shift of about
50 keV reproduces the singles spectrum with only a small distortion visible at the
endpoint. The shift required is calculated by normalizing the singles and coincidence
spectra to the same total area and then minimizing the squared bin-by-bin subtrac-

tion while varying the bin offset. Figure 4.5 illustrates this spectral adjustment.

4.3.3 Precision and Reproducibility

The accuracy of this technique was evaluated by measuring the activity of a calibrated
?2Na source. The source used was an encapsulated point source so the positron
spectrum could not actually be used, but the coincidence technique could still be
demonstrated by making use of the 1.275 MeV gamma line in coincidence with the
positron (and annihilation radiation). A level diagram of *Na %1 decay is show in
Figure 4.6.

The small point source was placed between the acrylic tank filled with pure scintil-
lator and the germanium detector. To form the coincidence, the germanium detector
was used to detect the 511 keV annihilation gammas, and the scintillator was used
to measure the Compton spectrum of the 1275 keV gamma. Of course, the other

annihilation gamma was also able to enter the scintillator and contribute to the scin-
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Figure 4.5: The top figure illustrates the relative shift between the singles (smooth
curve) and the coincidence spectra of ®Ge. The singles spectrum has been normalized
to the same area as the coincidence spectrum by multiplying by a factor of %37 Both
spectra are rebinned by a factor of five for clarity. The lower figure illustrates the

match of the two spectra after shifting the singles spectrum by 33 channels (65 keV).
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Figure 4.6: Decay scheme of ??Na.

tillator spectrum. This produced a systematic error in this test measurement insofar
as the 511 keV gamma tail leaked into the 1275 keV gamma Compton spectrum. This
effect was minimized by setting a lower threshold in the scintillator at about 750 keV,
above the tail of the 511 keV distribution. This did not completely eliminate this
background, however, because the 511 keV and 1275 keV can also add if both scatter
in the detector during a single event.

The source used was calibrated on June 1, 1979 by Isotope Products, Inc., at an
activity of 11.5 £3%uCi, giving a strength of 0.192 uCi, or 7110+£210 decays per
second on October 11, 1994, when the test calibration was undertaken. The 511 keV
radiation was detected in the germanium detector, and the 1275 keV gamma in the
scintillator. The expression for the activity is then given by A = %’%, where the
symbols are defined as previously. Table 4.1 summarizes the results of the calibration
for two different data samples and three different energy intervals used to analyze the
scintillator spectrum. The measurements all show good agreement with the reported
value of 7110 decays per second.

Tests of the precision were made using %8Ge. A cell was filled with scintillator
to which a small quantity of ®Ge had been added and measurements of its activity
were made. The source remained in the tank for four days during which several mea-
surements were made to investigate the reproducibility of the activity measurement
and the dependence of the measurement on the analysis interval selected. For these
measurements, the source—correlated background was subtracted. This background
comes from Compton scattering of 1.077 MeV « radiation which happens to leave

enough energy in the germanium detector to appear to lie in the 511 keV photopeak.
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Table 4.1: Results of a ?2Na point source test calibration. The activity of the source
is known to be 0.192 uCi, or 7110£210 decays per second. Two different data sets are
shown: the first three measurements are from one data set in which the scintillator

analysis interval was varied. The last entry is from a second, higher statistics data
set.

Analysis Interval | Analysis Interval Noys11 N, N, Activity
(channels) Energy (keV) (dps)
400 - 700 788 - 1367 498 + 6 182 £ 4 12.7 £ 0.9 | 7125 + 541
400 - 600 788 — 1175 498 + 6 173 £ 4 12.0 £ 0.9 | 7180 + 552
300 - 700 596 — 1367 498 £+ 6 295 + 5 20.3 £ 1.2 | 7241 £ 558
400 - 700 788 — 1367 513.4 + 1.7 | 180.5 £ 1.0 | 12.92 £ 0.28 | 7171 + 150

To estimate this contribution, a window was set in the germanium analysis of a width
equal to the width of the 511 keV peak, but displaced one peak width in energy with
the assumption that the Compton background is roughly flat and will thus be equal
in any interval near the peak. A coincidence data set was then generated using the
displaced germanium energy cut and this background was statistically subtracted off.
The background subtracted was generally less than 2%.

Table 4.2 illustrates the insensitivity of the activity measurement to the analy-
sis interval selected, and the § spectra from this run are displayed in Figure 4.5.
Figure 4.7 illustrates the reproducibility of the activity measurements over several

days.

Table 4.2: Results of a ®Ge source calibration. The dependence of the calculated
activity on the energy interval selected for analysis is investigated.

Analysis Interval | Analysis Interval Nys11 N, N, — bkg Activity
(channels) Energy (keV) (dps)
120 - 700 307 — 1450 3.54 £ 0.04 | 352.6 £ 0.4 | 2.52 £ 0.03 | 548.5 £ 9
200 - 600 465 - 1253 3.54 £ 0.04 | 270.2 £ 0.3 | 1.95 £ 0.03 | 543.2 £ 9
120 - 500 307 — 1056 3.54 £ 0.04 | 282.1 £ 0.3 | 2.04 £ 0.03 | 542.1 £ 9
120 - 767 307 — 1582 3.54 £ 0.04 | 360.9 £ 0.4 | 2.57 £ 0.03 | 550.5 £ 9
100 - 800 268 — 1647 3.54 + 0.04 | 375.5 £ 0.4 | 2.66 +£ 0.03 | 553.4 £ 9
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Figure 4.7: Reproducibility of the 8Ge activity measurements. Measurements made
over several days during four separate runs are displayed. The average value is plotted
as a horizontal line.
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4.4 Summary of Source Tests and Results

With a working calibration system, tests were performed to investigate the chemical
stability of the ®*Ge in the source and the influence of the source loading process on
the physical properties of the liquid scintillator.

Early attempts by a local radiochemical company to produce a 8 Ge source suitable
for dissolving in liquid scintillator were plagued by problems with chemical instability.
Determinations of how much of the source was sticking to the walls were made using
the calibration system described above. The source, in liquid scintillator, was placed
into an acrylic test tank where it remained for a length of time ranging from an
hour to over a month in various runs. The activity of the source was calibrated
by the above method, and the scintillator was then dumped out, the acrylic tank
washed with clean scintillator, and then refilled with fresh, unloaded scintillator. The
activity remaining in the tank was then calibrated to determine the fraction of the
source bound to the cell walls. Measurements of this type were performed both for
the early commercial sources and for sources prepared by the method described in
Appendix A.1. Two tetra—n-butylgermane sources were prepared at Caltech: one
containing about 370 Bq/ml of %®Ge activity and 213 ppm of germanium carrier,
the other containing about 18 kBq/ml of ®®Ge and 112 ppm of germanium carrier.
The carrier concentration measurements were performed by Elemental Research, Inc.
The source sticking was investigated as a function of the time spent in the cell and of
the germanium carrier concentration in the scintillator sample. The results of these
measurements are summarized in Table 4.3. It is clear from the table that the tetra-n-
butylgermane source shows markedly better stability in the tank and a very low rate
of sticking to the walls. For reference, the 9m cell calibration would involve inserting
about 1 kBq of ®8Ge activity into 200 liters of scintillator, where it would remain for
about one day. Using the first source (370 Bq/ml and 213 ppm Ge) would result in
a germanium concentration in the cell of about 3 ppb. Of course, this concentration
to activity ratio can be adjusted arbitrarily.

Because this source is to be used to calibrate the efficiency of the large Palo Verde
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Table 4.3: Investigation of ®®Ge source chemical stability. Source type A is the
commercial source based on GeCly. Type B is the tetra-n-butylgermane source syn-
thesized at Caltech.

Source Type | Ge Concentration | Exposure Time (days) | Fraction Sticking (%)

A 635 ppb 0.2 days 24 £ 0.6

A 1540 ppb 1.9 days 3.7+ 04

A 276 ppb 4.0 days 21.6 + 0.6

A 89 ppb 28 days 40 + 1

B 938 ppb 4.0 days 0.11 4+ 0.03

B 137 ppb 4.0 days 037 £ 0.5

B 3.3 ppb 4.2 days 1.9+ 0.2

B 4480 ppb 5.3 days 0.15 £ 0.04

detector, it is important that its loading into the scintillator does not significantly
affect the physical properties, most critically, the light yield and attenuation length.
To this end, a sample of scintillator was loaded with tetra—n-butylgermane at the
level of 2 ppm of germanium, a factor of 1000 higher concentration than will typ-
ically be used for the calibration. The light yield and attenuation length of this
loaded scintillator was measured and compared to that of the unloaded scintillator.
No significant difference was measured. These measurements are described in Ap-
pendix A.2. In addition, samples of the germanium-loaded scintillator were sent out
for commercial mass—spectroscopic analysis and were measured to contain 0.1% by
weight of gadolinium. This indicates that the germanium loading process does not
affect the gadolinium dissolved in the scintillator for the purpose of increasing the

thermal neutron cross section.

4.5 Prototype Calibration Experiment

As a proof-of-principle test, a positron efficiency calibration was performed on an
array of 15 short acrylic test cells. The cells used were taken from the Gosgen reactor
neutrino oscillation experiment [55] and measure 88 x 20 x 9 cm. Each cell is read

out by four 3-inch XP2312 photomultiplier tubes, two on each end. The two PM’s on
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each end were analog summed at the tube, and the summed signals from each end of
the cell were sent to a fan-in where the full energy of the cell was summed and then
digitized in a charge ADC. The small cells, of course, allow no direct conclusions to
be drawn about the efficiency of the 9 m cell setup, but it does allow a precise com-
parison of experiment and Monte Carlo simulation, proving the utility of the method
for efficiency calibration. The test was undertaken before the more stable tetra—n—
butylgermane source was available, so the commercial source was used instead. Some
sticking of the source to the cell walls did occur, but this was kept at low levels by
minimizing the time the source was in the cell. The Monte Carlo simulation was also
able to model the sticking quite well, so the source instability was not a problem for
this test.

Fifteen Gosgen cells were stacked in an array five cells wide by three cells deep (see
Figure 4.8). The entire array was enclosed in a house of lead bricks to shield the setup
from natural radioactivities in the walls and floor of the lab. The center cell, cell 8,
was filled with the ®Ge-doped scintillator and thus acted as the “positron” cell while
the surrounding 14 cells were analyzed as “annihilation” cells. The positron detection
efficiency was investigated as a function of the energy thresholds of the annihilation

cells, of the positron cell, and of the topological patterns of fired cells.

4.5.1 Cell Array Energy Calibration

The first step of the efficiency experiment was to gain match and calibrate the energy
scale of all the cells in the matrix to precisely determine the energy thresholds. The
dynamic range of the side cells was adjusted to extend to about 800 keV to encompass
the nominal energy cut of 50-600 keV for the annihilation radiation. The range of
the positron cell was extended to about 3 MeV to include the full positron spectrum
(endpoint 1.9 MeV). The gain of the two ends of each cell were first matched by
adjusting the high voltages independently using the Compton edge of a **Mn source
(646 keV) placed at the middle of the cell as a reference. The matching was done

in such a way as to bring the summed energy scale of each cell to roughly the same
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Figure 4.8: Gosgen cell array used in prototype efficiency calibration.
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point. A precise energy calibration of each cell was then performed, using a number
of radioactive calibration sources, and the energy thresholds were then matched in
software during the data analysis. The calibration sources were attached to a meter
stick and inserted in turn into the array, and calibration data was acquired with the

source at the middle of each cell. The following sources were used for the calibration:

Annihilation Cell Calibration

Source | 7 Energy (keV) | Compton Edge (keV)

*4Mn 842 keV 646 keV
s 662 keV 478 keV
203Hg 279 keV 146 keV
e 123 keV 40 keV

Positron Cell Calibration

Source | v Energy (keV) | Compton Edge (keV)

232Th 2614 keV 2381 keV
657n 1119 keV 911 keV
34 Mn 842 keV 646 keV
370 662 keV 478 keV
22Na | 511 keV (annih.) 341 keV

The Compton spectrum of the sources in each cell were analyzed and the energy
deposit of the backscattered gamma (the Compton edge) was assigned to the 90%
maximum point of the edge structure, see Figure 4.9. The calibrations show good
linearity. Figure 4.10 shows the calibration data for two cells, cell 8, the positron cell,
and cell 3, a side cell just above cell 8. Generally, with this calibration scheme, the

50 keV threshold could be set with a precision of about 10%.

4.5.2 Data Acquisition

The data acquisition system for the efficiency calibration test was quite simple. Any
energy deposit in the center cell, cell 8, above a low hardware threshold of about

300 keV initiated a readout of all 15 cells into a 16—channel LeCroy FERA 4300B
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Figure 4.9: Simulated Compton spectra of ¥7Cs (E,=662 keV) and 3*Mn
(E,=842 keV) in a Gosgen cell are displayed. The energy deposited by a backscat-
tered photon is indicated by a dashed line: 478 keV in the case of *’Cs and 646 keV
for 5*Mn. The energy resolution of the cell and multiple Compton scatters of the
incident gamma produce the continuous spectra shown, indicating that the backscat-
ter energy should be identified with the 90% maximum point of the spectral peak

structure.
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Energy calibrations for two cells
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Figure 4.10: Typical calibration curves for two cells: central cell 8, top, and side cell
3, bottom.
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charge ADC. The cells were all timed relative to the center cell such that a 150 ns
gate created by the center cell would fully contain simultaneous energy deposits in all
other cells. All coincidences were then analyzed off line allowing complete flexibility

in deciding which topologies and energy conditions would constitute a “detected”

event.

4.5.3 The Experiment

With the fully energy—calibrated array, one million triggers of background data were
acquired with no ®8Ge loaded into the center cell. About 330 ml of scintillator loaded
with about 1 kBq of ®®Ge was then placed into a small calibration vessel and its
absolute activity measured as described above. The center cell of the Gosgen cell
array was then removed and a fraction of the scintillator was taken out. The active
scintillator from the small calibration tank was then emptied into the Gosgen cell and
the cell was agitated vigorously to distribute the 8Ge. After mixing, a sample of the
liquid was drawn from the Gosgen cell and placed into a second acrylic calibration
vessel in order to provide an independent measurement of the source activity in the
cell. Finally, the scintillator originally removed was added back to the Gosgen cell
to refill it completely, and the cell was reinserted into the array. Meanwhile, fresh
scintillator was added back to the first small calibration vessel to determine, through
a difference measurement, how much activity was added to the Gosgen cell.

Back in place, the Gosgen cell was recalibrated, as was cell 3, which had to be
turned off and moved in order to remove the center cell. Four million triggers were
then acquired in approximately two hours with the source present in the center cell.
The center cell was then removed again, and another sample of scintillator was drawn
from it into a third small calibration cell in order to measure any change in the source
concentration over the two hours indicative of activity sticking to the walls of the
Gosgen cell. Unfortunately, this cell developed a leak before the measurement could
be performed and had to be discarded. Finally, the Gosgen cell was drained, rinsed,

and refilled with fresh scintillator, and the background measurement was repeated to
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look for direct evidence of ®8Ge sticking to the walls of the Gosgen cell.
The following table summarizes the results of the source activity measurements

and the final conclusion as to how much activity was inserted into the Gosgen cell:

Test Cell 1: Initial source preparation
Sample Mass: 291.1¢g
Activity: 830.4 &+ 11 Bq
Test Cell 1: Residual activity after dumping
Sample Mass: 2889 g
Activity: 20.0 £ 5 Bq
Test Cell 2: Sample taken from Gosgen cell

after mizing

Sample Mass: 290.2 g
Activity: 20.5 + 0.5 Bq
Gosgen Cell: Calculated activity in cell
Scintillator Mass: 10903 g
Activity: 789.9 4+ 12 Bq

The measured positron spectrum of the center cell, cell 8, is shown in Figure 4.11.
The background spectrum, measured before introducing the ®Ge, is also plotted as
is the subtracted spectrum used for analysis. The data was analyzed and compared

with a detailed Monte Carlo simulation.

4.5.4 The Monte Carlo Simulation

The calibration experiment was simulated using the CERN GEANT Monte Carlo
package. The full geometry of the Gosgen cell array and the chemical makeup of
the scintillator was modeled. The response of the Monte Carlo was tuned using a
number of calibrated gamma emitters: experimental data was taken by placing a
calibrated gamma source on the surface of a cell. This monoenergetic gamma source

was then modeled in GEANT and the absolute rate and energy calibration were
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Measured *Ge Spectrum
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Figure 4.11: The measured positron spectrum of the center cell, cell 8, is shown.
The background spectrum, measured before introducing the ®®Ge, is subtracted from
the measured spectrum to give the true experimental positron spectrum used in the
analysis.
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compared. It was found that the simulation consistently overestimated the gamma
efficiency by about 20%. The physical properties of the scintillator input into the
simulation, such as the H to C ratio and the density, were adjusted, and it was found
that good agreement of the experimental and simulated gamma spectra could be
achieved by lowering the simulated scintillator density from 0.84 g/cc to 0.7 g/cc;
1t was not necessary to alter the H to C ratio. Figure 4.12 illustrates a comparison
of simulation and experiment for three sources, 37Cs, *Mn, and ®Zn. The Monte
Carlo spectra were independently normalized to the known activity of the calibrated
source to arrive at an absolute number of counts per second. It is not understood
why the gamma cross sections should overestimate the efficiency, but this empirical
adjustment produces excellent agreement for all three calibration sources.

It has been shown [56] that the §* decay of ®®*Ga is well described by the standard
Kurie plot. A Monte Carlo input spectrum was generated numerically by adding two
B spectra: one with the full (ground state) endpoint energy of 1.90 MeV and the
other with the smaller (excited state) endpoint energy of 0.822 MeV (see Figure 4.2).
The calculated spectrum used as an input for the GEANT simulation is shown in
Figure 4.13.

Positrons generated according to the calculated ®®Ga spectrum were distributed
uniformly through the volume of the center cell, cell 8. For each decay simulated, the
energy of the center cell and each surrounding cell was stored on disk as an event.
Each energy deposit was adjusted before being written out to include the effects of
the detector resolution and the position dependence of the gain. These inputs were

determined experimentally using gamma sources and LEDs as follows:

The Detector Energy Resolution

The energy resolution of the detector cells was determined using an LED to do photon
counting statistics and gamma sources to fix the energy scale. An LED was coupled
to the center of each Gosgen cell and driven by a pulser. The width of the LED
peak, which obeys Poisson photon counting statistics, was plotted as a function of

the peak position; see Figure 4.14. The width grows as the square root of the peak



68

Gamma point source measurement and simulation
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Figure 4.12: The measured gamma spectra (dotted curves) of *37Cs, **Mn, and **Zn
are compared with the simulated spectra (solid curves) for a simulated scintillator
density of 0.7 g/cc (actual: 0.84 g/cc). The simulated spectra are independently
normalized to the calibrated activity of the point sources. With this adjustment, the
simulated gamma efficiency and spectral shape agree well with the measured values.
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Calculated ®Ga Beta spectrum
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Figure 4.13: Calculated %8Ge-%8Ga (% spectrum. The dashed lines show the contri-
butions of the ground state and first excited state positron decay branches. The solid
curve is the sum and was used as an input to the GEANT simulation.
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LED width vs. position in gosgen cell

» B
2300 [ Fit FWHM = m*sqgrt(pos) + b -
o T m=7.44 +- .02 sqrt(ch)
S [ b=-1.76 +— .4 ch
= L
% 250 C
200 +
150 [
B u
L °
100 /3
—11||/||||||||||||||

500 1000 1500 2000
Peak position (channels)

Figure 4.14: The energy resolution of the Gosgen cell array was determined by ana-
lyzing the width of an LED peak. The width of the peak, in ADC channels, is plotted
as a function of the peak ADC position. The constant of proportionality between the
width and the square root of the peak position gives a measure of the resolution. The
connection to energy is made using gamma sources to map ADC channel number to
energy.

position, as expected. Gamma sources were then used to calibrate the energy scale,
and the resolution was determined to be 29% at 1 MeV. This result was used in the
simulation: to each energy deposit was added a random value generated according
to a Gaussian distribution with a width given by the resolution appropriate to that

energy.

The Position Dependence of the Energy Calibration

Because of differences in the length of scintillator traversed and the solid angle to the
phototubes, the amount of light collected in a Gésgen cell for a given energy deposit
depends on the position of the interaction in the cell. This position dependence

results in an additional energy smearing when deposits from everywhere in the cell
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Position Dependence of Gosgen Cell Calibration
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Figure 4.15: Position dependence of the Gosgen cell energy calibration. The position
of the Compton edge for a number of gamma emitters is shown as a function of
the distance from the center of the cell. A linear fit to the energy binwidth does a
reasonable job of describing the dependence at all energies investigated.

are integrated at the phototubes. This effect had to be included in the Monte Carlo
to produce the correct detector response. Again this input came from measurements
made with the Gosgen cells using gamma emitters. Calibration point sources were
placed at various distances along the wall of a Gosgen cell and the position of the
Compton edge, in ADC channels, was investigated as a function of distance from the
center of the cell. Figure 4.15 shows the position of the Compton edge in channels
as a function of the distance from the center of the cell for four gamma emitters:
137Cs (662 keV), **Mn (842 keV), ®Zn (1119 keV), and 2*2Th (2614 keV). A linear
fit was found to reproduce the position dependence for all the sources reasonably well.
This linear function was used in the simulation to correct the energy based on the

interaction position.
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Generation of the 8Ge Data Set

A Monte Carlo spectrum was generated for *Ge uniformly distributed in the center
cell. However, before this could be compared with the experimental spectrum, al-
lowance had to be made for the ®8Ge sticking to the walls of the cell. Monte Carlo
events were generated for ®®Ge uniformly distributed on the inner surface of the cell
walls. This spectrum was then compared with the experimental data taken after
the radioactive scintillator had been removed from the center cell, and it had been
refilled with fresh scintillator. The absolute normalization of the Monte Carlo was
then allowed to float as a free parameter. Matching the areas of the experimental and
simulated spectra then allowed a determination of the activity bound to the surface
of the walls. Figure 4.16 depicts the experimental spectrum, which has been back-
ground subtracted, and the simulated spectrum which has been normalized in area
to the experimental one. In this way, it was determined that 105 4+ 20 Bq, or about
13% of the initial activity remained stuck to the walls.

The final simulated positron spectrum was then produced by adding 87% of the
spectrum from %8Ge uniformly suspended in the scintillator to 13% of the spectrum
from ®8Ge uniformly coating the inner surface of the cell. This spectrum was folded
with the measured cell resolution and position dependence and was independently
normalized to the known activity of ®Ge introduced into the cell. The simulated
spectrum of the center cell shows good agreement with the measured spectrum. See
Figure 4.17. The excess of experimental counts near the endpoint is probably due
to the approximate longitudinal position dependence curve, (Figure 4.15), used in
the Monte Carlo. In addition, the lateral, (x-y), position dependence of the energy
calibration becomes important for energy deposits very near the tubes; this effect was
not included in the simulation. (Note that this is not true for the 9-m cells in which
the phototubes are separated from the active region by an 80-cm oil buffer). Both of
these effects scale up energy deposits near the tubes and could be responsible for the

excess counts seen. Presumably, better agreement will be achieved with more tuning.
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®Ge stuck to walls, experiment and Monte Carlo
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Figure 4.16: The measured spectrum (dotted curve) of the center cell containing ®*Ge
stuck to the inner surface. Background, measured before the ®Ge was introduced,
has been subtracted. The simulated spectrum (solid curve) has been normalized to
the area of the experimental one to determine the activity of the source remaining in
the cell. The activity was evaluated to be 105 4 20 Bgq, or about 13% of the total
activity introduced.
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*Ge spectrum, experiment and Monte Carlo
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Figure 4.17: Comparison of the experimental (dotted curve) and simulated (solid
curve) spectra produced by ®Ge in the center cell of the array. The experimental
spectrum is background subtracted. The simulated spectrum includes 13% of the
activity stuck to the walls of the cell and has been folded with the measured cell
energy resolution and position dependence. The small disagreement of the spectra
near the endpoint is probably due to approximations made in the position dependence
of the calibration.
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4.5.5 Efficiency Results

The positron detection efficiency was evaluated as a function of the energy threshold
in the center and side cells and as a function of the geometrical hit pattern accepted
as a valid event. Experimental and simulated data were compared and found to show
very good agreement. In the following a “single” event is defined as an energy deposit
in the center cell, cell 8, falling inside the accepted energy window. A “triple” event is
defined as a “single” accompanied by hits in at least two other cells in the appropriate
side cell energy interval. The “triple probability” is then the true detection efficiency
defined as the number of “triples” divided by the total number of 8+ decays. In
addition, the ratio of “triples” to “singles” is used as a calibration-independent way
of comparing the experiment with the simulation.

The topological pattern with the largest solid angle acceptance is the so-called
“horizontal triple” consisting of the center cell firing along with the cells to the im-
mediate left and right (cells 7 and 9). The efficiency of this topology is discussed in
detail below as a function of the annihilation cell and positron cell energy thresholds.
Figure 4.18 illustrates the absolute detection efficiency, in triples per 8% decay as a
function of the lower energy threshold in the annihilation cells and in the positron
cell; in the upper plot the energy cut of the center cell is fixed at 800-3000 keV,
and the upper threshold of the annihilation cells is fixed at 600 keV while the lower
threshold of the annihilation cells is varied. In the lower plot, the side cell cut is
fixed at 50-600 keV and the lower threshold of the center cell is varied. Background
is subtracted from the experimental efficiencies, and they show excellent agreement
with the simulated values.

The detection efficiency was investigated for a number of hit topologies. In a
block of eight cells centered around the positron cell, there are 20 distinct topologies
with side cells that are roughly back to back. Figure 4.19 illustrates these topologies
along with the absolute detection efficiency measured and simulated. In all figures,
the center cell is the positron cell. The energy cuts are fixed at 500-3000 keV for the

center cell and 50-600 keV for the side cells. Figure 4.20 summarizes the previous
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Figure 4.18: The positron detection efficiency for the horizontal topology (cells 7,8,
and 9) is investigated as a function of the lower energy threshold in the center and
side cells. In the upper plot, the center cell energy cut is set at 800-3000 keV, and
the side cell upper threshold is set at 600 keV. The side cell lower energy threshold
is plotted along the abscissa. In the lower plot, the side cell cut is set at 50-600 keV
and the center cell lower threshold is varied.
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results graphically to show the residual deviation between experiment and Monte
Carlo. As a more realistic event trigger, the efficiency of the logical OR of these
20 patterns was investigated as a function of the annihilation cell energy threshold.

Figure 4.21 illustrates this comparison of experiment and Monte Carlo.

4.6 Conclusion

A technique has been developed to accurately calibrate the positron detection effi-
ciency of the Palo Verde neutrino oscillation detector. A method of dissolving the
positron emitter ®Ge in liquid scintillator has been developed and tested and shows
good stability. It has also been shown that introducing this source into the scintil-
lator to be used for the Palo Verde experiment causes no detectable degradation in
scintillator performance in terms of light yield or attenuation length. In addition
the germanium loading of the scintillator does not affect the chemical stability of the
gadolinium which has been loaded at the level of 0.1% to facilitate neutron detection.

A system has been constructed to absolutely calibrate the ®®Ge source based
on coincidence detection of the positron and its annihilation radiation. Activity
measurements made with this apparatus are reproducible to better than 2%.

A prototype calibration experiment has been undertaken by injecting *®Ge into
an array of 15 small Gosgen cells. Data from this experiment were compared with
a detailed simulation using GEANT and show excellent agreement. The GEANT
simulation is easily extended to the geometry of the full 9-m-long cells used in the
Palo Verde experiment and will be used to analyze and calibrate the full detector

efficiency.
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Positron Detection Efficiency [%]

Measured Monte Carlo Measured Monte Carlo
1 11

0.273 +- 0.005 0.28 +- 0.05 1.535 +- 0.031 136 +- 0.12
2 12

0.704 +- 0.014 0.77 +- 0.1 0.611 +- 0.012 0.57 +- 0.08

13

0.681 +- 0.014 0.62 +- 0.08 0.678 +- 0.014 0.77 +- 0.09

14

1.546 +- 0.031 1.48 +- 0.12 0.333 +- 0.007 0.28 +- 0.05

15

0.449 +- 0.009 0.51 +- 0.07 4.596 +- 0.092 4.78 +- 0.02

16

1.776 +- 0.036 1.87 +- 0.14 1.581 +- 0.032 1.55 +- 0.12

17

1.775 +- 0.035 1.80 +- 0.13 1.906 +- 0.038 1.87 +- 0.14

18

0.606 +- 0.012 0.67 +- 0.08 1.306 +- 0.026 1.45 +-0.12

19

1.091 +- 0.022 1.287 +-0.01 1.875 +- 0.038 2.00 +- 0.05
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Figure 4.19: The positron detection efficiency is investigated as a function of the
triple topology. For a block of nine cells, the positron cell at the center, there are 20
distinct triple topologies having a roughly back-to-back geometry. For every topology
the following energy cuts were used: center cell: 500-3000 keV, side cells: 50-600 keV.
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Figure 4.20: The detection efficiencies of the 20 topologies from the previous figure are
summarized. The shaded bars represent the simulated efficiency and the unshaded
bars represent the experimental measurements. The simulated data are subtracted
from the experimental, and a residual plot is displayed in the lower figure. Experiment
and simulation show excellent agreement.
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Figure 4.21: The positron efficiency of the more realistic logical OR of all 20 9-block
topologies is investigated. The center cell cuts are fixed at 500-3000 keV, and the
lower threshold of the side cells is varied. The upper threshold of the side cells is
fixed at 600 keV. The experimental and simulated data show excellent agreement.
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Chapter 5

Full Detector Simulation Using
GEANT-GCALOR

5.1 Introduction

The GEANT-GCALOR [57] simulation package was adapted to carry out a full sim-
ulation of the neutrino detection efficiency and to model the detector response to
background neutrons and gamma radiation. Positrons and neutrons were generated
in the target cell scintillator to model the response of the detector to neutrinos. Ra-
dioactivities in the laboratory walls and in the construction materials were simulated
by modeling the gamma decay cascades of uranium, thorium, potassium, cobalt, and
radon. Neutrons produced by the interactions of cosmic muons were tracked from

their origins in the laboratory walls and in the detector itself.

5.2 General Parameters of the Simulation

5.2.1 The Detector Geometry

The geometry of the neutrino detector is modeled in detail. The 66 acrylic target
cells are individually placed and filled with 0.1 % Gd-loaded liquid scintillator. The
total simulated mass of the target scintillator is 11.5 tons. The outer 80 cm on either
end of each target cell is partitioned off from the active volume and filled with pure
mineral oil to act as a buffer to external backgrounds. Glass phototubes are simulated
and placed at the ends of each cell. Around the target cells, 144 steel strips, with a
total mass of 0.5 tons, are placed to simulate the support lattice. To form the main

water buffer, 42 steel tanks filled with water are packed around the target cells. The
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total mass of this buffer is about 105 tons. The active veto is made from 32 PVC
tanks filled with liquid scintillator and placed around the water buffer. The total
mass of the veto is about 50 tons. Another ton of support steel is simulated around
the buffer and vetoes, and the entire detector is enclosed inside a concrete box with
inner dimensions of approximately 14(1) x 8(w) x 6.5(h) m. Figures 5.1, 5.2 and 5.3

illustrate the simulated volumes.

Muon Veto Cells
T [ T T T ]

Watér B‘uffer -

Tar |
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Figure 5.1: End view of the simulated detector geometry. The steel support structures
and end vetoes have been removed for clarity.

5.2.2 The Tracking

Electromagnetic interactions and the tracking of charged particles are handled by
GEANT. Hadronic interactions and the tracking of neutrons are handled by GCALOR
through a user-invisible interface. Particles are tracked down to a threshold of 10 keV,
the minimum allowable by GEANT, at which point their kinetic energy is assumed

to be deposited in the current tracking medium. One exception is the tracking of
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Figure 5.2: Cut away side view of the simulated detector geometry. The steel support
structures have been removed for clarity.

neutrons which were followed down to 0.1 eV during some runs in which neutron
thermalization and capture were investigated.

Interaction cross sections are tabulated and calculated by GEANT and GCALOR
for the materials defined by the user. In addition to several standard GEANT ma-
terials, the following materials were defined for use in the simulation by specifying

their chemical makeup:
e Mineral oil
e Gd-loaded scintillator
e Acrylic
e Muon-veto scintillator

e PVC
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Figure 5.3: Exploded view of the simulated detector geometry. The steel support
structures have been removed for clarity.

e Stainless steel
o Water

e Concrete

e Glass

5.2.3 The Data Structure

Data is stored during the simulation in the form of HBOOK histograms which tabulate
input particle energy, position, and direction and histogram particle fluxes through
various volumes. In addition, for particles entering the active target volume of the
detector, event-by—event data is written to record the energy deposit in each of the
66 cells along with any energy deposit in the muon veto during that event.

Energy deposits in the scintillator (dE/dx) are summed step by step as the particle
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is tracked. At this stepping level, two corrections are made to the deposited energy:
first, the energy loss is corrected for its position in the tank: an event near the photo-
tube will produce more light for a given energy deposit than one near the center of the
tank. The energy calibration is defined at the center of the tank thereby introducing
a correction which scales up energy deposits occurring near the phototubes. This
correction factor reaches a maximum value of two for energy deposits at the extreme
ends of the cell and follows a curve measured experimentally using a prototype target
cell. Figure 5.4 illustrates the measured position dependence used to perform this
correction. It is true that timing information from the tubes at both ends of each cell
could be used to unfold this dependence, but for small energy deposits where light is
lacking or for long track lengths and multiple scattering, this may be more difficult.
In any case, both signal and background are scaled identically, and the scaled picture
is the correct one to use for an estimation of the hardware trigger rate of the detector
since all position reconstruction must be done off line.

Second, a correction is made for the light yield response of the scintillator to
various types of particles. A heavily ionizing particle such as a proton, especially at
the end of its track, produces less light per unit energy loss than does an electron
because of strong quenching effects. The correction of heavy particle light production
to electron—equivalent energy is described in section C.4.1.

No adjustment of the deposited energy due to the finite energy resolution of the
detector is implemented at the tracking step. Instead, since event-by—event data is
saved to disk, this randomization of energy is done at the analysis level. Each energy
deposit is randomized by adding a (positive or negative) random value taken from a
Gaussian distribution of mean zero and sigma equal to the measured resolution width
at that energy.

The event-by-event data is analyzed by placing energy and geometrical cuts on

the energy deposits in the cells. The detailed procedures are described below.
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Energy correction vs. position in target cell
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Figure 5.4: Energy correction factor as a function of the distance along a target cell.
The energy calibration is assumed to be fixed at the center of the tank (position 0).
The active volume of each detector cell extends from -3.7 to +3.7 m.

5.3 The Neutrino Detection Efficiency

Electron antineutrinos interact in the detector by the inverse § decay of a proton in
the liquid scintillator (7. +p — n + e*). The positron quickly slows and annihilates
in the detector giving a prompt flash of light. The neutron then thermalizes and
finally captures on gadolinium in the scintillator to produce a delayed flash of light.
This full detection efficiency is modelled in two separate pieces: first, positrons are
created in the target cells according to the calculated reactor 7, spectrum and their
detection efficiency is modeled. Second, neutrons of a few 10’s of keV are distributed
through the fiducial volume and their detection efficiency is separately modeled. The

full detection efficiency is then the product of these two partial efficiencies.

5.3.1 The Positron Detection Efficiency

The energy spectrum of reactor-induced positrons is calculated as described in sec-
tion 2.2.1.
Positrons are generated according to this spectrum and placed uniformly into the

Gd-loaded scintillator of the target cells. Their directions are generated randomly
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in 4. The positrons are tracked through the scintillator as they ionize and finally
annihilate producing two 511-keV gammas which are tracked down to 10 keV kinetic
energy. Data is written to disk event by event such that the energy deposit in each
of the 66 cells is recorded for each incident positron. A total of 10,000 positrons was
generated in the target cells. Figure 5.5 displays the input positron spectrum, and

Figure 5.6 illustrates the total energy loss in the detector and the sum spectrum of

the 66 individual cells.
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Figure 5.5: Spectrum of input positrons. Positrons are generated uniformly through
the scintillator volume with a uniform 47 angular distribution.

The data is analyzed by making energy and spatial cuts on the energy loss in
the target cells. The positron is generally fully contained within one cell. When it
annihilates, two 511-keV gammas are emitted back to back and, in general, deposit
energy in the surrounding cells. So essentially, one expects that a positron will fire
one cell at a few MeV and a few surrounding cells at a few hundred keV. Strictly,
the positron-like cell should be at the center, and the annihilation-like cells should

fire on opposite sides of the center cell. However, because of multiple scattering and
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Figure 5.6: Spectrum of positrons detected in the target cells. The total energy loss
in all 66 cells is plotted in the upper figure. The digital sum of the 66 individual
energy loss spectra is plotted in the lower figure.

penetration of the annihilation radiation, it is likely that several cells on one side of
the positron-like cell may fire. Efficiency can be gained by loosening the back—to-
back requirement without significantly affecting the signal-to—-background ratio but
improving statistics. Three levels of topological cuts were investigated as described
below. Common to all levels is the requirement that one and only one cell may look
like a positron cell, having an energy deposit between one and ten MeV. In addition
there must exist at least two annihilation-type cells, defined as having an energy
deposit between 50 and 600 keV. This defines a “triple coincidence.” Finally, since
the annihilation radiation carries 1.02 MeV of energy, a sum cut is placed on the
entire detector: the total energy deposited in the detector minus the energy of the
positron cell must not exceed 2.5 MeV. 2.5 MeV is selected because a 1-MeV energy
deposit near the phototubes would be scaled up by the position correction factor to

nearly 2 MeV.
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The 9-Block Topology

The least restrictive topology analyzed is the so—called “9-block topology.” Here we
require that one positron cell and two side cells all touch such that a block of nine
cells can be selected that includes all three. However, no requirement is placed on
the position of the positron cell relative to the annihilation cells. Figure 5.7 helps to
clarify the differences between the different triple-coincidence topologies. For a given

positron cell, 84 distinct annihilation cell arrangements satisfy this condition.

The Restricted 9-Block Topology

A more restrictive topology is the so—called “restricted 9-block topology.” Here we
require that the 9-block requirements are met with the additional restriction that the
positron-like cell must touch both annihilation cells. In other words one is able to
select a block of nine cells including all three cells such that the positron-like cell is
placed at the center of the block. For a given positron cell, 28 distinct annihilation

cell arrangements satisfy this condition.

The Back—to—Back Topology

The most restrictive topology is the so—called “back-to-back topology”. Here the
restricted 9-block requirements must be met with the additional requirement that
the annihilation cells must be roughly back to back. Effectively, this is defined as
a positron cell at the center of a block of nine cells, surrounded by two annihilation
cells which do not touch each other (except at corners). For a given positron cell, 20
distinct annihilation cell arrangements satisfy this condition.

In general a single event may contain more than two annihilation cells. In this
case, every combination of positron cell and two annihilation cells is considered in
turn. If one or more sets meet the requirements for a given triple level, the event is
considered to have passed that analysis level.

The positron data was analyzed introducing an energy resolution in the detec-

tor cells of 30% FWHM at 1 MeV, which is the value measured using a prototype
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Figure 5.7: Topological analysis cuts. Examples of event topologies are shown. The
shaded cell is the positron-like cell, and the unshaded cells are the annihilation-like
cells. The figure illustrates the events removed by application of successively stricter
topological requirements.
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target cell. The energy resolution has little effect on the detection efficiency. Fig-
ure 5.8 shows the energy spectrum of the positron cell for events passing the various
topological cuts. Also depicted there is the number of the fired positron cell; a cell
number map of the detector is shown in Figure 5.9. From the figure it is clear that
edge and corner cells exhibit a smaller efficiency because of missing annihilation cell

possibilities. Table 5.1 summarizes the detection efficiency calculations.
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Figure 5.8: Positron triple coincidence analysis. The first column displays the energy
spectrum of the positron-like cell for the three analysis topologies. The second column
is a frequency table of the ID number of the fired positron cell (see Figure 5.9). Corner

and edge cells show a smaller efficiency because of missing annihilation cells.

Table 5.1: Simulated positron detection efficiency of the neutrino detector. The effi-
ciency for various topological cuts and with and without energy resolution are shown.
Here the positron cell is required to contain between 1 and 10 MeV, and the side cells

between 50 and 600 keV.

Topology Detection Efficiency
E,.. =30% @1 MeV | No Energy Resolution
9 Block 44.74+0.7% 46.7 £ 0.7%
Restricted 9 Block 35.6 £0.6% 37.24+0.6%
Back to Back 26.2 £ 0.5% 27.7 £ 0.5%
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Figure 5.9: Map of cell numbers in the detector.
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5.3.2 The Neutron Detection Efficiency

The second half of the neutrino detection efficiency comes from detection of the
neutron produced in the inverse 3 decay of the proton. This neutron shares available
energy with the positron and is generally left with a few 10’s of keV of kinetic energy.
The neutron thermalizes in the scintillator and either escapes the fiducial volume or
1s captured on gadolinium or on a proton in the scintillator. In the case of capture
on gadolinium, the resulting nucleus decays via complex 8-MeV gamma cascades.
The detection of this gamma cascade following a positron signal is the signature of
a neutrino event. For a real neutrino, the probability of detecting the neutron after
the positron falls exponentially with time. The length of the window during which to
accept captures will be set to maximize signal significance and will be assumed here
to be 100 us. So the probability of neutron detection, €y, is actually a product of

several factors:

EN = €. €Gd * €4 * €Er-

Here ¢, is the containment efficiency, or probability that a neutron will not leak out of
the fiducial volume. €gq is the probability that the neutron will capture on gadolinium
rather than on a proton. ¢, is the detection probability of the 8-MeV Gd gamma
burst, and ¢, is the probability of capture during the 100 us time window.

The Neutron Capture Time: Determination of ¢g; and e,

The neutron capture probability can be calculated through a knowledge of the capture
cross sections and the gadolinium and proton number densities in the liquid scintil-

lator. The following table summarizes the composition of the Gd-loaded scintillator.

Composition of Gd-loaded Scintillator
p = 0.856 g/cm?

Element | Atomic Weight | Mass Fraction | Number Density (cm™2)
C 12.001 86.74% 3.72-10%2
H 1.0079 13.16% 6.73-1022
Gd 157.25 0.1% 3.28-1018
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The thermal neutron capture cross section on natural gadolinium is dominated by
the isotopes *>Gd and *"Gd which have capture cross sections of 61,400 and 255,000
barns and isotopic abundances of 14.8% and 15.7%, respectively [58]. This results in
a natural gadolinium capture cross section of 49,100 barns, 82% of which is due to
1"Gd. The capture cross section on hydrogen is 0.328 barns [59], and on carbon, a
negligible 3-102 barns. Multiplying the cross section with the number density yields
the macroscopic capture cross sections for this Gd-loaded scintillator: for capture
on Gd, ¥gg = 0.161 cm™!, and on protons, ¥z = 0.021 cm™. This immediately
gives ega = 87.9%, the capture probability on Gd versus on protons. Then taking
the average velocity of thermal neutrons to be 2200 m/sec [59], the capture time on
gadolinium is calculated as 28 us and on protons, 206 us. (The total capture time
is then 25 ps). From this we calculate that the probability of capture on gadolinium

during the 100 us time window, €, is 97%.

The Neutron Containment Efficiency, €,

The neutron containment efficiency was calculated by simulating 10 and 100 keV
neutrons in the fiducial volume of the detector and tracking them until they either left
the scintillator or fell below a very low energy threshold in the scintillator, presumably
to be captured. This threshold was varied from 1 keV to 1-10~* keV to investigate any
bias the threshold might produce. Neutrons were assumed to be lost if they fell below
threshold in the acrylic cell walls or in some volume outside the target cells. It is
evident from tests of GCALOR that the thermal neutron cross section on gadolinium
is not implemented; while neutron capture on protons is observed when tracking is
allowed to proceed down to 10~° eV, neutrons being tracked in Gd-loaded scintillator
often simply disappear at very low energies with no indication from the program that
a capture has taken place. For this reason, the containment efliciency was estimated
“by hand:” it was assumed that if a neutron falls below some very low threshold in the
scintillator, it will surely capture eventually. By setting this threshold progressively
lower, the fraction of neutrons contained in the fiducial volume was investigated as

a function of this threshold. It was found that this function levels off at thresholds
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below 1 keV at a containment probability of about 87% for both 10 and 100 keV
neutrons. Thus the containment efficiency, €., is calculated to be 87%. Figure 5.10
illustrates the fraction of low—energy neutrons contained in the fiducial volume as a

function of the tracking energy threshold.

Neutron Containment in Scintillator
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Figure 5.10: Low energy neutron containment in scintillator. 10 keV (upper) and 100
keV (lower) neutrons are introduced uniformly into the scintillator fiducial volume.
The fraction of neutrons which fall below a low cutoff threshold inside the scintillator
is plotted as a function of that cutoff threshold. The curves for both energies flatten
out at 87% containment efficiency.

The Gd Gamma Cascade Detection Probability, e,

Finally, once a neutron has captured on gadolinium, the resulting nucleus decays from
an excited state at 7.94 MeV via gamma emission. The cascade is experimentally de-
tected by requiring an energy deposit of more than about 3.5 MeV in the sum of all
target cells. The level scheme of '38Gd, the isotope resulting from more than 80% of

the neutron captures, is not completely cataloged, and many of the emitted gamma
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rays are unresolved. [60] This makes an accurate description of the de-excitation diffi-
cult so various approximations were made. As a first approximation, relatively strong
high energy lines were identified in the experimentally measured spectrum of ***Gd
following neutron capture on *’Gd. Gamma lines at 6.8 MeV and 5.9 MeV, with
absolute branchings of 2.7% and 1.4%, respectively, were prominent, and a number of
lower intensity lines with energy near 4 MeV were observed [61, 62]. To investigate the
sensitivity of the detection efficiency to the nature of the de—excitation cascade, sev-
eral cascades of gamma multiplicity 2, 3, and 4 were simulated. Figures 5.11 and 5.12
display the detected energy spectra for the various cascade assumptions including
a simple statistical model described below. Table 5.2 summarizes the detection effi-
ciency for different capture energy thresholds. The gamma detection efficiency ranges
from around 60% to 85% depending on the assumptions made about the de-excitation
cascade. A statistical model which generates gamma energies and multiplicities based
on the energy and spin of the excited state was employed to gain some insight into the
nature of the de-excitation [63]. 2500 decays were simulated resulting in the gamma

spectrum tabulated below:

158Gd decay from 7.94 MeV excited state
Gamma Energy (MeV) Population
0-1 39%
1e=32 28%
2—3 20%
3 -4 8.1%
4-5 3.8%
5-6 1.1%
617 0.1%
Average cascade multiplicity: 5.1

The relatively large value for the cascade multiplicity calculated by this model
tends to favor the larger efficiency values determined by simulating the 3 and 4-

gamma cascades. The statistical model was used to generate another candidate
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de-excitation cascade: gammas were picked randomly from the above population
distribution until the sum energy reached or exceeded the excitation energy. At this
point the last gamma energy was truncated such that the total energy in the cas-
cade was 7.94 MeV. This process resulted in de-excitation cascades with an average
gamma multiplicity of 4.2. The detector spectrum resulting from this cascade model
is shown at the bottom of Figure 5.12.

Based on the results of modeled cascades, the gadolinium gamma cascade detec-
tion efficiency is taken to be 80% above 3.5 MeV. The uncertainties in this efficiency,
however, clearly demonstrate the need for an experimental calibration of the neutron
detection efficiency. See Chapter 6.

The full neutron detection efficiency is then the product of the partial efficiencies:

EN = €. €Gd " €y €, = 0.87-0.88-0.80 - 0.97 = 0.59,

or 59% total efficiency for neutron detection.

Finally the total neutrino detection efficiency can be expressed as the fraction
of detected events per neutrino-induced inverse 3 decay in the scintillator. At Palo
Verde, the number of neutrino interactions in the detector is expected to be 197 per

day which gives the expected signal rate tabulated below:

Topology Full Detection Efficiency | Detected Events per Day
9 Block 26% 51
Restricted 9 Block 21% 41
Back to Back 15% 30




98

Gamma spectra from neutron capture on gadolinium
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Figure 5.11: Detected gamma spectra from neutron capture on gadolinium. The

detection efficiency for simple cascades is estimated. Here cascades of gamma energy
7,1; 6,2; 4,4; and 6,1,1 are simulated.
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Gamma spectra from neutron capture on gadolinium
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Figure 5.12: Detected gamma spectra from neutron capture on gadolinium. The
detection efficiency for simple cascades is estimated. Here cascades of gamma energy

4,2,2: 2,2,2,2: and 4,2,1,1 are simulated as well as gammas calculated using a simple
statistical model.
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Table 5.2: Gamma detection efficiency from neutron capture on gadolinium. The
probability of detection, for three energy thresholds, is tabulated for a number of
assumed de-excitation cascades. The 3.5 MeV threshold will be taken for the exper-
iment to minimize the contribution of natural radioactivities.

Energies of Gammas | Detection Efficiency and Threshold

in Cascade (MeV) |2 MeV | 3 MeV 3.5 MeV
Ty 1 63% 59% 58%
6, 2 8% 65% 61%
4,4 83% 79% 5%
6, 1,1 8% 66% 62%
4, 2.9 91% 83% 8%
2,2,2,2 96% 90% 86%
4,2, 1,1 92% 84% 79%
Statistical Model 92% 86% 81%
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5.4 The Correlated Background

The term “correlated background” refers to background events in the detector capable
of producing both a fast positron-like triple coincidence as well as a time-delayed
neutron—capture-like signal. There are two sources of such backgrounds, both the
product of cosmic muon inelastic interactions: fast neutrons from nuclear spallation

and capture, and f-delayed—neutron emission from cosmogenic radioactivities.

5.4.1 Fast Neutron Correlated Background

Fast neutrons created by cosmic muons traversing the laboratory walls and detector
structural materials are a source of correlated background in the neutrino detector: a
fast neutron may induce a triple coincidence either through multiple elastic scattering
in several cells or through secondary gamma production by inelastic interactions.
Then having lost large fraction of its energy, the neutron may slow and be captured
on gadolinium in the scintillator, completing the fast-slow correlated neutrino-like
signature.

Fast neutrons are produced by two processes: muon capture and muon spallation.
Muon capture produces neutrons with energies up to 100 MeV, and muon spalla-
tion produces neutrons of even higher energy. While the yield and spectral shape
of neutrons from muon capture are well understood [64, 65], there is considerable
uncertainty regarding the spallation neutrons, which will be discussed in more detail

below.

5.4.2 The Simulation

Rather than generate neutrons according to any assumed spectrum, monoenergetic
neutrons were simulated, allowing any input spectrum to be put together later from
the simulation data.

Neutrons of energy 10, 20, 50, 100, 200, 500, and 1000 MeV were simulated,

uniformly distributed inside the 60-cm thick concrete laboratory walls. They were
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given momentum isotropically in 47. Neutrons produced in the structure of the
detector itself are not a source of correlated background because the parent muon is
necessarily tagged and the event vetoed. After each neutron vertex was generated, a
calculation was made to check whether the parent muon of that neutron would be (or
had been) tagged by the detector muon veto. For this calculation a spatial direction
vector was generated at the neutron vertex with a cos?  azimuthal dependence as per
the muon angular distribution, and the intersection point with each of the six planes
defining the muon veto was calculated. The event was then tagged in the event—by—
event data file to indicate whether or not a muon hit the veto. All energy losses, both
in the target cell scintillator and in the muon veto scintillator, were recorded event
by event. Finally, at the end of tracking, the stopping point of the neutron (and any
secondary neutrons) was noted: if any neutron fell below the tracking threshold of
10 keV inside the Gd-loaded scintillator volume, it was assumed to capture and be
detected as a delayed neutron signal with the efficiency calculated in section 5.3.2
(with the exclusion of the containment efficiency factor as the neutron is already
presumed contained). In this case, a second flag was set in the event-by-event data
indicating a neutron capture. Only events with the capture flag set are able to
contribute to the correlated background. Details of the neutron tracking from the
laboratory walls are given in Appendix B.1.

The following table summarizes the energy and total statistics of the neutrons

generated in the 60—cm concrete walls:
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Neutron Simulation Statistics
Neutron Energy | Number of Neutrons Generated

10 MeV 14,454,000

20 MeV 11,335,000
50 MeV 860,000
100 MeV 454,000
200 MeV 473,000
500 MeV 180,000
1000 MeV 49,000

Event-by—-event neutron data was analyzed using the same cuts as for the positron
sample above. For each neutron energy started in the walls, the probability of pro-
ducing a triple coincidence was calculated. Figure 5.13 displays the triple coincidence
probability as a function of input neutron energy for the 9-block topology. In the
figure the efficiency of the muon and capture tags are explored: the top curve is the
probability for a triple coincidence with no requirement that a neutron be captured
in the scintillator to complete the fast-slow correlation. The next curve illustrates
the reduction achieved by requiring that the parent muon of the neutron did not
strike the veto. Any veto hit will shut down the detector for at least 10 psec, ef-
fectively removing any fast neutron triple coincidence. The last curve illustrates the
true correlated triple coincidence: events here contain a final captured neutron and
are produced by neutrons whose parent muon has not hit the veto. The capture flag
is most effective at low energies, presumably because most of these neutrons never
reach the scintillator at all, the triple coincidence being produced by secondary gam-
mas from the buffer. The dashed curve illustrates the removal of the condition that
the muon veto contain less than 20 MeV. In other words, some high energy neutrons
veto themselves by recoiling in the muon veto, leaving at least 20 MeV, and then
proceeding to the fiducial volume where they produce a fast triple coincidence and
finally capture on gadolinium. As expected, this veto is effective only for very high
energy neutrons (> few hundred MeV).

Analysis of the triple efficiency for the restricted—9-block and back-to-back topolo-
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Figure 5.13: Efficiency for the production of triple coincidences in the 9-block topol-
ogy by neutrons generated in the concrete walls. The lowest curve pertains to events
in which a neutron is left in the fiducial volume to capture, the neutron’s parent muon
did not strike the veto, and the neutron did not self veto by depositing more than
20 MeV in the muon veto.

gies was performed as well, and it was determined that the background reduction
factor in going from the 9-block to the back-to-back topology was roughly equal to
the signal reduction factor (about 1.6). See Figure 5.14. Thus by keeping the cut
loose, one gains in statistics without sacrificing signal to noise. The following results

are therefore reported only for the 9-block topology.

5.4.3 Neutron Background Analysis

To estimate the background rate in the neutrino detector, the neutron triple—coincidence
efficiency must be folded with the energy spectrum of neutrons produced in the wall
and normalized to the production rate per day. In addition, one must take into ac-

count correlated events due to neutrons produced inside the detector itself when the
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Figure 5.14: The reduction factor in going from the 9-block to the back-to—back
topology is displayed for the positron and neutron data. The open squares are the
neutron efficiency data, and the signal reduction factor (1.6) is plotted as a horizontal
strip. Essentially, the neutron and positron data scale identically and the tighter
topological cut only reduces statistics.

parent muon manages to slip through the veto undetected. Appendix B.2 presents
a detailed discussion of these calculations for neutrons produced by muon capture
and muon spallation. Table 5.3 summarizes the uncorrelated background rate due to

these processes.

5.4.4 Correlated Background From py—Induced Radioactiv-
ities

Muons traversing the detector periodically undergo violent nuclear collisions in which

they lose a large fraction of their energy. In such collisions high energy particles such

as m~’s are produced. These particles may induce nuclear reactions in the surrounding

material producing various nuclei of smaller mass and charge than the nuclei with

which they interact. In the fiducial volume of the neutrino detector, such reactions

may take place on carbon nuclei, producing, among others, the f—delayed-neutron

emitters 1'Li and °Li. These nuclei may produce correlated background events in the
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detector if the emitted electron is able to electromagnetically shower and produce a
fast triple coincidence, followed by detection of the emitted neutron. The probability
of showering, though a second-order process, is not negligible as each of these nuclei
has a relatively large Q-value. In each case, the neutron-unstable state is about
2-3 MeV above the ground state, giving 5 endpoint energies of about 15 MeV and
10 MeV in the case of neutron emission for 'Li and °Li, respectively. The branching
to the neutron—unstable state is 35% for °Li and 60% for !Li.

To simulate this detection efficiency, electrons were generated uniformly in the
target—cell scintillator with energy picked randomly from S spectra with these end-
points. On average it was found that such S decays have about a 1.9% chance of creat-
ing a 9-block triple coincidence. If we then accept a 59% neutron detection efficiency,
we arrive at an efficiency of about 1.1 background events per 100 f—delayed—neutron
decays.

A quantitative description of the creation of light nuclei by muon inelastic scat-
tering does not exist, but some estimate of the production rate can be gleaned from
an examination of data from KAMIOKANDE. In his thesis, Inoue [73] describes the
detection of 12N, 2B, and !N produced in the KAMIOKANDE water Cherenkov
detector by inelastic muon interactions with 60. Correcting for the 7 MeV electron
threshold in the detector, one arrives at a production rate of about 6 A=12 and 20 *N
nuclei per day. Dividing these rates by the muon flux of 0.13/s and by the 680-ton
fiducial volume, one arrives at the normalized production rates of about 8- 10~" per
ton and muon of A=12 nuclei, and 3 - 107® per ton and muon of *N. If one assumes
that the rate of producing A=12 nuclei from 60 is the same as the rate of produc-
ing light nuclei from '2C, one can scale the KAMIOKANDE production rates to the
neutrino detector at shallow depth. If we make the very conservative assumption
that the production rate does not scale with the average muon energy, one estimates
that for the 12-ton fiducial volume and a muon rate of about 200/sec, the produc-
tion rate of light nuclei will be about 170 per day. Assuming an average branching of
about 50% to the dangerous f—delayed-neutron decay, we arrive at about 1 correlated

background event per day in the detector due to muon-induced radioactivities.
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A more realistic estirmate might assume that the production rate scales linearly
with the average muon energy, as the energy loss formula suggests. In this case the

production rates would be down a factor of about 50 and thus completely negligible.

5.4.5 Summary of Correlated Backgrounds

Correlated backgrounds in the neutrino detector arise from neutrons produced by cos-
mic muons, either through capture, spallation, or the generation of neutron—unstable
radioactivities. Large spreads in the calculated and measured spectra of neutrons
from muon spallation make an accurate estimate of this background rate difficult.
Thus a range of correlated rates is presented based on the various spectral assump-
tions (see Appendix B.2). Table 5.3 summarizes the contribution to the background
rate of the processes described above. The actual rate will be measured during the

reactor—off refueling cycle.

Table 5.3: Summary of the correlated backgrounds in the neutrino detector. The
various assumptions about the spectral shape of the neutron spallation spectrum are
shown. This rate will be measured during the reactor—off refueling cycle.

Background Source Events per Day

¢ Capture in Walls 2.4
¢ Spallation in Walls 5~ 175

-0.5,10,-1.6 29

-0.5,50,-1.6 75

-1,200,-2 5

e~E/3% MeV(K ARMEN) 30
i Capture in Detector (Veto Leakage) 0.4
¢ Spallation in Detector (Veto Leakage) 0.09
p—Induced Radioactivities 1
TOTAL 9~179
TOTAL Using KARMEN Spectrum 34
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5.5 The Uncorrelated Background

Signals in the detector that mimic only the neutron capture or only the positron anni-
hilation cannot produce background events on their own. However, if a positron-like
and a capture-like signal happen to overlap in time, they may produce an accidental,
or uncorrelated, background event. The sources of such uncorrelated events are natu-
ral radioactivities in the laboratory and detector structural materials, muon-induced

radioactivities, and “neutron soup,” described below.

5.5.1 Natural Radioactivities

All construction materials contain small amounts of naturally-occurring radioactive
contaminants, in particular, the long-lived isotopes “°K, 232Th, 23U, and their daugh-
ter activities. Gamma radiation from these isotopes may produce false positron-like
signals in the detector through multiple Compton scattering or by pair production.
Conceivably, this radiation could also mimic the neutron capture signal, but the use of
gadolinium in the scintillator allows the capture signal threshold to be set well above
naturally occurring radioactivities, making their contribution to the false capture rate
negligible.

The y-decay cascades of the isotopes °K, 22Th, 238U, 222Rn, and %°Co were
simulated in the structural materials of the detector to investigate their contribution
to the uncorrelated background. Appendix B.3 provides details on how the decay

schemes of these isotopes were implemented.

Radioactivities in the Laboratory Walls

Gamma radiation from U, 2?Th, and “°K decays was generated uniformly in the
laboratory walls to a depth of 30 cm. The gamma flux entering the lab was inves-
tigated as a function of the production depth to determine the infinitive thickness.
Figure 5.15 displays the results of this study. At 30 cm, the flux is nearly in satura-
tion, and a comparison of runs using 30-cm and 60-cm production depths show no

difference in the induced background rate.
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Gamma Ray Production Volume Scaling
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Figure 5.15: Gamma production volume saturation. The entering gamma flux, or
active production volume, is plotted as a function of the production depth in the wall.
The upper plot shows the production depth curve for 2.6 MeV gammas, relevant for
2387 and 2%2Th. The lower curve displays the production depth curve for 1.4 MeV
gammas, relevant for °K decay.

A total of 18-10° 228U gammas, 18- 108 232Th gammas, and 17.5-10° “°K gammas
were simulated. As an example, Figure 5.16 illustrates the propagation of 232Th
gammas from the wall to the fiducial volume.

The probability of producing a triple coincidence positron-like signal is then de-
termined per decay in the walls for each of the discussed topologies. In addition,
the probability of firing at least one cell between 1 and 10 MeV is investigated as an

estimate of the single firing rate of the detector:
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**Th Gammas from the Walls
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Figure 5.16: Propagation of **Th gammas from the wall to the fiducial volume. The
energy spectrum of 2*Th gammas is displayed at the entrance to various detector
volumes. See the table in Appendix B.1 for a description of the volume names.

Triple Coincidence Probability: Gammas from Walls

Probability per Parent Decay

Isotope | Singles | 9 Block | Restricted 9 Block | Back to Back
28U | 8.9-107% | 1.7-10°°® 4.1-1077 4.1-1077
&%Th | 28-10° | 3.3-10* 2.6 -1077 ToT - 1077
K 182-1007|1.2-1077 8.4-1078 4.2-1078

The total mass of a 30—cm thick concrete production volume is 3.92 - 10° kg. The
concrete used to construct the lab will be made from a mixture of about 20% cement
and 80% aggregate and sand. Several cements were measured at Caltech and were
all found to contain about 1 to 1.5 ppm of uranium and thorium, and about 0.3 ppm

of *°K. Several gravels from the Northern U.S. have been found containing about
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0.2 ppm of uranium and thorium, and 0.1 ppm of “°K. The local soil at the Palo
Verde site, on the other hand, contains about 3 ppm of thorium, 1 ppm of uranium,
and 1 ppm of “°K, and local sources of gravel may be similar. So depending on the
gravel selected, the construction concrete will contain about 0.4 ppm of U and Th
and 0.15 ppm of “°K, or about 1 ppm of U, 2.6 ppm of Th, and 0.85 ppm of “°K. The

background rates due to these concentrations are summarized in Table 5.4.

Radiopurity of the Water Buffer

The water buffer contains nearly 100 tons of purified water in order to shield the
detector from neutrons and gamma radiation from external sources. The water itself,
however, is also a source of background from contaminants present at low concentra-
tions. Again, gamma radiation from ?3®U, 232Th, and °K was simulated, distributed
uniformly in the water of the buffer tanks. One million gammas from 2**U and “°K
decay, and one half million gammas from 2*?Th decay were simulated to determine

the background probabilities per parent decay:

Triple Coincidence Probability: Gammas from the Water Buffer
Probability per Parent Decay

Isotope | Singles | 9 Block | Restricted 9 Block | Back to Back
B0 1 B4+107° | 1310 7.8-1074 4.1-107*
22Th |1.2-1072 | 2.1-1073 1.4-1073 7.4-1074
oK |1.3-1072*|1.7-107* 1.0-1074 5.0-107°

The water used to fill the buffer will most likely be obtained from a large purifi-
cation plant operated by the Palo Verde reactor. Very clean, mineral-free water is
required to cool the reactor and is produced through double distillation and reverse
osmosis. The purity typically achievable with such a technique is at the level of a
part per trillion, resulting in a decay rate of a few Bq in the entire water buffer. The

background rate due to this activity, summarized in Table 5.4, is entirely negligible.
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The Buffer Tank Steel

The steel of the water buffer tanks is also a source of uncorrelated background. Gam-
mas produced in the outside walls of the buffer tanks are attenuated in the water
before reaching the detector and produce a negligible background. However, the in-
ner surfaces of the steel tanks are in contact with the fiducial volume, producing
gamma radiation which easily enters the target cells. Steel generally does not contain
0K, but it does contain uranium and thorium and also ®°Co, which is relatively short
lived, but introduced in the manufacturing process. Gammas from these isotopes
were generated uniformly in the 2.3—-mm thick inner steel walls, which account for

1140 kg of material. The background probabilities are tabulated per parent decay:

Triple Coincidence Probability: Gammas from the Steel Walls
Probability per Parent Decay

Isotope | Singles | 9 Block | Restricted 9 Block | Back to Back
Y | 7.4-1072 | 1.1-1072 6.6-1073 3.7-1073
%2Th |88-107%|1.5-1072 9.2-107° 6.0-107°
60Co |1.7-107'|2.2-1072 1.4-1072 8.1-1073

Steel samples measured at Caltech were found to contain less than a few ppb of
uranium and thorium, and about 2 mBq/kg of ®®Co. The background due to these

contaminants is summarized in Table 5.4.

The Internal Structural Steel

A number of steel strips and rollers form a frame from which the target cells are
suspended. Generated between the target cells, gammas produced in this structural
steel have a very efficient solid angle for entering the fiducial volume. Again gammas
from 28U, %32Th, and %°Co were simulated, distributed uniformly through the steel
support strips, which account for about one half ton of material. The background

probabilities per parent decay are tabulated below.
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Triple Coincidence Probability: Gammas from the Structural Steel

Probability per Parent Decay

Isotope | Singles 9 Block | Restricted 9 Block | Back to Back
U 121107 | 5.0-10-2 35102 2.0 10=
22Th |2.4-107'|7.5-10"2 5.3-1072 3.5-107%
®Co |4.8-107'|1.2-1071 8.3-1072 5.8 - 10

The Photomultiplier Tubes

Contaminants in the glass and electronic components of the photomultiplier tubes
are a source of uncorrelated background. A buffer of 80 cm of inactive mineral oil
separates the phototubes from the active target scintillator, but gamma radiation
penetrating this buffer can produce false triple coincidences in the detector. Gamma
radiation from uraniurm, thorium, and potassium was simulated, originating in the
phototubes coupled to the ends of the target cells. The following background efficien-

cies were calculated per parent decay.

Triple Coincidence Probability: Gammas from the Photomultiplier Tubes
Probability per Parent Decay

Isotope | Singles | 9 Block | Restricted 9 Block Back to Back
28y (231073 (8210 2210 8.2-107°
2%2Th |3.8-1073 | 5.8-107* 3.6-107* 1.6-107*
0K ]28-107*]4.6-10°° 2.9-107° 1.2-107°

The detector contains 264 phototubes, two per end per cell. We plan to use
Philips XP4532 phototubes manufactured using low-background Schott glass con-
taining about 20 Bq of *°K and 1 Bq of uranium and thorium per tube. At this level
of radiopurity, the phototubes are a factor of 20 to 30 cleaner than those made from
standard glass. The tubes will be made with convex windows to minimize material
and will be coupled to the detector using acrylic adaptors. The background rate due

to the phototubes is summarized in Table 5.4.
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Radon Gas

Radon gas, emanated from the laboratory walls and other construction materials,
may enter the air spaces between cells. This volume is estimated to be about 6000
liters. Gammas from the decay of *?Rn were generated uniformly throughout the air
spaces in the fiducial volume of the detector, and the following background efficiency

was calculated:

Triple Coincidence Probability: Gammas from the Photomultiplier Tubes
Probability per Parent Decay
9 Block | Restricted 9 Block

4.7-1072 3.3-107?

Back to Back
1.9-1072

Isotope

222Rn

Singles
1.8-1071

To reduce the contribution of radon gas to the background rate, the fiducial volume
of the detector will be sealed and ventilated with a flow of compressed radon-free air.
By this method we should achieve concentrations significantly below 25 mBq per
liter, which is the concentration measured in a ventilated (by outside air) basement

room at Caltech. The contribution of radon to the background rate is summarized in

Table 5.4.

Acrylic and Light-Tight PVC

The acrylic structure of the target cells and the black PVC wrapping used to make
them light tight are a source of gamma background. Gamma radiation from uranium,
thorium, and potassium was generated in these plastics to determine the background

efficiency below:

Triple Coincidence Probability: Gammas from Acrylic and PVC
Probability per Parent Decay

Isotope | Singles | 9 Block | Restricted 9 Block | Back to Back
B8y | 2.6-1071 | 7.4-1072 5.0-1072 2.9-1072
232Th | 2.9-1071 | 9.6-1072 7.2-1072 4.5-107?
0K 3.9-1072|7.0-107° 4.6-1073 2.2-1073
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Clear acrylic is generally very radio pure, typical contaminant levels averaging
about 2 - 107! g/g of 2*8U and 32Th [75]. Each cell is made from 53.5 kg of acrylic,
or 3531 kg in the entire detector.

The black PVC is much more radioactive as the addition of color to otherwise
pure hydrocarbons often introduces many contaminants. The black pellets used to
extrude the PVC casings were measured in Switzerland [76] to contain 1.9 ppb of
238U, 2.7 ppb of ?**Th and 3.7 ppb of *°K. Of this material, 250 kg is required to
wrap all 66 cells. The background rate introduced by these plastics is summarized in

Table 5.4.

The Active Scintillator

The active scintillator itself is a source of background due to intrinsic radioimpurities
and those added when the liquid is loaded with 0.1% by weight of gadolinium. Before
loading, the scintillator contains uranium and thorium below limits of 3 - 1073, and
0K below 4 - 10713 [77]. A sample of gadolinium nitrate used to load the scintillator
was measured in Switzerland [76] and purity limits were set at < 7-1071° g/g of 23U,
< 8:107'% g/g of ?*2Th, and < 6- 107! g/g of “°K. This sets limits for the 0.1%
loaded scintillator of < 1-107'% g/g of uranium and thorium, and < 4 - 10713 of *°K.

Inside the scintillator itself, gamma radiation can add with # and « activities which
otherwise would not penetrate into the active volume. This greatly complicates the
source simulation, but is unnecessary here: these contamination levels will result in
less than 0.2 decays per second in the 12 tons of active scintillator. Even with a 100%
triple efficiency this would have a negligible effect on the total triples background
rate. (See Table 5.4).

This rate is relevant, however, for the capture-like uncorrelated background if B—y
cascades are able to exceed the 3.5 MeV threshold. (a—y cascades are not dangerous
because the light from o particles is so strongly quenched in the scintillator). The
only cascade capable of exceeding this threshold is the gamma de-excitation of 2°°Pb
following the 8 decay of 2°®Tl in the ?*2Th decay chain. In this case all 8 decays are

followed by a cascade of 2614 keV and other gamma rays. The endpoint of the g
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spectra allow a combination of 3 and ~ radiation reaching nearly 5 MeV if everything
is contained in the scintillator. On the other hand, very large 3 energies are unlikely
and using the average energy of the 3 spectra allows us to reach only 3.8 MeV. If we
assume that in half of the cases the 3 energy exceeds the average and that the gamma
energy is always fully contained, we can make a simple estimate of this rate: the above
contamination limits correspond to less than 0.05 decays per second of 232Th, or 0.02
Bq of ?°®T1. If half of these decays exceed the threshold, the contribution to the
capture-like background will be 0.01 Hz.

Conclusion

Referring to Table 5.4, the single firing rate of the detector due to natural radioactivity
will be in the range of 75 - 298 Hz, and the 9-block triple coincidence rate in the
range of 13 — 48 Hz. The optimistic numbers assume that the low—activity gravel, or
something similar, will be used to mix the concrete and that by using a compressed
air flow, the radon level can be reduced by a factor of ten over the outside-air—
ventilated rate measured at Caltech. The optimistic rates are quite achievable; the
pessimistic values are shown for reference and motivation. It is assumed that the
natural radioactivities will not contribute to the capture-like accidental rate because
of the high threshold except in the case of decay inside the scintillator itself, described

above.

5.5.2 Muon—Induced Radioactivities

Based on production rates scaled from KAMIOKANDE data, see section 5.4.4, un-
correlated background from light nuclei is negligible. However, if we assume that
neutrons produced by muon spallation in the scintillator are simply ejected from '2C
nuclei, we can imagine that *C and !°C, both A% emitters, are produced at the
measured muon spallation rate. A spallation rate of 5.5 n kg=' d~! then produces
1C in the 12-ton fiducial volume at a rate of about 0.7 Hz. 'C has a #* endpoint

energy of only about 900 keV and thus is not efficient at producing triples. However,



117
'°C has a 8% endpoint of about 2.6 MeV. If we assume that 1°C and !*C are pro-
duced at the same rate and that the efficiency for producing triples is the same as for

neutrino-induced positrons, we arrive at an uncorrelated triples rate of about 0.3 Hz.

5.5.3 Neutron Soup

“Neutron soup” refers to the sea of thermal and nearly thermal neutrons present
in the detector which have not, in the process of thermalizing, created a fast triple
coincidence. Neutrons produced in the walls which lose enough energy before entering
the fiducial volume that they are unable to produce triple coincidences become part of
the soup. In addition neutrons produced inside the detector whose fast coincidences
are vetoed by their parent muon become part of the soup. As these neutrons capture
on gadolinium and are detected, they become false delayed—capture signals which can
complete full uncorrelated background signals if they come close enough after false
triple coincidences.

The neutron soup background was simulated in two parts: first neutrons generated
in the wall were tracked to 10 keV to estimate the rate of neutron captures. Second,
neutrons were generated in the interior of the detector and the capture rate was

determined taking into account the veto conditions initiated by the parent muons.

Neutrons From the Laboratory Walls

The same data set as for the correlated background estimate was used for this analy-
sis. Monoenergetic neutrons of energies 10, 20, 50, 100, 200, 500, and 1000 MeV were
produced in the walls and tracked through the detector until they fell below a 10 keV
threshold. At this stopoing point, the neutron was assumed to capture in the current
material. If this material was active target scintillator, the neutron was presumed
to be detected as a capture candidate with an efficiency of 68% (see section 5.3.2).
The capture efficiency as a function of neutron energy was, as before, linearly inter-
polated and folded with the normalized muon capture and muon spallation spectra

to determine the actual rate of neutron captures. It was assumed that the muon veto
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would have no effect on this rate since the neutrons take several us to thermalize in
the detector before the characteristic 28 us capture time becomes relevant. Thus a
10 ps veto initiated by a parent muon which happened to hit the veto would kill a fast
triple produced by that neutron but nearly never the capture signal. The following
table summarizes the uncorrelated capture-like signal rate due to neutrons from the
wall, taking into account the 68% detection efficiency. Again, the result is sensitive
to the spectrum of neutrons from muon spallation; several spectral assumptions are

shown (see Appendix B.2).

Neutron Soup from Laboratory Walls
Background Source Uncorrelated Capture Rate [Hz]

p Capture in Walls 0.0009
¢ Spallation in Walls 0.0034-0.058

-0.5,10,-1.6 0.022

-0.5,50-1.6 0.058

-1,200,-2 0.0034

e~E/3 MeV (KARMEN) 0.0082

Neutrons From Inside the Detector

Neutrons produced inside the detector structure, i.e., in the veto, the buffer, the
structural steel, and the fiducial volume, are the main source of uncorrelated capture
events. To simulate this capture rate, Monoenergetic neutrons were produced uni-
formly in all interior detector volumes. (This same data set was used to calculate the
correlated background due to the non-zero veto inefficiency). The total mass of the
production volume is 175 tons, of which 90% is water or oil. After the generation
of each neutron vertex, a muon trajectory was generated from this same vertex to
identify events in which the muon would hit the fiducial volume. This would initiate
a 100 ps veto which would reduce the capture contribution of these events by a factor
of e~(100-10)/28usec where 10 us is subtracted from the veto time to conservatively
account for the neutron thermalization time.

The efficiency curve as a function of neutron energy was again linearly interpolated
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and folded with the muon spallation spectra to determine the capture rate. In this case
the neutrons from muon capture are negligible in comparison to those from spallation
because any stopped muon initiates a 300 us veto. The table below summarizes the
rate of neutron captures due to neutrons produced inside the detector (68% of these

are actually detected).

Neutron Capture Rate with and without
a p in the Fiducial Volume

Background Source Neutrons Captured per Second

p Spallation Inside Detector
(Disregard fiducial p hit tag)

-0.5,10,-1.6 0.70
-0.5,50,-1.6 0.79
-1,200,-2 0.055
e~E/3% MeV(K ARMEN) 0.84

p Spallation Inside Detector
(Reject fiducial g hits)

-0.5,10,-1.6 0.072
-0.5,50,-1.6 0.15
-1,200,-2 0.0086
e~EB/39 MeV(KARMEN) 0.10

The background capture rate is then given by the following procedure: the events
which are tagged by the fiducial hit flag are multiplied by a factor of e=°/28 to account
for veto rejection and these are added to the events remaining when fiducial hits are
rejected. This still underestimates the rate, however, because many near-thermal
neutrons are produced in the active target scintillator and presumably all capture
(the candidate spallation spectra are all heavily weighted to low energy). These were
neglected because the lowest neutron delta function simulated was 1 MeV. To correct
for this, the conservative assumption was made that every neutron produced in the
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