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V 

Abstract 

A detector for the study of neutrino oscillations with a projected sensitivity to i6.m2 of 

10-3 eV2 and to sin2 20 of 0.1 is described. It is to be installed 800 m from three pres­

surized water reactors at the Palo Verde Nuclear Generating Station near Phoenix, 

Arizona. The detector is segmented and filled with 12 tons of gadolinium-loaded liquid 

scintillator. It will be placed in an underground vault with an overburden of 46 mwe 

and surrounded by a 1-m-thick water buffer and a hermetic active muon veto. Reactor 

antineutrinos are detected through proton inverse f3 decay in the hydrogen-rich scin­

tillator, and the resulting positrons are discriminated from fast neutron background 

by requiring a prompt coincidence across several cells between the positron and its 

annihilation radiation. 

Test results from prototype detector elements are presented showing excellent sta­

bility of the scintillator and acrylic target cells. A method of calibrating the positron 

detection efficiency is described in detail, and results of a prototype experiment using 

a small-scale detector are presented. The results of a full-detector Monte Carlo sim­

ulation, based on the CERN and Oak Ridge packages GEANT and GCALOR, are 

discussed: anticipated backgrounds due to natural radioactivity and to fast neutrons 

are described in detail. 
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Chapter 1 

Searching for Neutrino Oscillations 

In a 1955 paper [l], Gell-Mann and Pais introduced the exciting possibility of particle­

antiparticle oscillations in the neutral kaon system. They argued that the eigenstates 

J< 0 and K°, produced in strong interactions, were actually superpositions of the 

states, later known as J<f and I<~ , responsible for the weak decay of the kaon. This 

idea led Pontecorvo [2], in 1958, to suggest that the neutrino, too, was a mixed state, 

leading to lepton-number-violating 11- IJ oscillations. Later, after the muon neutrino 

was proved to be a distinct particle, Maki et al. [3] extended this idea to oscillations 

between the neutrino flavors. Pontecorvo continued to pursue neutrino oscillations 

and worked to tie them in with the new Weinberg-Salam [4] unified electroweak theory, 

postulating a mixing of the leptons analogous to the Cabbibo mixing of the quarks. 

The production of neutrinos by the weak interaction, he argued, was analogous to 

the production of K's by the strong interaction. Then, just as J<0 
- K° oscillations 

were induced by the strangeness-violating weak interaction, lie - IIµ, oscillations were 

induced by a new, even weaker, lepton-number-violating force. In 1978, Pontecorvo 

and Bilenky [5] wrote a review article summarizing the experimental situation and 

laying out the now standard treatment of neutrino flavor oscillations. 

1.1 The Physics of Neutrino Oscillations 

In analogy with the quark sector in which the mass eigenstates of the d, s, and b 

quarks are observed to mix in weak interactions according to the Kobayashi-Maskawa 

mixing matrix [6], we can write the familiar neutrino flavor eigenstates as a linear 



combination of mass eigenstates: 

2 

N 

Vt= EU1iVi, 
i=l 

(1.1) 

where v1(l = e, µ , T , ... N) are the N flavor eigenstates which participate in weak 

interactions , vi( i = 1, 2, 3, ... N) are the mass eigenstates, and Uti are components of 

a unitary mixing matrix. The mass eigenstates propagate through time according to 

(1.2) 

Thus a neutrino of flavor l created in a weak interaction at t = 0 can be described at 

time t by the state 

L U1ilvi(t)) 

L U1ie-iE; t lvi(0)). 

Then the probability of detecting some other flavor, l' -=I- l , at time tis given by 

I ( VI' IV/ ( t)) I 2 

I E(vj 1uJ1,U1ie-iE;t\vi) 1
2 

i ,j 

~ U* U ·U U* ei(Ek-E;)t 
~ l'i Ii l'k lk 
i,k 

L IU1il2IU1,il2 + Re L U1iU1\U1kU1 1kei(Ek-E;)t_ 
i,k-/;i 

In the ultrarelativistic limit , 

2 

E . _ J 2 2 ~ mi 
i -Pv; + m i ~ Pv + -

2
, 

Pv 

(1.3) 

(1.4) 

(1.5) 

(1.6) 

(1. 7) 

(1.8) 

(1.9) 
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where mi is the mass of the eigenstate and p,_, is the common neutrino momentum. 

Then 1.9 can be written 

m 2 -m~ 

L IU1il2IU11il 2 + Re L U1iU1\U1kU1 1kei~L. 
i ,k=pi 

(1.10) 

Here time, t, has been replaced by length, L, which are equivalent in these units. 

From 1. 10 it is clear that the "oscillation probability" of detecting a system in 

state l', starting from a system in state l , is periodic in distance with a characteristic 

oscillation length that is a function of the squared- mass differences of the various 

eigenstates and the neutrino momenta. 

From equation 1.10 we see that in the case of three neutrino flavors, the oscil­

lation will depend in general on two independent mass differences and, just as in 

the Kobayashi-Maskawa [6] mixing of the quarks , three mixing angles and a phase. 

Six independent parameters make analysis of experimental results ( and display of 

exclusion plots) very complicated. However , since no confirmed evidence of neutrino 

oscillations has ever been found, we can simplify the analysis by considering oscilla­

tions between only two neutrino flavors . This reduces the number of parameters to 

two: one mass difference and one mixing angle, and allows for a simpler description of 

the parameter space explored by an experiment. (See Refs. [7] and [8] for examples of 

a limited three-flavor analysis using four parameters). In this simple case the unitary 

mixing matrix , U, can be written as 

Equation 1.10 then simplifies to 

cos 0 

- sin0 

sin 0 ) . 
cos0 

. 2 0 . 2 (6.m2L) sm 2 sm 
4p,_, 

. 2 20 
. 2 1.27 x 6.m2[eV2

] x L[m] 
sm sm E,_,[M e V] ' 

(1.11) 

(1.12) 

(1.13) 



4 

where D..m2 = Im~ - mil is in units of eV2
, the distance, L, is in meters , and the 

approximation Ev ~ p 11 has been made. From 1.13 we see right away that a reactor 

experiment with E 11 ~ few MeV and L ~ 1000 meters will be sensitive to D..m2 of 

~ 10-3 eV2 . Indeed, because of the low energy (up to about 8 MeV) of reactor 

neutrinos, stringent limits on D..m2 can be set with quite reasonable source-detector 

distances using relatively small and inexpensive detectors. For this reason, reactor­

based neutrino experiments played an important role in early oscillation searches and 

continue to provide the best sensitivity to small mass differences. 

1.2 Experimental Searches 

In the early 1970's, results began to come in from a C2Cl4 radiochemical detector 

installed deep in the Homestake Mine in South Dakota. Using the detection reaction 

the experiment was designed to look for neutrinos produced through nuclear fusion 

in the sun. Periodically, the 37 Ar , which decays by K-shell electron capture, would be 

extracted and counted in shielded, low-background proportional counters to determine 

the production rate. The reported results [10] for the 1970-1975 data indicated that 

only about 22% of the expected flux was observed. These early results prompted a 

flurry of activity in the mid 70's. Oscillation experiments were planned at a number of 

reactors and accelerators, and soon other underground experiments began to confirm 

the Homestake results. Today, over twenty years later, the Homestake flux deficit 

persists; the 1970-1992 data set [ll] can account for only 35% of the expected solar 

neutrino flux, calculated according to the "Standard Solar Model" (SSM). 

1.2.1 The Solar Neutrino Puzzle 

In 1986, the KAMIOKANDE [12] detector, a large underground water Cherenkov de­

tector, turned its attention to the solar neutrino flux anomaly. Neutrinos are detected 
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in KAMIOKANDE through Cherenkov light produced by lie-electron scattering. By 

the directionality of the Cherenkov cone, the trajectory of the incoming neutrino 

can be determined, verifying that it does indeed point back to the sun. Results 

from KAMIOKANDE indicate that only 50% of the expected solar neutrino flux is 

accounted for. 

Similarly, two radiochemical experiments, SAGE [13] and GALLEX [14], exploit 

the low energy threshold for neutrino capture on gallium to explore a fraction of the 

solar neutrino spectrum much less sensitive to the solar core temperature uncertainty 

allowed by the SSM. These experiments also report a large deficit in the expected 

neutrino flux, measuring 55% and 58% of the expected rate, respectively. 

These experiments impose severe constraints on solar model explanations of this 

so-called "solar neutrino puzzle." There is no resolution of this puzzle at present, but 

many have suggested that electron neutrinos produced in the sun could oscillate into 

other types not detected by the underground experiments. In fact , the density profile 

of the sun could amplify this oscillation through the MSW [15, 16] effect: because 

ordinary matter is made of electrons and nucleons ( as opposed to muons or taus), 

the lie components of a neutrino state propagating through matter can interact via 

charged-current in addition to neutral-current weak interactions whereas the µ and 

T-type neutrino components can interact only via the neutral current. This extra 

interaction of electron-type neutrinos produces a different refractive index for the 

neutrino components and can produce a resonant conversion of electron neutrinos 

into another type , effectively depleting the solar lie flux. 

Solutions of the solar neutrino problem involving matter oscillations require mass 

differences, Llm2
, to be in the range of 10-4 ~ 10-7 eV2, much smaller than the 

10-3 eV2 range probed by the Palo Verde reactor experiment (see Figure 1.1). How­

ever, a recent consideration of maximal three-fold lepton mixing [17] suggests that 

the solar neutrino deficit and the atmospheric anomaly, discussed below, could be ex­

plained by a hierarchical neutrino mass structure with a dominant Llm2 = 7.2 x 10-3 

eV2 and full mixing, an area of parameter space easily accessible to the Palo Verde 

experiment. Figure 1.2, taken from [17], displays the survival probability measured 
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in a number of disappearance experiments as a function L[m]/E[MeV]. Also shown is 

the L/E range to be explored by the Palo Verde experiment. If this mixing hypothesis 

is correct, Palo Verde should measure a large effect. 

•, 
·· .. 
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Figure 1. 1: Oscillation parameters allowed by a matter neutrino oscillation expla­
nation of solar neutrino flux deficits observed in the Homestake, KAMIOKANDE, 
GALLEX, and SAGE experiments. 

1.2.2 Reactor Experiments 

In 1976, an experiment was initiated at the ILL pressurized water reactor in Greno­

ble [18]. A detector, based on the reaction Ve+ p -+ e+ + n was installed 8.7 m 

from the core of the reactor to investigate Ve disappearance. By a comparison of the 

number and spectral shape of the detected electron antineutrinos, oscillations at large 

mixing angle were ruled out down to 6.m2 of 0.1 eV2
• The ILL group relocated to 
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Figure 1.2: A three-flavor mixing hypothesis fit to experimental results from neutrino 
experiments [17]. The L/E region to be explored by the Palo Verde experiment is 
shown. 

the more powerful reactor at Gosgen in 1981 , and more measurements were made at 

distances of up to 67 m from the reactor core. Ve --+ X oscillations were ruled out for 

mixing angles , sin2 20 , larger than 0.1 and 6.m2 larger than 2 · 10-2 eV2 [19]. Excellent 

agreement of the measured and calculated reactor-induced positron spectra demon­

strated a clear understanding of the neutrino source, critical for such a disappearance 

experiment. More recently, a high statistics measurement [20] 15 m from the core 

of the Bugey nuclear reactor allowed a measurement of the integral inverse /3 decay 

cross section to 1.4% and demonstrated monitoring of the reactor fuel burn-up at the 

level of 2%. A subsequent oscillation search [21] , made at 15, 40, and 95 m from the 

Bugey reactor has extended the excluded region of parameter space down to 6.m2 of 
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1. 10-2 eV2 and sin2 20 of 0.02. Figure 1.3 summarizes the excluded parameter space 

relevant for oscillations coupling to Ve . 
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Figure 1.3: Excluded oscillation parameters coupling to Ve. The region to the right 
of the curves is excluded at 90% C.L. 

1.2.3 Accelerator Experiments 

At about the time of the Gosgen reactor experiment , results began to appear from 

a number of accelerator-based oscillation searches. These experiments generally used 

high-energy Vµ beams to investigate the Ve or v7 appearance channels as well as Vµ -+ 

X disappearance. The appearance experiments, in which one looks, for example, for 

evidence of ve's appearing in a Vµ beam, are capable of exploring very small mixing 

angles because the sensitivity is limited only by the purity of the vµ beam; the precise 
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normalization and spectral shape of the neutrinos at production is not critical as it 

is for disappearance experiments. The disadvantage of the accelerator experiments 

is that the neutrino energy, ~ 1 Ge V, is a factor of 1000 larger than for reactor 

experiments, and similar sensitivity to ~m2 thus requires baselines 1000 times longer 

and detectors proportionally larger and more expensive. 

Early experiments searching for lie appearance were undertaken at LAMPF [22) 

(the Los Alamos Meson Physics Facility), at Brookhaven (BNL 734,776) [23, 24), and 

at CERN (CHARM [25) and BEBC [26)) , among others. Most recently, results from 

LSND [27) at LAMPF seem to show some evidence for oscillations in the Iiµ -+ Ve 

appearance channel. Most of the parameter space allowed by the LSND results is 

excluded at 90% C.L. by the recent Bugey [21] reactor data, and by results from 

BNL 776 and KARMEN [28], both accelerator lie appearance experiments. However , 

a small region near ~m2 = 1 eV2 and sin2 20 = 0.01 ~ 0.001 is not ruled out, and 

this is a result demanding further attention. 

A number of accelerator experiments have also explored oscillations through llr 

appearance. Early experiments at Fermilab (FNL E338, E564) [29, 30) used an Ne­

H2 bubble chamber to look for evidence of 7+ 1s produced by I77 's appearing in a I7 µ 

beam. The current best limits are from a 117 appearance emulsion experiment carried 

out at Fermilab (FNL E531) [31) and a IIµ disappearance experiment carried out by 

the CDHS [32) group at CERN. From these experiments, IIµ -+ 117 oscillations are 

excluded down to mixing angles of 10-2 and to ~m2 of about 0.2 eV2. The current 

CHORUS and NOMAD [33) 117 appearance experiments at CERN should be able 

to extend the excluded parameter space by another order of magnitude in mixing 

angle. Another 117 appearance experiment proposed at Fermilab (FNL E803) [34) is 

scheduled to begin data taking shortly after the main injector turns on in 1999. This 

experiment should be sensitive to sin2 20 down to 2 • 10-5 and ~m2 as small as 0.2 

e V2. Figure 1.4 summarizes the excluded parameter space relevant for oscillations 

coupling to IIµ-
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Figure 1.4: Excluded oscillation parameters coupling to IIµ- The region to the right 
of the curves is excluded at 90% C.L. 

1.2.4 The Atmospheric Neutrino Anomaly 

A curious result confirmed by several underground detectors is the so-called "at­

mospheric neutrino anomaly." High energy hadrons from cosmic rays interact with 

nuclei in the upper atmosphere producing pions and kaons which in turn give rise 

to "atmospheric" neutrinos. Through the 7r+ decay shown below ( and similarly for 

7r- 's and K 's) , we expect the ratio of muon- type to electron-type neutrinos to be 

approximately equal to two. 

7r+ -----+ 

Detectors sensitive to muon and electron-like events generally report the ratio R = 
(µ/e)nATA/(µ/e)Mc , such that the measured ratio of muon to electron-like events 
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is compared with the calculated ratio. The KAMIOKANDE [36] water Cherenkov 

detector has presented analyses of independent data samples characterized by sub­

Ge V and multi-GeV energy deposits and presents ratios , R, of 0.57 ± 0.10 and 0.60 ± 

0.07 for the multi- and sub-GeV samples , respectively. Neutrino oscillations can be 

invoked to explain this anomalously small ratio caused by either a deficit in the muon 

neutrino flux, an excess in the electron neutrino flux , or both. Thus both Vµ - vT and 

Vµ - Ve oscillations are considered as possible explanations for this effect, and the 

Multi-GeV data is fit to the mixing parameters (b.m2
, sin2 20) = (1.8 • 10-2 e V2

, 1.0) 

for Vµ - Ve and (1.6 · 10-2 e V2
, 1.0) for Vµ - vT. 

This anomalous ratio is confirmed by the IMB [37] water Cherenkov detector, 

which measures a ratio of 0.71 ± 0.09, and the SOUDAN [38] tracking calorimeter, 

which reports R = 0.64 ± 0.19. However , the tracking calorimeters Frejus [39] and 

NUSEX [40] see no significant deviation from R = 1, reporting R = 1.0 ± 0.17 and 

R = 0.99 ± 0.29, respectively. The parameter space allowed by the KAMIOKANDE 

results for vµ ~ V e oscillations is shown in Figure 1.5. The Palo Verde experiment is 

fully sensitive to this region. 

1.3 The Next Generation 

Spurred on by anomalous atmospheric data from KAMIOKANDE, SOUDAN, and 

IMB , the current push of neutrino oscillations experiments is toward small D.m2
• The 

Palo Verde reactor experiment , capable of exploring D.m2 down to 10-3 eV2, is part 

of this effort. In addition, a number of proposals for long-baseline accelerator exper­

iments have been presented. For example, the MINOS [41] collaboration proposes to 

aim avµ beam from Fermilab, near Chicago, toward the SOUDAN detector in North­

ern Minnesota, about 750 km away. Similar proposals call for aiming a CERN beam 

at the ICARUS [42] detector in the Gran Sasso tunnel in Italy or at the HELLAS [43] 

detector in Greece. These accelerator experiments, because of the high neutrino en­

ergy (10 GeV at FNL and 100 GeV at CERN) , will be sensitive to vT appearance and 

will thus be able to shed light on both the Vµ - Ve and Vµ - vT oscillation channels. 
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Figure 1.5: Vµ, - Ve oscillation parameter space allowed by KAMIOKANDE for recon­
ciliation of the anomalous atmospheric flux. The cross indicates the best fit oscillation 
solution to the full data sample. (~m2 ,sin2 20) = (1.6 • 10-2 ,0.98) 

However, as the proposed experiments require quite large ( several kT) detectors and 

extensive modifications of the accelerator beam lines, they are quite costly and re­

quire rather long lead times. Indeed results are not anticipated until after the turn 

of the century. On the other hand, reactor experiments can explore the same region 

of Vµ, - Ve parameter space at a distance of only 1 km and at a fraction of the cost, 

owing to the thousand-fold smaller energy of reactor neutrinos. 
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1.3.1 The Palo Verde Experiment 

The Palo Verde neutrino oscillation experiment , formerly designated the San Onofre 

experiment, was initiated by our Caltech group [44]. Subsequently a similar experi­

ment was proposed by a French-Italian group at the Chooz [45] reactor in Northern 

France. The Palo Verde detector should begin taking data in early 1997. It will be 

able to confirm or refute atmospheric neutrino oscillations through the 11µ - lie channel 

before 1999. It is the goal of this thesis to describe the developments leading to the 

final design and construction of the Palo Verde detector. 
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Chapter 2 

The Experiment 

The neutrino detector for the proposed oscillation experiment consists of a segmented 

liquid scintillation detector to be installed near three fission reactors at the Palo Verde 

Nuclear Generating Station in Arizona. The detector will be installed outside the 

controlled area fence at a distance of 740 m from the closest reactor and about 15% 

farther from the other two. See Figure 2.1. At this distance the experiment will be 

sensitive to lie -----t X oscillations characterized by mass-squared differences as small as 

10-3 eV2 and sin2 20 down to 0.1. The detector will be installed in an underground 

vault with an overburden of 46 meters water equivalent ( mwe) of concrete and earth 

in order to reduce backgrounds from cosmic muons and hadronic showers. The three 

reactors at Palo Verde have a combined thermal power of 10.9 GW, resulting in a 

neutrino flux of about 1010 Ve cm-2 sec-1 at the detector. 

,-=--=<< ,, ,, ,, 
,' 850 m 

~ , 

I ~=:::--~~---- --7• ,.-', -..,;~ I 
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1
----- .... , Reactor Units 1,2,3 

Proposed Site ,,' ',,, ., 
I ' I I ', I 

,, ' I ,, ~. 
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Figure 2.1: Schematic depiction of the reactor site showing the placement of the 
detector 7 40 m from the closest reactor and 850 m from the other two. 
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2.1 The Detector 

2.1.1 The Detection Concept 

Reactor antineutrinos are detected through inverse /3 decay, 

This reaction has a relatively low threshold of 1.8 MeV and, because of the small 

log ft value for neutron decay, the highest yield of any neutrino detection reaction. It 

is also highly suitable for the proton-rich hydrocarbon scintillator to be used in the 

Palo Verde detector. The liquid scintillator acts as a detector for both the positron 

and the neutron, the former as it ionizes and annihilates , and the latter through de­

excitation I radiation from neutron capture on gadolinium, with which the scintillator 

has been loaded at the level of 0.1 % by weight. 

At the relatively shallow depth of 46 mwe, backgrounds caused by muon-induced 

fast neutrons are significant. To discriminate between positrons and recoiling fast 

neutrons , the detector is segmented into 66 individual cells , thin enough that the two 

511-ke V I rays from the annihilating positron may penetrate to surrounding cells , 

producing a characteristic fast "triple coincidence" as the signature of a positron. 

Clearly, fast-neutron-induced proton recoils do not in general give rise to such a sig­

nature. Neutrino interactions in the detector are thus identified as follows. (See 

Figure 2.2). The positron quickly loses its kinetic energy through ionization, pro­

ducing scintillation light which is nearly always fully contained within one cell. At 

the end of its track, the positron annihilates. The resulting annihilation radiation 

is relatively penetrating and tends to deposit energy, through Compton scattering, 

in several surrounding cells. A "positron-like" cell, defined as containing between 

1 and 10 MeV, along with at least two "annihilation- like" cells , defined as containing 

between 50 and 600 keV, is the "triple coincidence" signature of a positron. The 

low 50 keV threshold is found to greatly enhance the signal efficiency. Meanwhile, 

the neutron thermalizes and eventually captures on gadolinium, which de-excites by 
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gamma emission from an 8 MeV excited state. The neutron capture time in scintilla­

tor containing 0.1 % gadolinium is 28µsec. Thus the signature of a reactor antineutrino 

is a fast- slow coincidence consisting of a prompt triple coincidence followed, within a 

100 µs window, by an 8 MeV gamma burst. The details of this detection process are 

described in Chapter 5. 

Figure 2.2: Detection of reactor Ve by inverse j3 decay. 

2.1.2 The Target Cells 

The detector, pictured in Figure 2.3, consists of 66 individual clear acrylic target cells 

filled with Gd-loaded liquid scintillator. Each cell is 9 m in length, 0.25 m high, 

and 0.13 m wide. They are stacked in an array 11 cells wide and 6 cells high. A 

region 0.8 m in length is partitioned off at both ends of each cell and filled with 

pure mineral oil to act as a buffer to external sources of background. Thus only 

the central 7.4 m of each cell is active detector with a total mass of about 12 tons. 

Two 5-inch photomultiplier tubes are coupled to each end of every cell to collect the 

scintillation light. The propagation of light through the cell is aided by total internal 

reflection from the outer acrylic- air interface: mineral oil and acrylic have nearly 

identical indices of refraction of 1.46 ~ 1.48 and 1.48 ~ 1.49, respectively. Thus 

light passes from the scintillator to the acrylic essentially without refraction but is 

totally reflected from the acrylic- air interface if the angle of incidence is greater than 

43 degrees ( = sin-1 
1.~8 ) from normal. The cells are optically isolated from each other 
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and kept light tight using a black plastic cover which touches the acrylic cells but 

does not destroy the optical properties of the acrylic-air interface. 

4.5 

0 

Muon Veto 

Water 
Buffer 

Oil Scintillator 

0 
4.Sm 

Figure 2.3: The neutrino detector. 

2.1.3 The Water Buffer 

Target 
Cells 

The 66 target cells are surrounded by a one-meter-thick water buffer to shield the 

detector from external radioactivities and muon-induced neutrons. The buffer cells 

are made of low activity steel and will be filled with ultra-pure water produced in a 

distillation plant operated by the Nuclear Generating Station. The buffer surrounds 

the target cells on four sides; the end caps are not covered as one requires access to 

the phototubes. The 80-cm mineral oil partition serves as buffer here. 
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2.1.4 The Muon Veto 

Surrounding the water buffer is a hermetic active muon veto system. This veto allows 

the detector to be killed when cosmic muons enter the buffer or active cells, possibly to 

produce dangerous fast neutrons that could recoil in the target cells and subsequently 

capture on gadolinium, completing a fast-slow neutrino-like coincidence. The veto 

is constructed from 12-meter-long opaque PVC cells left over from the MACRO [46] 

experiment. Six "horizontal-type" cells, measuring 0.75 x 0.26 x 11.9 m, cover the 

top and bottom of the detector, and ten "vertical-type" cells, measuring 0.23 x 0.49 x 

11. 7 m, cover each side. The cells are filled with a relatively low-light-yield liquid 

scintillator. The ends of the detector will be covered by 10-cm-thick liquid scintillator 

panels. 

The veto cells are read out by two 5" phototubes per end. From descriptions of 

the cell performance by the MACRO collaboration [46], it is calculated that muons 

going through the center of the MACRO cell will deposit at least 30 MeV, and will 

generate 300 photoelectrons at the phototubes. Accidental firing of the veto due to 

gammas from natural radioactivity would cause unnecessary dead time. Thus, the 

firing threshold should be set above the gamma energies of the uranium and thorium 

decay chains, or at about three MeV for energy deposits near the phototube. This 

corresponds to an effective threshold of about 12 MeV, or 120 photoelectrons, at the 

center of the cell considering light attenuation. Thus the possibility of not detecting 

a muon which does not clip corners is negligible. In the case of muons that do clip 

corners, any that enter the detector will have to go through other veto cells as well 

and will be identified through multiple veto hits. Thus the inefficiency of the muon 

veto is dominated by the physical gaps in the coverage where the cells are butted 

together and in the end caps where the staggered profile of the side veto cells creates 

rectangular holes in the coverage (see Figure 2.3). A very conservative estimate of the 

leakage through these gaps assumes that any muon incident on inactive material will 

leak through. (This assumption would be valid only if all muons were incident normal 

to the surface). The leakage rate calculated in this manner is about 2%. However, in 
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order that a muon actually be undetected, it must slip through the veto both as it 

enters and exits the detector, bringing the missed- muon rate to 4 · 10-4
• Of course, for 

muons stopping in the detector, the miss rate is the full 2%. These leakage fractions 

are used in the estimate of the detector background (see Chapter 5). 

The muon veto is the dominant source of detector dead time. Muon hits initiate 

veto times as follows: 

Muon Event Type Veto Time 

Muons pass through buffer 10 µsec 

Muons pass through target cells 100 µsec 

Muons stop in · buff er or target cells 300 µsec 

At 46 mwe the flux of muons through a horizontal surface is 14 per m 2 and sec, 

and through a vertical surface, from one side, 3.5 per m2 and sec ( calculated assuming 

a muon flux of 8.9 per m2
, sec, and sterad and an angular distribution of cos2 0). Then 

the total flux into a box measuring 11 x 4.5 x 4.5 m is 1200 Hz. The fraction of these 

hitting the target cells is roughly 30%. The muon stopping rate at 46 mwe is about 

12 per kg and day (see section B.2.1), leading to a stopping rate in the approximately 

120 tons of buffer and target of 17 Hz. Thus the total dead time is estimated as 

17 · 300 · 10-5 + 360 · 100 · 10-5 + 840 · 10 · 10-5 = 4.9%. 

However, the leakage of the veto adds to this as some through-going muons are tagged 

as they enter but not as they leave the detector. They then appear to be stopped 

muons and initiate the long 300 µsec veto time. The < 2% leakage estimate then 

adds another 2% x 1200 = 24 Hz of "false stops." This increases the total dead time 

to 5.6%. 

2.2 The Neutrino Source 

The Palo Verde Nuclear Generating Station consists of three reactors with a combined 

thermal power of 10.9 GW. They operate continuously on a staggered shut-down 
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schedule so that only one reactor at a time is down for refueling. There are generally 

two refueling periods of 60 days each per year. Typically, about 60% of the reactor 

thermal power comes from fissions of 235U, about 30% from 239Pu, and the rest from 

238U and 241 Pu. The fuel composition changes slowly with time as 239Pu and 241 Pu are 

bred from 238U. From a knowledge of the fuel composition and thermal power at all 

times (measured by the power station), the neutrino spectrum can be determined. A 

precise knowledge of the neutrino spectrum is critical for a "disappearance" oscillation 

experiment such as the present one in which a deficit in expected flux or deformation 

of the spectral shape will be taken as evidence for neutrino oscillations. There are 

two complementary approaches to the calculation of the neutrino spectrum: first, 

measurements of the electron spectra associated with the /3 decays of the fission 

products of the important fissile isotopes (235 U, 239Pu, 241 Pu) have been made [47, 

48 , 49). The electron and neutrino energies are simply related, and the neutrino 

spectra can thus be calculated essentially without loss of precision. The measured 

spectra are known to about 3% accuracy. 

Secondly, one can take the results of a number of high-statistics reactor neu­

trino oscillation searches as a direct measurement of the antineutrino spectrum for a 

given fuel composition and detector efficiency. For example Ref. [55) finds excellent 

agreement of the neutrino spectra measured and calculated at the Gosgen reactor. In 

addition, recent experiments at the Bugey reactor [20, 21] find agreement between the 

measured and calculated positron spectra at the level of 2% at low energy, worsening 

to about 5% near the endpoint, around 6 MeV. The integral yield of the detection 

reaction is also verified at the level of 1.4%. 

So from a knowledge of the reactor thermal power and fuel composition, both of 

which are readily available from the power station, one can calculate and cross check 

the expected neutrino spectrum and expect to achieve an accuracy of a few percent. 
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2.2.1 An Estimate of the Reactor-Induced Positron Spec-

trum at Palo Verde 

A detailed calculation of the reactor neutrino spectrum will be performed from the 

reactor data once the experiment is underway. But for the present purpose of estimat­

ing the expected event rate in the Palo Verde detector, a simplified three parameter 

fit to the antineutrino spectrum described by Vogel and Engel [50] will be used. Here 

measured neutrino spectra are fit as a function of energy and fissile isotope: 

where dNv/dEv is in units of Ile per MeV and fission, and the constants ai are fit 

independently for each fuel element. 

ai 23su 239pu 23su 241pu 

ao 0.870 0.896 0.976 0.793 

a1 -0.160 -0.239 -0.162 -0.080 

a2 -0.0910 -0.0981 -0.0790 -0.1085 

Taking, for the moment, the fuel composition to be that of the Gosgen power 

reactor [55], the rate of fissions of each isotope can be calculated for 10.9 GW of 

thermal power: 

Isotope Contribution to Energy release Fissions 

Thermal Power [MeV / fission] per second 

23su 61.9% 201.7 2.03. 1020 

239pu 27.2% 210.0 8.58 . 1019 

23su 6.7% 205.0 2.16. 1019 

241pu 4.2% 212.4 1.31 . 1019 

Column three, effective energy release per fission, is taken from [55] and includes 

contributions from the fission itself, subsequent (3 decays, and neutron capture in the 

surrounding material. The neutrino spectrum is then generated, normalized to the 

fission rate of each isotope. 
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From the antineutrino spectrum, the spectrum of positrons produced in the de­

tector by inverse f3 decay can be calculated. The positron spectrum is given by 

(2.1) 

(2.2) 

where Pis the number of target protons, Lis the detector distance from the reactor, a 

is the weak cross section for infinitely heavy nucleons, and 8rec is a spectral correction 

factor to take into account the neutron recoil. The positron energy is simply related 

to the neutrino energy by 

where Mn, Mp, and me are the neutron, proton, and electron masses, respectively. 

The cross section, a, can be written [51] in analogy to that of neutron /3 decay as 

where Tn is the neutron mean lifetime, taken as 888.6±3.5 sec [52), and f is the Fermi 

phase space factor, taken to be 1.71465 ± 0.00015 [55]. The terms 8wM and 8rad are 

corrections for weak magnetism and radiative effects and are calculated following [51 ]. 

Numerically, this becomes 

(9.548 ± 0.022)[Ev - 1.2933] · [(Ev - 1.2933)2 
- (0.511) 2

]
1

/
2 

X 

with the correction functions parameterized [51, 55] as 

8 = -1. 727 . 10_3 [E (Ev -1.804)
2 

- (0.511)
2

] 

WM v + Ev - 1.804 
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and 

And Oree, from equation 2.1, can be expressed [55] as 

Oree= 1 - 0.155e(E,.,-B)/1.4 _ 

Finally, the number per day and energy spectrum of positrons created in the detector 

are calculated based on three reactors 740, 850, and 850 m away, and a total target 

size of 9.4-1029 protons. Figure 2.4 displays the expected positron spectrum calculated 

in this manner. The total positron production rate is calculated to be 197 per day. 

It is illustrative to look at the deformation of the spectrum caused by neutrino 

oscillations for some hypothetical oscillation parameters. The deformed spectra are 

calculated by folding the oscillation survival probability, 1 - P1,1 (see equation 1.13), 

with equation 2.1. Figure 2.5 displays the expected positron spectrum for two sets 

of parameters. The upper spectrum is calculated using the oscillation parameters 

obtained by a best fit to the KAMIOKANDE (36] atmospheric data: ~m2 = 1.6 • 10-2 

eV2, sin2 20 = 0.98 for IIµ - lie mixing. The lower spectrum is calculated using the 

parameters obtained by [17] for a three-flavor maximal mixing scenario incorporating 

all experimental neutrino data (see Figure 1.2) ~m2 = 0.72 • 10-2 eV2 and sin2 20 = 
1.0. The interference caused by two different source-detector distances is taken into 

account. 

2.3 The Experimental Sensitivity 

The experimental sensitivity is calculated based on estimates of the detector efficiency 

and background rates. These estimates are discussed in detail in Chapter 5 and are 

summarized here. The expected four-fold (positron + neutron) detection efficiency is 

26%. Per day, 197 positrons are produced in the detector, giving rise to a neutrino 

signal rate of 51 per day. 

The background is divided into two categories: correlated and uncorrelated. Cor-
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Figure 2.4: Expected neutrino-induced positron spectrum (solid curve) at Palo Verde 
assuming no oscillations. The dashed curve shows the positron spectrum folded with 
the detector energy resolution (30% FWHM at 1 MeV). 

related backgrounds are those in which the full neutrino signal ( a fast triple coincidence 

followed by a delayed neutron capture) is mimicked. As these events are indistinguish­

able from the neutrino signal, they must be measured during the reactor-off refueling 

cycle and subtracted statistically. This subtraction dominates the statistical error of 

the experiment. Uncorrelated backgrounds are those which mimic only part of the 

neutrino signal: a fast triple coincidence or a capture-like signal, but not both. If 

a fast-triple-type background and a capture- like background happen to occur near 

each other in time, it could look like a neutrino signal, giving rise to an uncorre­

lated background event. However, the rate of accidental triple coincidences and of 

capture-like events can be measured continuously and the uncorrelated rate thus cal-



> 0 .8 
(lJ 

.Y. 
0 0 .7 

~ 0.6 
0 

~ 0.5 
"Cl 

t 0.4 
Q. 

+ 
QJ 0 . .3 

0.2 

0.1 

0 

> 0.8 
(lJ 

.Y. 

0 0.7 

~ 0.6 
0 

15' 0.5 
"Cl 

t 0.4 
Q. 

+ 
C1J 0.3 

0.2 

0.1 

0 

1000 

1000 

25 

Palo Verde Positron Spectrum with Oscillations 

2000 3000 

2000 3000 

lim2=0.016 eV2
, sin220=0.98 

Dashed: 30% Reso lution at 1 MeV 

4000 5000 6000 7000 
e• kinetic energy (keV) 

lim 2=0.0074 eV2
, sin220= 1.0 

Dashed: 30% Reso lution at 1 MeV 

4000 5000 6000 7000 
e• kinetic energy (keV) 

Figure 2.5: The positron spectrum in the presence of oscillations. The upper figure 
shows oscillations with ~m2 = 1.6 • 10-2 eV2, sin2 20 = 0.98, the best fit to the 
KAMIOKANDE atmospheric data. The lower shows oscillations with full mixing 
and ~m2 = 0.72 · 10-2 eV2, suggested by [17]. In both cases the dashed line indicates 
folding with the energy resolution of the detector. 

culated with high precision. Nevertheless, this background, too, must be statistically 

subtracted from the reactor-on data. The following table summarizes the expected 

signal and background rates: 

Signal Correlated Background Uncorrelated background 

51 / day 9 ~ 79 / day 5 ~ 24 / day 

There is a relatively large range in the background estimate on account of an impre­

cise knowledge of the spectrum of neutrons produced by muon spallation; a recently 

obtained neutron spectrum from the KARMEN experiment [71] would result in a 
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correlated background of 34 per day and an uncorrelated rate of 15 per day. 

To estimate the experimental sensitivity, a hypothetical 1.5 year data run is con­

sidered. A run of this length would incorporate three refueling cycles of 60 days each. 

This would result in a total of taN = 360 days of full power reactor-on data and 

taFF = 180 days of 2/3 power "reactor off" data with one reactor shut down for 

refueling. Thus the event rates, NaN and NaFF, measured during the two periods 

are given by 

NaN=S+B, 

and 

where S is the signal rate (per day) and B is the total background rate. Thus the 

signal rate is given by the expression 

S = 3 · [NaN - NaFF], 

and the statistical error, 8 S, by 

If we assume Poisson statistics, the statistical errors in the measurements of NaN and 

NoFF are given by the expressions 

and 

So 

8NaN = JtoN · (S + B)/toN, 

8NaFF = JtaFF · (~S + B)/taFF· 

8S = 3 · 
S + B 1S + B ---+~--
taN toFF 

To calculate the total experimental error, the statistical error must be added m 
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quadrature to the following systematic uncertainties: 

Positron efficiency calibration 3% 

Neutron efficiency calibration 3% 

Neutrino Cross section and reactor flux 3% 

Listed in the following table are the total experimental errors (1 a) for the ex­

tremes of the background range as well as for an intermediate value using the neutron 

spallation spectrum measured by the KARMEN [71] collaboration. 

Signal Total Statistical Total 

Rate [d-1] Background [d-1] Error [%] Error[%] 

51 14 3.9% 6.5% 

51 49 5.1% 7.3% 

51 103 6.4% 8.2% 

The region of parameter space excluded by a null oscillation result from Palo Verde 

can then be calculated: the actual data set will include spectral information on both 

the signal and background, and a bin-by-bin analysis may yield the best exclusion. 

At this point, however, little is known about the shape of the background. For the 

moment it will be assumed to be flat, and the exclusion plot will be calculated based 

on the integral detected positron rate. The 90% Confidence Level ( C.L.) exclusion 

plot is the set of all points in the sin2 20-/J..m2 plane which produce an integral signal 

rate in the detector 1.28a below the expected rate. Figure 2.6 displays such a plot 

for the three background cases considered above. 
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Palo Verde Excluded Oscillatian Parameters 
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Figure 2.6: lie ~ llx oscillation parameter space excluded at 90% C.L. for a null result 
at Palo Verde. The detector is assumed to be 740 m from one reactor core and 850 m 
from the other two. The excluded region is to the right of the curve, shown for three 
different background scenarios. 
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Chapter 3 

Tests of a Prototype Detector 

Four full-size prototype detector cells have been constructed for performance and 

stability tests performed at Caltech. One cell was constructed at Caltech and the 

three others by Signcraft Plastics, a Los Angeles plastics company. Two cells, the 

Caltech cell and one of the commercial cells, were filled with Gd-loaded scintillator 

for performance tests described below. The scintillator itself was the object of a 

lengthy development process undertaken by colleagues in this Caltech group and NE 

Technology, Ltd. The scintillator concentrate, assigned the commercial code NE345, 

is diluted at Caltech with pseudocumene, purchased from Bicron, and mineral oil, 

purchased from Witco, Inc. The final scintillator contains, by volume, 20% concen­

trate, 20% pseudocumene, and 60% mineral oil. Tests of the scintillator properties 

were performed in conjunction with tests of the stability of the acrylic cells. The 

scintillator was found to have a long ( ~ 7 meter) and stable attenuation length. The 

gadolinium complex, dissolved in the scintillator at the level of 0.1 % by weight, was 

found to be stable. 

3.1 Mechanical Stability 

The target cells are constructed of clear acrylic sheets which are cut and cemented 

together into sealed tanks. Acrylic filling caps, sealed with 0-rings, allow the central 

scintillator volume and the buffer end partitions to be filled individually. Figure 3.1 

illustrates the mechanical detail. The large glue joints present mechanical concerns 

as the scintillator, which contains about 30% by volume pseudocumene (1, 2, 4, tri­

methyl benzene), aggressively attacks many plastics. Indeed tests have shown that 

the scintillator will quickly craze acrylic that has not been properly machined and 
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(Q) Active Region 

Fill Port 

Active Region 

Figure 3.1: Detailed view of a 9-m prototype cell. The fill ports and phototube 
mounting brackets, all made from clear acrylic, are illustrated. 

annealed to relieve residual stresses. This crazing can eventually lead to failure of 

the joints causing the cell to develop leaks. While the small mechanical pieces, such 

as the fill-hole plugs and phototube mounting brackets , can easily be annealed after 

machining, the 9- meter-long sections of the tank present a problem as the cost of 

such a large annealing oven is prohibitively expensive. Thus great care must be taken 

during the cutting process to minimize induced stresses in the material. Happily, a 

year- long test of one of the commercial cells filled with 200 liters of scintillator shows 

no signs of crazing where the scintillator contacts the joints; the mechanical stability 

is excellent, and no indication of a leak has been discovered. In fact, the filled cell 

was manipulated and even lifted with no adverse effects. It was discovered, however, 

that a region of the cell exterior which was exposed to scintillator for several days, 

did develop cracks. This was traced to stresses induced during an exterior flame 

polishing process performed after the cell was glued up. The plastics company agreed 

to abandon this (purely esthetic) procedure, and a subsequent test cell prepared 

without this polishing procedure was found to be resistant to crazing. 

3.2 The Detector , Response 

The 9- meter target cell, filled with 200 liters of Gd-loaded scintillator, was instru­

mented with one 5" Philips XP4512 phototube per end (though the ends are designed 

to accept two phototubes). A black PVC casing was installed around the cell to make 
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the assembly light tight, and the performance of the cell was investigated. 

The energy scale of the response spectrum was calibrated using a number of 

gamma emitters: owing to the low density and low Z of the hydrocarbon scintil­

lator, the Compton effect dominates the interaction of gammas with the scintillator. 

An example of the detector response to a 232Th source, which has a strong gamma 

line at 2614 keV, is shown in Figure 3.2. The standard assignment of the 1/2 maxi­

mum point of the Compton structure to the backscatter energy is not, in fact , correct. 

Monte Carlo calculations [53] show that because of multiple scattering, gammas fre­

quently deposit energy beyond the Compton edge. This results in the identification 

of the 90% maximum point of the Compton structure with the backscatter energy. 

The process of calibrating a liquid scintillation detector is described in some detail in 

section 4.5.1. 
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Figure 3.2: Spectrum of 232Th in a 9-m prototype cell. The Compton edge energy, 
2382 keV, is associated with the 90% maximum point of the spectral structure. 

The calibration process is essentially an assignment of deposited energy to col­

lected light at the phototube. Thus it depends on the transparency of the liquid 
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scintillator and the acrylic, on the distance of the energy deposit from the phototube, 

and on the quantum efficiency of the phototube ( about 25%) for converting incident 

1 radiation to photoelectrons. Thus the energy calibration is defined at one distance 

from the phototubes and is mapped to the rest of the cell. By measuring timing dif­

ferences between tubes at each end of the cell, the longitudinal position of the energy 

deposit can be reconstructed and the correct energy calibration for that point applied. 

The prototype 9-m cell was used to map out this calibration profile. The position 

of the Compton edge of 6°Co (in ADC channels) was measured as a function of the 

source position along the cell. Figure 3.3 displays the variation in the calibration as a 

function of distance. From the figure, there is approximately a factor of two variation 

in the energy scale between the center and ends of the cell. 

3.3 The Energy Resolution 

The energy resolution of the detector is also a function of collected light and thus of 

position in the cell. The energy resolution is dominated by photon counting statistics 

at the phototube where photons are absorbed and photoelectrons emitted in a Poisson 

process. Thus for a given position in the cell, any source of light is equivalent, and an 

LED tuned to deposit, say, the equivalent of 1 MeV of light can be used to measure 

the energy resolution. This measurement was performed as follows: a blue LED was 

mounted on the side of the instrumented 9-m cell at a distance of 2 m from one end. 

The LED was fired using a stabilized pulser which also gated an ADC used to read 

out the charge of one phototube. As the pulser intensity was varied, the position 

and width (in ADC channels) of the LED peak measured by the phototube allowed 

a mapping of the number of photoelectrons created to the ADC channel number. 

Figure 3.4 illustrates several of these measurements. From the shape of the LED 

peak, the number of photoelectrons is calculated as follows: taking the Gaussian 

limit of the Poisson distribution (valid for mean values greater than about 10), one 

can relate the position of the peak to its width. The ADC measures charge produced 



c:: 
0 
~ 
Ill 
0 

Cl. 
Q) 

C1' 
-0 
w 
c:: 
0 
~ 

0. 

E 
0 
u 
0 
(D 

I 
0 
u 

33 

Position depencence of calibration along 9m tank 
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Figure 3.3: The position dependence of the energy calibration in the 9-m cell. The 
position (in ADC channels) of the Compton edge of a 6°Co source is plotted as a 
function of its position along the cell. The data is normalized to 1 at the 1.5-m 
point. 

by the phototube: 

Q=G•N 

where N is the number of photoelectrons produced, G is the gain of the system 

(including whatever factor converts charge in Coulombs to ADC channel number), 

and Q is the measured "charge" in units of ADC channels. Poisson statistics then 

provides that a distribution of mean value N will have a a- of ,JR. A Gaussian 

approximation to the shape relates the full width at half maximum (FW HM) to a-
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by 

FWHM = 2 · J2 - ln2cr ~ 2.350-. 

So 

FWHM = 2.35 · G · JN. 

Then in terms of the measured peak position, Q, and the FW HM, 

N = (2.35 FW~M) 2 

Figure 3.5 illustrates measured calibrations relating ADC channel, energy, and photo­

electrons for one tube at a distance of 2 meters. The calculated relation of energy and 

photoelectrons then gives 34.6 photoelectrons produced per MeV of deposited energy 

at 2 meters from one phototube. To calculate the full resolution, measured at the 

center of the cell and for four phototubes (2 per end), we first scale the photoelectron 

yield to the center of the tank using the one-tube scaling relation of Figure 3.8. Going 

from 2 meters to 4.5 meters introduces an attenuation of a factor of 2.18, dropping 

the photoelectron yield to 15.9 photoelectrons per MeV and tube from the center of 

the cell. Four tubes then collect 63.6 photoelectrons, producing a resolution of 29.5% 

FW HM/ E at 1 Me V for energy deposited at the center of the cell. This translates 

to 3.2 photoelectrons for a 50 keV deposit at the center of the cell and implies that it 

is reasonable to extend the "annihilation-like" cell threshold down to this low value 

to gain detection efficiency. 

3.4 The Cell Timing Response 

The timing resolution of the detector was investigated using two Philips XP4512 5" 

phototubes, one coupled to each end of the prototype cell. The gains of the tubes 

were matched by placing a 6°Co source at the center of the cell and adjusting the high 

voltage to match the positions of the Compton edge. The output of each tube was 

then fed to a constant fraction discriminator, and the discriminator outputs were used 
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Figure 3.4: LED spectra measured by a 9- m prototype cell. The calculated number 
of photoelectrons corresponding to each peak is indicated. 

to start and stop a 12-bit TDC with a resolution of 0.25 nanoseconds per channel. The 

6°Co source, which emits 1 MeV I rays, was then moved along the tank at intervals 

of about 1 meter and time- difference histograms were acquired. Figure 3.6 displays 

the time difference of the phototubes for the nine distances investigated along with 

a Gaussian fit to the distribution at each point. The distance is measured from the 

face of one of the tubes. Figure 3. 7 displays the mean value of the timing distribution 

as a function of the position along the cell. A fit to this data gives a slope of 9.87 

nsec/meter. The lower section of the figure displays the timing resolution ( a-) as a 

function of distance along the cell. As expected, the resolution is best (2.5 nsec) at the 

center of the tank and falls off near the ends (to 3 nsec) as the far phototube sees only 

a few photons. Using the time- to-distance calibration slope of 9.87 nsec/meter gives 

a (1 a) position reconstruction resolution of 25 to 30 cm. In other words, the position 

of a 1 MeV energy deposit can be localized with 90% confidence to a region of about 

80 cm. One should keep in mind, however, that the timing resolution will deteriorate 
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Figure 3.5: Three calibration fits are shown for the 9-m cell at 2 meters distance 
from one phototube. The top curve maps energy to ADC channel number using the 
Compton edges of 137Cs, 54 Mn, and 65 Zn. The middle curve is a map of ADC channel 
to photoelectrons, and the bottom curve is the calculated number of photoelectrons 
per energy deposit in the cell. 

for lower energy deposits. In addition, penetrating radiation often multiply scatters 

in the cell over large distances and could also contribute to a smearing out of the 

timing resolution. The imperfect reconstruction of position was taken into account 

in the Monte Carlo calculations presented in Chapter 5 by folding in the measured 

position dependence of the energy calibration. 

3.5 The Detector Time Stability 

The stability of the scintillator and acrylic cell system was investigated over a period 

of about one and a half years. It was a concern that the highly aggressive scintilla­

tor could etch the walls of the acrylic cell or dissolve the glue, changing the optical 

properties of the cell or the scintillator. Any poisoning of the scintillator could con-
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Figure 3.6: The timing resolution of the 9- m detector is measured using a 6°Co source 
and a Philips XP4512 tube at each end. The time difference spectra of the two tubes 
is shown for 9 positions of the source along the cell. 

ceivably cause a degradation in the effective attenuation length of the scintillator and 

acrylic and thus reduce the light detected by the phototubes. One way to keep track 

of this effective attenuation length is to measure the position dependence of the cell 

calibration over time. If the attenuation length were degraded, the difference between 

far and near points would presumably become more pronounced. 

This type of measurement scheme was employed between October 1994 and March 

1996. A 232Th source was placed at several distances along the tank, and the position 

of the Compton edge was measured as a function of the distance from one phototube. 

To factor out tube gain (since the tubes were often turned off, adjusted, etc., for 

other reasons during this time), the measurements were normalized to 1 at the 1.5 m 

distance point. Measurements were begun in October 1994 using the Caltech cell. In 

March 1995, a commercial cell was installed and the scintillator was siphoned into the 

new cell. Measurements then continued with the new cell. Figure 3.8 displays this 
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Figure 3. 7: The upper curve is a fit to the 6°Co timing data yielding an effective 
signal propagation speed of about 10 cm/nsec. The lower figure illustrates the (1 er) 
timing resolution of the detector at 1 MeV. 

normalized position dependence using data from October 1994 and March 1996. The 

1.5-year average is also displayed. Figure 3.9 displays the full data set another way: 

the position of the Compton edge, normalized to the 1.5 m point, is displayed as a 

function of time for each of the positions investigated. A linear fit at each distance 

gives a measure of the fractional change of the relative attenuation per day. The result 

of these fits is summarized in the following table which presents the total change in 

relative attenuation over a 1.5 year period. Note that data is presented for a distance 

of 4.68 rather than 4.5 m. This is because the original Caltech cell was actually 9.36 m 

long and this represents the center of that cell. 
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Change in Relative Attenuation 

Ratio Over 1.5 Years 

Distance Change 

1.5 -

2.0 -0.4 ± 2.0% 

3.0 -4.7 ± 2.5% 

4.0 -9.1 ± 3.1% 

4.68 -9.6 ±4.0% 

5.0 -12 ± 4.3% 

To interpret this change, we can calculate that the number of photoelectrons 

produced per MeV at the center of the tank will decrease from 63.6 to 57.5 over 1.5 

years of exposure. This represents a change in the cell resolution from 30% to 31 % 

at 1 Me V at the center of the cell. 

3.6 Gadolinium in the Scintillator 

The scintillator is shipped to Caltech by Nuclear Enterprises in the form of a con­

centrate containing 0.5% Gd by weight. It is then diluted to 0.1 % by the addition 

of pseudocumene and mineral oil. It is important to verify that the gadolinium com­

plex remains in solution during the mixing and subsequently as the scintillator sits 

in the detector cell. A 100 ml sample of the scintillator was taken from the 9-meter 

prototype cell and its gadolinium content was measured by neutron activation and 

subsequent gamma spectroscopy. 

Natural gadolinium consists of the following isotopes: 
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Light Response vs. Posi t ion in 9m cel l. 
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Figure 3.8: Relative attenuation as a function of distance from one phototube. Data 
from October 1994 and March 1996 are plotted. In addition, the average of all data 
during the intervening 1.5 years is plotted. 

Isotope Abundance 

154 2% 

155 15% 

156 21 % 

157 16% 

158 25% 

160 22% 

Thus neutron capture will lead to the production of the ,B-unstable isotopes 159Gd 

and 161 Gd with half-lives of 18.6 hours and 3.7 minutes , respectively. The ,a- decay 

of 159Gd produces 159Tb which de-excites via a 363 keV gamma with a branching 

ratio of 11 %, making this a reasonable candidate for gamma spectroscopy. 

The scintillator sample was placed in a glass bottle and lowered into a water 

tank containing a Californium fission source. The sample was neutron activated for 
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Light Response vs . Position in 9m cel l. 
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Figure 3.9: Relative attenuation as a function of time. Measurements made between 
October 1994 and March 1996 are displayed. The position of a 232Th Compton edge 
is measured for several tube-source distances. The 1.5-meter point is normalized to 
an edge position of one. 

approximately two days and then transferred to a new glass bottle ( since the old 

one was now active) and placed near a hyper-pure germanium detector which had 

been shielded from external radioactivities by two inches of copper and six inches 

of lead. The germanium detector was read out into a multichannel analyzer and a 

spectrum was saved every two hours for 36 hours while the induced activity died away. 

Meanwhile, a calibrated standard was prepared by dissolving Gd(N03 )3 in ethanol 

at the level of 0.1 % gadolinium by weight. Ethanol was chosen because it is a good 

solvent for gadolinium nitrate and because it has a density very nearly equal to that 

of the scintillator. An identical mass of this calibration solution was activated for 

the same length of time and at the same distance from the source as the scintillator 

sample. A direct comparison of the gamma spectra led to the conclusion that the 

9-m cell scintillator contains gadolinium at the level of 0.11 ± 0.02%. Figure 3.10 
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displays the 159Gd gamma spectrum relative to the background counting rate. 
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Figure 3.10: Gamma spectrum of activated Gd-loaded scintillator. The solid his­
togram is the activated scintillator and the dashed spectrum is the background. The 
363 keV de- excitation gamma from 159Tb is clearly visible. 

3. 7 Conclusion 

Tests of a prototype 9-meter detector show that the glued acrylic cell is mechanically 

and optically quite stable. Over the course of a year and a half, the acrylic and glue 

joints were able to stand up to the high pseudocumene content of the liquid scintillator 

with no visible degradation. The detector was calibrated and its resolution measured 

to be quite reasonable: 3.2 photoelectrons are expected from a 50 keV energy deposit 

at the center of the cell. The phototubes were found to perform well and will allow 

reconstruction, through timing, of the position of large energy events to less than a 

meter. The Gd- loaded scintillator was found to degrade slightly in attenuation length 

over a 500 day period, but to an extent that the resolution is degraded by only a few 
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percent. The gadolinium complex in the scintillator showed no signs of instability 

and remained dissolved in the liquid over the 1.5 year test period. 
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Chapter 4 

Calibration of the Positron Detection 

Efficiency 

A precise knowledge of the neutrino detection efficiency is critical for a "disappearance­

type" neutrino oscillation experiment such as Palo Verde. In particular, the positron 

detection efficiency, because of its reliance on a very low (50 keV) annihilation cell 

threshold, must be measured experimentally. This can be done using a positron emit­

ter that will be dissolved uniformly into the scintillator of one of the detector cells 

in situ using the method detailed here. The other half of the neutrino detection 

efficiency, the neutron capture, must also be measured. This is part of an ongoing 

development project and is discussed briefly in Chapter 6. 

4.1 The Concept 

The neutrino-induced inverse /3 decay in the Palo Verde detector may be simulated 

by uniformly dissolving a pure positron emitter in the scintillator of one cell. This 

cell then acts as the "positron-like" cell and the surrounding cells are used to detect 

the annihilation radiation. Since the cross section for positron annihilation goes as 

one over the velocity, nearly every positron annihilates at rest producing two back­

to-back annihilation gammas of 511 keV each, as required by energy-momentum 

conservation. Thus the annihilation radiation produced by any positron emitter is 

identical to that produced by the neutrino inverse /3 decay detection reaction. In 

addition, positrons of a few MeV (such as those produced by a neutrinos from a 

nuclear reactor) have essentially no chance of penetrating the acrylic cell walls and 

thus deposit all of their energy in one cell. So the annihilation signature in the cells 
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surrounding the positron cell is completely independent of the energy of the parent 

positron. This allows a f3+ emitter to mimic a neutrino signal. 

For the efficiency calibration one cell will be removed from the 6 by 11 array 

and replaced by a cell filled with liquid scintillator which has been loaded with ap­

proximately 1000 Bq of a suitable positron emitter. The rate of valid "triple coin­

cidences," in which the positron cell fires along with at least two surrounding cells 

in an accepted back-to-back topology, will be compared with the firing rate of the 

positron cell alone. This measured ratio is simply the positron detection efficiency, 

though with a few complications. The first complication is the positron cell energy 

threshold setting. Obviously, the number of positrons detected above some (software 

implemented) energy threshold depends on the spectral shape of the positrons emit­

ted by the source, which is different from the spectrum of positrons produced by the 

reactor. However, both spectra are well known and the spectral fraction above a 

given threshold may be calculated easily, assuming the energy value of that thresh­

old is well known. (Section 4.5.1 describes a method for calibrating the threshold). 

However, this calculation is complicated by the fact that the annihilation gammas 

sometimes scatter in the positron cell before escaping to the surrounding cells, alter­

ing the measured spectral shape. But since the production of annihilation radiation 

is independent of the positron energy, the measured spectrum is just the calculated 

positron spectrum added to the Compton spectrum of 511 keV gammas in the cell. 

The modification of the spectrum is identical for the source and reactor- induced 

positrons. A detailed Monte Carlo simulation is required to really understand this 

modification and to translate it to the spectrum of positrons produced by the reactor 

neutrinos. However , the simulation can be fine tuned if the activity of the positron 

source is accurately known. In this case the expected count rate above any threshold 

can be measured and compared to the results of the simulation which has now been 

independently normalized to the known source activity. The tuned Monte Carlo can 

then be used to modify the reactor positron spectrum in exactly the same way. 

The second complication is the distribution of the efficiency calibration over the 

entire array. It would be impractical to repeat the procedure for each of the 66 



46 

Figure 4.1: Topologically-distinct positron cell positions for efficiency calculation: 
top, side, corner, and center. 

cells. Instead, one can use symmetry arguments to obtain a fully integrated detector 

efficiency. Using a block of nine cells as the fundamental unit, there are only four 

topologically-distinct positions as illustrated in Figure 4.1. The top, side, and corner 

cells all show lower efficiency than the center cells because of "missing" surrounding 

cells. It is thus necessary to repeat this calibration procedure in four places to cover 

each topology. Of course the edge or corner topologies could be simulated by turning 

off (in software) several cells surrounding a center cell, but in this way, one does not 

eliminate gamma events that might scatter from a dead cell to a live one. 

The efficiency of the entire array can then be calculated by summing the efficiencies 

of each cell by its topological type. However, before this can be done, every cell in 

the array must have its energy calibrated and its software threshold set to exactly 

the same value. Since all the cells are dimensionally identical, are made of the same 

acrylic, and are filled with the same scintillator, they have identical optical properties. 

Then even though all the phototubes do not perform identically and may not be 

precisely matched in gain, the cells will perform identically, in terms of a hit/no-hit 

determination, if each cell's software threshold is set at the same absolute energy 

point (nominally 50 keV). Once the thresholds are matched, an LED monitor can be 

used to assure stability by monitoring the ADC channel at which a feature such as the 

single photoelectron peak appears. This allows the four-point efficiency calibration 

to be extended to the full integral detector efficiency. 
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Figure 4.2: Simplified level scheme of 68 Ge decay. 

4.2 Efficiency Calibration Requirements 

The calibration procedure outlined above requires the selection of a suitable positron 

emitter. It should have a reasonably long half life, should have a high endpoint energy 

to be comparable to the reactor positron spectrum, which extends to about 6 MeV, 

and should be free from gamma emission which could contaminate the 511 keV an­

nihilation radiation. Once identified, the isotope should be commercially available or 

simple to produce with good purity, and must be placed in a chemical compound that 

can be dissolved in organic liquid scintillator. The one isotope found that satisfies 

all of the above is 68 Ge. It is widely used in the medical field for positron emission 

tomography (PET) and is thus available commercially. 68 Ge decays by electron cap­

ture to the ground state of 68 Ga with a half life of 288 days. 68Ga then decays by (3+ 

emission and electron capture to 68Zn with a 68-minute half life. A simplified level 

scheme is shown in Figure 4.2. 

This source has a high (89%) positron yield and only a 3% branch to the 1 MeV 

excited state. In addition, its relatively high (3+ endpoint of 1.9 MeV makes it a 

good candidate for this calibration. In order to be useful, however, the source must 

be dissolved in liquid scintillator. After two failed attempts by a local radiochemical 

company to produce a stable compound, it was decided to synthesize a source based on 

tetra-n-butylgermane here at Caltech. The detailed chemical procedure is described 

in Appendix A.l. 
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4.3 Source Calibration 

As the chemical efficiency of the procedure described in Appendix A.1 is unknown, 

the source must be calibrated experimentally. A source calibration method, based on 

a hyper-pure germanium (HPGe) detector, was developed for measuring the activity 

of the dissolved 68 Ge. An extended source presents calibration problems as the effects 

of geometry and self absorption are difficult to estimate with the required precision. 

However, by exploiting the coincidence of the positron and annihilation radiation, 

one can make use of counting ratios in which the various efficiencies cancel out. The 

apparatus used for the calibration is depicted in Figure 4.3. Liquid scintillator, loaded 

with radioactive 68Ge, is filled into a small cylindrical acrylic tank measuring 10 cm 

in diameter and about 7 cm in length. A 3-inch photomultiplier tube is coupled to 

one side of the tank and the apparatus placed up against an HPGe detector which is 

enclosed in a lead house to attenuate natural radioactivities from the walls. A large 

plastic scintillator above the entire apparatus rejects cosmic muons. In the scintillator, 

the positron loses energy and then annihilates, producing 511-keV gammas which are 

detected in the HPGe detector. The source activity is then evaluated as follows: let 

Nry511 be the counting rate observed in the 511 keV peak in the germanium detector 

spectrum. Let N 8 be the counting rate of the scintillator, read out by the phototube, 

in some energy interval, and let Ne be the rate at which both the germanium detector 

and the scintillator fire together in the correct energy intervals. Let the efficiency 

of the germanium detector for 511 keV gammas, including geometric factors and 

self absorption in the scintillator, be given by lGe• Let bO and bl be the positron 

branching ratios to the ground state and 1.077 Me V excited state of 68 Zn, respectively. 

Then define l 8o and c81 as the positron detection efficiencies in the scintillator of 

positrons from the ground state branch and the excited state branch, respectively 

(see Figure 4.2). These efficiencies are not equal because they include threshold 

(spectral fraction) cuts, i.e., c81 goes to zero if the threshold is raised beyond the 

endpoint of the excited state positron branch. The annihilation quanta produced by 

the two positron states is, of course, exactly the same, so the germanium detection 
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efficiency is the same for either branch. We can write the following expressions: 

N'Ysll = 2 ·A· (b0 +bl)· EGe, 

Ns = A · b0 · E8 o + A · bl · E8 1, 

Ne = A · b0 · Eso · 2 · EGe + A · bl · Est · 2 · EGe. 

So 

or 

The activity, A, is thus determined independently of the individual detector efficien­

cies. They cancel because the experimental conditions are the same for the singles 

and coincidence measurements ( apart from a small correction because of annihilation 

radiation scattering inside the scintillator, see section 4.3.2). Indeed, to ensure pre­

cisely the same experimental conditions, the singles and coincidence data are taken 

together, and coincidences are identified off line so that any gain drift or other envi­

ronmental change affects both data sets identically. 

4.3.1 The Electronics Readout 

A schematic of the electronics readout is shown in Figure 4.4. The main event trigger 

comes from an OR of the germanium detector and the phototube signal. This OR 

gates a LeCroy 2249 charge ADC which acts as a register, latching the logic state of 

four input lines which indicate whether or not the scintillator, the HPGe detector, the 

muon veto, and a mercury pulser (described below) were active during the event, i.e., 

within 100 ns of each other. This module generates a CAMAC look-at-me (LAM) 

which then causes a readout of the register ADC, a peak-sensing LeCroy 3511 ADC 

used to measure the HPGe energy, a LeCroy 2249W charge ADC used to measure 
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Figure 4.3: Apparatus used to calibrate the 68Ge source. The apparatus is completely 
enclosed inside a 2-inch copper and 6-inch lead house. A large, 24- by-36-inch plastic 
veto sits above the house to reject cosmic muons. 

the scintillator energy, and a LeCroy 2228A TDC which measures the time difference 

between the HPGe detector and the phototube. A mercury pulser firing at about 1 

Hz is fed into the test input of the germanium detector preamp and used to monitor 

the stability of the preamp and shaping amplifier gain. This was found to be stable 

to better than 1 % during all data runs. 

4.3.2 Data Analysis 

The germanium singles rate, or N"/511 above, is determined by fitting a Gaussian plus a 

linear background to the 511 keV spectral peak and integrating the Gaussian. The no­

source background, obtained by filling the cell with fresh scintillator, is also subtracted 

off, but this contribution is typically about 1 % for the activities used. In this analysis, 

muons and pulser events are rejected by placing the appropriate cuts on the hit 

register, but any light deposit in the scintillator is disregarded. The phototube singles 

count rate, or Ns above, is determined by integrating the measured f3 spectrum over 

some energy range regardless of the germanium detector hit condition. Again, muon 

events and pulser events are removed in this analysis and no- source backgrounds are 
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Figure 4.4: Block diagram of electronics readout. A 2249A ADC acts as a hit register 
and overall event trigger. When it generates a LAM, four modules are read out via 
CAMAC. 

measured with an unloaded scintillator sample. Finally, the coincidence counting rate, 

or Ne, is determined by integrating the /3 spectrum over the same energy interval using 

the data subset generated by requiring that 511 keV be deposited in the germanium 

detector within 30 ns of the scintillator's firing as measured by the TDC. These 

three rates are then used to calculate the source activity as described above. The 

activity calculation was found to be independent, as expected, of the scintillator 

energy interval used in the analysis (see section 4.3.3). 

In fact, there is a slight complication in the analysis since the annihilation radia­

tion absorption is different in the singles and coincidence cases. In the singles case, 

two annihilation gammas are free to scatter and deposit energy in the scintillator. 

However, in the coincidence case, the scintillator spectrum is taken from the subset 

of data in which one 511-ke V gamma has been completely absorbed in the germanium 

detector. This requires an adjustment of the spectrum before analysis. It turns out in 

this case that a simple shift of the energy scale is all that is needed to correct for the 

removal of one annihilation quanta. This can be understood as follows: the energy 
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and angular distribution of the annihilation radiation is completely independent of 

the positron energy so all positron energies are affected identically by the absorption 

of gamma energy. In the case of an infinitely large detector, then, all the annihilation 

radiation would always be absorbed, resulting in a positron spectrum shifted up in 

energy by 1022 keV but undistorted in shape. Similarly, for the opposite extreme of 

no gamma absorption, we would obviously see an undistorted and unshifted positron 

spectrum. In the intermediate case, we would see some distortion of the shape as well 

as a shift as the positron spectrum was added to the Compton spectrum of absorbed 

annihilation radiation. However, for the present case, with a scintillation detector 

rather small compared to the interaction length of a 511 keV gamma, the average 

gamma energy loss is small and we approach the "no-absorption" limit. In fact, on 

average less than 10% of the gamma energy is lost in the tank and a shift of about 

50 keV reproduces the singles spectrum with only a small distortion visible at the 

endpoint. The shift required is calculated by normalizing the singles and coincidence 

spectra to the same total area and then minimizing the squared bin-by-bin subtrac­

tion while varying the bin offset. Figure 4.5 illustrates this spectral adjustment. 

4.3.3 Precision and Reproducibility 

The accuracy of this technique was evaluated by measuring the activity of a calibrated 

22Na source. The source used was an encapsulated point source so the positron 

spectrum could not actually be used, but the coincidence technique could still be 

demonstrated by making use of the 1.275 MeV gamma line in coincidence with the 

positron ( and annihilation radiation). A level diagram of 22 N a 13+ decay is show in 

Figure 4.6. 

The small point source was placed between the acrylic tank filled with pure scintil­

lator and the germanium detector. To form the coincidence, the germanium detector 

was used to detect the 511 keV annihilation gammas, and the scintillator was used 

to measure the Compton spectrum of the 1275 keV gamma. Of course, the other 

annihilation gamma was also able to enter the scintillator and contribute to the scin-
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Coincidence and Singles Scintillator Spectra 
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ADC Channel (1.97 keV / channel) 
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Figure 4.5: The top figure illustrates the relative shift between the singles (smooth 
curve) and the coincidence spectra of 68 Ge. The singles spectrum has been normalized 
to the same area as the coincidence spectrum by multiplying by a factor of 1; 7 . Both 
spectra are rebinned by a factor of five for clarity. The lower figure illustrates the 
match of the two spectra after shifting the singles spectrum by 33 channels ( 65 ke V). 
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Figure 4.6: Decay scheme of 22 N a. 

tillator spectrum. This produced a systematic error in this test measurement insofar 

as the 511 keV gamma tail leaked into the 1275 keV gamma Compton spectrum. This 

effect was minimized by setting a lower threshold in the scintillator at about 750 keV, 

above the tail of the 511 keV distribution. This did not completely eliminate this 

background, however, because the 511 keV and 1275 keV can also add if both scatter 

in the detector during a single event. 

The source used was calibrated on June 1, 1979 by Isotope Products, Inc., at an 

activity of 11.5 ±3%µCi, giving a strength of 0.192 µCi, or 7110±210 decays per 

second on October 11, 1994, when the test calibration was undertaken. The 511 keV 

radiation was detected in the germanium detector, and the 1275 keV gamma in the 

scintillator. The expression for the activity is then given by A = :.9~~~·.1:Jc, where the 

symbols are defined as previously. Table 4.1 summarizes the results of the calibration 

for two different data samples and three different energy intervals used to analyze the 

scintillator spectrum. The measurements all show good agreement with the reported 

value of 7110 decays per second. 

Tests of the precision were made using 68Ge. A cell was filled with scintillator 

to which a small quantity of 68Ge had been added and measurements of its activity 

were made. The source remained in the tank for four days during which several mea­

surements were made to investigate the reproducibility of the activity measurement 

and the dependence of the measurement on the analysis interval selected. For these 

measurements, the source-correlated background was subtracted. This background 

comes from Compton scattering of 1.077 MeV I radiation which happens to leave 

enough energy in the germanium detector to appear to lie in the 511 keV photopeak. 
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Table 4.1: Results of a 22 N a point source test calibration. The activity of the source 
is known to be 0.192 µCi, or 7110±210 decays per second. Two different data sets are 
shown: the first three measurements are from one data set in which the scintillator 
analysis interval was varied. The last entry is from a second, higher statistics data 
set. 

Analysis Interval Analysis Interval N--ysn Ns Ne Activity 
(channels) Energy (ke V) ( dps) 
400 - 700 788 - 1367 498 ± 6 182 ± 4 12.7 ± 0.9 7125 ± 541 
400 - 600 788 - 1175 498 ± 6 173 ± 4 12.0 ± 0.9 7180 ± 552 
300 - 700 596 - 1367 498 ± 6 295 ± 5 20.3 ± 1.2 7241 ± 558 
400 - 700 788 - 1367 513.4 ± 1.7 180.5 ± 1.0 12.92 ± 0.28 7171 ± 150 

To estimate this contribution, a window was set in the germanium analysis of a width 

equal to the width of the 511 keV peak, but displaced one peak width in energy with 

the assumption that the Compton background is roughly fl.at and will thus be equal 

in any interval near the peak. A coincidence data set was then generated using the 

displaced germanium energy cut and this background was statistically subtracted off. 

The background subtracted was generally less than 2%. 

Table 4.2 illustrates the insensitivity of the activity measurement to the analy­

sis interval selected, and the /3 spectra from this run are displayed in Figure 4.5. 

Figure 4. 7 illustrates the reproducibility of the activity measurements over several 

days. 

Table 4.2: Results of a 68 Ge source calibration. The dependence of the calculated 
activity on the energy interval selected for analysis is investigated. 

Analysis Interval Analysis Interval N--ysn Ns Ne - bkg Activity 
( channels) Energy (ke V) ( dps) 
120 - 700 307 - 1450 3.54 ± 0.04 352.6 ± 0.4 2.52 ± 0.03 548.5 ± 9 
200 - 600 465 - 1253 3.54 ± 0.04 270.2 ± 0.3 1.95 ± 0.03 543.2 ± 9 
120 - 500 307 - 1056 3.54 ± 0.04 282.1 ± 0.3 2.04 ± 0.03 542.1 ± 9 
120 - 767 307 - 1582 3.54 ± 0.04 360.9 ± 0.4 2.57 ± 0.03 550.5 ± 9 
100 - 800 268 - 1647 3.54 ± 0.04 375.5 ± 0.4 2.66 ± 0.03 553.4 ± 9 
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Reproducibility of the measured 88Ge activity 
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Figure 4. 7: Reproducibility of the 68 Ge activity measurements. Measurements made 
over several days during four separate runs are displayed. The average value is plotted 
as a horizontal line. 
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4.4 Summary of Source Tests and Results 

With a working calibration system, tests were performed to investigate the chemical 

stability of the 68 Ge in the source and the influence of the source loading process on 

the physical properties of the liquid scintillator. 

Early attempts by a local radiochemical company to produce a 68Ge source suitable 

for dissolving in liquid scintillator were plagued by problems with chemical instability. 

Determinations of how much of the source was sticking to the walls were made using 

the calibration system described above. The source, in liquid scintillator, was placed 

into an acrylic test tank where it remained for a length of time ranging from an 

hour to over a month in various runs. The activity of the source was calibrated 

by the above method, and the scintillator was then dumped out , the acrylic tank 

washed with clean scintillator, and then refilled with fresh , unloaded scintillator. The 

activity remaining in the tank was then calibrated to determine the fraction of the 

source bound to the cell walls. Measurements of this type were performed both for 

the early commercial sources and for sources prepared by the method described in 

Appendix A.I. Two tetra-n-butylgermane sources were prepared at Caltech: one 

containing about 370 Bq/ml of 68Ge activity and 213 ppm of germanium carrier , 

the other containing about 18 kBq/ml of 68Ge and 112 ppm of germanium carrier. 

The carrier concentration measurements were performed by Elemental Research, Inc. 

The source sticking was investigated as a function of the time spent in the cell and of 

the germanium carrier concentration in the scintillator sample. The results of these 

measurements are summarized in Table 4.3. It is clear from the table that the tetra-n­

butylgermane source shows markedly better stability in the tank and a very low rate 

of sticking to the walls. For reference, the 9m cell calibration would involve inserting 

about 1 kBq of 68Ge activity into 200 liters of scintillator, where it would remain for 

about one day. Using the first source (370 Bq/ml and 213 ppm Ge) would result in 

a germanium concentration in the cell of about 3 ppb. Of course, this concentration 

to activity ratio can be adjusted arbitrarily. 

Because this source is to be used to calibrate the efficiency of the large Palo Verde 
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Table 4.3: Investigation of 68Ge source chemical stability. Source type A is the 
commercial source based on GeC14 . Type B is the tetra-n-butylgermane source syn­
thesized at Caltech. 

Source Type Ge Concentration Exposure Time (days) Fraction Sticking (%) 
A 635 ppb 0.2 days 2.4 ± 0.6 
A 1540 ppb 1.9 days 3.7 ± 0.4 
A 276 ppb 4.0 days 21.6 ± 0.6 
A 89 ppb 28 days 40 ± 1 
B 938 ppb 4.0 days 0.11 ± 0.03 
B 137 ppb 4.0 days 0.37 ± 0.5 
B 3.3 ppb 4.2 days 1.9 ± 0.2 
B 4480 ppb 5.3 days 0.15 ± 0.04 

detector, it is important that its loading into the scintillator does not significantly 

affect the physical properties, most critically, the light yield and attenuation length. 

To this end, a sample of scintillator was loaded with tetra-n-butylgermane at the 

level of 2 ppm of germanium, a factor of 1000 higher concentration than will typ­

ically be used for the calibration. The light yield and attenuation length of this 

loaded scintillator was measured and compared to that of the unloaded scintillator. 

No significant difference was measured. These measurements are described in Ap­

pendix A.2. In addition, samples of the germanium-loaded scintillator were sent out 

for commercial mass-spectroscopic analysis and were measured to contain 0.1 % by 

weight of gadolinium. This indicates that the germanium loading process does not 

affect the gadolinium dissolved in the scintillator for the purpose of increasing the 

thermal neutron cross section. 

4.5 Prototype Calibration Experiment 

As a proof-of-principle test, a positron efficiency calibration was performed on an 

array of 15 short acrylic test cells. The cells used were taken from the Gosgen reactor 

neutrino oscillation experiment [55] and measure 88 x 20 x 9 cm. Each cell is read 

out by four 3-inch XP2312 photomultiplier tubes, two on each end. The two PM's on 
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each end were analog summed at the tube, and the summed signals from each end of 

the cell were sent to a fan-in where the full energy of the cell was summed and then 

digitized in a charge ADC. The small cells, of course, allow no direct conclusions to 

be drawn about the efficiency of the 9 m cell setup, but it does allow a precise com­

parison of experiment and Monte Carlo simulation, proving the utility of the method 

for efficiency calibration. The test was undertaken before the more stable tetra-n­

butylgermane source was available, so the commercial source was used instead. Some 

sticking of the source to the cell walls did occur, but this was kept at low levels by 

minimizing the time the source was in the cell. The Monte Carlo simulation was also 

able to model the sticking quite well, so the source instability was not a problem for 

this test. 

Fifteen Gosgen cells were stacked in an array five cells wide by three cells deep (see 

Figure 4.8). The entire array was enclosed in a house of lead bricks to shield the setup 

from natural radioactivities in the walls and floor of the lab. The center cell, cell 8, 

was filled with the 68 Ge-doped scintillator and thus acted as the "positron" cell while 

the surrounding 14 cells were analyzed as "annihilation" cells. The positron detection 

efficiency was investigated as a function of the energy thresholds of the annihilation 

cells, of the positron cell, and of the topological patterns of fired cells. 

4.5.1 Cell Array Energy Calibration 

The first step of the efficiency experiment was to gain match and calibrate the energy 

scale of all the cells in the matrix to precisely determine the energy thresholds. The 

dynamic range of the side cells was adjusted to extend to about 800 keV to encompass 

the nominal energy cut of 50-600 keV for the annihilation radiation. The range of 

the positron cell was extended to about 3 MeV to include the full positron spectrum 

(endpoint 1.9 MeV). The gain of the two ends of each cell were first matched by 

adjusting the high voltages independently using the Compton edge of a 54Mn source 

( 646 ke V) placed at the middle of the cell as a reference. The matching was done 

in such a way as to bring the summed energy scale of each cell to roughly the same 
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Figure 4.8: Gosgen cell array used in prototype efficiency calibration. 
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point. A precise energy calibration of each cell was then performed, using a number 

of radioactive calibration sources, and the energy thresholds were then matched in 

software during the data analysis . The calibration sources were attached to a meter 

stick and inserted in turn into the array, and calibration data was acquired with the 

source at the middle of each cell. The following sources were used for the calibration: 

Annihilation Cell Calibration 

Source 1 Energy (ke V) Compton Edge (keV) 

s4Mn 842 keV 646 keV 

131Cs 662 keV 478 keV 

203Hg 279 keV 146 keV 

s1co 123 keV 40 keV 

Positron Cell Calibration 

Source 1 Energy (ke V) Compton Edge (ke V) 

232Th 2614 keV 2381 keV 

65zn 1119 keV 911 keV 

s4Mn 842 keV 646 keV 

131Cs 662 keV 478 keV 

22Na 511 keV (annih.) 341 keV 

The Compton spectrum of the sources in each cell were analyzed and the energy 

deposit of the backscattered gamma ( the Compton edge) was assigned to the 90% 

maximum point of the edge structure, see Figure 4.9. The calibrations show good 

linearity. Figure 4.10 shows the calibration data for two cells , cell 8, the positron cell, 

and cell 3, a side cell just above cell 8. Generally, with this calibration scheme, the 

50 keV threshold could be set with a precision of about 10%. 

4.5.2 Data Acquisition 

The data acquisition system for the efficiency calibration test was quite simple. Any 

energy deposit in the center cell, cell 8, above a low hardware threshold of about 

300 keV initiated a readout of all 15 cells into a 16-channel LeCroy FERA 4300B 
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Figure 4.9: Simulated Compton spectra of 137Cs (E-y=662 keV) and 54Mn 
(E-y=842 keV) in a Gosgen cell are displayed. The energy deposited by a backscat­
tered photon is indicated by a dashed line: 4 78 ke V in the case of 137 Cs and 646 ke V 
for 54Mn. The energy resolution of the cell and multiple Compton scatters of the 
incident gamma produce the continuous spectra shown, indicating that the backscat­
ter energy should be identified with the 90% maximum point of the spectral peak 
structure. 
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Energy calibrations for two cells 
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Figure 4.10: Typical calibration curves for two cells: central cell 8, top, and side cell 
3, bottom. 
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charge ADC. The cells were all timed relative to the center cell such that a 150 ns 

gate created by the center cell would fully contain simultaneous energy deposits in all 

other cells. All coincidences were then analyzed off line allowing complete flexibility 

in deciding which topologies and energy conditions would constitute a "detected" 

event. 

4.5.3 The Experiment 

With the fully energy-calibrated array, one million triggers of background data were 

acquired with no 68Ge loaded into the center cell. About 330 ml of scintillator loaded 

with about 1 kBq of 68Ge was then placed into a small calibration vessel and its 

absolute activity measured as described above. The center cell of the Gosgen cell 

array was then removed and a fraction of the scintillator was taken out. The active 

scintillator from the small calibration tank was then emptied into the Gosgen cell and 

the cell was agitated vigorously to distribute the 68 Ge. After mixing, a sample of the 

liquid was drawn from the Gosgen cell and placed into a second acrylic calibration 

vessel in order to provide an independent measurement of the source activity in the 

cell. Finally, the scintillator originally removed was added back to the Gosgen cell 

to refill it completely, and the cell was reinserted into the array. Meanwhile, fresh 

scintillator was added back to the :first small calibration vessel to determine, through 

a difference measurement, how much activity was added to the Gosgen cell. 

Back in place, the Gosgen cell was recalibrated, as was cell 3, which had to be 

turned off and moved in order to remove the center cell. Four million triggers were 

then acquired in approximately two hours with the source present in the center cell. 

The center cell was then removed again, and another sample of scintillator was drawn 

from it into a third small calibration cell in order to measure any change in the source 

concentration over the two hours indicative of activity sticking to the walls of the 

Gosgen cell. Unfortunately, this cell developed a leak before the measurement could 

be performed and had to be discarded. Finally, the Gosgen cell was drained, rinsed, 

and refilled with fresh scintillator, and the background measurement was repeated to 
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look for direct evidence of 68 Ge sticking to the walls of the Gosgen cell. 

The following table summarizes the results of the source activity measurements 

and the final conclusion as to how much activity was inserted into the Gosgen cell: 

Test Cell 1: 

Sample Mass: 

Activity: 

Test Cell 1: 

Sample Mass: 

Activity: 

Test Cell 2: 

Sample Mass: 

Activity: 

Gosgen Cell: 

Scintillator Mass: 

Activity: 

Initial source preparation 

291.1 g 

830.4 ± 11 Bq 

Residual activity after dumping 

288.9 g 

20.0 ± 5 Bq 

Sample taken from Gosgen cell 

after mixing 

290.2 g 

20.5 ± 0.5 Bq 

Calculated activity in cell 

10903 g 

789.9 ± 12 Bq 

The measured positron spectrum of the center cell, cell 8, is shown in Figure 4.11. 

The background spectrum, measured before introducing the 68 Ge, is also plotted as 

is the subtracted spectrum used for analysis. The data was analyzed and compared 

with a detailed Monte Carlo simulation. 

4.5.4 The Monte Carlo Simulation 

The calibration experiment was simulated using the CERN GEANT Monte Carlo 

package. The full geometry of the Gosgen cell array and the chemical makeup of 

the scintillator was modeled. The response of the Monte Carlo was tuned using a 

number of calibrated gamma emitters: experimental data was taken by placing a 

calibrated gamma source on the surface of a cell. This monoenergetic gamma source 

was then modeled in GEANT and the absolute rate and energy calibration were 
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Figure 4.11: The measured positron spectrum of the center cell, cell 8, is shown. 
The background spectrum, measured before introducing the 68 Ge, is subtracted from 
the measured spectrum to give the true experimental positron spectrum used in the 
analysis. 
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compared. It was found that the simulation consistently overestimated the gamma 

efficiency by about 20%. The physical properties of the scintillator input into the 

simulation, such as the H to C ratio and the density, were adjusted, and it was found 

that good agreement of the experimental and simulated gamma spectra could be 

achieved by lowering the simulated scintillator density from 0.84 g/ cc to 0. 7 g/ cc; 

it was not necessary to alter the H to C ratio. Figure 4.12 illustrates a comparison 

of simulation and experiment for three sources, 137Cs, 54 Mn, and 65 Zn. The Monte 

Carlo spectra were independently normalized to the known activity of the calibrated 

source to arrive at an absolute number of counts per second. It is not understood 

why the gamma cross sections should overestimate the efficiency, but this empirical 

adjustment produces excellent agreement for all three calibration sources. 

It has been shown [56] that the 13+ decay of 68Ga is well described by the standard 

Kurie plot. A Monte Carlo input spectrum was generated numerically by adding two 

/3 spectra: one with the full (ground state) endpoint energy of 1.90 MeV and the 

other with the smaller (excited state) endpoint energy of 0.822 MeV (see Figure 4.2). 

The calculated spectrum used as an input for the GEANT simulation is shown in 

Figure 4.13. 

Positrons generated according to the calculated 68Ga spectrum were distributed 

uniformly through the volume of the center cell, cell 8. For each decay simulated, the 

energy of the center cell and each surrounding cell was stored on disk as an event. 

Each energy deposit was adjusted before being written out to include the effects of 

the detector resolution and the position dependence of the gain. These inputs were 

determined experimentally using gamma sources and LEDs as follows: 

The Detector Energy Resolution 

The energy resolution of the detector cells was determined using an LED to do photon 

counting statistics and gamma sources to fix the energy scale. An LED was coupled 

to the center of each Gosgen cell and driven by a pulser. The width of the LED 

peak, which obeys Poisson photon counting statistics, was plotted as a function of 

the peak position; see Figure 4.14. The width grows as the square root of the peak 
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Figure 4.12: The measured gamma spectra (dotted curves) of 137Cs, 54Mn, and 65 Zn 
are compared with the simulated spectra ( solid curves) for a simulated scintillator 
density of 0.7 g/cc (actual: 0.84 g/cc). The simulated spectra are independently 
normalized to the calibrated activity of the point sources. With this adjustment, the 
simulated gamma efficiency and spectral shape agree well with the measured values. 
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Figure 4.13: Calculated 68Ge-68Ga !3+ spectrum. The dashed lines show the contri­
butions of the ground state and first excited state positron decay branches. The solid 
curve is the sum and was used as an input to the GEANT simulation. 
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LED width vs. position in gosgen cell 

Fit FWHM = m•sqrt(pos) + b 
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Figure 4.14: The energy resolution of the Gosgen cell array was determined by ana­
lyzing the width of an LED peak. The width of the peak, in ADC channels, is plotted 
as a function of the peak ADC position. The constant of proportionality between the 
width and the square root of the peak position gives a measure of the resolution. The 
connection to energy is made using gamma sources to map ADC channel number to 
energy. 

position, as expected. Gamma sources were then used to calibrate the energy scale, 

and the resolution was determined to be 29% at 1 MeV. This result was used in the 

simulation: to each energy deposit was added a random value generated according 

to a Gaussian distribution with a width given by the resolution appropriate to that 

energy. 

The Position Dependence of the Energy Calibration 

Because of differences in the length of scintillator traversed and the solid angle to the 

phototubes, the amount of light collected in a Gosgen cell for a given energy deposit 

depends on the position of the interaction in the cell. This position dependence 

results in an additional energy smearing when deposits from everywhere in the cell 
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Figure 4.15: Position dependence of the Gosgen cell energy calibration. The position 
of the Compton edge for a number of gamma emitters is shown as a function of 
the distance from the center of the cell. A linear fit to the energy binwidth does a 
reasonable job of describing the dependence at all energies investigated. 

are integrated at the phototubes . This effect had to be included in the Monte Carlo 

to produce the correct detector response. Again this input came from measurements 

made with the Gosgen cells using gamma emitters. Calibration point sources were 

placed at various distances along the wall of a Gosgen cell and the position of the 

Compton edge, in ADC channels, was investigated as a function of distance from the 

center of the cell. Figure 4.15 shows the position of the Compton edge in channels 

as a function of the distance from the center of the cell for four gamma emitters: 

137Cs (662 keV), 54 Mn (842 keV), 65 Zn (1119 keV), and 232Th (2614 keV). A linear 

fit was found to reproduce the position dependence for all the sources reasonably well. 

This linear function was used in the simulation to correct the energy based on the 

interaction position. 
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Generation of the 68Ge Data Set 

A Monte Carlo spectrum was generated for 68Ge uniformly distributed in the center 

cell. However, before this could be compared with the experimental spectrum, al­

lowance had to be made for the 68Ge sticking to the walls of the cell. Monte Carlo 

events were generated for 68Ge uniformly distributed on the inner surface of the cell 

walls. This spectrum was then compared with the experimental data taken after 

the radioactive scintillator had been removed from the center cell, and it had been 

refilled with fresh scintillator. The absolute normalization of the Monte Carlo was 

then allowed to float as a free parameter. Matching the areas of the experimental and 

simulated spectra then allowed a determination of the activity bound to the surface 

of the walls. Figure 4.16 depicts the experimental spectrum, which has been back­

ground subtracted, and the simulated spectrum which has been normalized in area 

to the experimental one. In this way, it was determined that 105 ± 20 Bq, or about 

13% of the initial activity remained stuck to the walls. 

The final simulated positron spectrum was then produced by adding 87% of the 

spectrum from 68Ge uniformly suspended in the scintillator to 13% of the spectrum 

from 68Ge uniformly coating the inner surface of the cell. This spectrum was folded 

with the measured cell resolution and position dependence and was independently 

normalized to the known activity of 68Ge introduced into the cell. The simulated 

spectrum of the center cell shows good agreement with the measured spectrum. See 

Figure 4.17. The excess of experimental counts near the endpoint is probably due 

to the approximate longitudinal position dependence curve, (Figure 4.15), used in 

the Monte Carlo. In addition, the lateral, (x-y), position dependence of the energy 

calibration becomes important for energy deposits very near the tubes; this effect was 

not included in the simulation. (Note that this is not true for the 9-m cells in which 

the phototubes are separated from the active region by an 80-cm oil buffer). Both of 

these effects scale up energy deposits near the tubes and could be responsible for the 

excess counts seen. Presumably, better agreement will be achieved with more tuning. 
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68
Ge stuck to walls, experiment and Monte Carlo 
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Figure 4.16: The measured spectrum ( dotted curve) of the center cell containing 68Ge 
stuck to the inner surface. Background, measured before the 68 Ge was introduced, 
has been subtracted. The simulated spectrum (solid curve) has been normalized to 
the area of the experimental one to determine the activity of the source remaining in 
the cell. The activity was evaluated to be 105 ± 20 Bq, or about 13% of the total 
activity introduced. 
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Figure 4.1 7: Comparison of the experimental ( dotted curve) and simulated ( solid 
curve) spectra produced by 68 Ge in the center cell of the array. The experimental 
spectrum is background subtracted. The simulated spectrum includes 13% of the 
activity stuck to the walls of the cell and has been folded with the measured cell 
energy resolution and position dependence. The small disagreement of the spectra 
near the endpoint is probably due to approximations made in the position dependence 
of the calibration. 
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4.5.5 Efficiency Results 

The positron detection efficiency was evaluated as a function of the energy threshold 

in the center and side cells and as a function of the geometrical hit pattern accepted 

as a valid event. Experimental and simulated data were compared and found to show 

very good agreement. In the following a "single" event is defined as an energy deposit 

in the center cell, cell 8, falling inside the accepted energy window. A "triple" event is 

defined as a "single" accompanied by hits in at least two other cells in the appropriate 

side cell energy interval. The "triple probability" is then the true detection efficiency 

defined as the number of "triples" divided by the total number of ;3+ decays. In 

addition, the ratio of "triples" to "singles" is used as a calibration-independent way 

of comparing the experiment with the simulation. 

The topological pattern with the largest solid angle acceptance is the so-called 

"horizontal triple" consisting of the center cell firing along with the cells to the im­

mediate left and right ( cells 7 and 9). The efficiency of this topology is discussed in 

detail below as a function of the annihilation cell and positron cell energy thresholds. 

Figure 4.18 illustrates the absolute detection efficiency, in triples per ;3+ decay as a 

function of the lower energy threshold in the annihilation cells and in the positron 

cell; in the upper plot the energy cut of the center cell is fixed at 800-3000 keV, 

and the upper threshold of the annihilation cells is fixed at 600 keV while the lower 

threshold of the annihilation cells is varied. In the lower plot, the side cell cut is 

fixed at 50-600 ke V and the lower threshold of the center cell is varied. Background 

is subtracted from the experimental efficiencies, and they show excellent agreement 

with the simulated values. 

The detection efficiency was investigated for a number of hit topologies. In a 

block of eight cells centered around the positron cell, there are 20 distinct topologies 

with side cells that are roughly back to back. Figure 4.19 illustrates these topologies 

along with the absolute detection efficiency measured and simulated. In all figures, 

the center cell is the positron cell. The energy cuts are fixed at 500-3000 keV for the 

center cell and 50-600 ke V for the side cells. Figure 4.20 summarizes the previous 
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Figure 4.18: The positron detection efficiency for the horizontal topology (cells 7,8, 
and 9) is investigated as a function of the lower energy threshold in the center and 
side cells. In the upper plot, the center cell energy cut is set at 800-3000 keV, and 
the side cell upper threshold is set at 600 keV. The side cell lower energy threshold 
is plotted along the abscissa. In the lower plot, the side cell cut is set at 50- 600 keV 
and the center cell lower threshold is varied. 
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results graphically to show the residual deviation between experiment and Monte 

Carlo. As a more realistic event trigger, the efficiency of the logical OR of these 

20 patterns was investigated as a function of the annihilation cell energy threshold. 

Figure 4.21 illustrates this comparison of experiment and Monte Carlo. 

4.6 Conclusion 

A technique has been developed to accurately calibrate the positron detection effi­

ciency of the Palo Verde neutrino oscillation detector. A method of dissolving the 

positron emitter 68Ge in liquid scintillator has been developed and tested and shows 

good stability. It has also been shown that introducing this source into the scintil­

lator to be used for the Palo Verde experiment causes no detectable degradation in 

scintillator performance in terms of light yield or attenuation length. In addition 

the germanium loading of the scintillator does not affect the chemical stability of the 

gadolinium which has been loaded at the level of 0.1 % to facilitate neutron detection. 

A system has been constructed to absolutely calibrate the 68Ge source based 

on coincidence detection of the positron and its annihilation radiation. Activity 

measurements made with this apparatus are reproducible to better than 2%. 

A prototype calibration experiment has been undertaken by injecting 68Ge into 

an array of 15 small Gosgen cells. Data from this experiment were compared with 

a detailed simulation using GEANT and show excellent agreement. The GEANT 

simulation is easily extended to the geometry of the full 9-m-long cells used in the 

Palo Verde experiment and will be used to analyze and calibrate the full detector 

efficiency. 
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Positron Detection Efficiency [ % ] 
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~ 0.273 +· 0.005 0.28 +· 0.05 1.535 +- 0.031 1.36 +· 0.12 

2 ffl 12 

~ 0.704 +- 0.014 0.77 +- 0.1 0.611 +· 0.012 0.57 +- 0.08 

3~ 
13 ffi 0.681 +- 0.014 0.62 +-0.08 0.678 +- 0.014 0.77 +- 0.09 

4 

~ 
14 

~ 1.546 +- 0.031 1.48 +- 0.12 0.333 +- 0.007 0.28 +-0.05 

5 

~ 
15 

~ 0.449 +- 0.009 0.51 +-0.07 4.596 +- 0.092 4.78 +-0.02 

·~ 16 

~ 1.776 +· 0.036 1.87 +- 0.14 1.581 +- 0.032 1.55 +- 0.12 

7 

~ 
17 

~ 1.775 +- 0.035 1.80 +- 0.13 1.906 +- 0.038 1.87 +- 0.14 

8 ffl 18 
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Figure 4.19: The positron detection efficiency is investigated as a function of the 
triple topology. For a block of nine cells, the positron cell at the center, there are 20 
distinct triple topologies having a roughly back-to-back geometry. For every topology 
the following energy cuts were used: center cell: 500-3000 keV, side cells: 50-600 keV. 
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Figure 4.20: The detection efficiencies of the 20 topologies from the previous figure are 
summarized. The shaded bars represent the simulated efficiency and the unshaded 
bars represent the experimental measurements. The simulated data are subtracted 
from the experimental, and a residual plot is displayed in the lower figure. Experiment 
and simulation show excellent agreement. 
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Figure 4.21: The positron efficiency of the more realistic logical OR of all 20 9-block 
topologies is investigated. The center cell cuts are fixed at 500-3000 ke V, and the 
lower threshold of the side cells is varied. The upper threshold of the side cells is 
fixed at 600 keV. The experimental and simulated data show excellent agreement. 



81 

Chapter 5 

Full Detector Simulation Using 

G EANT-GCALOR 

5.1 Introduction 

The GEANT-GCALOR [57] simulation package was adapted to carry out a full sim­

ulation of the neutrino detection efficiency and to model the detector response to 

background neutrons and gamma radiation. Positrons and neutrons were generated 

in the target cell scintillator to model the response of the detector to neutrinos. Ra­

dioactivities in the laboratory walls and in the construction materials were simulated 

by modeling the gamma decay cascades of uranium, thorium, potassium, cobalt, and 

radon. Neutrons produced by the interactions of cosmic muons were tracked from 

their origins in the laboratory walls and in the detector itself. 

5.2 General Parameters of the Simulation 

5.2.1 The Detector Geometry 

The geometry of the neutrino detector is modeled in detail. The 66 acrylic target 

cells are individually placed and filled with 0.1 % Gd-loaded liquid scintillator. The 

total simulated mass of the target scintillator is 11.5 tons. The outer 80 cm on either 

end of each target cell is partitioned off from the active volume and filled with pure 

mineral oil to act as a buffer to external backgrounds. Glass phototubes are simulated 

and placed at the ends of each cell. Around the target cells, 144 steel strips, with a 

total mass of 0.5 tons, are placed to simulate the support lattice. To form the main 

water buffer, 42 steel tanks filled with water are packed around the target cells. The 
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total mass of this buffer is about 105 tons. The active veto is made from 32 PVC 

tanks filled with liquid scintillator and placed around the water buffer. The total 

mass of the veto is about 50 tons. Another ton of support steel is simulated around 

the buffer and vetoes, and the entire detector is enclosed inside a concrete box with 

inner dimensions of approximately 14(1) x 8(w) x 6.5(h) m. Figures 5.1, 5.2 and 5.3 

illustrate the simulated volumes. 

Tar 
Cel 

Muon Veto Cells 

Figure 5.1 : End view of the simulated detector geometry. The steel support structures 
and end vetoes have been removed for clarity. 

5.2.2 The Tracking 

Electromagnetic interactions and the tracking of charged particles are handled by 

GEANT. Hadronic interactions and the tracking of neutrons are handled by GCALOR 

through a user-invisible interface. Particles are tracked down to a threshold of 10 keV, 

the minimum allowable by GEANT, at which point their kinetic energy is assumed 

to be deposited in the current tracking medium. One exception is the tracking of 
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Figure 5.2: Cut away side view of the simulated detector geometry. The steel support 
structures have been removed for clarity. 

neutrons which were followed down to 0.1 eV during some runs in which neutron 

thermalization and capture were investigated. 

Interaction cross sections are tabulated and calculated by GEANT and GCALOR 

for the materials defined by the user. In addition to several standard GEANT ma­

terials, the following materials were defined for use in the simulation by specifying 

their chemical makeup: 

• Mineral oil 

• Gd-loaded scintillator 

• Acrylic 

• Muon-veto scintillator 

• PVC 
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Figure 5.3: Exploded view of the simulated detector geometry. The steel support 
structures have been removed for clarity. 

• Stainless steel 

• Water 

• Concrete 

• Glass 

5.2.3 The Data Structure 

Data is stored during the simulation in the form of HBO OK histograms which tabulate 

input particle energy, position, and direction and histogram particle fluxes through 

various volumes. In addition, for particles entering the active target volume of the 

detector, event-by-event data is written to record the energy deposit in each of the 

66 cells along with any energy deposit in the muon veto during that event. 

Energy deposits in the scintillator ( dE/ dx) are summed step by step as the particle 



85 

is tracked. At this stepping level, two corrections are made to the deposited energy: 

first, the energy loss is corrected for its position in the tank: an event near the photo­

tube will produce more light for a given energy deposit than one near the center of the 

tank. The energy calibration is defined at the center of the tank thereby introducing 

a correction which scales up energy deposits occurring near the phototubes. This 

correction factor reaches a maximum value of two for energy deposits at the extreme 

ends of the cell and follows a curve measured experimentally using a prototype target 

cell. Figure 5.4 illustrates the measured position dependence used to perform this 

correction. It is true that timing information from the tubes at both ends of each cell 

could be used to unfold this dependence, but for small energy deposits where light is 

lacking or for long track lengths and multiple scattering, this may be more difficult. 

In any case, both signal and background are scaled identically, and the scaled picture 

is the correct one to use for an estimation of the hardware trigger rate of the detector 

since all position reconstruction must be done off line. 

Second, a correction is made for the light yield response of the scintillator to 

various types of particles. A heavily ionizing particle such as a proton, especially at 

the end of its track, produces less light per unit energy loss than does an electron 

because of strong quenching effects. The correction of heavy particle light production 

to electron-equivalent energy is described in section C.4.1. 

No adjustment of the deposited energy due to the finite energy resolution of the 

detector is implemented at the tracking step. Instead, since event-by-event data is 

saved to disk, this randomization of energy is done at the analysis level. Each energy 

deposit is randomized by adding a (positive or negative) random value taken from a 

Gaussian distribution of mean zero and sigma equal to the measured resolution width 

at that energy. 

The event-by-event data is analyzed by placing energy and geometrical cuts on 

the energy deposits in the cells. The detailed procedures are described below. 
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Figure 5.4: Energy correction factor as a function of the distance along a target cell. 
The energy calibration is assumed to be fixed at the center of the tank (position 0). 
The active volume of each detector cell extends from -3. 7 to +3. 7 m. 

5.3 The Neutrino Detection Efficiency 

Electron antineutrinos interact in the detector by the inverse /3 decay of a proton in 

the liquid scintillator (ve + p---+ n + e+). The positron quickly slows and annihilates 

in the detector giving a prompt flash of light. The neutron then thermalizes and 

finally captures on gadolinium in the scintillator to produce a delayed flash of light. 

This full detection efficiency is modelled in two separate pieces: first, positrons are 

created in the target cells according to the calculated reactor Ve spectrum and their 

detection efficiency is modeled. Second, neutrons of a few lO's of keV are distributed 

through the fiducial volume and their detection efficiency is separately modeled. The 

full detection efficiency is then the product of these two partial efficiencies. 

5.3.1 The Positron Detection Efficiency 

The energy spectrum of reactor-induced positrons is calculated as described in sec­

tion 2.2.1. 

Positrons are generated according to this spectrum and placed uniformly into the 

Gd-loaded scintillator of the target cells. Their directions are generated randomly 
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in 471". The positrons are tracked through the scintillator as they ionize and finally 

annihilate producing two 511-keV gammas which are tracked down to 10 keV kinetic 

energy. Data is written to disk event by event such that the energy deposit in each 

of the 66 cells is recorded for each incident positron. A total of 10,000 positrons was 

generated in the target cells. Figure 5.5 displays the input positron spectrum, and 

Figure 5.6 illustrates the total energy loss in the detector and the sum spectrum of 

the 66 individual cells. 
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Figure 5.5: Spectrum of input positrons. Positrons are generated uniformly through 
the scintillator volume with a uniform 471" angular distribution. 

The data is analyzed by making energy and spatial cuts on the energy loss m 

the target cells. The positron is generally fully contained within one cell. When it 

annihilates, two 511-keV gammas are emitted back to back and, in general, deposit 

energy in the surrounding cells. So essentially, one expects that a positron will fire 

one cell at a few MeV and a few surrounding cells at a few hundred keV. Strictly, 

the positron-like cell should be at the center, and the annihilation-like cells should 

fire on opposite sides of the center cell. However, because of multiple scattering and 
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Figure 5.6: Spectrum of positrons detected in the target cells. The total energy loss 
in all 66 cells is plotted in the upper figure. The digital sum of the 66 individual 
energy loss spectra is plotted in the lower figure. 

penetration of the annihilation radiation, it is likely that several cells on one side of 

the positron-like cell may fire. Efficiency can be gained by loosening the back-to­

back requirement without significantly affecting the signal-to- background ratio but 

improving statistics. Three levels of topological cuts were investigated as described 

below. Common to all levels is the requirement that one and only one cell may look 

like a positron cell, having an energy deposit between one and ten MeV. In addition 

there must exist at least two annihilation-type cells, defined as having an energy 

deposit between 50 and 600 keV. This defines a "triple coincidence." Finally, since 

the annihilation radiation carries 1.02 MeV of energy, a sum cut is placed on the 

entire detector: the total energy deposited in the detector minus the energy of the 

positron cell must not exceed 2.5 MeV. 2.5 MeV is selected because a 1-MeV energy 

deposit near the phototubes would be scaled up by the position correction factor to 

nearly 2 Me V. 
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The 9-Block Topology 

The least restrictive topology analyzed is the so-called "9-block topology." Here we 

require that one positron cell and two side cells all touch such that a block of nine 

cells can be selected that includes all three. However, no requirement is placed on 

the position of the positron cell relative to the annihilation cells. Figure 5. 7 helps to 

clarify the differences between the different triple-coincidence topologies. For a given 

positron cell, 84 distinct annihilation cell arrangements satisfy this condition. 

The Restricted 9-Block Topology 

A more restrictive topology is the so- called "restricted 9-block topology." Here we 

require that the 9-block requirements are met with the additional restriction that the 

positron-like cell must touch both annihilation cells. In other words one is able to 

select a block of nine cells including all three cells such that the positron-like cell is 

placed at the center of the block. For a given positron cell, 28 distinct annihilation 

cell arrangements satisfy this condition. 

The Back-to-Back Topology 

The most restrictive topology is the so-called "back-to-back topology". Here the 

restricted 9- block requirements must be met with the additional requirement that 

the annihilation cells must be roughly back to back. Effectively, this is defined as 

a positron cell at the center of a block of nine cells, surrounded by two annihilation 

cells which do not touch each other (except at corners). For a given positron cell, 20 

distinct annihilation cell arrangements satisfy this condition. 

In general a single event may contain more than two annihilation cells. In this 

case, every combination of positron cell and two annihilation cells is considered in 

turn. If one or more sets meet the requirements for a given triple level, the event is 

considered to have passed that analysis level. 

The positron data was analyzed introducing an energy resolution in the detec­

tor cells of 30% FWHM at 1 MeV, which is the value measured using a prototype 
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Figure 5. 7: Topological analysis cuts. Examples of event topologies are shown. The 
shaded cell is the positron-like cell, and the unshaded cells are the annihilation-like 
cells. The figure illustrates the events removed by application of successively stricter 
topological requirements. 

target cell. The energy resolution has little effect on the detection efficiency. Fig­

ure 5.8 shows the energy spectrum of the positron cell for events passing the various 

topological cuts. Also depicted there is the number of the fired positron cell; a cell 

number map of the detector is shown in Figure 5.9. From the figure it is clear that 

edge and corner cells exhibit a smaller efficiency because of missing annihilation cell 

possibilities. Table 5.1 summarizes the detection efficiency calculations. 
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Figure 5.8: Positron triple coincidence analysis. The first column displays the energy 
spectrum of the positron-like cell for the three analysis topologies. The second column 
is a frequency table of the ID number of the fired positron cell (see Figure 5.9). Corner 
and edge cells show a smaller efficiency because of missing annihilation cells. 

Table 5.1: Simulated positron detection efficiency of the neutrino detector. The effi­
ciency for various topological cuts and with and without energy resolution are shown. 
Here the positron cell is required to contain between 1 and 10 Me V, and the side cells 
between 50 and 600 ke V. 

Topology Detection Efficiency 
Eres = 30%@ 1 MeV No Energy Resolution 

9 Block 44.7 ± 0.7% 46.7 ± 0.7% 
Restricted 9 Block 35.6 ± 0.6% 37.2 ± 0.6% 

Back to Back 26.2 ± 0.5% 27.7 ± 0.5% 
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Figure 5.9: Map of cell numbers in the detector. 
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5.3.2 The Neutron Detection Efficiency 

The second half of the neutrino detection efficiency comes from detection of the 

neutron produced in the inverse /3 decay of the proton. This neutron shares available 

energy with the positron and is generally left with a few lO's of keV of kinetic energy. 

The neutron thermalizes in the scintillator and either escapes the fiducial volume or 

is captured on gadolinium or on a proton in the scintillator. In the case of capture 

on gadolinium, the resulting nucleus decays via complex 8-MeV gamma cascades. 

The detection of this gamma cascade following a positron signal is the signature of 

a neutrino event. For a real neutrino, the probability of detecting the neutron after 

the positron falls exponentially with time. The length of the window during which to 

accept captures will be set to maximize signal significance and will be assumed here 

to be 100 µs. So the probability of neutron detection, EN, is actually a product of 

several factors: 

Here f.c is the containment efficiency, or probability that a neutron will not leak out of 

the fiducial volume. £Gd is the probability that the neutron will capture on gadolinium 

rather than on a proton. f.-y is the detection probability of the 8-MeV Gd gamma 

burst, and f. 7 is the probability of capture during the 100 µs time window. 

The Neutron Capture Time: Determination of £Gd and £7 

The neutron capture probability can be calculated through a knowledge of the capture 

cross sections and the gadolinium and proton number densities in the liquid scintil­

lator. The following table summarizes the composition of the Gd-loaded scintillator. 

Composition of Gd-loaded Scintillator 

p = 0.856 g/cm3 

Element Atomic Weight Mass Fraction Number Density ( cm-3 ) 

C 12.001 86.74% 3.72-1022 

H 1.0079 13.16% 6.73·1022 

Gd 157.25 0.1% 3.28-1018 
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The thermal neutron capture cross section on natural gadolinium is dominated by 

the isotopes 155Gd and 157Gd which have capture cross sections of 61,400 and 255,000 

barns and isotopic abundances of 14.8% and 15.7%, respectively [58). This results in 

a natural gadolinium capture cross section of 49,100 barns, 82% of which is due to 
157Gd. The capture cross section on hydrogen is 0.328 barns [59), and on carbon, a 

negligible 3-10-3 barns. Multiplying the cross section with the number density yields 

the macroscopic capture cross sections for this Gd-loaded scintillator: for capture 

on Gd, Ead = 0.161 cm-1, and on protons, EH = 0.021 cm-1 . This immediately 

gives lGd = 87.9%, the capture probability on Gd versus on protons. Then taking 

the average velocity of thermal neutrons to be 2200 m/sec [59), the capture time on 

gadolinium is calculated as 28 µs and on protons, 206 µs. (The total capture time 

is then 25 µs ). From this we calculate that the probability of capture on gadolinium 

during the 100 µs time window, tr, is 97%. 

The Neutron Containment Efficiency, le 

The neutron containment efficiency was calculated by simulating 10 and 100 ke V 

neutrons in the fiducial volume of the detector and tracking them until they either left 

the scintillator or fell below a very low energy threshold in the scintillator, presumably 

to be captured. This threshold was varied from 1 ke V to 1 · 10-4 ke V to investigate any 

bias the threshold might produce. Neutrons were assumed to be lost if they fell below 

threshold in the acrylic cell walls or in some volume outside the target cells. It is 

evident from tests of GCALOR that the thermal neutron cross section on gadolinium 

is not implemented; while neutron capture on protons is observed when tracking is 

allowed to proceed down to 10-5 e V, neutrons being tracked in Gd-loaded scintillator 

often simply disappear at very low energies with no indication from the program that 

a capture has taken place. For this reason, the containment efficiency was estimated 

"by hand:" it was assumed that if a neutron falls below some very low threshold in the 

scintillator, it will surely capture eventually. By setting this threshold progressively 

lower, the fraction of neutrons contained in the :fiducial volume was investigated as 

a function of this threshold. It was found that this function levels off at thresholds 
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below 1 keV at a containment probability of about 87% for both 10 and 100 keV 

neutrons. Thus the containment efficiency, E-r , is calculated to be 87%. Figure 5.10 

illustrates the fraction of low-energy neutrons contained in the fiducial volume as a 

function of the tracking energy threshold. 

1- 100 
G 98 
en 96 
-~ 94 
~ 92 
-~ 90 
Cl 88 
c 86 
0 
u 84 
1:: 82 
8 80 
m 

Cl.. 

r- 100 
2 98 
~ 96 
C 94 

-c, 92 
~ 90 
] 88 
§ 86 
u 84 
1:: 82 
8 80 
\... 
Q) 

Cl.. 

Neutron Containment in Scintillator 

104 103 102 101 1 
Tracking Energy Threshold (keV) for 10 keV neutrons 

------•----I■-------■ ________. 

104 103 102 101 1 
Tracking Energy Threshold (keV) for 1 00 keV neutrons 

Figure 5.10: Low energy neutron containment in scintillator. 10 keV (upper) and 100 
ke V (lower) neutrons are introduced uniformly into the scintillator fiducial volume. 
The fraction of neutrons which fall below a low cutoff threshold inside the scintillator 
is plotted as a function of that cutoff threshold. The curves for both energies flatten 
out at 87% containment efficiency. 

The Gd Gamma Cascade Detection Probability, E'Y 

Finally, once a neutron has captured on gadolinium, the resulting nucleus decays from 

an excited state at 7.94 MeV via gamma emission. The cascade is experimentally de­

tected by requiring an energy deposit of more than about 3.5 MeV in the sum of all 

target cells. The level scheme of 158Gd, the isotope resulting from more than 80% of 

the neutron captures, is not completely cataloged, and many of the emitted gamma 
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rays are unresolved. [60] This makes an accurate description of the de-excitation diffi­

cult so various approximations were made. As a first approximation, relatively strong 

high energy lines were identified in the experimentally measured spectrum of 158Gd 

following neutron capture on 157Gd. Gamma lines at 6.8 MeV and 5.9 MeV, with 

absolute branchings of 2.7% and 1.4%, respectively, were prominent, and a number of 

lower intensity lines with energy near 4 MeV were observed [61, 62]. To investigate the 

sensitivity of the detection efficiency to the nature of the de-excitation cascade, sev­

eral cascades of gamma multiplicity 2, 3, and 4 were simulated. Figures 5.11 and 5.12 

display the detected energy spectra for the various cascade assumptions including 

a simple statistical model described below. Table 5.2 summarizes the detection effi­

ciency for different capture energy thresholds. The gamma detection efficiency ranges 

from around 60% to 85% depending on the assumptions made about the de-excitation 

cascade. A statistical model which generates gamma energies and multiplicities based 

on the energy and spin of the excited state was employed to gain some insight into the 

nature of the de-excitation [63]. 2500 decays were simulated resulting in the gamma 

spectrum tabulated below: 

158Gd decay from 7.94 MeV excited state 

Gamma Energy (Me V) Population 

0 - 1 39% 

1 - 2 28% 

2-3 20% 

3-4 8.1% 

4-5 3.8% 

5-6 1.1% 

6-7 0.1% 

Average cascade multiplicity: 5.1 

The relatively large value for the cascade multiplicity calculated by this model 

tends to favor the larger efficiency values determined by simulating the 3 and 4-

gamma cascades. The statistical model was used to generate another candidate 
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de- excitation cascade: gammas were picked randomly from the above population 

distribution until the sum energy reached or exceeded the excitation energy. At this 

point the last gamma energy was truncated such that the total energy in the cas­

cade was 7.94 MeV. This process resulted in de-excitation cascades with an average 

gamma multiplicity of 4.2. The detector spectrum resulting from this cascade model 

is shown at the bottom of Figure 5.12. 

Based on the results of modeled cascades, the gadolinium gamma cascade detec­

tion efficiency is taken to be 80% above 3.5 MeV. The uncertainties in this efficiency, 

however, clearly demonstrate the need for an experimental calibration of the neutron 

detection efficiency. See Chapter 6. 

The full neutron detection efficiency is then the product of the partial efficiencies: 

f.N = f.c • €.Gd · f.-y • Er = 0.87 · 0.88 · 0.80 · 0.97 = 0.59, 

or 59% total efficiency for neutron detection. 

Finally the total neutrino detection efficiency can be expressed as the fraction 

of detected events per neutrino- induced inverse /3 decay in the scintillator. At Palo 

Verde, the number of neutrino interactions in the detector is expected to be 197 per 

day which gives the expected signal rate tabulated below: 

Topology Full Detection Efficiency Detected Events per Day 

9 Block 26% 51 

Restricted 9 Block 21% 41 

Back to Back 15% 30 
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Figure 5.11: Detected gamma spectra from neutron capture on gadolinium. The 
detection efficiency for simple cascades is estimated. Here cascades of gamma energy 
7,1; 6,2; 4,4; and 6,1,1 are simulated. 
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Figure 5.12: Detected gamma spectra from neutron capture on gadolinium. The 
detection efficiency for simple cascades is estimated. Here cascades of gamma energy 
4,2,2; 2,2,2,2; and 4,2,1,1 are simulated as well as gammas calculated using a simple 
statistical model. 
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Table 5.2: Gamma detection efficiency from neutron capture on gadolinium. The 
probability of detection, for three energy thresholds, is tabulated for a number of 
assumed de-excitation cascades. The 3.5 MeV threshold will be taken for the exper­
iment to minimize the contribution of natural radioactivities. 

Energies of Gammas Detection Efficiency and Threshold 
in Cascade (Me V) 2 MeV 3 MeV 3.5 MeV 

7, 1 63% 59% 58% 
6, 2 78% 65% 61% 
4, 4 83% 79% 75% 

6, 1, 1 78% 66% 62% 
4, 2, 2 91% 83% 78% 

2, 2, 2, 2 96% 90% 86% 
4, 2, 1, 1 92% 84% 79% 

Statistical Model 92% 86% 81% 
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5.4 The Correlated Background 

The term "correlated background" refers to background events in the detector capable 

of producing both a fast positron-like triple coincidence as well as a time-delayed 

neutron-capture-like signal. There are two sources of such backgrounds, both the 

product of cosmic muon inelastic interactions: fast neutrons from nuclear spallation 

and capture, and ,8-delayed-neutron emission from cosmogenic radioactivities. 

5.4.1 Fast Neutron Correlated Background 

Fast neutrons created by cosmic muons traversing the laboratory walls and detector 

structural materials are a source of correlated background in the neutrino detector: a 

fast neutron may induce a triple coincidence either through multiple elastic scattering 

in several cells or through secondary gamma production by inelastic interactions. 

Then having lost large fraction of its energy, the neutron may slow and be captured 

on gadolinium in the scintillator, completing the fast-slow correlated neutrino-like 

signature. 

Fast neutrons are produced by two processes: muon capture and muon spallation. 

Muon capture produces neutrons with energies up to 100 MeV, and muon spalla­

tion produces neutrons of even higher energy. While the yield and spectral shape 

of neutrons from muon capture are well understood (64, 65], there is considerable 

uncertainty regarding the spallation neutrons, which will be discussed in more detail 

below. 

5.4.2 The Simulation 

Rather than generate neutrons according to any assumed spectrum, monoenergetic 

neutrons were simulated , allowing any input spectrum to be put together later from 

the simulation data. 

Neutrons of energy 10, 20, 50, 100, 200, 500, and 1000 MeV were simulated, 

uniformly distributed inside the 60-cm thick concrete laboratory walls. They were 
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given momentum isotropically in 41r. Neutrons produced in the structure of the 

detector itself are not a source of correlated background because the parent muon is 

necessarily tagged and the event vetoed. After each neutron vertex was generated, a 

calculation was made to check whether the parent muon of that neutron would be ( or 

had been) tagged by the detector muon veto. For this calculation a spatial direction 

vector was generated at the neutron vertex with a cos2 0 azimuthal dependence as per 

the muon angular distribution, and the intersection point with each of the six planes 

defining the muon veto was calculated. The event was then tagged in the event-by­

event data file to indicate whether or not a muon hit the veto. All energy losses, both 

in the target cell scintillator and in the muon veto scintillator, were recorded event 

by event. Finally, at the end of tracking, the stopping point of the neutron ( and any 

secondary neutrons) was noted: if any neutron fell below the tracking threshold of 

10 ke V inside the Gd-loaded scintillator volume, it was assumed to capture and be 

detected as a delayed neutron signal with the efficiency calculated in section 5.3.2 

(with the exclusion of the containment efficiency factor as the neutron is already 

presumed contained). In this case, a second flag was set in the event-by-event data 

indicating a neutron capture. Only events with the capture flag set are able to 

contribute to the correlated background. Details of the neutron tracking from the 

laboratory walls are given in Appendix B.l. 

The following table summarizes the energy and total statistics of the neutrons 

generated in the 60-cm concrete walls: 
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Neutron Simulation Statistics 

Neutron Energy Number of Neutrons Generated 

10 MeV 14,454,000 

20 MeV 11,335,000 

50 MeV 860,000 

100 MeV 454,000 

200 MeV 473,000 

500 MeV 180,000 

1000 MeV 49,000 

Event- by-event net:.tron data was analyzed using the same cuts as for the positron 

sample above. For each neutron energy started in the walls, the probability of pro­

ducing a triple coincidence was calculated. Figure 5.13 displays the triple coincidence 

probability as a function of input neutron energy for the 9-block topology. In the 

figure the efficiency of the muon and capture tags are explored: the top curve is the 

probability for a triple coincidence with no requirement that a neutron be captured 

in the scintillator to complete the fast-slow correlation. The next curve illustrates 

the reduction achieved by requiring that the parent muon of the neutron did not 

strike the veto. Any veto hit will shut down the detector for at least 10 µsec, ef­

fectively removing any fast neutron triple coincidence. The last curve illustrates the 

true correlated triple coincidence: events here contain a final captured neutron and 

are produced by neutrons whose parent muon has not hit the veto. The capture flag 

is most effective at low energies, presumably because most of these neutrons never 

reach the scintillator at all, the triple coincidence being produced by secondary gam­

mas from the buffer. The dashed curve illustrates the removal of the condition that 

the muon veto contain less than 20 MeV. In other words , some high energy neutrons 

veto themselves by recoiling in the muon veto, leaving at least 20 Me V, and then 

proceeding to the fiducial volume where they produce a fast triple coincidence and 

finally capture on gadolinium. As expected, this veto is effective only for very high 

energy neutrons (> few hundred MeV). 

Analysis of the triple efficiency for the restricted-9-block and back-to-back topolo-
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in which a neutron is left in the fiducial volume to capture, the neutron's parent muon 
did not strike the veto, and the neutron did not self veto by depositing more than 
20 Me V in the muon veto. 

gies was performed as well, and it was determined that the background reduction 

factor in going from the 9-block to the back-to-back topology was roughly equal to 

the signal reduction factor (about 1.6). See Figure 5.14. Thus by keeping the cut 

loose, one gains in statist ics without sacrificing signal to noise. The following results 

are therefore reported only for the 9-block topology. 

5.4.3 Neutron Background Analysis 

To estimate the background rate in the neutrino detector, the neutron triple-coincidence 

efficiency must be folded with the energy spectrum of neutrons produced in the wall 

and normalized to the production rate per day. In addition, one must take into ac­

count correlated events due to neutrons produced inside the detector itself when the 
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parent muon manages to slip through the veto undetected. Appendix B.2 presents 

a detailed discussion of these calculations for neutrons produced by muon capture 

and muon spallation. Table 5.3 summarizes the uncorrelated background rate due to 

these processes. 

5.4.4 Correlated Background From µ-Induced Radioactiv­

ities 

Muons traversing the detector periodically undergo violent nuclear collisions in which 

they lose a large fraction of their energy. In such collisions high energy particles such 

as 1r-'s are produced. These particles may induce nuclear reactions in the surrounding 

material producing various nuclei of smaller mass and charge than the nuclei with 

which they interact. In the fiducial volume of the neutrino detector, such reactions 

may take place on carbon nuclei, producing, among others, the ,B-delayed-neutron 

emitters 11 Li and 9 Li. These nuclei may produce correlated background events in the 
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detector if the emitted electron is able to electromagnetically shower and produce a 

fast triple coincidence, followed by detection of the emitted neutron. The probability 

of showering, though a second-order process, is not negligible as each of these nuclei 

has a relatively large Q-value. In each case, the neutron- unstable state is about 

2-3 MeV above the ground state, giving /3 endpoint energies of about 15 MeV and 

10 Me V in the case of neutron emission for 11 Li and 9Li, respectively. The branching 

to the neutron- unstable state is 35% for 9 Li and 60% for 11 Li. 

To simulate this detection efficiency, electrons were generated uniformly in the 

target-cell scintillator with energy picked randomly from /3 spectra with these end­

points. On average it was found that such /3 decays have about a 1.9% chance of creat­

ing a 9-block triple coincidence. If we then accept a 59% neutron detection efficiency, 

we arrive at an efficiency of about 1.1 background events per 100 /3-delayed-neutron 

decays. 

A quantitative description of the creation of light nuclei by muon inelastic scat­

tering does not exist, but some estimate of the production rate can be gleaned from 

an examination of data from KAMIOKANDE. In his thesis, Inoue [73] describes the 

detection of 12 N, 12B, and 16N produced in the KAMIOKANDE water Cherenkov 

detector by inelastic muon interactions with 160. Correcting for the 7 MeV electron 

threshold in the detector, one arrives at a production rate of about 6 A=12 and 20 16N 

nuclei per day. Dividing these rates by the muon flux of 0.13/s and by the 680-ton 

fiducial volume, one arrives at the normalized production rates of about 8 · 10-7 per 

ton and muon of A=12 nuclei, and 3 • 10-5 per ton and muon of 16N. If one assumes 

that the rate of producing A=12 nuclei from 160 is the same as the rate of produc­

ing light nuclei from 12C, one can scale the KAMIOKANDE production rates to the 

neutrino detector at shallow depth. If we make the very conservative assumption 

that the production rate does not scale with the average muon energy, one estimates 

that for the 12- ton fiducial volume and a muon rate of about 200/sec, the produc­

tion rate of light nuclei will be about 170 per day. Assuming an average branching of 

about 50% to the dangerous /3-delayed-neutron decay, we arrive at about 1 correlated 

background event per day in the detector due to muon-induced radioactivities. 
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A more realistic estimate might assume that the production rate scales linearly 

with the average muon energy, as the energy loss formula suggests. In this case the 

production rates would be down a factor of about 50 and thus completely negligible. 

5.4.5 Summary of Correlated Backgrounds 

Correlated backgrounds in the neutrino detector arise from neutrons produced by cos­

mic muons, either through capture, spallation, or the generation of neutron- unstable 

radioactivities. Large spreads in the calculated and measured spectra of neutrons 

from muon spallation make an accurate estimate of this background rate difficult. 

Thus a range of correlated rates is presented based on the various spectral assump­

tions (see Appendix B.2). Table 5.3 summarizes the contribution to the background 

rate of the processes described above. The actual rate will be measured during the 

reactor-off refueling cycle. 

Table 5.3: Summary of the correlated backgrounds in the neutrino detector. The 
various assumptions about the spectral shape of the neutron spallation spectrum are 
shown. This rate will be measured during the reactor-off refueling cycle. 

Background Source Events per Day 
µ Capture in Walls 2.4 
µ Spallation in \Valls 5 ~ 75 

-0.5,10,-1.6 29 
-0.5,50,-1.6 75 
-1 ,200 ,-2 5 
e-E/39 M eV (KARMEN) 30 

µ Capture in Detector (Veto Leakage) 0.4 
µ Spallation in Detector (Veto Leakage) 0.09 
µ- Induced Radioactivities 1 

TOTAL 9 ~ 79 
TOTAL Using KARMEN Spectrum 34 
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5.5 The Uncorrelated Background 

Signals in the detector that mimic only the neutron capture or only the positron anni­

hilation cannot produce background events on their own. However, if a positron-like 

and a capture-like signal happen to overlap in time, they may produce an accidental, 

or uncorrelated, background event. The sources of such uncorrelated events are natu­

ral radioactivities in the laboratory and detector structural materials, muon-induced 

radioactivities, and "neutron soup," described below. 

5.5.1 Natural Radioactivities 

All construction materials contain small amounts of naturally-occurring radioactive 

contaminants, in particular, the long-lived isotopes 4°K, 232Th, 238U, and their daugh­

ter activities. Gamma radiation from these isotopes may produce false positron-like 

signals in the detector through multiple Compton scattering or by pair production. 

Conceivably, this radiation could also mimic the neutron capture signal, but the use of 

gadolinium in the scintillator allows the capture signal threshold to be set well above 

naturally occurring radioactivities, making their contribution to the false capture rate 

negligible. 

The ,-decay cascades of the isotopes 4°K, 232Th, 238U, 222Rn, and 6°Co were 

simulated in the structural materials of the detector to investigate their contribution 

to the uncorrelated background. Appendix B.3 provides details on how the decay 

schemes of these isotopes were implemented. 

Radioactivities in the Laboratory Walls 

Gamma radiation from 238U, 232Th, and 4°K decays was generated uniformly in the 

laboratory walls to a depth of 30 cm. The gamma flux entering the lab was inves­

tigated as a function of the production depth to determine the infinitive thickness. 

Figure 5.15 displays the results of this study. At 30 cm, the flux is nearly in satura­

tion, and a comparison of runs using 30-cm and 60-cm production depths show no 

difference in the induced background rate. 
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Figure 5.15: Gamma production volume saturation. The entering gamma flux, or 
active production volume, is plotted as a function of the production depth in the wall. 
The upper plot shows the production depth curve for 2.6 MeV gammas, relevant for 
238U and 232Th. The lower curve displays the production depth curve for 1.4 MeV 
gammas, relevant for 4°K decay. 

A total of 18 • 106 238U gammas, 18 -106 232Th gammas , and 17.5 • 106 4°K gammas 

were simulated. As a:'.l. example, Figure 5.16 illustrates the propagation of 232Th 

gammas from the wall to the fiducial volume. 

The probability of producing a triple coincidence positron-like signal is then de­

termined per decay in the walls for each of the discussed topologies. In addition, 

the probability of firing at least one cell between 1 and 10 MeV is investigated as an 

estimate of the single faing rate of the detector: 
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Figure 5.16: Propagation of 232Th gammas from the wall to the :fiducial volume. The 
energy spectrum of 232Th gammas is displayed at the entrance to various detector 
volumes. See the table in Appendix B.l for a description of the volume names. 

Triple Coincidence Probability: Gammas from Walls 

Probability per Parent Decay 

Isotope Singles 9 Block Restricted 9 Block Back to Back 

238u 8.9 . 10-5 l.7·10-6 4.1 . 10-7 4.1 . 10-7 

232Th 2.5 · 10-5 3.3. 10-5 2.6. 10-7 7.7. 10-7 

4oK 8.2 . 10-7 1.2. 10-7 8.4. 10-8 4.2. 10-8 

The total mass of a 30-cm thick concrete production volume is 3.92 · 105 kg. The 

concrete used to construct the lab will be made from a mixture of about 20% cement 

and 80% aggregate and sand. Several cements were measured at Caltech and were 

all found to contain about 1 to 1.5 ppm of uranium and thorium, and about 0.3 ppm 

of 4°K. Several gravels from the Northern U.S. have been found containing about 
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0.2 ppm of uranium and thorium, and 0.1 ppm of 4°K. The local soil at the Palo 

Verde site, on the other hand, contains about 3 ppm of thorium, 1 ppm of uranium, 

and 1 ppm of 4°K, and local sources of gravel may be similar. So depending on the 

gravel selected, the construction concrete will contain about 0.4 ppm of U and Th 

and 0.15 ppm of 4°K, or about 1 ppm of U, 2.6 ppm of Th, and 0.85 ppm of 4°K. The 

background rates due to these concentrations are summarized in Table 5.4. 

Radiopurity of the Water Buffer 

The water buffer contains nearly 100 tons of purified water in order to shield the 

detector from neutrons and gamma radiation from external sources. The water itself, 

however, is also a source of background from contaminants present at low concentra­

tions. Again, gamma radiation from 238U, 232Th, and 4°K was simulated, distributed 

uniformly in the water of the buffer tanks. One million gammas from 238U and 4°K 

decay, and one half million gammas from 232Th decay were simulated to determine 

the background probabilities per parent decay: 

Triple Coincidence Probability: Gammas from the Water Buffer 

Probability per Parent Decay 

Isotope Singles 9 Block Restricted 9 Block Back to Back 

23su 8.4 . 10-3 1.3. 10-3 7.8. 10-4 4.1 . 10-4 

232Th 1.2. 10-2 2.1 . 10-3 1.4. 10-3 7.4. 10-4 

4oK 1.3. 10-3 1.7 - 10-4 1.0. 10-4 5.0 · 10-5 

The water used to fill the buffer will most likely be obtained from a large purifi­

cation plant operated by the Palo Verde reactor. Very clean, mineral-free water is 

required to cool the reactor and is produced through double distillation and reverse 

osmosis. The purity typically achievable with such a technique is at the level of a 

part per trillion, resulting in a decay rate of a few Bq in the entire water buffer. The 

background rate due to this activity, summarized in Table 5.4, is entirely negligible. 
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The Buffer Tank Steel 

The steel of the water buffer tanks is also a source of uncorrelated background. Gam­

mas produced in the outside walls of the buffer tanks are attenuated in the water 

before reaching the detector and produce a negligible background. However, the in­

ner surfaces of the steel tanks are in contact with the fiducial volume, producing 

gamma radiation which easily enters the target cells. Steel generally does not contain 

4°K, but it does contain uranium and thorium and also 6°Co, which is relatively short 

lived, but introduced in the manufacturing process. Gammas from these isotopes 

were generated uniformly in the 2.3-mm thick inner steel walls, which account for 

1140 kg of material. The background probabilities are tabulated per parent decay: 

Triple Coincidence Probability: Gammas from the Steel Walls 

Probability per Parent Decay 

Isotope Singles 9 Block Restricted 9 Block Back to Back 

23su 7.4 . 10-2 1.1 . 10-2 6.6. 10-3 3.7. 10-3 

232Th 8.8. 10-2 1.5. 10-2 9.2. 10-3 6.0. 10-3 

6oco 1.7-10-1 2.2. 10-2 1.4. 10-2 8.1 . 10-3 

Steel samples measured at Caltech were found to contain less than a few ppb of 

uranium and thorium, and about 2 mBq/kg of 6°Co. The background due to these 

contaminants is summarized in Table 5.4. 

The Internal Structural Steel 

A number of steel strips and rollers form a frame from which the target cells are 

suspended. Generated between the target cells, gammas produced in this structural 

steel have a very efficient solid angle for entering the fiducial volume. Again gammas 

from 238U, 232Th, and 6°Co were simulated, distributed uniformly through the steel 

support strips, which account for about one half ton of material. The background 

probabilities per parent decay are tabulated below. 
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Triple Coincidence Probability: Gammas from the Structural Steel 

Probability per Parent Decay 

Isotope Singles 9 Block Restricted 9 Block Back to Back 

23su 2.1 . 10-1 5.0. 10-2 3.5. 10-2 2.0. 10-2 

232Th 2.4. 10-1 7.5 . 10-2 5.3. 10-2 3.5. 10-2 

6oco 4.8 . 10-1 1.2 . 10-1 8.3. 10-2 5.3. 10-2 

The Photomultiplier Tubes 

Contaminants in the glass and electronic components of the photomultiplier tubes 

are a source of uncorrelated background. A buffer of 80 cm of inactive mineral oil 

separates the phototubes from the active target scintillator, but gamma radiation 

penetrating this buffer can produce false triple coincidences in the detector. Gamma 

radiation from uraniu□, thorium, and potassium was simulated, originating in the 

phototubes coupled to the ends of the target cells. The following background efficien­

cies were calculated per parent decay. 

Triple Coincidence Probability: Gammas from the Photomultiplier Tubes 

Probability per Parent Decay 

Isotope Singles 9 Block Restricted 9 Block Back to Back 

23su 2.3. 10-3 3.2. 10-4 2.2. 10-4 8.2 · 10-5 

232Th 3.8. 10-3 5.8. 10-4 3.6. 10-4 1.6. 10-4 

4oK 2.8. 10-4 4.6 · 10-5 2.9 · 10-5 1.2 · 10-5 

The detector contains 264 phototubes, two per end per cell. We plan to use 

Philips XP4532 phototubes manufactured using low-background Schott glass con­

taining about 20 Bq of 4°K and 1 Bq of uranium and thorium per tube. At this level 

of radiopurity, the phototubes are a factor of 20 to 30 cleaner than those made from 

standard glass. The tubes will be made with convex windows to minimize material 

and will be coupled to the detector using acrylic adaptors. The background rate due 

to the phototubes is summarized in Table 5.4. 
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Radon Gas 

Radon gas, emanated from the laboratory walls and other construction materials, 

may enter the air spaces between cells. This volume is estimated to be about 6000 

liters. Gammas from the decay of 222Rn were generated uniformly throughout the air 

spaces in the fiducial volume of the detector, and the following background efficiency 

was calculated: 

Triple Coincidence Probability: Gammas from the Photomultiplier Tubes 

Probability per Parent Decay 

Isotope Singles 9 Block Restricted 9 Block Back to Back 

222Rn 1.8. 10-1 4.7. 10-2 3.3. 10-2 1.9. 10-2 

To reduce the contribut ion of radon gas to the background rate, the :fiducial volume 

of the detector will be sealed and ventilated with a flow of compressed radon-free air. 

By this method we should achieve concentrations significantly below 25 mBq per 

liter, which is the concentration measured in a ventilated (by outside air) basement 

room at Caltech. The contribution of radon to the background rate is summarized in 

Table 5.4. 

Acrylic and Light-Tight PVC 

The acrylic structure of the target cells and the black PVC wrapping used to make 

them light tight are a source of gamma background. Gamma radiation from uranium, 

thorium, and potassium was generated in these plastics to determine the background 

efficiency below: 

Triple Coincidence Probability: Gammas from Acrylic and PVC 

Probability per Parent Decay 

Isotope Singles 9 Block Restricted 9 Block Back to Back 

23su 2.6. 10-1 7.4. 10-2 5.0. 10-2 2.9. 10-2 

232Th 2.9 . 10-1 9.6. 10-2 7.2. 10-2 4.5 · 10-2 

40K 3.9. 10-2 7.0. 10-3 4.6. 10-3 2.2. 10-3 
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Clear acrylic is generally very radio pure, typical contaminant levels averaging 

about 2 · 10-11 g/g of 238U and 232Th [75). Each cell is made from 53.5 kg of acrylic, 

or 3531 kg in the entire detector. 

The black PVC is much more radioactive as the addition of color to otherwise 

pure hydrocarbons often introduces many contaminants. The black pellets used to 

extrude the PVC casings were measured in Switzerland [76) to contain 1.9 ppb of 

238U, 2.7 ppb of 232Th and 3.7 ppb of 4°K. Of this material, 250 kg is required to 

wrap all 66 cells. The background rate introduced by these plastics is summarized in 

Table 5.4. 

The Active Scintillator 

The active scintillator itself is a source of background due to intrinsic radioimpurities 

and those added when the liquid is loaded with 0.1 % by weight of gadolinium. Before 

loading, the scintillator cont ains uranium and thorium below limits of 3 • 10-13 , and 

4°K below 4 • 10-13 [77] . A sample of gadolinium nitrate used to load the scintillator 

was measured in Switzerland [76] and purity limits were set at < 7 • 10-10 g/ g of 238U, 

< 8 • 10-10 g/g of 232Th, and < 6 • 10-11 g/g of 4°K. This sets limits for the 0.1% 

loaded scintillator of < 1 • 10-12 g/ g of uranium and thorium, and < 4 · 10- 13 of 4°K. 

Inside the scint illator itself, gamma radiation can add with (3 and a activities which 

otherwise would not penetrate into the active volume. This greatly complicates the 

source simulation, but is unnecessary here: these contamination levels will result in 

less than 0.2 decays per second in the 12 tons of active scintillator. Even with a 100% 

triple efficiency this would have a negligible effect on the total triples background 

rate. (See Table 5.4) . 

This rate is relevant, however, for the capture-like uncorrelated background if /31 

cascades are able to exceed the 3.5 MeV threshold. (o:-1 cascades are not dangerous 

because the light from a particles is so strongly quenched in the scintillator). The 

only cascade capable of exceeding this threshold is the gamma de-excitation of 208Pb 

following the f3 decay of 2081'1 in the 232Th decay chain. In this case all /3 decays are 

followed by a cascade of 2614 keV and other gamma rays. The endpoint of the (3 
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spectra allow a combination of /3 and , radiation reaching nearly 5 Me V if everything 

is contained in the scintillator. On the other hand, very large /3 energies are unlikely 

and using the average energy of the /3 spectra allows us to reach only 3.8 MeV. If we 

assume that in half of the cases the /3 energy exceeds the average and that the gamma 

energy is always fully contained, we can make a simple estimate of this rate: the above 

contamination limits correspond to less than 0.05 decays per second of 232 Th, or 0.02 

Bq of 208Tl. If half of these decays exceed the threshold, the contribution to the 

capture-like background will be 0.01 Hz. 

Conclusion 

Referring to Table 5.4, the single firing rate of the detector due to natural radioactivity 

will be in the range of 75 - 298 Hz, and the 9-block triple coincidence rate in the 

range of 13 - 48 Hz. The optimistic numbers assume that the low-activity gravel, or 

something similar, will be used to mix the concrete and that by using a compressed 

air flow, the radon level can be reduced by a factor of ten over the outside-air­

ventilated rate measured at Caltech. The optimistic rates are quite achievable; the 

pessimistic values are shown for reference and motivation. It is assumed that the 

natural radioactivities will not contribute to the capture-like accidental rate because 

of the high threshold except in the case of decay inside the scintillator itself, described 

above. 

5.5.2 Muon-Induced Radioactivities 

Based on production rates scaled from KAMIOKANDE data, see section 5.4.4, un­

correlated background from light nuclei is negligible. However , if we assume that 

neutrons produced by muon spallation in the scintillator are simply ejected from 12 C 

nuclei, we can imagine that 11 C and 10C, both 13+ emitters, are produced at the 

measured muon spallat ion rate. A spallation rate of 5.5 n kg-1 d- 1 then produces 

11 C in the 12-ton fiducial volume at a rate of about 0.7 Hz. 11 C has a 13+ endpoint 

energy of only about 900 keV and thus is not efficient at producing triples. However, 
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10C has a (3+ endpoint of about 2.6 MeV. If we assume that 10C and 11 C are pro­

duced at the same rate and that the efficiency for producing triples is the same as for 

neutrino-induced positrons, we arrive at an uncorrelated triples rate of about 0.3 Hz. 

5.5.3 Neutron Soup 

"Neutron soup" refers to the sea of thermal and nearly thermal neutrons present 

in the detector which have not, in the process of thermalizing, created a fast triple 

coincidence. Neutrons produced in the walls which lose enough energy before entering 

the fiducial volume that they are unable to produce triple coincidences become part of 

the soup. In addition neutrons produced inside the detector whose fast coincidences 

are vetoed by their parent muon become part of the soup. As these neutrons capture 

on gadolinium and are detected, they become false delayed-capture signals which can 

complete full uncorrelated background signals if they come close enough after false 

triple coincidences. 

The neutron soup background was simulated in two parts: first neutrons generated 

in the wall were tracked to 10 keV to estimate the rate of neutron captures. Second, 

neutrons were generated in the interior of the detector and the capture rate was 

determined taking into account the veto conditions initiated by the parent muons. 

Neutrons From the Laboratory Walls 

The same data set as for the correlated background estimate was used for this analy­

sis. Monoenergetic neutrons of energies 10, 20, 50, 100, 200, 500, and 1000 MeV were 

produced in the walls and tracked through the detector until they fell below a 10 ke V 

threshold. At this stop:?ing point, the neutron was assumed to capture in the current 

material. If this material was active target scintillator, the neutron was presumed 

to be detected as a capture candidate with an efficiency of 68% (see section 5.3.2). 

The capture efficiency as a function of neutron energy was, as before, linearly inter­

polated a,nd folded with the normalized muon capture and muon spallation spectra 

to determine the actual rate of neutron captures. It was assumed that the muon veto 
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would have no effect on this rate since the neutrons take several µs to thermalize in 

the detector before the characterist ic 28 µs capture time becomes relevant. Thus a 

10 µs veto initiated by a parent muon which happened to hit the veto would kill a fast 

triple produced by that neutron but nearly never the capture signal. The following 

table summarizes the uncorrelated capture-like signal rate due to neutrons from the 

wall, taking into account the 68% detection efficiency. Again, the result is sensitive 

to the spectrum of neutrons from muon spallation; several spectral assumptions are 

shown (see Appendix B.2). 

Neutron Soup from Laboratory Walls 

Background Source Uncorrelated Capture Rate [Hz] 

µ Capture in Walls 0.0009 

µ Spalla.tion in Walls 0.0034-0.058 

-0.5, 10,-1.6 0.022 

-0.5,50,-1.6 0.058 

-1,200,-2 0.0034 

e - E/39 MeV (KAR\IIEN) 0.0082 

Neutrons From Inside the Detector 

Neutrons produced im.ide the detector structure, 1.e., in the veto, the buffer, the 

structural steel, and the fiduc:al volume, are the main source of uncorrelated capture 

events. To simulate this capture rate, Monoenergetic neutrons were produced uni­

formly in all interior detector volumes. (This same data set was used to calculate the 

correlated background due to the non-zero veto inefficiency). The total mass of the 

production volume is 175 tons, of which 90% is water or oil. After the generation 

of each neutron vertex, a muon trajectory was generated from this same vertex to 

identify events in which the muon would hit the fiducial volume. This would initiate 

a 100 µs veto which would reduce the capture contribution of these events by a factor 

of e-(rno--io)/28µsec, where 10 µs is subtracted from the veto time to conservatively 

account for the neutron thermalization time. 

The efficiency curve as a iunction of neutron energy was again linearly interpolated 
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and folded with the muon spallation spectra to determine the capture rate. In this case 

the neutrons from muon capture are negligible in comparison to those from spallation 

because any stopped muon initiates a 300 µs veto. The table below summarizes the 

rate of neutron capt ures due to neutrons produced inside the detector (68% of these 

are actually detected) . 

Neutron Capture Rate with and without 

a µ in the Fiducial Volume 

Background Source Neutrons Captured per Second 

µ Spallation Inside Detector 

(Disregard fiducial µ hit tag) 

-0.5,10,-1.6 

-0.5,50,-1.6 

-1 ,200 ,-2 

e-E/39 M eV (KARMEN) 

µ Spallation Inside Detector 

(Reject fiducial µ hit s) 

-0.5,10,-1.6 

-0 .5,50,-1.6 

-1,200 ,-2 

e-E/39 M eV (KARMEN) 

0.70 

0.79 

0.055 

0.84 

0.072 

0.15 

0.0086 

0.10 

The background capture rate is then given by the following procedure: the events 

which are tagged by the fiducial hit flag are multiplied by a factor of e-90128 to account 

for veto rejection and these are added to the events remaining when fiducial hits are 

rejected. This still underestimates the rate, however, because many near-thermal 

neutrons are produced in the active target scintillator and presumably all capture 

(the candidate spallation spectra are all heavily weighted to low energy). These were 

neglected because the lowest neutron delta function simulated was 1 MeV. To correct 

for this, the conservative assumption was made that every neutron produced in the 

12 tons of active scintillator will capture. Of course these events are all subject to 
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the 100 µs veto. A production rate of 5.5 n kg-1 d- 1 gives 0. 76 Hz of neutrons in the 

12-ton active volume. 0.03 Hz then survive the 100 µs veto to be added to the total 

rate. 

Finally, the total uncorrelated capture-like rate is tabulated below, with the 68% 

detection efficiency taken into account. 

Total Background Capture Rate 

Background Source Uncorrelated Capture Rate [Hz] 

µ Capture in Walls 0.0009 

µ Spallation in ·walls 0.0034 ~ 0.058 

-0.5,10,-1.6 0.022 

-0.5,50,-1.6 0.058 

-1,200 ,-2 0.0034 

e-E/39 M eV (KARMEN) 0.0082 

µ Spallat ion Inside Detector 0.028 ~ 0.14 

-0.5,10,-1.6 0.088 

-0.5,50,-1.6 0.14 

-1,200,-2 0.028 

e-E/39 M eV (KARMEN) 0.11 

Total Capture-Like Rate 0.031 ~ 0.20 

Total for KARMEN spectrum 0.12 

Neutron Soup Triple Coincidences 

The neutron soup is a]so a source of uncorrelated triple coincidences: gamma rays 

from capture on gadolinium in the fiducial volume can produce positron-like triple 

coincidence signals as can 2.2 MeV gammas from neutron capture on protons in the 

surrounding water buffer. However, both are negligible compared to the contributions 

from natural radioactivities: for capture on gadolinium, we see above that in the most 

pessimistic case we have about 0.3 Hz of neutron captures. At a 100% triple efficiency, 

this would increase the total triples rate by about 1 %. For the case of capture on 

protons in the buffer , we can estimate the total neutron production rate in the 100-
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ton buffer to be about 7 Hz. Neutrons produced in the walls and entering the buffer 

bring another 2- 3 Hz. Pessimistically assuming that all these neutrons capture in the 

buffer, we have the equivalent of a 10 Bq source of 2.2 MeV gammas. Comparing this 

to the approximately 1 Bq due to uranium and thorium (see Table 5.4), we see that 

this will add to the triples rate at the level of 10-2 Hz, which is completely negligible. 

5.5.4 Summary of Uncorrelated Backgrounds 

Finally a complete summary of the uncorrelated backgrounds is displayed in Table 5.5. 

Uncorrela.ted triple coincidences and capture-like signals combine to form background 

events if a capture-like signal happens to arrive in the 100 µsec following an accidental 

triple coincidence. This rate is thus the product of the triples rate, the capture rate, 

and the coincidence window: 

or 15 per day if the KARMEN spallation spectrum is taken. For reference, if the 

concrete is made from aggregate as radioactive as the local soil, this rate climbs to 

14 ~ 67 per day. A number of local gravels are yet to be measured before a decision 

about the aggregate is made. 

It should also be noted tl.at the 100 µs window is rather long compared to the 

28 µs capture time of neutrons on Gd. Shortening this window to 50 µs would reduce 

the signal (and correlated background) by 14% and the uncorrelated background by 

50%. The final determination of this interval will depend of the measured background 

rates. Similarly, one might note from the preceding tables that the reduction factor for 

accidental triples in going from the 9- block to the back-to-back topology is a factor 

of 3-4 rather than the 1.6 seen for the signal and correlated background. Still it will 

not be clear until the real background rates are known which topology will maximize 

the statistical significance of the data. The need for a flexible data acquisition system 

is obvious. The singles ra.tes tabulated in Table 5.4 give an indication of the DAQ 

requirements if one wanted, for example, to read out the entire detector every time 
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at least one cell fired between one and ten MeV. This rate will be about 100 Hz. 

5.6 Conclusion 

A full self-consistent simulation of the Palo Verde neutrino detector was undertaken 

using GEANT- GCALOR. The efficiency of neutrino detection was modeled by sim­

ulating the positron and neutron produced in the inverse-,B decay detection reaction. 

Backgrounds due to natural radioactivities, muon-induced radioactivities, and muon­

induced neutrons were studied. The total signal and background rates expected are 

summarized in Table 5.6. It is expected that the correlated background will be mea­

sured during the reactor-off refueling cycles and that the uncorrelated background 

will be measured continuously. The table shows a signal rate of 51 per day and a 

background of between 14 and 103 events per day. As a "middle value" we might take 

the spaliation spectrum measured by KARMEN [71]. This would give a correlated 

rate of about 34 events per day and an uncorrelated rate of 15 per day, or a total 

background of 49 per day. 
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Table 5.4: Uncorrelated triple- coincidence background from natural radioactivities. 
Material Size Isotope Purity Level Background Rate [Hz] 

ppb Bq/kq Singles 9-block Triples 
23su 400 4.9 19 3.5 

Laboratory 392 232Th 400 1.6 21 2.8 
Walls tons 40K 150 47 12 1.7 

:.i3isu 1000 12.4 46 8.8 
232Th 2600 10.5 138 18 
4oK 850 264 67 9.5 

Water 23su 0.001 1 · 10-5 0.01 2. 10-3 

m 100 232Th 0.001 4. 10-6 0.006 1 . 10-3 

Buffer tons 40K 3 · 10-5 1 · 10-5 0.002 2. 10-4 

Steel 1140 23su 1 0.012 0.19 0.025 
Buffer kg 232Th 1 0.004 1.1 0.16 
Tanks 6oco 0.001 0.41 0.068 
Steel 475 23su 1 0.012 0.23 0.055 

Support kg 232Th 1 0.004 1.2 0.30 
Strips 6oco 0.001 0.47 0.15 

Photo- 264 23su 1.2 Bq/PMT 0.72 0.10 
tubes tubes 232Th 1.0 Bq/PMT 0.98 0.15 

40K 20.4 Bq/PMT 1.5 0.25 
Radon 6165 1 I 

222Rn 25 mBq/1 27 7.3 
:.i:.i:.iRn 2.5 mBq/1 2.7 0.73 

Acrylic 3535 23su 0.017 2. 10-4 0.19 0.055 
Tanks kg 232Th 0.021 9 · 10-5 0.087 0.029 

4oK 3. 10-4 1 . 10-4 0.014 0.003 
Black 250 23su 1.9 0.024 1.5 0.43 
PVC kg 232rf h 2.7 0.011 0.79 0.26 

4oK 3.6 1.1 11 2.0 

TOTAL Backgr_o_un_d_R_at_e_: ___ __._I 7_5_~_2_98-----'-l _12_._8 _~_4_7_.6 _ __, 
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Table 5.5: Uncorrelated background rate. The contributions to the triples rate and 
capture rate are shown for the various sources of uncorrelated background. The 
background rate per day is calculated assuming a 100 µs overlap window. The uncer­
tainty in the rate comes from the imperfect knowledge of the spectrum of neutrons 
from muon spallation. 

Source Triples Rate [Hz] Capture Rate [Hz] 
Natural Radioactivities 13 0.01 

µ- induced Radioactivities 0.3 -

Neutron Soup < 0.3 0.03 ~ 0.2 
TOTAL 14 0.04 ~ 0.2 

EVENTS per DAY 5 ~ 24 
lO0µs window 

For KARMEN spectrum: 15 

Table 5.6: Signal and background rates expected in the neutrino detector for the 
9-block topology based on this simulation. The uncertainty in the rates is due to an 
imprecise knowledge of the spectrum of neutrons from muon spallation. The rates 
taking the spallation spectrum measured by KARMEN is shown as an example of 
"middle" values. 

Signal Rate 
Neutrino Events 51 per day 

Background Rate 
Correlated Events 9 ~ 79 per day 

(KARMEN: 34) 
Uncorrelated Events 5 ~ 24 per day 

(KARMEN: 15) 
TOTAL 14 ~ 103 per day 

(KARMEN: 49) 
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Chapter 6 

Systems Under Development 

As the Palo Verde neutrino detector is prepared for installation, there remain a few 

systems to be fully worked out. This chapter presents a brief overview of projects 

currently under development and discusses strategies for their implementation. 

6.1 The Neutron Detection Efficiency 

In Chapter 4, a method of calibrating the positron detection efficiency of the Palo 

Verde detector has been described in detail. The other half of the neutrino efficiency, 

the neutron detection efficiency, must also be measured with an accuracy of a few 

percent. As indicated in Section 5.3.2, one of the largest uncertainties in the estima­

tion of this efficiency is the lack of a complete understanding of the de-excitation of 

158Gd after neutron capture. Thus, a scheme must be developed to generate a known 

flux of neutrons inside the detector in situ to measure the detection efficiency under 

the true operating conditions. Two neutron sources that look promising are SbBe 

and AmBe. 

6.1.1 The SbBe Source 

The compound SbBe source emits neutrons through (,,n) with a Q-value for the 

reaction 1 + 9 Be ~ 8 Be + n of -1.665 MeV. A 1.69-MeV gamma ray is emitted 

with a 49% branching ratio in the decay of 124Sb, initiating the above reaction and 

leaving about 25 keV of kinetic energy for the neutron. This is nicely matched with 

the kinetic energy range (about 10 ~ 100 keV) of neutrons emitted in inverse /3 

decay initiated by reactor antineutrinos. Thus an SbBe source inserted into a target 

cell would simultaneously measure the proper neutron leakage efficiency and the Gd 
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gamma detection probability. 

However, there are two main difficulties associated with this source. The first 

is that SbBe is a source of penetrating 1.69 MeV gamma radiation. Typical SbBe 

sources emit about 107 neutrons per Ci of 124Sb activity. Thus a minimum required 

strength of about 100 Bq in neutrons would require nearly a MBq of gamma strength. 

The gamma energy, 1.69 MeV, is below the 3.5 MeV threshold for the Gd gamma 

burst detection, but at that rate, the chance that an Sb gamma would accidentally 

add with a Gd gamma burst (within about 100 ns), and thus bias the detection 

efficiency, is about 10%. This bias could be reduced to an acceptable level of less 

than 1 % by encapsulating the source in 5 cm of lead. This may not be unreasonable 

as the neutrons will lose very little energy elastically scattering on the heavy lead 

nuclei as they emerge from the source. 

The second difficulty associated with this source is that an absolute calibration of 

the neutron strength is required. It is not enough to calibrate the gamma strength 

of the 124Sb as the neutron yield depends in detail on the geometry of the mixed 

antimony and beryllium. This is not a fundamental problem, but is more difficult 

than using a "self-normalizing" source such as AmBe, described below. 

An SbBe source was used to calibrate the neutron efficiency of the neutrino de­

tector used in the ILL reactor oscillation experiment in Grenoble. [78] 

6.1.2 The AmBe Source 

The compound AmBe source emits neutrons through ( a,n) with a Q-value of 5.7 MeV. 

The a particles, from 241 Am decay, bring in approximately 5 MeV of kinetic energy, 

thus producing neutrons of up to about 10 MeV, the exact energy dependent upon 

slowing of the a 's before interaction, the angle of neutron emission, secondary scat­

tering, etc. In addition, the resulting carbon nucleus is often left in an excited state 

at 4.4 MeV. About 80% of the time, then, the neutron is accompanied by a 4.4 MeV 

de-excitation gamma. The fact that the neutrons are quite a bit more energetic than 

those from neutrino interactions, and those from SbBe, leads to a complication as the 
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neutron range and leakage must be corrected using Monte Carlo calculations. How­

ever, the Gd capture gamma spectrum is still identical to the neutrino interaction 

case. 

A distinct advantage of using AmBe for the calibration is that it is "self-normalizing." 

The recoil of fast neutrons or the scattering of the 4.4 MeV radiation (or both) can 

be used to tag neutron events. After such a high-energy event, the data acquisition 

can wait for a neutron capture signal with the characteristic 28 µs time constant. 

Then the detection efficiency is simply the ratio of capture signals to neutron trig­

gers; no knowledge of the source strength is required. The other advantage of the 

AmBe source is that the only gamma radiation associated with the 241 Am decay is 

at 60 keV and can be easily removed with a 1 or 2-mm-thick lead encapsulation. 

The recent Bugey [21] experiment used AmBe to measure their neutron detection 

efficiency and claim a precision of 3%. 

6.2 The Energy Calibration System 

The energy scale of the detector response spectrum will be calibrated using the Comp­

ton edges of a number of I emitters. A detailed description of this calibration method, 

including the procedure of assigning energy values to features of the Compton spec­

trum, is described in Section 4.5.1. The full detector should be calibrated once or 

twice a month, using some or all of the following I emitters. 
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Source 1 Energy [ke V] Compton Edge [ke V] 

AmBe 4439 4197 

232Th 2614 2386 

6szn 1119 911 

s4Mn 842 646 

131Cs 662 478 

22Na 1274 1062 

511 341 

203Hg 279 146 

s1co 123 40 

Since the radiation from some of these sources is quite low energy and not very 

penetrating, it is probably necessary to calibrate a group of no more than four cells at 

a time. One way to do this is to install a small acrylic or Teflon tube, perhaps 1 cm 

in diameter, in the center of each group of four cells in the detector (see Figure 6.1). 

Small, encapsulated sources could then be fed through the tube on a string and spectra 

acquired from the four surrounding cells. To fully instrument the 6 by 11 target cell 

array, 18 such tubes will be required. Running up to 8 sources through 18 calibration 

tubes can be quite time consuming and will probably necessitate automation of the 

system. It would not be difficult, for example, to construct a system of pulleys that 

could feed a source on one long string back and forth through all 18 calibration tubes. 

Between calibrations, the tube gains and scintillator transparency would be monitored 

using an LED system, such as the one described below. 

6.3 The LED Gain Monitor 

Each of the 66 target cells will be fitted with one or more LED's to allow monitoring 

of the phototube gains and to make interpolations of the energy scale between source 

calibration runs. The LED will be driven by a pulser which will also gate the ADC 

reading out the phototubes. A Gaussian fit to the LED spectrum allows determination 
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Source Calibration 
Tube 

Figure 6.1: A group of four cells illustrating the placement of an energy calibration 
tube. To fully instrument the 66-cell detector, 18 such tubes would be required. 

of the gain of the system as well as the number of photoelectrons per ADC channel: 

and 

(]"2 

G=--­
P - ped' 

where P is the position of the LED peak, in ADC channels, ped is the measured ADC 

charge pedestal, O" is the Gaussian width of the LED peak, and G and N are the 

system gain and number of photoelectrons, respectively. The determination of these 

quantities is independent of the absolute LED intensity, i.e., it is not necessary that 

the LED pulse contain the same number of photons from run to run. However, it is 

necessary that the LED pulses be stable within a run. Any drifting of the LED output 

would cause artificial broadening of the peak and therefore an incorrect calculation of 

the gain and photoelectron calibration. For this reason it may be necessary to install 

a photodiode monitor next to each LED. Photodiodes are available that are stable to 

better than 1 % and could be used, by reading out their voltage with another ADC, 

to monitor the intensity of the LED pulses. With such a stabilized light source, a 

shift in the position of the LED peak would be an immediate indication of a change 

in either the gain or in the number of photoelectrons generated at the phototube. 
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The quantities G and N, above, could then be calculated. For a change in G, the 

high voltage of the phototube would be adjusted to compensate for the gain drift. A 

change in N, however, cannot be compensated for as it would be caused either by 

a change in the transparency of the scintillator or by a degradation of the quantum 

efficiency of the phototube. In this case the LED data would be used to interpolate the 

calibration until the next radioactive source run which would reestablish the mapping 

of photoelectrons to energy. 
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Appendix A 

Details on the Positron Detection 

Efficiency Calibration 

A.I Chemical Preparation of the Source 

68Ge is commercially available in the form of germanic acid carried in dilute hydrochlo­

ric acid. It can be converted to germanium tetrachloride ( GeC l4 ) by the addition of 

concentrated HCl sufficient to bring the solution to eight molar strength. In this 

form, it is soluble in pseudocumene, a benzene derivative which makes about 30% of 

the Palo Verde liquid scintillator. A local radiochemical company twice attempted 

to prepare a source in this manner, but in both cases the source was chemically un­

stable; a large fraction of the germanium activity would quickly adhere to the walls 

of the vessel containing it. See section 4.4 for a description of how this determina­

tion was made. A likely cause of this instability is the weakness of the Ge-Cl bond 

which probably caused the germanium to bond immediately with any oxygen present 

either in the walls of the vessel or in the water contaminating the liquid scintillator. 

To avoid this problem, the compound tetra-n-butylgermane, which saturates the 

germanium bond sites with relatively strong bonds, was synthesized [54]. Starting 

from radioactive 68Ge in the form of carrier-free germanic acid in 0.5 M HCl, the 

tetra-n- butylgermane was synthesized as follows. 

A.1.1 Isotope Exchange Procedure 

Germanium tetrachloride is quite volatile and reacts violently with water. Therefore, 

all glassware that was to come in contact with the material was dried in an oven and 

sealed under nitrogen, and the germanium tetrachloride was handled only after being 
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cooled in an ice bath. 

100 µl, corresponding to 100 µCi, of the radioactive germanium solution were 

added to a dry flask, sealed under nitrogen and cooled in an ice bath. To this solution 

was added 200 µl of concentrated hydrochloric acid to bring the solution to 8 M in 

HCl and convert the germanic acid to germanium tetrachloride. Approximately 0.5 g 

(270 µl) of stable germanium tetrachloride was added and the mixture stirred for 30 

minutes in an ice bath to extract the radioactive 68Ge into the GeC14 carrier. After 

stirring, the mixture was allowed to stand for several minutes after which 200 µl of 

GeC14, now doped with 68 Ge, were extracted by syringe from the bottom of the flask 

with the intention of leaving most of the lighter HCl behind. Over 20% of the 68Ge 

activity was extracted using this method. 

A.1.2 Tetra-n-butylgermane Synthesis 

The 200 µl (1.72 mmol) of GeC14 doped with 68 Ge were placed into a dried 100 ml 

flask, sealed under nitrogen and cooled in an ice bath. Figure A.l depicts the appa­

ratus. Through a rubber septum, 5 ml of hexane was injected by syringe to act as a 

medium for the reaction. While stirring, 7 ml (11.2 mmol) of a 1.6 Mn-butyl lithium 

in hexane solution was slowly added by syringe to provide excess reagent for the syn­

thesis of tetra-n-butylgermane (see Figure A.2). The reaction was stirred for 30 m 

in an ice bath and then allowed to warm to room temperature and was stirred for 

another hour. The flask was again cooled in an ice bath and 10 ml of distilled water 

were added and the mixture stirred vigorously for 10 m. Next the solution was trans­

ferred to a 100 ml separatory funnel and allowed to stand for several minutes while the 

immiscible liquids separated. The lower layer, consisting of water containing lithium 

chloride, was then drained from the funnel leaving behind the hexane containing the 

tetra-n-butylgermane. This washing was repeated with another 10 ml of distilled wa­

ter and then once more, using a saturated sodium chloride solution (brine). Finally, 

the washed hexane solution was poured into a flask containing approximately two g of 

anhydrous magnesium sulfate (MgSO4) and was stirred vigorously for about 20 min 
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/ Rubber Septum 

Figure A.1: Tetra-n-butylgermane synthesis apparatus. 

hexane 
4 Li (CH2) f H 

3 
+ Ge Cl 4 > 

CHCHCH
3 I 

CHf HHC - Ge - CHCHCH 
3 I 

CHCHCH
3 

Figure A.2: Tetra-n-butylgermane synthesis reaction. 

+ 4 LiCI 

order to absorb the remaining water. The solution was poured through a fine fritted 

filter to remove the magnesium sulfate, and the hexane solution was collected in a 

flask. After collection, the filter still contained a significant amount of 68Ge, so 10 ml 

of hexane was added to the filter for a second collection. The hexane solution was 

finally dissolved in about 50 ml of liquid scintillator to make the calibration solution. 

This solution contained a total of about 20 µCi of 68 Ge, or 20% of the amount started 

with. 
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A.2 Effect of Ge Loading on Scintillator Proper-

ties 

A sample of scintillator was prepared and loaded with germanium in the form of tetra­

n-butylgermane at the level of 2 ppm. This concentration is approximately a factor 

of 1000 higher than that to be used in the actual calibration run. Measurements 

of the scintillator attenuation length and light yield were made to verify that the 

germanium compound does not affect the optical properties of the scintillator. 

A.2.1 Attenuation Length 

The attenuation length was measured using the apparatus pictured in Figure A.3. 

Light from a blue LED, driven by a pulser, passes through a 440 nm filter and 

then emerges through a small pinhole. The rays are focused to parallel by a 7-cm­

focal-length lens placed one focal length away from the pinhole. The parallel beam 

shines down a 1.5 m hollow aluminum pipe with an inside diameter of about 3 cm. 

At the bottom of the pipe is a glass window behind which a photomultiplier tube 

detects the emerging light. Liquid scintillator is filled into the aluminum pipe, and 

the response of the phototube as a function of the height of the liquid gives a measure 

of the attenuation length at 440 nm. Data is acquired using a peak-sensing ADC 

gated by the trigger output of the pulser driving the LED. This method of gating is 

used to minimize the background from actual scintillation light produced by natural 

radioactivities. This background was measured with the tube full of scintillator by 

triggering on the pulser, but unplugging the LED, and was found to contribute less 

than a part in 10,000. Measurements of the LED peak position were made as the 

scintillator entered the tube at liquid heights of 20, 40, 60, 80, and 100 cm. The liquid 

was then drained out and measurements were made at 90, 70, 50, 30, and 20 cm. This 

staggering of points improved the immunity of the measurement to tube gain drifts or 

changes in LED light output. The data for the unloaded and loaded scintillator are 

displayed in Figure A.4. The attenuation lengths of both samples match to within 
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Figure A.3: Apparatus used to measure the attenuation length of liquid scintillator. 
The scintillator reservoir is raised or lowered and the stopcock opened to change the 
height of the scintillator in the aluminum measuring tube. 

one standard deviation. 

A.2.2 Light Yield 

The light yield of the Ge-loaded and unloaded scintillators were compared usmg 

a simple apparatus. A small Pyrex petri dish, about 5 cm in diameter and 1 cm 

deep, was optically coupled to a three-inch phototube, oriented vertically. 20 ml of 

scintillator was then pipetted into the dish and a 207Bi source, which emits 1.06 MeV 

conversion electrons, was placed above the scintillator. The phototube was then read 

out into a charge ADC. By comparing the position of the electron peak, which is 

proportional to the number of photoelectrons produced, using the Ge-loaded and 

unloaded scintillators, one can compare their relative light output. However, any 
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Attenuation Length Measurements 

L 8 
+1.1m 

= .Sm_0.9m 

Unloaded Scintillator 
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Liquid height (cm) 

Figure A.4: Attenuation Length of Ge-loaded and unloaded scintillator. The top 
curve was measured with 1.4 liters of fresh scintillator. The sample was then loaded 
with tetra-n-butylgermane at the level of 2 ppm of germanium and remeasured. The 
bottom curve represents this measurement. 
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change in the phototube gain between the two measurements would cause a shift 

of the peak position unrelated to the light yield. So to monitor the tube gain, an 

LED, driven by a pulser, was positioned to shine onto the phototube. Then since 

the photoelectron distribution obeys Poisson statistics, which becomes essentially 

Gaussian for a mean value greater than 10 or so, the position of the LED peak will 

be directly proportional to the number of photoelectrons, N, and the width of the 

peak will be proportional to the square root of N. The constant of proportionality 

is just the overall system gain, G, which is a product of the phototube gain and the 

ADC conversion gain. Thus with a measurement of the LED peak position, P, in 

channels, and its full-width-half-maximum, FW HM, the system gain and number 

of photoelectrons produced by the LED can be characterized as follows: 

and 

So 

and 

P = G · N + ped, 

a= FW HM = G. -JN. 
2.35 

( FWHM)2 
G _ 2.3s 

- (P - ped)' 

[ l 
2 (P - ped) 

N = (FWHM) ' 
2.35 

where ped is the measured ADC pedestal value. The 207Bi spectra for the Ge-loaded 

and unloaded scintillator are shown in Figure A.5. Table A.1 summarizes the results. 

The light yield of the scintillator is unaffected by the addition of 2 ppm of germanium. 
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Light Yield Comparison 
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Figure A.5: Spectrum of 207Bi measured using unloaded (top) and Ge-loaded (bot­
tom) scintillator. The 1.06 MeV electron line is visible along with source-related 
Compton background. An LED was used to monitor the phototube gain and tuned 
to enter the spectrum well above the bismuth peak. 
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Table A.l: Results of a measurement of the light yield of unloaded and Ge- loaded 
scintillator. The (apparatus- dependent) number of photoelectrons per Me V deposited 
energy are compared and found to agree at the level of one standard deviation. The 
table summarizes the positions, in ADC channels, of the 1.06 MeV electron line and 
the LED peaks. The ADC charge pedestal was measured to be 31 channels. 

Scintillator: Unloaded Ge-loaded 
1.06 MeV 585 ±10 580 ±10 

Electron Line: 
LED Peak: 1384 ±1 1344 ±1 

LED Width (er): 67.6 ±1 67.1 ±1 
Number of LED 401 383 
Photoelectrons: 

Gain 0.296 0.292 
(p.e. / channel): 

Light Yield 155 ±3 151 ±3 
(p.e. / MeV) 
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Appendix B 

Details of the Detector Simulation 

B.1 The Tracking of Neutrons From the Walls 

In calculating the neutron backgrounds, neutrons of discrete energies were generated 

uniformly in a 60-cm-thick concrete wall. It is important to verify that this produc­

tion volume is sufficient, i.e., that neutrons from deeper in the walls cannot contribute 

to the background rate. To investigate this , the flux of neutrons exiting the labora­

tory walls was studied as a function of the production volume. Figure B.1 depicts 

the active wall volume as a function depth and neutron energy. It is clear from the 

plots that at large neutron energies(> 100 MeV) the flux of neutrons entering the lab 

levels off only at production depths of about 120 or 130 cm. However, the neutrons 

produced at depths of more than 60 cm in the wall are strongly degraded in energy 

by the time they enter the lab and are not as efficient at producing background as 

are the neutrons from the first few cm. In fact, 1000 MeV neutrons were generated 

uniformly in a wall 130 cm thick, and it was found that the induced background was 

the same as from a 60- cm wall . Thus the 60- cm production depth is determined to 

be sufficient. 

As the neutrons are tracked toward the fiducial volume, histograms of the neutron 

kinetic energy and secondary gamma energy are produced at the entry point of several 

interesting volumes. The following table describes the volume names referred to in 

later figures: 
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Neutron production volume scaling 
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Figure B.l: The flux of neutrons entering the lab is plotted as a function of wall 
depth. It is found that the flux saturates at depths of about 120-130 cm for the 
highest energy neutrons. However, it is also determined that the extra flux generated 
by taking a thicker production volume does not affect the induced background rate 
because it is so strongly degraded. 

ARM1 

DDT1 

DDT2 

DDT3 

Scintillator 

Simulation Volumes 

The air inside the laboratory surrounding 

the entire detector. 

An imaginary surface just outside the 

muon veto cells. 

An imaginary surface between the muon veto 

cells and the buffer tanks. 

An imaginary surface enclosing the 9- m tanks 

(and their oil buffer end caps). 

The active volume of the target cells 

(excludes oil, acrylic, air, etc.). 
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As an example of the neutron propagation from the walls, Figures B.2 and B.3 

display neutron and gamma ray spectra due to 20 MeV neutrons produced in the 

walls . 

20 MeV neutrons from concrete 
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Figure B.2: An example of neutron propagation from the walls. 300,000 20-MeV neu­
trons are produced in the concrete walls. The neutron kinetic energy is histogrammed 
as it enters various volumes in the detector. 

It is interesting to extract from this data the shielding power of the veto and 

passive buffer. Some of the reduction in flux between the various volumes is of course 

due to solid angle (surface area ratios). In order to isolate the real shielding factors of 

the veto and buffer, a simulation was run in which the veto scintillator, oil buffer, and 

water buffer were all replaced by air. The flux reductions in this case were assumed to 

be purely geometrical. The total reduction in flux with the buffers and veto full was 

then divided by this geometrical reduction factor to arrive at the true bulk shielding 
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factor for these materials as a function of energy. Figure B.4 displays these shielding 

factors for the 25-cm-thick veto and 100-cm- thick water buffer. 

From the shielding factors and from the concrete production volume scaling, one 

can also extract approximate neutron removal cross sections. (Removal is defined 

here as degradation below 2 Me V). The results are approximate because an average 

thickness was used, and, except in the case of the concrete, the input spectrum 

is continuous rather than a delta function. (See Figure B.2, for example). But 

the results serve to show that the neutron removal lengths extracted are at least 

reasonable. Figure B.5 displays these results . 
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20 MeV neutrons from concrete, secondary gammas 
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Figure B.3: An example of secondary gammas produced by neutrons from the walls. 
300,000 20-MeV neutrons are generated in the concrete. The left column displays the 
energy of secondary gammas entering various detector volumes. The right column 
depicts the energy distribution of secondary gammas produced in each volume. The 
4.4 MeV and 6 MeV gammas due to inelastic interactions with carbon and oxygen in 
the oil and water, respectively, are visible. 
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Figure B.4: The shielding factor due to the veto and buffer are displayed. The 
geometrical flux reduction has been factored out so the curves display true bulk flux 
removal. The average thickness of the veto is about 25 cm and the buffer, 100 cm. 
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Neut ron Absorption Length in Simula ted Ma teria ls 
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Figure B.5: Approximate neutron removal lengths for oil, water, and concrete ex­
tracted from the simulation. Oil and water show roughly the same absorption length, 
and that in concrete is shorter by a factor of 2 - 3, which is also the density ratio. 
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B.2 Analysis of the Neutron Spectra From Muon 

Capture and Spallation 

B.2.1 Neutrons From Muon Capture 

Neutrons of energy up to 100 MeV are produced by muon capture on nuclei in the 

laboratory walls. Following the discussion in [65] , the neutron production rate can 

be calculated per kg of rock at the laboratory depth of 46 mwe: 

where 

Iµ- = Number of stopping µ- per kg and day. 

fc = Elemental fractions in target material. 

id = Fraction ofµ- 's captured (rather than decayed). 

fn = Neutron multiplicity per capture. 

Theµ- stopping rate at 46 mwe is about 12 per kg and day [65]. Assuming that 

the concrete is composed mainly of Si02 , one can calculate the elemental fraction of 

oxygen and silicon: 

where aj and Zj are the atomic fraction and charge of the Ph element of the compound. 

So 
14 16 

(fc)Si = 
30 

= 0.467, (fc)o = 
30 

= 0.533. 

And from [65], the capture probabilities on O and Si are 

(!d)si = 0.6, (h)o = 0.2, 

and the average neutron multiplicity, fn, is about 1.1. So the neutron production rate 
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is given by 

or 
p _ neutrons 

- 5.1 kg. d . 

The spectrum of these neutrons is measured [64] to go as 

S(E) = dN(E) = e-E/10 
- dE ' 

where Eis the neutron energy measured in MeV. The mass of the production volume, 

60 cm of concrete, is calculated to be 8.36 • 105 kg, resulting in 4.26 • 106 capture 

neutrons produced per day. 

The background rate is then calculated by integrating the product of the normal­

ized energy spectrum and the neutron triple coincidence efficiency curve (Figure 5.13). 

The triple efficiency curve is linearly interpolated such that the triple efficiency be­

tween two energies E 1 and E 2 is given by 

t(E) = m · E + b. 

Then the number of background events, Ni, in this energy interval is given by 

For the same cuts used for the positron data analysis, this results in a background 

triple rate from muon capture of 3.5 triples per day. The delayed neutron capture is 

then detected with an efficiency of 68%. (The neutron is presumed to be contained). 

This gives a correlated background, due to neutrons from muon capture, of 2.4 per 

day. Figure B.6 shows the contribution of each energy bin to this total. 
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Figure B.6: Triples rate due to neutrons from muon capture as a function of energy 
in the laboratory walls. 

B.2.2 Neutrons From Muon Spallation 

Neutrons of several hundred MeV and beyond are produced by muon spallation of 

nuclei in the laboratory walls. The integral yield of such neutrons has been mea­

sured [66] at 20 mwe depth to be 

ncm2 

Y = (3.4 ± 0.7) · 10-5
--. 
µ g 

This yield can then be integrated over all muon path lengths and normalized to the 

muon flux at 46 mwe, which is 14+- through a horizontal surface, to arrive at a 
m •sec 

production rate in terms of neutrons per kg and day: first one relates the flux through 

a horizontal unit area, Iµ, to the flux per unit horizontal area and solid angle about 

the vertical , I 0 : 

1271' 171'/2 27r 
Iµ = I0 • cos2 0 · cos 0 · sin 0d0d¢> = -I0 • 

~=0 0=0 4 

So at 46 mwe, I 0 = 8.9 2 µ d. Now consider a slab of horizontal area A, thickness 
m •s·stera 

d, and density p, such that the mass M = p ·A· d (see Figure B.7) . Then the p · x 
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path length of a muon traversing the slab at an angle 0 with respect to the vertical 

is given by p · x = d/ cos 0. Thus the neutron yield per unit mass is given by 

l 1 p · d 3 2?T I = - A · I · Y · -- cos 0d0 = - · 86400 · I · Y 
n M n ° cos 0 30 ° ' 

or 

I 
_ neutrons 

n - 5.5 kg. d . 

d 

Figure B.7: Muon path lengths integrated over slab of mass M to calculate yield of 
spallation neutrons per kg and day. 

The spectral shape of the neutrons emitted by muon spallation is a matter of some 

uncertainty. S. Hayakawa [67] finds the differential spectrum of neutrons produced 

by muons underground to fall off as E- 2 up to several hundred MeV. J.C. Barton [68] 

presents a measurement of muon-induced neutrons and states that "neutrons ... fall 

off as E-0
·
5 between 10 and 50 MeV but more rapidly at higher energies ... " D.H. 

Perkins [69] presents a calculation of backgrounds in the Soudan 2 detector in which 

he finds the spectrum of neutrons produced by inelastic muon interactions to fall off 

as E-1.5
_ A calculation by O.G. Ryazhskaya [70] presents a neutron spectrum falling 

as E-1 up to 200 MeV and steepening to E-2 at higher energies. And a measurement 

by the KARMEN collaboration [71] finds that the spectrum of neutrons from muon 

interactions fits an exponential spectrum, e-E/39 MeV_ 
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From a purely mathematical point of view, convergence of the spectrum of neu­

trons requires that it be flatter than E-1 as E approaches 0, and steeper than E-1 at 

large energies. In addition , any spectrum falling more slowly than E-2 will have infi­

nite average energy, suggesting that the spectrum must be cut off or fall very steeply 

at some high energy. As a constraint on the average neutron energy, one can consider 

the total muon energy loss due to hadronic processes, governed by the formula 

dE - = -bE [72] 
dx 

where b is approximately equal to 5 • 10-7 per g/cm2. An average muon energy of 

about 12 GeV at 46 mwe then results in about 6-10-3 MeV loss per g/cm2. Comparing 

this to the neutron production rate of 3.4 • 10-5 neutrons per g/ cm2 gives an average 

energy per neutron of about 170 MeV, assuming all of the energy goes to producing 

neutrons. In fact, a good fraction of the energy probably goes to producing hadronic 

jets, mesons, etc., so one can probably state that the average energy of neutrons from 

spallation should be some tens of Me V. 

For the purpose of background estimation, several candidate spallation spectra 

were chosen based on the above constraints. In the case of power- law spectra, it 

was assumed that the spectrum first falls slowly then changes discontinuously to a 

steeper power at some "kink" energy. The spectra were assumed to fall abruptly to 

zero above 1000 Me V, the largest neutron energy simulated. The following table and 

Figure B.8 summarize the spectra simulated. 
E-pl Kink Energy E-p2 Average Energy 

0 < E < kink (MeV) kink < E < 1000 (MeV) 

-0.5 10 -1.6 40 MeV 

-0.5 50 -1.6 133 MeV 

-1 200 -2 5 MeV 

e-E/39MeV (KARMEN) 40 MeV 

The average energies of the above power-law spectra are a function of the upper 

energy cutoff of 1000 MeV. From the above table one can conclude that extending 
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Figure B.8: Candidate neutron production spectra from muon spallation. Three 
differential power-law spectra are shown with low- energy power, kink , high-energy 
power parameters of -0.5, 10, -1.6; -0.5 , 50 , -1.6; and -1 , 200 , -2. The exponential 
spectrum measured by KARMEN [71] is also shown with neutron energy going as 
e-E / 39M eV_ All spectra are normalized to neutrons produced per day. 

the neutron spectra to 1000 MeV is sufficient and perhaps conservative. One might 

also conclude that the Ryazhskaya spectrum places too many neutrons at low energy, 

though this is a very approximate constraint. 

The background rates were estimated as for the neutrons from muon capture: the 

triple efficiency curve was linearly interpolated and integrated with the spallation 

neutron spectrum. The production volume is calculated to be 8.36 · 105 kg, resulting 

in 4.60 · 106 spallation neutrons produced per day. The number of triple coincidences 

per day, Ni, produced by neutrons having energy between E1 and E2 in the walls is 
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given by 

[ 

E-b1 +2 E-b1 +1 l E2 
N; = a1 · m · --- + a1 · b · ---

2 - b1 1 - b1 E1 

where a1 is the normalization factor, b1 is the relevant energy power, and m and 

b are the slope and intercept of the efficiency interpolation. For the case of the 

KARMEN [71] exponential fit, the integral is similar to that of the capture neutrons. 

Following a triple coincidence, the neutron must capture on gadolinium and be 

detected. As for the case of the neutrons from muon capture, this efficiency is taken 

to be 68%. Table B.l summarizes the background due to spallation neutrons, and 

Figure B.9 breaks down the spectral contributions. A contour plot is shown in Fig­

ure B.10 to illustrate the rate dependence on the spectral parameters. 

Table B.l: Background due to neutrons created by muon spallation in the laboratory 
walls. Four candidate spallation spectra are shown to indicate the sensitivity of this 
rate to the spectral shape. 

E-pl Kink Energy E-p2 Correlated Events Per Day 
0 < E < kink (MeV) kink < E < 1000 

-0.5 10 -1.6 29 
-0.5 50 -1.6 75 
-1 200 -2 5 

e-E/39MeV (KARMEN) 30 

B.2.3 Leakage Through the Veto 

Neutrons produced by muon spallation and muon capture in the interior volumes of 

the detector are also a source of correlated background if the parent muon manages 

to leak through the veto undetected. To estimate this contribution, monoenergetic 

neutrons of the same energies as above were generated in the veto, buffer, fiducial 

volume, and structural steel of the detector. The total mass of this production volume 

is 1.74 · 105 kg, the majority water and oil. The spallation neutron production yield 

is again 5.5 n kg-1 d-1 , resulting in 9.6 • 105 neutrons per day. The capture neutron 
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Figure B.9: Triples rate due to neutrons from muon spallation. The spectral contribu­
tion to the triples rate is shown for spallation neutrons for each of the four candidate 
spectra. The contribution of neutrons above 1000 MeV would appear to be non neg­
ligible, but consideration of the average neutron energy indicates that cutting off the 
neutron spectrum at 1000 Mev is probably a good approximation. 

production rate is calculated, again following [65], to be 2 n kg-1 d-1 for H 20 and 

1 n kg- 1 d-1 for CH2 • The ratio of water to oil in the interior production volume 

is about 1. 7 to 1, so we take an average production rate of 1.6 n kg- 1 d- 1
, giving 

2.8 · 105 neutrons per day from muon capture. The background rates are calculated 

using the same procedure as for neutrons from the walls. 

Triple coincidences produced by these neutrons contribute to the correlated back­

ground only if the parent muon is undetected. The inefficiency of the muon veto is 

dominated by leakage through regions of inactive material and cracks in the coverage. 
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Figure B.10: Contour plot of the background triple rate due to neutrons from muon 
spallation. The triple rate is plotted as a function of the high-energy exponent and 
kink position. The low-energy exponent is assumed here to be -0.5. The lower figure 
displays contours of constant triple rate. To calculate the correlated background rate, 
the triples rate should be multiplied by 68%. 

A pessimistic estimate of the leakage can be made by taking the ratio of inactive to 

active surface area and assuming all incident muons arrive parallel to the crack. This 

results in a leakage rate of about 2%. In the case of neutrons from muon spallation, 

the muon survives and thus must both enter and exit the detector undetected to be 

missed. The probability of this occurring is then 4.10-4
• In the case of muon capture, 

the muon disappears and thus must be missed only on entry to be undetected. This 

probability is then 2%. 

In some cases the parent muon may hit the fiducial volume. In this case it 1s 
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assumed that the muon is detected because of the large energy deposit in the target 

cells: as each neutron is simulated, a muon track is generated and a calculation is made 

to determine whether the muon has hit the fiducial volume. Table B.2 summarizes 

the results of this calculation: a 98% hermetic veto will allow less than 1 event per 

day due to neutron production inside the detector by unvetoed muons. If the flag 

tagging fiducial volume hits is ignored, the rate climbs up by a factor of about 10, 

but this rate is still small compared to other correlated backgrounds. 

Table B.2: Background rate from neutrons produced inside the detector by muons 
leaking through the veto. The veto is pessimistically assumed to be only 98% her­
metic, i.e., a muon has a 2% chance of leaking into or out of the detector without being 
detected. The worst-case spallation spectrum is assumed: E-0

·
5 from 0-50 Me V, and 

E-1.6 from 50-1000 MeV. A 68% neutron capture detection efficiency is assumed. 

Neutron Source Correlated Events Per Day Correlated Events Per Day 
No Veto 98% Hermetic Veto 

Spallation 239 / day 0.09 / day 
Capture 20 / day 0.4 / day 
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B.3 Modeling Radioactive 'Y Cascades 

The simulation of natural radioactivity in the laboratory walls and detector structure 

requires an accurate description of the , energy spectrum as well as the multiplicity 

distribution. The radioisotopes investigated, 4°K, 232Th, 238U, 222Rn, and 6°Co, have 

complex decay schemes, in some cases including several radioactive daughters. In 

many cases the nuclei de-excite through intermediate levels, producing several gam­

mas in coincidence and enhancing the probability of mimicking a positron signal in the 

detector. Thus any accurate estimate of the background rate must include a treat­

ment of multiple- gamma cascades. The full decay schemes of the various isotopes 

were compiled from the data in [74]. The intensity of each gamma line with a total 

branching greater than 1% and energy greater than 100 keV was divided between all 

cascades in which it appeared, and a cascade probability table was calculated. Ta­

bles B.3, B.4, B.5, B.6, and B.7 report the cascade probabilities calculated and used 

in the simulation. At each vertex generated, a cascade was picked randomly according 

to the probability distribution. The simulation parameters were then saved until all 

gammas in the chosen cascade had been tracked such that all energy deposits were 

summed as if the cascade had been a single event. Each isotope and each material 

was simulated independently to allow subsequent calculation of the background from 

any combination of contaminants in the material. 
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Table B.3: Cascade probability table for the 238U decay chain. The absolute intensity 
of each gamma line is divided among all cascades in which it participates. 

,!jl.!U Cascade Probability Table 
Cascade Probabilities Listed per 100 238U Decays 

Cascade Gamma Energies Cascade Probability Gamma Multiplicity 
186 keV 3.3 3.3 
352 keV 36.7 36.7 
295 keV 18.9 18.9 
242 keV 7.6 7.6 
2448 keV 1.55 1.55 
2204 keV 5.0 5.0 
2119 keV 1.21 1.21 

1509, 609 keV 2.23 4.46 
1408, 609 keV 2.5 5.0 
1402, 609 keV 1.4 2.8 
1281, 609 keV 1.5 3.0 

1847 keV 2.1 2.1 
1238, 609 ke V 5.9 11.8 

1764 keV 15.8 15.8 
1120, 609 keV 15.0 30.0 

1729 keV 3.03 3.03 
1661 keV 1.15 1.15 

934, 609 keV 3.2 6.4 
1378 keV 4.12 4.12 

806, 609 keV 1.23 2.46 
769, 609 keV 4.9 9.8 
665 , 609 keV 1.6 3.2 

609 keV 6.6 6.6 
TOTAL Multiplicity: 185.98 ,'s per 100 ,ljl.!U decays 
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Table B.4: Cascade probability table for the 232Th decay chain. The absolute inten­
sity of each gamma line is divided among all cascades in which it participates. 

:.i3:.iTh Cascade Probability Table 
Cascade Probabilities Listed per 100 232Th Decays 

Cascade Gamma Energies Cascade Probability Gamma Multiplicity 
1630 keV 1.5 1.5 
1588 keV 3.5 3.5 
1459 keV 0.9 0.9 
969 keV 11.6 11.6 

463, 969 keV 4.6 9.2 
911 keV 27 27 
836 keV 1.7 1.7 

328, 795, 338 keV 2.24 6.72 
328, 975, 209 keV 0.8 2.4 

795, 338 keV 0.99 1.98 
795, 209 keV 0.36 0.72 

338 keV 8.67 8.67 
773 keV 1.6 1.6 

409, 964 keV 2.05 4.1 
964 keV 2.65 2.65 
270 keV 3.61 3.61 
209 keV 3.13 3.13 
241 keV 3.9 3.9 
238 keV 43.5 43.5 
300 keV 3.3 3.3 

785, 727 keV 1.1 2.2 
727 keV 5.2 5.2 
1621 keV 1.5 1.5 

511, 583, 2614 keV 7.75 23.25 
860, 2614 keV 4.3 8.6 

277, 583, 2614 keV 2.44 7.32 
583, 2614 keV 20.7 41.4 

TOTAL Multiplicity: 231.15 1 's per 100 :.i32Th decays 
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Table B.5: Cascade probability table for the 222 Rn decay chain. The absolute inten­
sity of each gamma line is divided among all cascades in which it participates. 

222Rn Cascade Probability Table 
Cascade Probabilities Listed per 100 222Rn Decays 

Cascade Gamma Energies Cascade Probability Gamma Multiplicity 
352 keV 36.7 36.7 
295 keV 18.9 18.9 
242 keV 7.6 7.6 

2448 keV 1.55 1.55 
2204 keV 5.0 5.0 
2119 keV 1.21 1.21 

1509, 609 keV 2.23 4.46 
1408, 609 keV 2.5 5.0 
1402, 609 keV 1.4 2.8 
1281, 609 keV 1.5 3.0 

1847 keV 2.1 2.1 
1238, 609 keV 5.9 11.8 

1764 keV 15.8 15.8 
1120, 609 keV 15.0 30.0 

1729 keV 3.03 3.03 
1661 keV 1.15 1.15 

934, 609 keV 3.2 6.4 
1378 keV 4.12 4.12 

806, 609 keV 1.23 2.46 
769, 609 keV 4.9 9.8 
665, 609 keV 1.6 3.2 

609 keV 6.6 6.6 
TOTAL Multiplicity: 182.68 ,'s per 100 222Rn decays 

Table B.6: Cascade probability table for 4°K decay. The absolute intensity of each 
gamma line is divided among all cascades in which it participates. 

4°K Cascade Probability Table 
Cascade Probabilities Listed per 100 4°K Decays 

Cascade Gamma Energies Cascade Probability Gamma Multiplicity 
1461 keV 10.5 10.5 

TOTAL Multiplicity: 10.5 ,'s per 100 4°K decays 
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Table B. 7: Cascade probability table for 6°Co decay. The absolute intensity of each 
gamma line is divided among all cascades in which it participates. 

6°Co Cascade Probability Table 
Cascade Probabilities Listed per 100 6°Co Decays 

Cascade Gamma Energies Cascade Probability Gamma Multiplicity 
1773, 1332 keV 100 200 

TOTAL Multiplicity: 200 , 's per 100 6°Co decays 
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Appendix C 

Tests of Neutron Tracking with 

GEANT-GCALOR 

C.1 Summary 

The GEANT- GCALOR [57] package was selected to model the interaction of neu­

trons in the Palo Verde neutrino oscillation detector. A comparison of calculations 

made with this code and experimental results from a number of published papers 

is presented. The code is found to be unsuitable for the tracking of neutron beams 

through thick targets because of approximations made in the cross sections above 20 

MeV. However, these approximations do not appear to affect the modeling of neutron 

energy loss in liquid scintillator. Neutron light production in liquid scintillator was 

modeled for a number of detector geometries and for neutron energies ranging from 

10 MeV to 400 MeV. The calculations were found to agree with the experimental 

data to about 30%. 

C.2 Introduction 

Tests of the GEANT-GCALOR neutron code were performed in two parts: the first 

investigated neutron tracking by modeling the scattering of a neutron beam traversing 

thick ( 10 - 100 cm) slabs of iron and concrete. The second investigated detector re­

sponse by modeling scintillation light production by neutrons. The former is relevant 

to the propagation of neutrons from production sites in the earth into the detector 

fiducial volume while the latter is relevant to the detection of background events in 

the scintillator. 
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C.3 Neutron Transport Through Concrete and 

Iron 

The transport of neutrons through thick concrete and iron was studied by mod­

eling the experiment of Ref. [79]. In this experiment, the attenuation of quasi­

monoenergetic neutron beams traversing concrete and iron slabs is investigated. A 

narrow, collimated beam of neutrons is incident on a thick slab, and a small detector is 

placed downstream at zero degrees to the incident beam angle. The detector subtends 

about 2% of the solid angle from the end of the scatterer. At the neutron energies 

used, 22 and 32.5 MeV, I found that the simulation showed consistently more neutrons 

detected downstream than did the experiment. Figure C.1 illustrates a comparison of 

GEANT- GCALOR and experiment for 32.5 MeV neutrons traversing concrete and 

iron. A large discrepancy exists between the simulation and the experiment and ap­

pears to be due to an underestimation of the total interaction cross section modeled 

by GCALOR. By tracking neutrons through iron and noting the distance at which 

the first interaction of any type took place, I extracted the total input cross sections 

which are compared with experimental data [80] obtained from the BNL NNDC data 

base (see Figure C.2). 

From Figure C.2 it is evident that above 20 MeV a significant fraction of the 

total cross section is missing. This is also the point at which tracking is passed from 

the low-energy MICAP package to the NMTC package. This problem was discussed 

with GCALOR authors Christian Zeitnitz and Tony Gabriel [81, 82]. The authors 

indicated that the missing cross section is the elastic portion which is implemented 

above 20 Me V only for hydrogen and helium. The reason this approximation was 

made is that above 10 Me V or so, the neutron elastic cross section is very forward 

peaked. Thus neutron elastic scattering at high energy produces only small angular 

deviations and small energy losses ( especially for the heavier elements). So effectively, 

this approximation replaces small angle scatters with propagation without interaction. 
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Figure C. l: The peak fluence of neutrons traversing slabs of concrete (top) and iron 
(bottom) is plotted. The fraction of neutrons emerging from the slab and detected in 
a downstream detector subtending 2% of 41r is plotted along they axis. The GEANT­
GCALOR simulated data for concrete is fit to an attenuation length of 21.7 cm as 
compared to the experimental value of 12.9 cm. For iron, GEANT- GCALOR gives 
11.5 cm compared to the experimental 7.4 cm. 
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Figure C.2: Total Neutron Cross Section on Iron. Points extracted from a GEANT­
GCALOR simulation are compared with experimental data. 
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C.3.1 Effect on the Palo Verde Detector Simulation 

It is clear from Figure C.l that these approximations made in GCALOR do not allow 

for reliable tracking of neutron beams where scattering at small angles is certainly 

important in removing collimated flux. However, in the case of the bulk attenuation 

of a relatively isotropic neutron source, this approximation seems quite reasonable. 

Since little energy is lost in forward scattering, the net effect of this cross section, had 

it been included, would be to further randomize a momentum distribution that was 

random to begin with. So this will not likely cause problems in tracking neutrons 

produced in the underground laboratory walls as they make their way towards the 

detector. The angular distribution of neutrons following muon spallation is unknown 

but is probably either isotropic or somewhat peaked in the direction of the parent 

muon. In any case the overall effect is a fairly uniform or somewhat downward-going 

distribution of neutron momenta that would remain essentially unchanged on average 

by the inclusion of small angle elastic scattering. As neutrons are tracked toward the 

fiducial volume, neutrons that should have been kicked away by small angle elastic 

collisions will be compensated for by those that would have been be kicked toward 

the detector by the same process. 

C.4 Neutron Detection Efficiency of Liquid Scin­

tillator 

The GEANT-GCALOR code was used to model the response of several different 

liquid scintillation detectors to incident neutrons. The calculations were compared 

with experimental data for neutron energies ranging from 10 to 400 MeV. 

C.4.1 Neutron Light Production in Scintillator 

Liquid scintillators are generally calibrated using gamma emitters: the intensity of 

light produced is measured as a function of energy deposited by ionizing Compton 

electrons. Neutrons , however, lose energy through interactions with nuclei, and in 
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many cases light is generated by ionizing heavy particles such as protons or alphas. 

These heavy particles, particularly if stopped in the scintillator, ionize more strongly 

than do electrons, and the resulting high ionization density in the scintillator leads to 

quenching of scintillation light. This causes less light on average to be produced for 

the same energy loss by heavy particles. Thus to model light production by neutrons , 

it is necessary to correct deposited energy for this scintillation light quenching. A 

subroutine was written to convert energy loss into light output at each tracking step 

using the semi-empirical model of Ref. [83]. The differential light yield as a function 

of the particle type and the differential energy loss was parameterized as follows: 

dL = dE[l + K(dE) + C(dE)2J-l 
dx dx dx dx 

where constants K and C were fit to experimental data for various particle types. 

The following table summarizes the energy loss mechanisms of neutrons in scintillator 

along with the ionizing secondary particle type. 

Neutron energy loss and light production 

Interaction Ionizing Particle 

i2c(n, n',)12c e (Compton) 

elastic np scattering p 

12C(n,p)12B p 

12C(n, d)11 B d 

12 C(n,t) 10B t 

12C(n, a)9 Be~ n2a a 

Other processes producing heavier particles are possible, such as the elastic scat­

tering of neutrons on carbon nuclei. However, the recoil energy of these heavier nuclei 

is quite small, and in addition, the quenching is so strong that any light from these 

processes can be neglected [83]. The following table lists the fitted constants used to 

convert deposited energy to light production in electron-equivalent MeV. 
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Particle Energy K C 

[MeV] [g cm-2 Mev-1] [g2 cm-4 MeV-2] 

Proton 10 - 56 87 . 10-4 5. 10-6 

Proton 0.2 - 15 74. 10- 4 15. 10-6 

Deuteron 26 - 42 69. 10-4 2. 10-7 

Triton 20 - 36 40. 10-4 28. 10-6 

Alpha 30 - 46 46. 10-4 14. 10-7 

Neutrons in the Palo Verde detector are simulated up to energies of several hundred 

MeV, beyond the fitted range here, but it is reasonable to extend the conversion 

parameterization to higher energies as it is asymptotically flat and in fact shows 

very little curvature above a few tens of MeV. Figure C.3 illustrates a comparison of 

simulated and experimental data using the above light yield parameterization. 

C.4.2 Neutron Detection Efficiency 

The detector response modeling and energy loss simulation were tested by comparing 

GEANT- GCALOR calculations with a number of published experimental measure­

ments of neutron detection efficiencies [84, 85, 86 , 87]. In all cases, Nuclear Enter­

prises NE213 liquid scintillator was used (density= 0.874 g/cc, H/C = 1.213). The 

experimental detector geometry and incoming flux of neutrons was modeled using 

GEANT-GCALOR. The detection efficiency, defined as the number of events with 

energy deposit exceeding some energy threshold normalized to the number of incident 

neutrons, was calculated and compared with experiment. A brief description of each 

experiment follows , and a graphical comparison with the simulation is displayed in 

figures C.4, C.5, C.6, and C.7. 

The experiment of Ref. [84] was performed at the Los Alamos National Laboratory. 

Neutrons up to 32 MeV were produced by bombarding tritium and deuterium targets 

with protons accelerated in a Van de Graff tandem. Neutrons up to several hundred 

MeV were produced at LAMPF by the bombardment of thin metal foils with 800 MeV 

protons. The neutron energy was determined by time of flight (TOF). In all cases, 
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Energy Loss vs. Light Yield in Liquid Scinitllotor 

40 60 80 
Kinetic Energy (MeV) 

40 60 80 
Kinetic Energy (MeV) 

~ 40 
(I) 

ai 35 
> 
(I) 

6 30 
..... 
-~ 25 
a. 
~ 20 

10 

5 

0 

7 60 
ai 
~ 50 
::::, 
~ 

~ 40 
0 
a. 
~ 30 
..... 
.c 
:3' 20 

10 

0 

Alpha 

0 20 40 60 80 
Kinetic Energy (MeV) 

0 20 40 60 80 
Kinetic Energy (MeV) 

Figure C.3: Light production in electron-equivalent MeV of secondary particles from 
neutron interactions in liquid scintillator. Large filled squares are experimental data; 
small open symbols and the fitted curve are simulated data. 
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the collimated neutrons were detected in a 5.1 cm diameter by 2.5 cm thick NE213 

liquid scintillation detector, and the absolute detection efficiency was measured for 

several energy thresholds. 

The experiment of Ref. [85] was carried out at the TRIUMF neutron beam facility. 

Neutrons were elastically scattered in a plastic (CH2 ) target, and the recoil proton 

was detected to determine the neutron energy and direction. In this manner, neutrons 

from 50 to 360 MeV illuminated the large face of an NE213 liquid scintillation detector 

measuring 100 x 10 x 10 cm. The absolute detection efficiency was measured as a 

function of the energy threshold and incident neutron energy. 

The experiment of Ref. [86] was performed at the neutron TOF facility at Tohoku 

University. Neutrons were produced with energies up to 33 MeV using 9Be(p ,n) , and 

their energies were measured using TOF. The neutrons were detected in a cylindrical 

vessel measuring 100 cm in length and 13 cm in diameter filled with NE213 liquid 

scintillator. 

Finally, the experiment of Ref. [87] was performed at SIN cyclotron. Neutrons 

were produced by 600 MeV protons on a thick beryllium target. The neutrons were 

then elastically scattered off protons in a liquid hydrogen target. The scattered pro­

tons were detected to allow reconstruction of the neutron energy and momentum. 

The scattered neutrons were then detected in a 4.5 cm diameter by 3.0 cm thick 

NE213 liquid scintillation detector. The absolute detection efficiency was measured 

for several detector thresholds. 

In general the simulated efficiency agrees with the measured values at the level of 

about 30%. 

C.5 Conclusion 

The GEANT-GCALOR Monte Carlo code was tested by simulating several published 

neutron experiments. It was found that GCALOR is not suitable for describing the 

propagation of a neutron beam through a thick target because of approximations made 

in the elastic cross sections above 20 MeV. However, it is not expected that this will 
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Figure C.4: Neutron detection efficiency: experiment of Howe et al. vs. GEANT­
GCALOR. Filled symbols represent experimental data, and open symbols are 
GEANT-GCALOR results. 
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Figure C.5: Neutron detection efficiency: experiment of Paticchio et al. vs. GEANT­
GCALOR. Filled symbols represent experimental data; open symbols are GEANT­
GCALOR results. 
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Neutron Detection Efficiency in NE213 - Ito 
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GEANT-GCALOR results. 
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Neutron Detection Efficiency in NE213 - Cierjacks 
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significantly affect the transport of neutrons relevant to the Palo Verde background 

calculations because of the randomized angular distribution of those neutrons. 

The conversion of neutron energy to electron-equivalent energy was incorporated 

into the Monte Carlo code following a semi-empirical model and performing the 

conversion differentially on a step-by- step basis as secondary particles are tracked. 

This method was found to reproduce the light generation of heavy particles quite 

well. 

GEANT- GCALOR was found to reproduce the energy loss of neutrons and the 

threshold behavior of scintillation detectors at the level of about 30%. The deposition 

of energy by neutrons and the threshold response of the detector are relevant for the 

background calculations made for the Palo Verde neutrino detector. 
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Appendix D 

AmBe Neutron Background 

Measurement 

Early estimates of the neutron background in the neutrino detector were put to­

gether from various simulations and calculations. For example, one code was used to 

estimate neutron attenuation through a slab of material, another was used to track 

secondary gamma rays, and hand calculations and geometrical assumptions were used 

to scale the simulations to arrive at the background estimate. This approach has been 

completely superseded by a full GEANT-GCALOR detector simulation described in 

Chapter 5. This chapter, however, consists of a previously published internal report 

(CALT-63-679), reproduced here in its original form, which describes an experimen­

tal test of one of these early Monte Carlo codes. 

It should be noted that at the time of this report, the neutrino detector was to 

be installed near the San Onofre Nuclear Generating Station in Southern California. 

The experimental site has since been relocated to the Palo Verde nuclear power plant 

in Arizona. In addition, references to the expected signal and background rates and 

to the sensitivity of the oscillation experiment are not current. 
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CALTECH INTERNAL REPORT 

CALT-63-679 AUG 1994 

Measurement of Neutron-Induced Triple 

Coincidences in a Segmented Liquid 

Scintillation Detector 

M. Chen, B. Cook, K. Lou and A. Piepke 
California Institute of Technology, Norman Bridge Lab. of Physics 161-33, Pasadena, CA 

91125, USA 

August 19, 1994 

Abstract 

The Monte Carlo code used to estimate the neutron-induced triple coincidence rate of the 

San Onofre neutrino detector was experimentally tested. 

An array of 15 acrylic detector cells filled with liquid scintillator was exposed to an 

AmBe neutron source emitting fast neutrons. The neutrons were tagged using a Nal detec­

tor to measure the 4.4 M eV , - radiation emitted by the source. Neutron triple coincidence 

probabilities were measured for different trigger topologies and energy requirements. 

The array was modeled using the same Monte Carlo code that was used to predict the 

neutron background suppression in the San Onofre detector. Only the geometry of the 

detector cells and the energy spectrum of the neutrons were modified. 
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D.1 Introduction 

The proposed San Onofre neutrino detector [88] will be located 650 m from the 

Southern California Edison Nuclear Generating Station at a depth of 25 mwe. Reac­

tor anti-neutrinos will be identified by detecting the positron and neutron produced 

in an inverse ,B-decay reaction occurring inside the segmented detector. Backgrounds 

are suppressed by requiring a prompt triple coincidence of the slowing positron with 

its back-to- back annihilation radiation in adjacent cells, followed by a delayed neu­

tron capture. 

Due to the detector's relatively shallow depth, muon-induced fast neutrons are the 

major component of this correlated background [88]. The energy spectrum of these 

neutrons, produced either by capture of stopped muons or by spallation reactions 

caused by through going muons (through the exchange of virtual photons), extends 

to 100 Me V and more. In the detector, these neutrons can induce a triple coinci­

dence either by multiple fast proton recoils in adjacent cells or by multiple-Compton 

scattering or pair production of the 4.4 Me V I radiation from the excitation of 12 C 

by inelastic neutron scattering. Both mechanisms were MC [89] modeled for the San 

Onofre detector leading to a suppression factor of 167 due to the requirement of the 

triple coincidence. (The delayed capture signal gives an additional factor of ~ 2 sup­

pression). This stringent suppression factor is critical to the success of the San Onofre 

project, allowing just four correlated background counts per day from the estimated 

fast neutron flux of 1300 per day [88]. Comparing this to our expected signal rate 

of 34 per day and a required signal to background ratio of 1:1 [88] for full sensitivity 

to the KAMIOKANDE-allowed atmospheric neutrino oscillation region of parameter 

space [90], it is clear that we could not tolerate an order of magnitude error in this 

background efficiency estimate. 

Because of the importance of this factor and because the simulation of neutron 

transport is quite difficult, an experimental verification of the MC code is desirable. 

We present that verification here, finding fair agreement ( factor of two) between a 

small test detector and the MC code used to model it. Only the neutron spectrum 
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and the cell geometry differ from the calculation performed for the full San Onofre 

detector. It should be noted that a factor of two underestimate of the neutron triples 

efficiency, as this measurement may suggest, would increase the total background by 

about 30%, from 13 to 18 counts per day. This would still allow complete sensitivity 

to the interesting atmospheric neutrino region [88]. 

D.2 The Experiment 

D.2.1 The Neutron Source 

The AmBe source emits neutrons through the reaction 9 Be(a,n)12C, leaving 11.4 

Me V shared between the neutron and carbon nucleus. Approximately 80% of the 

time, 12C is left in its first excited state with Ex= 4.4 MeV [91]. The neutron thus 

has a maximum energy of 7 Me Vandis accompanied by a 4.4 Me V I quantum which 

is used to experimentally tag those neutrons. 

The neutron energy spectrum is smeared by two mechanisms: 1) slowing of the 

a-particle in the source before interaction, and 2) emission of the neutron at various 

angles with respect to the center-of-mass momentum. 

A measured neutron spectrum of the AmBe source can be found in [92]. The 

source was manufactured and calibrated by Amersham and emits ~ 6.6 · 104 neutrons 

per second. 

D.2.2 The Detector 

The experimental setup is depicted in Figure D.l. The detector consists of 15 acrylic 

cells measuring 20 cm x 9 cm x 88 cm, each filled with 12.54 l of liquid scintilla­

tor (85% mineral oil, 15% pseudocumene, 4 g/1 PPO). Two 3-inch photomultipliers 

(Philips XP 2312) are optically coupled to each end. The signals of both sides are 

summed using a LeCroy 428F Linear Fan-in. The HV settings of both sides of each 

cell were carefully matched using the Compton edge of the , - radiation of a 6°Co 

source. 
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The detector is shielded by 5 cm of Pb against the radioactivity of the lab. In 

addition to this, 2.5 cm of Cu were placed above and below the cells. Data has 

been taken with and without this passive shield placed between the source and the 

detector. 

In order to prepare a clean data sample, neutrons interacting in the trigger cell were 

tagged by requiring a prompt coincidence with a Na! detector. The hardware thresh­

old of the Nalwas set at 2.4 MeV. This energy threshold allows acceptance of the 

full absorption, single and double escape peaks of the 4.4 Me V ,-radiation emitted 

by the source. The time resolution of FWHM = 3 ns between the trigger cell and the 

Na! was determined using the AmBe and a 6°Co source. For the data taking we used 

a rather wide coincidence time of 35 ns. The contribution of random coincidences 

was measured to be ~ 0.5% and hence is negligible. With the source present, the 

coincidence requirement reduced the integral counting rate of cell #8 ( determined 

for the interval 200 - 3600 ke V) by a factor 500 (from 2.02 kHz to 4.0 Hz). The 

background rate without source went down by a factor 5300 (from 315 to 0.06 Hz). 

The energy calibrations of the cells were obtained using various I emitters. The 

Compton edges of 133Ba, 137Cs, 6°Co and 232Th gave 5 reference points from 207 

to 2382 ke V. The position at the 2/3 maximum point of the Compton edge was 

associated with the energy of the backscattered photons (see figures D.2 and D.3). 

These points showed good linearity. Since the lowest calibration point was at 207 ke V, 

the error at 50 ke V was on average~ ±20 keV. This uncertainty was estimated by 

comparing the intercept of the linear energy calibration with the measured pedestal 

of the ADC. The energy calibration was found to vary by 15% between the edges and 

the center of the detector. The data were not corrected for this effect. 

The electronic energy calibration can be converted into energies deposited through 

nuclear recoil of the neutrons by using the scaling relation of Ref. [93]. According 

to this reference the recoiling protons give approximately half of the light output of 

electrons per unit energy, measured for the liquid scintillator NE 213. The dynamic 

range of the cells was adjusted to cover energies from 40 up to 3600 ke V to cover the 

full spectrum of neutrons. Data were also taken with an energy range extended to 
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Figure D.l: Cross sectional end and side views of the 15-cell experimental apparatus. 
Data were taken alternately using cell 3, 8, or 13 as the trigger cell. 
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5700 ke V to include the Compton edge of the 4.4 Me V ,-radiation, resulting from 

the excitation of 12 C in the scintillator. For these runs the 4.4 Me V ,-line of the 

AmBe source was also used in the energy calibration. 

The energy resolution of the detector cells was determined from the shape of the 

Compton edges of the E-y = 662 and 2615 ke Vlines of 137Cs and 232Th. The Compton 

continuum, parametrized by the Klein-Nishina formula, was folded with a Gaussian 

resolution function. Spectra measured with cells #2, 3 and 15 were well described by 

FFEM = 7.87 ( energies in keV). From this we concluded that all (identical) cells had 

a resolution of 25% at 1000 keV. Experimental data taken with cell #2 are displayed 

in figures D.2 and D.3. They show good agreement with the theoretically expected 

shape. 

Neutron data was taken alternately with cell #3, 8 or 13 acting as the trigger 

cell. Cells #8 and 13 see neutrons which are moderated by the cells above. The 

three different trigger conditions thus allow a small variation of the neutron energy 

spectrum. Triggering on cell #8 has the advantage of allowing a larger variety of 

different triple-coincidence topologies. 

D.2.3 Data Taking 

Data were taken event by event to allow a detailed off-line analysis. The data ac­

quisition is controlled by an IBM PC with a 486, 66 MHz processor. In order to 

minimize the dead time of the system, 1000 events are buffered in the memory of the 

computer before being written to disk. This reduces the number of time-consuming 

disk operations. The dead time, estimated with a scaler, was typically around 0.08%. 

The coincidence between the trigger cell and the Na! detector was hardware im­

plemented to enhance the signal to background ratio. A trigger was defined as an 

energy deposit in the trigger cell above a hardware threshold of 200 keV in coincidence 

(within 35 ns) with an energy deposit in the Na! above a hardware threshold of 2.4 

MeV. When such a coincidence occurred, the energies of all 15 cells, digitized by a 

LeCroy 4300B FERA ADC, and the Na! signal, digitized by a LeCroy 2249 W ADC, 
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were recorded by the computer. Since the ADC gate width used to digitize the cell 

signal (80 ns) is much larger than the time jitter between different cells (FWHM=3 

ns measured with a 6°Co source), no hardware coincidence between the cells had to 

be implemented. 

A total of 2.3 · 106 tagged neutron recoils were measured in the different experi­

mental configurations to determine the triple coincidence probabilities. 

After finishing this part of the experiment we modified the data acquisition to 

measure the moderation and capture time of the neutrons in order to estimate the 

full quadruple coincidence probability. In this way we were able to test the neutron 

sector of the Monte Carlo independently: there is no folding with the electromagnetic 

sector (simulated through EGS4) as in the case for the triple coincidences where 4.4 

Me V ,'s had to be tracked. 

A neutron-capture event is identified by the detection of a 2.2 Me V I produced when 

a thermalized neutron is captured on a proton. Experimentally, this is measured by 

first requiring a prompt coincidence between the Na! and the trigger cell as described 

above. The data acquisition then waits for a delayed energy deposit above 800 ke V 

in the sum of all 15 cells. The sum energy signal of all cells is prepared using LeCroy 

428F Linear Fan- in's. The number of these sum energy triggers above the hardware 

threshold is measured with a KSI 3615 CAMAC Scaler for variable delay and integra­

tion times. The excess of events in comparison to a background measurement using 

a very long delay of 1000 µsec gives the time dependence of the capture signal. Due 

to the very large event rate in presence of the radioactive source, a measurement of 

the fourfold coincidences as described in the San Onofre proposal [88] is not possible. 

A total of 1. 7 · 106 delayed coincidences were measured to determine the moderation 

and capture time of free neutrons in the scintillator. 

D.3 Experimental Results 

In the following a single event is defined as a coincidence between the trigger cell 

and the Na! detector, irrespective of the energy deposited in any other cell. A triple 
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Figure D.4: Energy spectra of the AmBe neutron source measured with different 
detector cells. Spectra 1 and 2, containing 106 events each, were measured with cells 
#3 and 8 without coincidence requirement with the passive shield placed between 
source and cells. All other spectra correspond to tagged neutron events. Spectra 3 
and 5 (5 · 105 and 9 • 104 events, respectively) were taken with the passive shield in 
place using the same cells. Spectrum 4 (5 • 105 events) was measured with cell #8 
after removing the shield between source and cells. 

is defined as a single accompanied by a specified energy deposit in two other cells 

with the required back-to- back topology. The triple coincidence probabilities are 

parametrized as the ratio of triples/singles as a function of various energy cuts in the 

trigger and adjacent cells. This ratio is independent of the source strength, the solid 

angle of the detector- source arrangement , the acceptance of the Na! detector and any 

variation of the absolute counting rate due to shifts in the data- taking electronics. 

Figure D.4 depicts recoil energy spectra of the AmBe source measured with cells #3 

and 8. The upper two spectra (1 and 2) were measured without requiring a coincidence 

with the Na! detector. The presence of the 2.2 Me V Compton edge shows that the 

fast recoils are superimposed on a background of delayed events. The excitation of 

the 4.4 Me V level of 12C is not visible due to the large background of high- energy 

neutrons, reaching up to 11.4 MeV (equivalent to~ 5.9 MeV of electronic energy). 
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Other than different counting rates due to solid angle, both spectra are identical. 

Because of the large source-related background, this data sample cannot be used to 

measure neutron-induced triple coincidence probabilities for fast neutrons. 

Spectra 3 and 5 were measured requiring a prompt coincidence between cell #3 

or 8 with the Na! detector, respectively. 10 cm of Pb and 2.5 cm of Cu were placed 

between the cells and the source in order to shield the primary ,-radiation emitted by 

the source. Because of the large mass numbers of the shielding materials, we expect 

the shape of the neutron spectrum to be unchanged if the measured signal is due 

to neutrons. Due to the small counting rate of only 0.36 Hz, the data have limited 

statistical accuracy. 

Spectrum 4 was also measured using cell #8 but without the passive shield between 

source and detector. This configuration has the advantage of a tenfold higher counting 

rate and hence much better statistical accuracy, being comparable to that of spectrum 

3. The coincidence requirement of a large energy deposit in the Na! prevents primary 

4.4 Me V ,-rays from contributing to the spectrum. Primary , - radiation can only 

contribute through random coincidences. The relative contribution of 4.4 Me V 1-

ray events (produced via inelastic neutron scattering in the scintillator; taken from 

2800- 4700 ke V) in comparison to the neutron continuum (taken from 500-2800 ke V) 

is 3.0 and 3.9% for the data sample measured with and without the passive shield 

between source and cells, respectively. The data taken without passive shield shows 

an enhanced counting rate at energies below 500 ke V. This is due to 511 ke V I escape 

radiation from the Na! detector since our coincidence requirement accepts the double 

and single escape peaks of the 4.4 Me V 1 's. This is also reflected in the fact that 

the coincidence energy spectrum measured with the Na! detector shows an enhanced 

double escape peak compared to the spectrum taken without coincidences. 

The spectrum taken with cell #3 shows a harder neutron spectrum and smaller 

contribution of the 4.4 Me V ,-radiation (0.9%) than that of cell #8. The single 

spectrum of cell #13, not shown in Figure D.4, has the highest relative contribution 

of the I component of 6.3%. The experimental data shows that the contribution of 

the 4.4 Me V ,-component increases with increasing distance to the source and hence 
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decreasing neutron flux. Since the I radiation is emitted by the detector cell itself, its 

flux is less dependent on the solid angle of the trigger cell with respect to the source. 

The delayed component due to neutron capture is effectively suppressed in all 

coincidence spectra. From these data it is clear that the coincidence requirement is 

essential for testing the prompt neutron recoil. 

D.3.1 Evidence That the Measured Signal is Due to Neu­

trons 

Table D.l: Mean free path lengths in liquid scintillator and the lead-copper shield. 
Experimental results derived from cell #8 are compared to the expectations for 3 
and 7 Me V neutrons and 4.4 Me V ,-radiation. The experimental errors include both 
statistical and systematic uncertainties. The relative difference of the absorption in 
the scintillator and the shield is also given. 

Material Mean free path [cm] 
Experiment 3 Me V Neutrons 7 Me V Neutrons 4.4 MeVgammas 

Scintillator 12.9~~:i 4.9 6.5 39.1 
Shield 7 9-t-1.:> . -0.4 4.3 4.5 2.3 
Scint. /Shield 1 51-u.4 

· -0.2 1.1 1.4 17.0 

It is useful to verify that our observed signal is indeed due to neutrons and not, for 

example, due (in part) to primary 4.4 Me V ,-radiation emitted by the source. Any 

other type of radiation (e.g., alpha radiation of the source) would not be able to 

penetrate the steel encapsulation of the source. 

The mean free path lengths of neutrons and high energetic ,-radiation in the 

passive shield and the liquid scintillator are quite different. A comparison of measured 

and expected mean free path lengths can be used to identify the type of radiation 

creating the measured signal. The counting rate ratios ( taken from 250-3600 ke V) of 

the runs with and without the passive shield placed between the cells and the detector 

can be used to determine this mean free path in the shielding material. The counting 

rate ratio with and without cell #3 placed between the neutron source and cell #8 
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Figure D.5: Measured and fitted dependence of the integral counting rates of cells 
#3 and 8 (in counts/s taken in the energy interval 250-3600 ke V) on the distance of 
the source to the center of the detector cell. 

is used to estimate the mean free path length in the liquid scintillator. 

The solid angle of both detector cells has been measured for six different source 

distances (relative to the center of the cell) without the passive shield. As can be 

seen in Figure D.5, the solid angle of both cells is well described by a power law. The 

fitted exponent is -1.42 ± 0.08 and -1.37 ± 0.08 for cell #3 and 8, respectively. 

In this way we find a solid-angle-corrected reduction in counting rate of a factor 

of 5.3 ± 1.0 for cell #3 and 4.9 ± 0.8 for cell #8 due to the 12.5 cm thick passive 

shield. The presence of cell #3 (20 cm of liquid scintillator) reduces the solid angle 

corrected counting rate of cell #8 by a factor of 4.8 ± 0. 7. 

In order to compare these values to the expectations for the different types of 

radiation, we determine the mean free path lengths, A. We assume that the absorption 

for neutrons and ,-radiation can be parametrized through: 

r( d) = r 0 • e-d/>... 

Where dis the shielding thickness in cm, r( d) is the integral counting rate in counts/s 

taken for the energy interval 250-3600 ke V with an absorber of the thickness d placed 

between source and cell and r0 the integral counting rate without absorber. This 

is certainly an approximation, because the exponential attenuation law is valid for 

a beam geometry, which is not exactly realized in our case. Table D.l contains the 
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,\-values determined from the experimental data and estimated for neutrons and ,­

radiation. The best way to compare the experimental estimate with the expected 

values is to take the ratio of the radiation lengths of scintillator and passive shield, 

because the deviation from the beam geometry should, to a certain extent , cancel 

out . 

Since the neutrons have a continuous spectrum, Table D.l lists the results for 

neutron energies of 3 and 7 Me V, which covers the main portion of the incident 

spectrum. Total cross sections for neutron scattering on H, C, Cu and Pb were taken 

from [94]. The values for the liquid scintillator were calculated assuming a density 

of 0.8 g / cm3 and a proton-to-carbon ratio of 1.9. The mass-absorption coefficients 

for 4.4 Me V , - radiation were taken from [95]. The absorption coefficient of H 20 and 

the above density were used to estimate the ,-absorption of the liquid scintillator. 

The estimated and measured absorption lengths do not agree within the given 

error widths for both hypotheses. The good agreement of the relative difference of 

the radiation length of measured signal and neutron estimate, however, strongly favors 

the hypothesis that the signal is caused by neutrons. 

This hypothesis is further supported by the fact that the spectral shape of the 

measured signal is not changed by adding the passive shield between the source and 

cells (see Figure D.4). For ,-radiation we would expect a pronounced energy depen­

dence of the absorption, whereas for neutrons the heavy shielding materials would 

produce primarily elastic scattering. This reduces the flux by scattering neutrons out 

of the detector solid angle, but leaves the spectral shape unchanged. 

From this we conclude that the measured single events are due to neutrons. 

D.3.2 Experimental Triple Coincidence Probabilities 

In the San Onofre experiment, the prompt signature for a neutrino event is an energy 

deposit of > 1 Me V in the center cell due to positron slowing in coincidence with 

50 - 600 ke V in two side cells due to Compton scattering of the annihilation 511 ke V 

1 's. The lower threshold was set at 50 ke V based on Monte Carlo simulations [88] 
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showing a large enhancement of the detection efficiency for low thresholds. In the 

analysis of the neutron-induced triple coincidence probabilities, we employ the above 

energy conditions in the side cells and require > 800 ke V in the center cell for the 

various trigger topologies and different trigger and shielding conditions. This energy 

cut is referred to as the primary cut. We also investigate the triples probability as a 

function of the lower energy threshold of the side cells. 

As mentioned earlier the energy calibration is subject to a sizeable systematic 

error near the threshold. Figure D.6 shows the energy spectrum measured with cells 

#7 and 9 using cell #8 as a trigger. A relative shift of 36 ke Vis visible. Before 

applying the energy cuts, the data must be corrected for this systematic shift to 

produce energy calibrations that are consistent if not absolute. In Figure D. 7 the 

pedestal of cell #7 was shifted to match that of cell #9. The measured binwidth 

was kept constant, and the spectra are in good agreement after this manipulation. 

The energy calibration of cell #9 was used as a reference because it showed good 

agreement between the measured ADC pedestal and intercept of the calibration. 

Adjustments could also have been made to shift each spectrum to match its measured 

ADC pedestal, but this would have moved part of the spectra to negative energies. 

For all energy cuts the first method was used to make the calibrations consistent. The 

influence of this manipulation on the triples probability was measured and included 

in the determination of the systematic error. 

D.3.3 Influence of the Trigger Topology 

Table D.2 shows the triple coincidence probabilities for the different trigger topologies 

after applying the primary energy cut. Due to the small number of high energetic 

events, an extension of the energy range of the trigger cell, to include the Compton 

edge of the 4.4 Me V ,-radiation, does not influence the triple probabilities. 

The coincidence probabilities for a given topology, listed in Table D.2, are not 

strongly influenced by the different experimental configurations. 

The accidental background can be estimated using the measured singles rates 
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Figure D.6: Energy spectra of cells #7 and 9 using cell #8 as trigger cell. The spectra 
have been re binned using the measured energy calibration ( compare with following 
figure). 
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have been re binned using the adjusted energy calibration ( compare with previous 
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Table D.2: Experimental triple coincidence probabilities for different trigger cells and 
trigger topologies. The triple probability is defined as the number of triples divided 
by the number of singles with the following energy conditions: 800-3600 ke Vin the 
trigger cell and 50-600 ke Vin each side cell. No energy cuts are made on any cells 
other than the three mentioned. The quoted error corresponds to the statistical 
uncertainty of the data. The accuracy of these results is dominated by the systematic 
error of ± 43% (see the discussion in section D.3.5). The last column identifying 
the experimental configuration also contains the number of measured tagged neutron 
events. In the background runs 3000 events were measured, requiring 1-2 days of 
measuring time. 

Trigger Side Triple Probability Triple Probability Experimental Configuration 
cell# cell# Backgr. Subtracted 

3 2 + 4 (5 .6 ± 0.4) . 10-0 {5.4 ± 0.4). 10-0 No passive shield between A 
source and cells. Cut on full 
absorption peak Na!. (5, 105 ) 

3 2 + 4 (9 .6 ± 0.3) . 10-0 (9.7 ± 0.3) · 10-J 10 cm of Pb and 2.5 cm of Cu B 
between source and cells. No 
cut on Na!. (5 , 105 ) 

8 7+9 {8.5 ± 0.3) . 10-0 {8.4 ± 0.4) . 10-0 No passive shield between C 
8 3 + 13 {14.5 ± 0.4) · 10-3 {14.5 ± 0.4) • 10-3 source and cells. No cut on Na!. 
8 4 + 12 {5.4 ± 0.3) · 10-3 (5.2 ± 0.3) · 10-3 (5 • 105 ) 

8 7+9 (7.7± 1.2) · 10-J No passive shield between D 
8 3 + 13 {12.0 ± 2) · 10-3 source and cells. Cut on full 
8 4 + 12 {3.3 ± 0.8) · 10-3 absorption peak Na!. (3.65 • 105 ) 

8 7+9 {6.5 ± 0.5). 10-0 (5 .6 ± 0.6) . 10-0 10 cm of Pb and 2.5 cm of Cu E 
8 3 + 13 (5 .6 ± 0.4) • 10-3 {5 .2 ± 0.5) · 10-3 between source and cells. No 
8 4 + 12 {2 .7 ± 0.3) • 10-3 (2 .2 ± 0.4) • 10-3 cut on Na!. {105 ) 

13 12 + 14 (4.8 ± 0.5) • 10-J (3.8 ± 0.6) • 10-J No passive shield between F 
source and cells. No cut on Na!. 
{105 ) 

due to the source with no Na! coincidence requirement. This contribution is very 

small, e.g. , 0.38% for data sample C. However, the correlated backgrounds, e.g., true 

coincidences due to through-going muons or primary cosmic-ray hadrons, are more 

important for some experimental configurations. To measure this , each data run was 

followed by a background measurement using the same experimental configuration 

but without the source. We were thus able to unfold this effect by subtracting the 

expected number of background events from the singles and triples in the data sample. 

Table D.2 contains these background-subtracted probabilities as well. 
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D.3.4 Threshold Dependence 

Two energy thresholds were varied in the data analysis: the lower threshold of the 

center "positron-like" cell, and the lower thresholds of the side "annihilation-like" 

cells. The latter is the more important since we expect a strong dependence of the 

positron detection efficiency on this parameter. It is hence important to understand 

whether the background can be effectively suppressed for low thresholds in the side 

cells. 

Figure D.8 depicts the triple probability curves (horizontal topology) as a function 

of the lower energy threshold of the side cells. From curve to curve, it is the threshold 

of the center trigger cell that is varied. Parts a, b and c show the results for triggering 

on cell #8 for the different experimental configurations. All curves have the same 

shape and there is little variation introduced due to the cut on the Na! spectrum (to 

exclude the escape peaks) or due to the passive shield. The dependence on the trigger 

cell threshold is almost negligible ( always smaller than 20%). We see, however, a 

strong dependence (up to factor 8) on the lower threshold of the side cells. Figure D.8d 

depicts the horizontal triple probability for cell #3 as the trigger cell. We see again 

the same shape of the threshold dependence. Since the experimental geometries used 

to measure samples C and D are identical, the difference must be attributed to the 

differences in neutron energy spectrum. 

Figure D.9 displays the results for the vertical topology of trigger cell #8. Errors 

shown are statistical only. We see again the same qualitative behavior but an over­

all higher triple probability than for the horizontal cuts. These enhanced rates are 

probably due the fact that one of the side cells sees a higher neutron flux and this 

configuration favors forward scattering, whereas in the horizontal topology we need 

one or more large angle scatters. 

The dependence of the triple probabilities on the upper energy threshold of the 

side cells is small. For configuration C the horizontal and vertical triple rates, shown 

in Table D.2 , go up by a factor of~ 2 if the energy range of the side cells is extended 

from 600 to 3600 ke V. 
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Figure D.8: Triple coincidence probabilities for horizontal topologies as a function of 
the lower energy threshold of the side cells. Errors shown are statistical only. Upper 
threshold of the side cells: 600 ke V. Trigger cell lower threshold (in ke V): 250-square, 
600-triangle, 800- circle. a) Trigger: #8; Sides: #7, #9; No shield; No cut on Nal. b) 
Trigger: #8; Sides: #7, #9; No shield; Cut on Nal full absorption peak. c) Trigger: 
#8; Sides: #7, #9; Shield between source and cells; No cut on Nal. d) Trigger: #3; 
Sides: #2, #4; Shield between source and cells; No cut on Nal. 
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cells; No cut on NaI 
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D.3.5 Systematic Errors 

The main source of systematic error is , as mentioned earlier, the energy calibration. 

The influence of these sizable uncertainties at low energies on the triple coincidence 

probability was estimated by repeating the data analysis of run E using the adjusted 

and the measured calibration. In order to understand the influence of this adjust­

ment , the analysis was also performed using a different adjustment in which the ADC 

pedestal defined the intercept of the energy calibration. The energy calibration was 

repeated at the end of the data taking to estimate its shift in time. This time drift 

varied from cell to cell and was in the worst case ~ 5%. The data analysis of run E 

was then repeated using the new calibration. In this way we estimated the systematic 

error in the triples rate of run E to be ± 40%. Because the threshold dependence of 

all data sets is so similar, we concluded that the systematic error is the same for all 

experimental configurations. 

Another source of uncertainty arises from shifts in the energy calibration of the 

Na! detector. Since the Na! signal was also measured, this shift can be deduced for 

each experimental run from the position of the ,-peaks of the source. In this way we 

identified an 8% shift in the position of the 4.4 Me V full absorption line during the 

experimental time. From the data of configuration E, we deduced that this changes 

the triples rate by 15%. The energy calibration of the Na! detector was stable within 

the individual experimental runs. This was verified by dividing the data for each run 

into 15-20 subgroups and then measuring the position of the 4.4 Me V full absorption 

peak as a function of measuring time. 

The total systematic error is thus estimated at ± 43%, if we assume that both 

discussed error components are uncorrelated. The accuracy of the experimental triple 

coincidence probabilities is therefore mainly determined by systematic uncertainties. 

In the course of this experiment, the triple coincidence probabilities were measured 

three times for configuration E (see Table D.2). For the horizontal cut (cells #7, 8 

and 9) , we determined 7.3 · 10-3 , 5.6 • 10-3 and 6.2 • 10-3 , respectively; for the vertical 

cut, 11 · 10-3 , 8.4 • 10-3 , and 5.6 • 10-3 . This indicates that the experimental results 
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are reproducible within the given error limits. 

D.4 Neutron Capture and Thermalization 

As discussed in section D.2.3, the neutron capture and thermalization times were 

measured by looking for an excess of counts at a given delay time over those measured 

for a very large delay (1 ms) at which time all neutrons have been captured on protons 

in the scintillator. This excess measured for various delay times allows a determination 

of the moderation and capture time of the neutrons. The data taking was split in 

two parts because the time scale for moderation ( few µs) is very different from that 

of neutron capture (few hundred µs ). For the first 20 µs, an integration time of 2 µs 

was used, and the delay was varied in steps of 2 µs. For the t ime range of 20- 300 µs, 

an integration time of 20 µs was chosen. The lower energy threshold on the sum 

energy signal of all cells was set to 770 ke V, well below the Compton edge of the 2.2 

Me V ,-radiation emitted in neutron capture on protons. 

Figure D.10 summarizes the result of these measurements . The upper figure de­

picts the time range up to 20 µs. This curve is associated with the moderation time 

of the neutrons and indicates that most of the neutrons are thermal after about 10 

µs. The lower portion of the figure displays delay times up to 300 µs and is associated 

with the neutron capture time. The data is well described by an exponential decay 

law with a time constant of Tcapture = 171 ± 19 µs. This agrees well with Ref. [96] in 

which the neutron capture time in a similar mineral-oil- based scintillator is measured 

to be 160µs. 

D.5 The Monte Carlo Simulation 

D.5.1 Inputs 

The Monte Carlo simulation is divided into two distinct parts; a neutron code tracks 

the neutrons, registering proton recoils and I production. The 1 's are subsequently 
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Figure D.10: Background-subtracted number of delayed coincidences as a function 
of the delay time. In the upper graph a integration time of 2 µs was used. For the 
lower curve the bin size is 20 µs. Closed circles represent the experimental data; 
open circles are Monte Carlo results. The solid and the dashed lines are fits to the 
experimental data. 
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followed using the well-established EGS4 code. We concentrate here on a test of the 

neutron part. 

There are three main ingredients in the neutron code: (1) the cross sections, (2) the 

conversion of the energy of the recoil protons to that of the equivalent electron, and 

(3) the energy distribution of the neutron source, as mentioned in a previous section. 

The target is composed of hydrogen and carbon. The interactions of neutrons and 

12C include elastic and inelastic scattering as well as the ( n, 1 ) reaction. The corre­

sponding cross sections agree well with published data [97]. For neutrons of kinetic 

energy below 25 MeV, as in our case, sophisticated processes such as (n, 2n), (n, a) 

and ( n, p) can be neglected, which simplifies the neutron simulation. 

The interactions of neutrons with hydrogen include elastic scattering and the ( n, 1 ) 

reaction, while other processes are negligible. The precision of the ( n, 1 H) cross 

sections proved to be satisfactory since the capture time of the neutron on hydrogen 

from the simulation is in good agreement with the measurement described earlier. 

The kinetic energy of the protons imparted by recoiling neutrons is converted to 

the equivalent electron energy using an empirical formula given by [93]. The Monte 

Carlo data was determined to be insensitive to the precision of the conversion rule 

for low-energy recoil protons. 

D.5.2 The Energy Distribution of the Neutron Source 

The AmBe source emits neutrons through the following reaction: a (5.49 MeV) 

+ 9 Be --+ 12C + n + 11.21 MeV, where the a particle is produced through 241 Arn 

decay. About 80% of the time, the carbon nucleus is left in its 4.43 MeV excited 

state [91], the remainder of the Q-value energy appearing as kinetic energy of the 

neutron and carbon nucleus. These neutrons, emitted in coincidence with a 4.43 MeV 

de-excitation gamma, were selectively used in the experiment. To properly generate 

the energy distribution of these neutrons, we take the results of Ref. [91], reproduced 

here as Figure D.11. Depicted are the angular distribution of neutrons with respect 

to the a momentum, and the neutron energy as a function of emission angle. By 
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Figure D.11: Neutrons emitted in coincidence with a 4.43 MeV gamma ray from the 
AmB e source: a) Neutron emission probability versus angle in cos( 0). b) Neutron 
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folding the two spectra, the energy spectrum of the emitted neutrons is generated 

(see Figure D.12). This spectrum was an input to the Monte Carlo simulation. 

D.5.3 The Simulation 

The actual trigger was simulated in the Monte Carlo code, as were the details of the 

neutron source such as its geometry and distance from the scintillator cells. A trigger 

was defined as the deposit of at least 250 keV, either from proton recoil or inelastic 

carbon excitation, in the trigger cell. These events are defined as singles, and are 
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compared with the experimental data. 

D.5.4 Results and Comparison with the Experiment 

Neutron Thermalization and Capture on Hydrogen 

The distribution of the neutron capture and thermalization times are shown in Fig­

ure D.10, where they are compared to measured results. The simulation yields a time 

constant for neutron capture on protons of 178 ± 1 µs, which is in good agreement 

with the measured value of 171 ± 19 µs discussed previously. 

Measured and Simulated Energy Distribution of Single Events 

Figures D.13 and D.14 show a comparison of the Monte Carlo and experimental 

data on the energy distribution of singles for different trigger schemes. The spectra 

are not normalized to each other and thus depict absolute event rates. Shown also 

in the figures are the individual contributions from recoiling neutrons and 4.4 MeV 

gammas. Figure D.15 depicts the simulated energy spectrum of the 4.4 MeV gammas 

Compton scattering in the trigger cell. The absolute integrated singles rates obtained 

experimentally and through Monte Carlo simulation are listed in Table D.3. 

Table D.3: Integrated absolute singles event rates presented for three different trigger 
cells. Experimental rates are compared with Monte Carlo simulated rates. 

cell# experiment (Hz) Monte Carlo (Hz) 
3 40.8 53.9(2) 
8 3.5 3.00(6) 
13 0.6 0.30(3) 

Measured and Simulated Triples to Singles Ratio 

Table D.4 gives the triple coincidence probabilities measured, and those calculated by 

Monte Carlo. On average, the measured and simulated triple coincidence probabilities 
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Figure D.13: Comparison of the measured and simulated energy distribution of cell 
#3. The closed circles indicate the experimental data; open circles represent the 
Monte Carlo result. The neutron and gamma components computed by the Monte 
Carlo codes are indicated by dashed or dotted line, respectively. 
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#8. The closed circles indicate the experimental data; open circles represent the 
Monte Carlo result. The neutron and gamma components computed by the Monte 
Carlo codes are indicated by dashed or dotted line, respectively. 
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Figure D.15: Energy deposit due to 4.43 MeV gamma rays , computed by the Monte 
Carlo code, for a) cell #3, and b) cell #8. 
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agree within a factor 2.4. Due to the large experimental errors, the deviations are on 

the 2o- level. That fact that the MC numbers seem to be generally too low indicate 

that the deviation is most likely due to systematic errors. Figure D.16 provides a 

graphical comparison of these data. Figure D.17 further illustrates the suppression 

brought about by the triple coincidence requirement. 

Table D.4: Comparison of experimental and Monte Carlo triple-coincidence probabil­
ities. All numbers were derived applying the primary energy cut described previously. 
From the experimental data sample (Exp) the unshielded background-subtracted val­
ues were taken. The quoted error combines statistical and systematic uncertainties 
for the experimental data. For the Monte Carlo (MC) data, only the statistical errors 
are given. In order to estimate the deviation of both data samples, the difference 
of the MC and experimental results was divided by the folded error of both num­
bers. The distribution of the differences should be centered around zero for identical 
data samples. The division then transforms the distribution into a standard normal 
distribution. 

Trigger Side Exp MC Deviation 
cell# cell# [10-3] [10-3] [o-] 

3 2+4 5.4 ± 2 2.40 ± 0.08 1.5 
7 + 9 8.4 ± 4 2.5 ± 0.3 1.6 

8 3 + 13 14.5 ± 6 1.7±0.3 2.2 
4 + 12 5.2 ± 2 1.0 ± 0.3 2.1 

13 12 + 14 3.8 ± 2 4±1 -

Individual Components of the Triple Events 

Using the Monte Carlo code, the individual components of the triple events were 

investigated and broken down according to those produced solely by neutron recoils, 

those produced solely by 4.4 MeV excitation gammas, and those produced through 

a combination of both. The contribution to the triples rate from neutrons alone is 

clearly dominant as shown in Table D.5. Of the triple events produced by gammas, 

only about 10% come from e+ e- pair production. 
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Figure D.16: The ratio of the triple over single events, a) requesting cell #3 as the 
trigger cell. b) cell #8 as the trigger cell. Closed symbols represent experimental data 
and open symbols represent Monte Carlo results. In both experimental and Monte 
Carlo data, the energy cut in the center cell, #3 or #8, ranges from 250 ke V to 3600 
ke V for the triangles, and 800 ke V to 3600 ke V for the circles. The low energy cut of 
the side cells , cell #2 and 4 in a) and cell #7 and 9 in b) , varies from 50 keV to 150 
ke V as indicated along the abscissa. The upper energy cut for the side cells remains 
at 600 ke V. The solid and dashed lines guide the eye. 



,......, 

........., 
tf.l 

I u 

208 

10 7.--.---,------,,-----,,----,----,----,-, 

10 

0 

I 

~ ~ 
I ~ 
I I 

: ~&, 
: ~, 
: L 
t : •• I 
I 

I 
I 
I 
I 
I 
I 
I 

2000 4000 6000 

Energy [ ke V ] 

Figure D.17: Graphical overview of the background rejection of neutrons using Monte 
Carlo data from trigger cell #3. The solid line represents the input neutron spectrum, 
containing 4 · 106 events. The open circles represent 1 • 106 single events triggering 
cell 3. (The neutron and gamma components are indicated by the dot-dashed and 
solid histograms, respectively). The closed triangles represent 1600 triple events (the 
neutron and gamma components are indicated by the dashed histogram or hatched 
area, respectively). The strong background reduction due to the triple coincidence 
requirement is readily visible. 
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Table D.5: Fractions of triples produced by neutrons alone, gammas alone, and by 
combined neutron and gamma processes. Neutrons clearly dominate the triple rate. 

cell# neutron[%] gamma[%] neutron and gamma[%] 
3 0.86(3) 0.08(1) 0.06(1) 
8 0.94(10) - 0.01(1) 

D.6 Conclusion 

The Monte Carlo code used to estimate neutron-induced triple coincidence proba­

bilities was experimentally tested. We find fair agreement (factor ~ 2.4) between 

measured and simulated triple-coincidence rates. The measured and simulated sin­

gles spectra also show fair agreement and we find that fine tuning, e.g., changing the 

spectral shape of the neutrons emitted by the source, can lead to better agreement. 

In addition, we find that the simulation correctly reproduces the factor ~ 100 sin­

gles rate drop in going from cell 3 to cell 13, and verifies the independence of the 

triples/singles ratio on the trigger cell used. We also find good agreement between 

the measured and simulated neutron capture and thermalization times. 

Because the detector size and the energy spectrum of the neutrons is quite different 

from that of the planned San Onofre detector , this experimental result cannot be used 

to draw direct conclusions about the large setup. What we have shown is that the 

Monte Carlo code correctly models neutron transport and interactions in our test 

setup. The relevant questions for the San Onofre detector are how reliably a different 

geometry can be parametrized, and how precisely the code will work at larger neutron 

energies. While the first point seems to be trivial, the second will be studied in more 

detail. The code studied here will be compared to a new version of GEANT 3.16 

(CERN) and the hadronic code CALOR (Oak Ridge) which includes non-standard 

processes such as (n, 2n), (n, o:), and (n, p ). CALOR has recently been updated to 

allow tracking of low energetic neutrons. The imperfect treatment of those low- energy 

neutrons in GEANT prevented its use in the past. Apart from the contribution of 
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these non-standard reaction channels at higher neutron energies ( > 20 Me V), the 

extrapolation seems to be rather safe, since all cross-section curves show a smooth 

energy dependence [97]. 

The planned San Onofre experiment would still have its full sensitivity should a 

factor ~ 2.4 increase in neutron-induced triple coincidences be valid there. The cor­

related neutron-induced background would then go up from 4 to 10 cpd in comparison 

to an expected 11-signal rate of 34 cpd. 
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