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ABSTRACT

In this thesis, I demonstrate that self-organized structures and forces can be guided
by modulating the interactions between force-generating molecules in space and
time. The physics of self-organizing systems is an open frontier. We do not have a
complete set of principles that can describe how a dynamic structure forms based
on the non-equilibrium dynamics of its constituent components. Yet, living systems
appear to depend on some set of rules of self-organization in order to reliably carry
out their mechanical functions. Force-generating, active molecules in the form of
motor proteins and filamentous polymers are responsible for performing fundamen-
tal tasks in living matter, such as locomotion and division. While it is known that
the regulation of motor-filament interactions is necessary to achieve the dynamic
structures that drive movement and propagation, the role of spatial and temporal
patterning in self-organizing systems has not been explored. I design an artificial
system of purified molecules where the interactions between motors and filaments
are toggled with light. By patterning molecular interactions in space and time, |
show that it is possible to localize the formation of spherically symmetric asters,
which can be moved, merged, and used to generate advective fluid flows. The ability
to pattern molecular interactions in space and time offers a new perspective in the
search for principles of active self-organization. Spatial and temporal control makes
it possible to start distilling how the interactions between active molecules deter-
mine the mesoscopic behaviors of self-organized structures. These rules ultimately
govern the physics of living matter and may eventually be harnessed to build new

materials and cell-like machines.
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Chapter 1

INTRODUCTION

1.1 Self-Organizing Active Matter

The principles through which force-generating particles can come together and
organize into dynamic structures is beyond the full grasp of our current technologies
and theories. In nature, the complex phenomena that can be achieved by self-
organizing systems is most prominent in living matter. The basic unit of life, the
cell, remains unique in its ability to navigate through micron-scale environments,
organize molecular cargo, and self-replicate. What are the governing rules of self-
organization that make it possible for a cell to integrate chemical [|1], electromagnetic
[2], and mechanical [3[] information from its environment and perform mechanical

tasks accordingly? How can we construct systems that exhibit the same properties?

The non-equilibrium phenomenon of self-organization is performed in living matter
by a collection of active molecules. Here, an active molecule is defined as a particle
that repeatedly converts free energy into mechanical work. While the theories of
equilibrium statistical mechanics have been immensely successful in predicting the
behavior of a wide variety of systems, ranging from quantum to astrophysical, they
cannot completely describe active matter systems. Equilibrium theories depend on
detailed balance, where the transition rates between any two microstates is pairwise
balanced. However, detailed balance is violated in active matter [4-6]. Although
self-assembly can be described through the minimization of free energy, the process

of self-organization follows a different set of principles.

Active self-organization is also distinct from passive self-assembly in terms of
computational complexity. The most efficient self-assembly systems are able to
form structures in linear time [[7]. However, active self-organizing systems, where
molecules can push and pull on each other, are uniquely capable of exponential
growth and parallelized synchronization between molecules [8, 9]. These properties
allow active systems to rapidly form dynamic structures that exert mesoscopic forces,

such as flagella or muscle fibers.

The active molecules in the cell consist of polymerizing filaments and motors that
translate across filaments. The motor-filament system is presently the only active

matter system that self-organizes across nanometer to millimeter length scales.
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An archetypal example of a self-organized motor-filament structure is the mitotic
spindle, which pulls unique copies of each chromosome to opposite poles of the cell
during division. Although the organization of the spindle involves many scaffolding
and signaling proteins [10], artificial systems of purified motors and filaments have

been built that are also capable of self-organization.

Artificial motor-filament systems, which I will review in the next section, have been
shown to be capable of generating flows and organizing them into structures such
as spools and asters. However, the generation of these forces and structures occur
spontaneously and throughout the entire system. In contrast, living matter is able
to precisely guide when and where self-organized forces and structures form. We
currently lack principles for guiding self-organization, which are responsible for
the ability of living materials to perform mechanical tasks. To begin identifying
principles of guided self-organization, we need an experimental system where we

can determine when and where active molecules interact.

Significant progress has been made in controlling the structures formed by complex
molecular systems. Recent advancements in DNA nanotechnology have made it
feasible to craft intricate architectures with thousands of nanometer-scale features.
For example, techniques like DNA origami [11] have been utilized to organize tile
arrays in arbitrary patterns [12] and allowed for the precise arrangement of emitters
in photonic crystals [[13]]. However, the structures that have so far been achieved are
nearly static in comparison to the dynamic cytoskeletal networks observed in living
matter. The typical DNA motor moves 50,000 times slower than protein motors,
where even the fastest DNA motor [14] can travel little more than a micrometer
over the course of an hour. Thus a major challenge in advancing the field of nan-
otechnology is to incorporate fast dynamics such that structures can be formed or
reconfigured on the timescale of seconds to minutes on a mesoscopic length scale.
While my thesis emphasizes principles of self-organization, it can also be viewed as
an advance in nanotechnology, where nanometer-scale interactions between molec-
ular motors are controlled to organize dynamic structures that rearrange quickly at

the micrometer length scale.

The focus of this thesis is on the localization of self-organization in artificial motor-
filament systems. This first chapter is a review of self-organizing motor-filament
systems. The second chapter is my work on guiding self-organization in a motor-
filament system through spatiotemporal boundary conditions. Finally, the third

chapter is an outlook of future directions in the field of active self-organization.



1.2 Review of Motor-Filament Systems

Here I will briefly review artificial systems of purified motor-filament biomolecules
and the principles of self-organization they reveal. For clarity, I divide these ex-
perimental systems into two categories: (1) leashed, where motors are bound to a
surface (or commonly known as a gliding assay), and (2) unleashed, where motors
are free-floating. These systems consist of three main components: filamentous
polymers, molecular motors, and a chemical fuel for the motors. More specifically,
they use stabilized microtubule filaments, kinesin-1 motors, and ATP. Microtubules
have a polarity in their structure, allowing for the designation of a plus and minus
end. Kinesin-1 motors bind to microtubules and walk towards the plus end through
ATP hydrolysis. It is worth noting that the microtubules in these experiments are
stabilized, meaning they are not undergoing polymerization or depolymerization as
they do inside of cells. This review will not include actomyosin systems because
they lack an extensive body of work compared to kinesin-microtubule systems. I am
also not discussing other microtubule motor proteins, such as dynein, because their
properties have largely not been explored in the context of artificial self-organizing
systems. For a discussion of some of the experimental details see Section[I.2.2] I

also briefly review efforts to model the motor-filament system in Section [1.2.3]
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Figure 1.1 (previous page): An overview of artificial leashed and unleashed motor-
filament systems. a, Schematic for a basic leashed system or gliding assay, where
motor proteins are attached to a surface and propel filaments adapted from [15].
b, Fluorescence microscopy time lapse of a gliding filament from [16]. Bar is 10
pm. ¢, Schematic of gliding filaments that directly bind to each other through a
biotin-streptavidin bond from [17]]. d, Fluorescence microscopy image of gliding
filaments forming a bundle adapted from [18]. Bar is 20 pm. e, Filaments with
reduced rigidity are bent into loops from [[19]]. f, Schematic of gliding filaments
that form bonds under light control through DNA-azobenzene links from [20]. g,
The formation of filament bundles and loops under optical control adapted from
[20]. h, A schematic for a basic unleashed motor-filament system where motors
are crosslinked through a biotin-streptavidin bond and drive the filament plus ends
together from [21]]. i, Darkfield microscopy image of filaments organized into an
aster. First engineered motor-filament system from [21]. j, [llustration showing how
the introduction of a depletion agent causes filaments to bundle together from [22].
k, Time series of a filament bundle beating at an interface from [22]. Bar is 30
pm. 1, An active gel generates a turbulent flow field from [23]]. Bar is 80 pm. m,
Flow fields in an active gel are mediated by boundary conditions from [24]. Left
and right halves are instant and time-averaged plots, respectively. n, Scheme for
creating an active nematic where the interplay between the depletion force and the
oil layer cause filaments to organize into a nematic phase on a 2D surface from [25].
0, Microscopy image showing the movement of topological defects in the filament
nematic adapted from [25[]. Bar is 50 um. p, Image of an active nematic confined
to a vesicle, where four protrusions are formed by topological defects adapted from
[26].

In leashed systems, multiple motors bind to a filament and push the filament towards
its minus end (Fig.[I.Tp). The underlying principle of the leashed system is that the
collective binding and pushing of motor proteins cause the filament to glide along the
surface at a near constant speed. For motor proteins that lack cooperativity, such as
kinesin-1, the speed of a gliding filament is the average motor speed. For Chapters
and[3] it is important to highlight that this principle of filaments gliding at the average
motor speed applies to any motor density above a certain threshold [27]. Although
microtubule filaments have a persistence length on the order of millimeters, the
trajectory of a gliding filament can diverge from a straight line due to the motor
binding forces (Fig. [[.Ip).

A dilute system of gliding filaments on its own does not self-organize into larger
structures. However, modifying microtubules so they stick to each other upon colli-
sion makes it possible for filament bundles or spinning loops to form. The principle

driving self-organization in this case is the introduction of a strong interaction be-
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tween gliding filaments. More specifically, microtubules are able to bind to each
other through the introduction of biotin-streptavidin binding sites (Fig.[I.Ic). Rigid
filaments that have been stabilized with GMPCPP will form dense gliding bundles
(Fig.[I.I), while flexible taxol stabilized filaments form spinning loops (Fig.[I.1f).
It should be noted that, even without biotin-streptavidin bonds, loops or vortices can
be formed at high filament densities [28]]. In the high filament density regime, loop

formation is driven by the frequent collisions that occur between filaments.

The use of biotin-streptavidin bonds to form gliding bundles or spinning loops
makes these self-organization events both spontaneous and irreversible. It is pos-
sible, however, to make these structures transient instead of permanent. Transient
self-organization is achieved by making the interaction rules between filaments time-
dependent. In a recent work, the interactions between filaments was placed under
temporal control through DNA-azobenzene bonds (Fig. [I.1ff). Filaments are deco-
rated with single stranded DNA containing azobenzene groups. In the off-state, the
azobenzenes make DNA hybridization between filaments unfavorable. However,
once the azobenzenes are exposed to 480 nm light, DNA hybridization becomes
favorable, causing the filaments to stick to each other. Consequently, it is possible
to toggle the formation of gliding bundles or loops by exposing the system to light
(Fig. [I.1}g). Although the interactions between filaments is controlled optically,
there is no evidence that there is spatial localization of the filament interactions.
Part of the challenge with using the azobenzene switch is that the dissociation of
the DNA bonds is on the order of tens of minutes, which limits the possibility to

localize self-organization in space and time.

I now will focus on principles of self-organization in unleashed motor-filament sys-
tems, where motors are free-floating in the solution. In the unleashed setting, an
individual motor no longer has a fixed surface to press off of and do work on a
filament. As a result, the presence of motors in a sample of free-floating proteins is
indistinguishable based on the movements of filaments under a microscope. How-
ever, motors can be linked together through a biotin-streptavidin bond, which causes
clustered motors to pull on each other as they translate towards their filament’s plus
end (Fig. [[.Th). This is the key principle of the unleashed system: strong inter-
actions between motor proteins drives the organization of microtubules. In a bulk
mixture of filaments and linked motors, filament plus ends are drawn together to
form a radially symmetric aster structure (Fig. [I.Tj). The motor distribution also

increases at the aster center since the filament plus ends are all pointing towards the
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aster center [29]. Like the unleashed system, it is possible to make the interactions
between motor proteins time-dependent in order to make aster formation a transient
event. This has been demonstrated by controlling the interaction between motor

proteins through DNA strand displacement reactions [30]].

In the case of aster self-organization, the dominant interaction between microtubules
is mediated through motor protein bonds. Therefore, the properties of the motors
will determine how microtubules are self-organized. A striking example of this
principle is demonstrated through the addition of minus-directed motor clusters. A
mixture of plus and minus directed motor clusters will self-organize into a network

of plus and minus centered asters [31]].

A strong attractive bond between motors of the same polarity results in a contrac-
tile force, where the plus ends of microtubules are drawn together. Large-scale
extensile motion between filaments can instead be created by increasing the steric
interactions between filaments. The continuous reorganization of tightly packed
filaments underlies several self-organizing phenomena. The role of direct filament
interactions in self-organization can be achieved through the addition of a depletion
agent, such as PEG (polyethelene glycol). The presence of many small inert par-
ticles diffusing through a solution crowd the filaments so that the filaments bundle
together (Fig.[I.1]j). In the presence of a depletion force, it is no longer energetically
favorable for motor proteins to pull the plus ends of filaments together. Instead,
filaments are shuffled along the bundles. In the case of flexible filaments, bundles
that form along a solid surface will wave back and forth in an oscillatory manner
(Fig. [[.Tk). The mechanism of these oscillations is unclear, but it is speculated
that filaments are bent by clusters of anti-parallel filaments. For rigid filaments, the
presence of a depletion force results in turbulent flows that are formed as filaments
slide back and forth against each other (Fig.[L.T]).

The turbulent flows generated by this active gel are chaotic. However, recent work
has shown that it is possible to generate coherent flows through the boundaries
of the sample chamber. Here is an important principle, that the geometry of a
boundary can influence the behavior of a self-organized system. By confining the
system to a cylindrical or toroidal chamber, it is possible to generate clockwise or
counterclockwise flow patterns (Fig.[I.Ijm). Dynamic structures can also be formed
by imposing stronger boundary conditions on the system, which is achieved by
forcing the filaments onto a 2D surface. A 2D sheet of filaments is made through

electrostatic interactions, where filaments pack onto the surface of an oil layer. The
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filament density on this oil layer is sufficiently high that they locally align with
each other, forming a nematic (Fig. @1). Within this nematic are defects, that is,
there are regions where the filament alignment is undefined. These defects can be
assigned a topological charge, which is defined by the net phase of a closed path
enclosing the defect (this is the same principle that Gauss’s Law uses for calculating

a net charge).

The topological defects are an example of a type of dynamic structure that can arise
by confining filaments that have mesoscopic interaction rules. In the case of the
nematic, there are two types of topological defects that form: +1/2 and -1/2. With
the introduction of clustered motors, the location of defects move throughout the
nematic as filaments shuffle against each other (Fig. [[.Ip). When +1/2 and -1/2
defects collide, they annihilate, but new defects will spontaneously form within
the system. Like the active gel, it is also possible to control the total number of
defects in an active nematic through boundary conditions. For example, an active
nematic confined to the inner shell of a sphere will form four defects that oscillate
between two distinct configurations. The topological defects are also an example
of a self-organized structure that carries distinct mechanical properties. Defects are
the highest regions of stress within a nematic. As a result, it has been possible to

use topological defects to generate protrusions on an elastic membrane (Fig. [I.Ip).

In this overview, it is clear that leashed and unleashed artificial systems are able to
self-organize into a variety of dynamic structures. However, without the presence
of boundary conditions, the self-organized structures form spontaneously and ran-
domly. This stands in stark contrast to living cells, where structures self-organize
at specific locations and times through the spatiotemporal regulation of motor and
filament interactions. This broken symmetry is achieved in living matter through
chemical signals that vary in space and time. Patterned chemical signals enable
prokaryotic cells to establish their centers during division and is the basis by which
eukaryotic cells polarize and follow chemical gradients, for example. How self-
organization depends on spatiotemporal boundary conditions remains unknown
both in experiment and theory because the ability to pattern activity is largely absent
from artificial motor-filament systems. In Chapter 2, I show new self-organization
behaviors that arise by localizing motor-filament activities in space and time. I show
that asters form, move, interact, and generate advective fluid flows in response to

dynamic patterns of motor linking.



1.2.1 Spatial-Temporal Organization of Molecular Interactions
This section provides a few examples of how cells enforce spatiotemporal boundary

conditions over mechanical processes.

A classical molecular system with temporal variation is the Kai protein oscillator
that acts as the circadian clock in cyanobacteria [32]. The Kai circadian clock is
responsible for the timing of mechanical events like cell division and the compaction
of chromosome [33]]. The system is composed of four components: the proteins
KaiA, KaiB, and KaiC, and chemical fuel from ATP. While the interactions are
somewhat complicated [34] the simplified scheme is as follows. KaiC can undergo
both autophosphorylation and autodephosphorylation, KaiA enhances KaiC’s au-
tophosphorylation, while KaiB suppresses KaiA. When the purified components are
combined together in equal quantities, the amount of phosphorylated KaiC oscil-
lates over a 24 hour period. It is worth restating that these oscillations occur within
a well mixed bulk solution, and there is no discernible spatial variability. In this
sense, the Kai system is purely a temporal oscillator. The Kai scheme is an example
of a reaction diffusion system. In a standard reaction diffusion system, the local
concentration of a chemical species is defined by its chemical reaction network and

the diffusion kinetics of the molecules.

In contrast to the Kai scheme, an archetypal spatial molecular oscillator is the
Min system [35]]. Bacteria use the waves generated on the membrane surface to
identify the cell’s center. Once the cell’s center is designated by the Min proteins,
a filamentous ring forms that contracts to bisect the cell during division. The
general scheme of the Min system is as follows. MinD:ATP preferentially binds
to the membrane where MinD:ATP is already bound. MinE binds to membrane-
bound MinD:ATP and phosphorylates the ATP, causing MinD:ADP to release from
the membrane. The free-floating MinD:ADP undergoes a nucleotide exchange,
converting to MinD:ATP. For a more detailed description see [36]]. The reaction
dynamics of the Min system results in waves along the membrane’s surface, but how
can this phenomenon reliably localize its center? The ellipsoidal boundary of the
cell stabilizes waves that move along the cell ‘s major axis [37]]. It is ultimately the

geometry of the membrane that selects for waves that will identify the cell’s center.

Eukaryotic cell migration also depends on waves of protein activity along the mem-
brane surface, which lead to the nucleation of actin polymerization [38]]. However,
these waves are also regulated by the states of membrane receptors, allowing for cells

to move according to external cues [39]. Cells use membrane receptor signals to
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polarize, establishing a leading edge where actin polymerizes and a tail end where
actin depolymerizes. Cell polarization in response to external signals allows for
cells to, for example, move up chemical gradients. The fact that membrane signals
guide the self-organization of the cytoskeleton has been exploited to make cells
migrate in response to artificial signals. For example, cells have been made to move
in response to light by fusing membrane signaling proteins to optogenetic proteins,

which form reversible heterodimers under light excitation [40} 41].

Cells also use compartments to localize molecules or nucleate reactions. One of
the best examples of this are clathrin coated vesicles, which transport molecular
cargo between the outside of the cell and organelles [42]. More recently there
has been an interest in phase separated condensates made of proteins and RNA,
which behave as membraneless compartments [43|]. A condensate forms through
the weak attractions between its constituent molecules, forming a droplet with liquid

or gel-like properties.

In the cell, phase separated condensates appear to have a variety of roles, but a
prime example is the centrosome [44]. The pericentriolar material, which is part
of the centrosome, forms an amorphous condensate that recruits tubulin nucleating
proteins. The recruitment of nucleating factors to the centrosome results in the for-
mation of microtubule spindles. Centrosomes break symmetry by localizing spindle
formation to opposite poles of the cell and also determine the number of spindles
that form. Another example of phase separated condensates regulating a mechanical
process is T-cell receptor activation. When T-cell receptors are activated, a phase
separated condensate forms that nucleates the polymerization of actin filaments at

the cell membrane [45]].

Spatial and temporal variation in chemical and mechanical activity makes it possible
for living systems to perform essential mechanical tasks. How self-organizing
systems respond to boundary conditions that vary in space and time remains unclear
because we lack experimental tools for implementing such boundary conditions.
The mechanisms the cell uses for localizing mechanical activity in space and time
is challenging to implement experimentally, requiring interactions with receptors,
lipid membranes, and complexes of many proteins. The reconstitution of T-cell
receptor signal transduction, for example, required 12 purified components. If we
are to distill the effects of the boundary conditions on active self-organization, it will

be necessary to develop a simple method to impose arbitrary patterns of activity.
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1.2.2 Molecular and Experimental Details of the Microtubule-Kinesin System
In this section I focus on the molecular details of unleashed systems containing mi-
crotubule filaments and kinesin motors. Microtubules have a diameter of 25 nm and
are usually grown to an average length of ~ 5 pm (except for the case of the active
nematic, where filaments are grown to 1 pm [23]]). Microtubules are rigid compared
to other biopolymers, having a persistence length of 1.4 mm [46]]. The visualization
of microtubules is typically achieved by mixing a small population of fluorescently
labeled tubulin into a tube of unlabeled tubulin before polymerization. It should be
noted that motor-filament interactions diminish when microtubules contain higher
proportions of labeled tubulin [47]. Microtubules are stabilized by either polymeriz-
ing tubulin with a non-hydrolyzable form of GTP such as GMPCPP, or the addition
of a small molecule stabilizing agent called taxol. While earlier works used taxol for
stabilization, more recent papers have stabilized microtubules with GMPCPP. The
persistence length of taxol stabilized filaments is approximately half that of GM-
PCPP and non-stabilized microtubules [48]]. In addition, it has been observed that
taxol-stabilized microtubules have a tendency to bundle together [49]. It is therefore
extremely important to take the stabilization method into account when comparing
results between experiments. Although tubulin is evolutionarily conserved [50], the
source of tubulin can impact experiments due to post-translational modifications
and tubulin isoforms. Microtubules are typically sourced from bovine or porcine
brains because of the high yield they offer. However, the modifications and types of
tubulin differ across species and cell types. These differences are known to affect

motor speed and run length [S1].

The relationship between self-organization and the properties of motor proteins is
similarly complex. The motor that is most commonly used in microtubule experi-
ments is Drosophila melanogaster kinesin-1. Full length kinesin-1 is ~ 60 nm in size
[52]] and has an average speed of 800 nm/s [53]]. The step size of the motor is 8 nm
and takes an average of 150 steps before falling off from a microtubule [53]. The
stall force is approximately 5 pN [54]. As to whether or not kinesin-1 dwells at the
end of a microtubule or immediately falls off remains a point of contention. While
certain motors do end-dwell, there is no direct evidence to indicate that kinesin-1
end dwells. However, simulations (unpublished data from simulations I ran and
independent work by Sebastian Fiirthauer) suggest that aster formation should not
be possible without end dwelling. To see why this is, picture two microtubules
pointing in the same direction and aligned with the x-axis. Further, the plus ends

of these microtubules are slightly offset from each other in x. If a motor falls off
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right when it reaches the plus end, then these microtubules will never experience
a translational force that will bring the two plus ends together. See Fig. 4 in [55]
for a more detailed illustration. An alternative possibility is the presence of dead
motors, which bind to microtubules but do not walk. These dead motors may add
a friction term that makes aster formation possible. What fraction of motors are
dead and exactly how dead motors might influence self-organization is presently
unknown. The behaviors of motors have also been shown to depend on how they
are expressed. Even genetically identical kinesin-1 expressed in bacteria or in in-
sect cells have shown notable differences in behavior [56]]. The hypothesis is that
bacteria produce a non-motile motor sub-population due to premature translation
termination, but it has not been explicitly tested. Since kinesin-1 is a motor that is
native to insect cells, perhaps there are post-translational modifications that do not
occur when kinesin-1 is expressed in bacteria. In spite of evidence that insect cells
produce more robust motors, most works rely on bacterial expression because it can
be faster, easier, more cost effective, and produces higher protein yields than insect

cell purification.

An extremely important, yet often underappreciated challenge of working with
purified protein systems is surface passivation. In order to look at the protein
mixtures under a microscope, the mixture must be placed into a glass chamber.
Proteins, however, have a tendency to adsorb onto glass surfaces due to electrostatics
and hydrophobic interactions [S7]. Surfaces that are insufficiently passivated will
sequester motors and pull asters apart. It is therefore necessary to modify the
surface of the glass chambers in order to prevent motor adsorption. As one might
deduce from Nédélec and Surrey’s offer of a fine bottle of red wine to whoever
improves the method for passivating and storing glass slides [58]], passivation can
be a challenging process. It is worth noting that the effectiveness of a passivation
technique depends on the proteins being used and should therefore be considered
on a case-by-case basis. A simple approach is to coat the glass with another protein
in advance, such as bovine serum albumin or casein. However, these proteins will
not create a continuous coating nor do they covalently bind to the glass surface,
so any initial passivation effect may decay over time. An alternative solution is to
chemically modify the glass surface by forming a hydrophilic brush. Typically, a
layer of PEG is covalently linked to a silanized glass surface [59]]. While effective,
the process of forming a PEG brush is time consuming and is difficult to store due to
PEG-silane’s susceptibility to hydrolysis [60]. For the kinesin-microtubule system,
the most robust passivation protocol is the generation of an acrylamide brush [61],
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which is also time consuming, but is stable in room temperature water for months.

In the development of the system introduced in Chapter 2, it was necessary to decide
how to stabilize microtubules, what motors to use, and how to passivate the sample
chamber. Initially, taxol stabilized microtubules were used, but complete aster dis-
assembly was hindered or possibly absent due to the tendency for taxol stabilized
microtubules to stick together. Instead, GMPCPP stabilized microtubules were later
used where this bundling behavior is less pronounced. Tubulin was sourced from
bovine brain because it is cost effective and standard for most purified tubulin ex-
periments. A truncated form of Drosophila kinesin-1, K401, was chosen primarily
for historical reasons. Since the first artificial aster paper [21]], all unleashed micro-
tubule systems have used this motor for self-organization. For surface passivation,
the first scheme that showed promise was the PEG-silane chemistry. However, in my
hands, the passivation was inconsistent and decayed within a few days of storage.
For the finalized protocol, I decided to use the acrylamide passivation chemistry
because it was much more robust relative to PEG-silane. Another essential feature
in the experimental system is the presence of an energy recycling system. Without
a way to recycle ADP back into ATP, the unleashed motor-filament system will
run out of energy to power the motors on the order of minutes. For this reason, |
used the same pyruvate-kinase recycling system as has been used in other unleashed
motor-filament systems [23]]. Some of these choices may seem arbitrary, and indeed
some quick decisions were made because the parameter space here is quite large.
There is certainly a lot of room to explore how the properties of microtubules and

motors determine mesoscopic behaviors of the unleashed system.

1.2.3 Modeling the Kinesin-Microtubule System

In this section, I will provide a very brief overview of how motor-filament interac-
tions are modeled. Models of the leashed and unleashed systems share the same
basic aspects. Filaments are treated as thin rods with a center of mass x and orienta-
tion p. Filaments interact with each other through motor cross-links. The equation

of motion for a single filament is

mx = Fmot 4 piluid (1.1)

where m is the mass of the filament, F™" is the force exerted on the filament by the
motor interactions, and F1Ud are the forces that come from the solvent such as the

viscous drag, fluid flow, and thermal fluctuations. A similar equation can be written
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for the torque. The inertial terms in the motor-filament system are much less than
the viscous terms, making this a low Reynolds number problem. In other words,
if a particle were to stop generating a propulsive force (and undergo no thermal
motion), it would coast a fraction of an angstrom before it would stop moving [|62].
Consequently, the left side of the above equation can be approximated to be equal to
zero, i.e. Fol = () — pmot — _ pfluid 15 the case of a dense field of microtubules,
it is important to also account for the steric interactions between filaments, which is

responsible for the alignment seen in the nematic phase [63].

M M M

free s bound d bound

Figure 1.2: Schematic of motor binding dynamics

In the unleashed systems, motors are clustered together through biotin-streptavidin
links. For simplicity, I will designate each motor cluster as containing two motor
complexes (this is not exactly the case experimentally [21]]). Although a single
motor complex has two microtubule binding domains, I will assume that a single
motor can only bind to one microtubule at a time due to the geometry of the motor
proteins. There are effectively three populations of motors in the system: free,
single bound, and double bound (Fig. [I.2)):

[Mfree] < [Ms bound]

[ M vound] < [Mabound]-

(1.2)

The motion of a free motor is dictated by thermal fluctuations and fluid flow until
it binds to a filament. A single bound motor cluster will move towards a filament’s
plus end at the motor’s unloaded step speed. These motors will eventually come off
the microtubule as dictated by the motor’s processivity and end-dwelling properties.
The position of a bound motor can be written relative to the filament’s centroid as
x+ sp. Further, a single bound motor can be approximated as attributing no net force
to a filament as it moves. When a motor cluster binds to two filaments, however,

an equal and opposite force is applied through the crosslink as both motors move
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towards the filament plus ends. The speed at which double bound motors move is a
function of the amount of force applied to them [54]. Similarly, motor processivity

decays as a function of the force [[64].

Motors cause filaments to slide across each other through pairwise crosslinks, F;}‘Ot =
—F]r.‘l.“’t. This provides a force balance requirement Y, F™*" = 0. In the case of a
highly crosslinked network, it can be argued that the force contributions due to
fluid flow are negligible [65]]. However, this approximation is not valid for all self-
organizing motor filament systems, as will become apparent in Chapter 2. When
including fluid interactions, the drag force on a microtubule can be calculated based
on the slender body approximation. The movement of the filaments will induce a
stress in the fluid as described by a force-free Stokes flow. It is worth noting that the
treatment of microtubules as rigid rods will fail to capture some phenomena, such

as the ring patterns formed during gliding assays [66 67].

Models of motor-filament systems are still in their early stages. There have so far
been no major “figure 1 models” (a term coined by Rob Phillips), where the pre-
dictions of a model are used to motivate experiment. One challenge to modeling
motor-filament systems is that organization spans multiple length scales. Cap-
turing the details of nanometer-scale interactions and carrying them across to the
micrometer length scale is computationally expensive. Computational costs are
further exacerbated by the inclusion of hydrodynamic interactions. Advancements
in coarse analytical models similar to [65]] and numerical simulations frameworks
like cytosim [68] or finite element modelling will be necessary for a figure 1 model

to come to fruition.
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Chapter 2

CONTROLLING ORGANIZATION AND FORCES IN ACTIVE
MATTER THROUGH OPTICALLY-DEFINED BOUNDARIES

2.1 Introduction

Living systems are capable of locomotion, reconfiguration, and replication. To
perform these tasks, cells spatiotemporally coordinate the interactions of force-
generating, “active” molecules that create and manipulate non-equilibrium structures
and force fields that span up to millimeter length scales [1-3]. Experimental active
matter systems of biological or synthetic molecules are capable of spontaneously
organizing into structures [4} S]] and generating global flows [6-9]]. However, these
experimental systems lack the spatiotemporal control found in cells, limiting their
utility for studying non-equilibrium phenomena and bioinspired engineering. Here,
we uncover non-equilibrium phenomena and principles by optically controlling
structures and fluid flow in an engineered system of active biomolecules. Our engi-
neered system consists of purified microtubules and light-activatable motor proteins
that crosslink and organize microtubules into distinct structures upon illumination.
We develop basic operations, defined as sets of light patterns, to create, move, and
merge microtubule structures. By composing these basic operations, we are able
to create microtubule networks that span several hundred microns in length and
contract at speeds up to an order of magnitude faster than the speed of an individual
motor. We manipulate these contractile networks to generate and sculpt persistent
fluid flows. The principles of boundary-mediated control we uncover may be used
to study emergent cellular structures and forces and to develop programmable active

matter devices.

2.2 Optical Control Over Aster Formation

Our scheme is based on a well-studied active system composed of stabilized micro-
tubule filaments and kinesin motor proteins [4-8, 10-12]. In the original biochem-
ical system, kinesin motors are linked together by practically irreversible biotin-
streptavidin bonds. As linked motors pull on microtubules, a variety of phases and
structures spontaneously emerge, such as asters, vortices, and networks. However,

spatial and temporal control of these structures is limited [} 13]].

We engineered the system so that light activates reversible linking between motors
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Figure 2.1: Light-switchable active matter system enables optical control over aster
formation, decay, and size. a, Schematic of light-dimerizable motors. b, Schematic
of light-controlled reorganization of microtubules into an aster. ¢, Images of labeled
microtubules during aster assembly and decay and corresponding image spatial stan-
dard deviation versus time. The blue line is the mean of 5 experiments and the gray
dots represent individual experiments. The dashed line is when the activation light
is removed, transitioning from creation to decay. d, Max contraction speed versus
excitation diameter. The red line is a linear fit. e, Diffusion coefficients versus char-
acteristic aster size. The characteristic size is the image spatial standard deviation
at the 15 minute time point shown in (¢). The dashed line represents the diffusion
coeflicient of a 7 pm microtubule (Section[2.2.T1)). f, Aster characteristic size versus
excitation diameter with representative images. In (d, e, f), the diamonds represent
the mean of 5 experiments and the gray dots represent individual experiments. In
(c, f), the yellow shaded disks represent the light pattern.
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(Fig. [2.Th) by fusing kinesin-1 motors to optically-dimerizable iLID proteins [14]].
Light patterns are projected into the sample throughout its depth and determine
when and where motors link. Outside of the light excitation volume, microtubules
remain disordered, while inside the light volume, microtubules bundle and organize.
The reversibility of the motor linkages allows structures to remodel as we change the
light pattern. For a cylinder pattern of light excitation, microtubules contract into a
3D aster (Fig. [2.1p) (Section [2.2.1] Video 1, Video 2). We use the projection of a
cylinder of light as an operation for creating asters. We note that vortices, spirals,

and extensile behavior are not observed under our conditions (Section [2.2.2)).

Our temporal control over aster formation allows us to study the dynamics of their
creation and decay (Fig.[2.1c) (Video 3) through time lapse imaging (Section[2.2.3).
We characterize these dynamics by measuring the spatial width of the distribution of
fluorescently-labeled microtubules using image standard deviation (Section [2.2.4).
During aster formation, the distribution of microtubules within a cylinder pattern
contracts. After 10-15 min, the distribution reaches a steady state, indicating that
the aster is fully formed. To quantify a characteristic aster size (Section [2.2.5),
we measure the image standard deviation at 15 min (Section [2.2.6). Once the
excitation light is removed, asters begin to decay into free microtubules. The
spatial distribution of microtubules widens over time, returning to the initial uniform
distribution. Further, aster decay is reversible (Section [2.2.7).

To understand scaling behavior, we investigate how the dynamics of aster formation
and decay depend on excitation volume. During formation, microtubule distri-
butions contract. The contraction speed (Section [2.2.8) grows with the diameter
of the excitation cylinder (Fig. 2.1d). Similar scaling of contraction speed has
been observed for actomyosin systems [15]] (Section and modeled for generic
networks [16]. Alternatively, contraction can be measured by a characteristic con-
traction timescale [17] (see Section[2.2.8). During decay, microtubule distributions
spread in a manner consistent with diffusion (Section[2.2.10). The effective diffusion
coefficient is independent of characteristic aster size (Fig. 2.1¢) and is consistent
with what is expected for free microtubules (Section[2.2.11)). Further, we manipulate
aster size through the diameter of the excitation volume (Fig.[2.Tf) and find a scaling
dependence (Section that shows similarities to the dependence of spindle

size on confining volumes [18]].


https://vimeo.com/327840168
https://vimeo.com/327840188
https://vimeo.com/307204655

24

2.2.1 Aster Distribution in 3D

From z-stack imaging, we observe that asters are complex 3D structures (Fig. [2.2).
By analyzing the microtubule density in Z, we find that asters form near the midpoint
of the sample plane (Fig.[2.3p). Further, we show that these are symmetric structures

by fitting the intensity profiles in the Y plane and Z plane to Gaussians (Fig. 2.3p,
).

b XY Projection ZY Projection

XY Projection ZY Projection

Figure 2.2: 3D projections of asters from z-stacks imaged with a 20x objective. a,
Aster generated with a 100 pm disk (Video 1). b, Aster generated with a 300 pm
disk (Video 2). The XY plane is along the plane of the sample slide. The ZY plane
is orthogonal to the sample slide and the image is constructed by interpolating over
18 Z-slices spaced by 4 pm.


https://vimeo.com/327840168
https://vimeo.com/327840188
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Figure 2.3: Analysis of microtubule distribution in 3D. a, Heatmap of microtubule
distribution in the YZ plane shown in Fig. 2.2a. Sample boundaries, defined by
the coverslips, are denoted by the dashed lines. b, Gaussian fit to the microtubule
density in the middle slice of the Y plane. ¢, Gaussian fit to the microtubule density
along the Z plane.

2.2.2 Comparisons with Similar Systems

Microtubule Vortices

The original microtubule-motor system [4} [5] is contractile and shows the formation
of microtubule vortices in addition to asters. Microtubule vortices have not been
observed in our experiments, however. This is likely due to the substantial differences
between the boundary conditions. Experiments where vortices are reported have a
channel spacing of 5 pm, while our experiments have a channel spacing of ~ 70 pm.
A large microtubule vortex forms with a boundary that is 90 um in diameter [4],
however, our boundaries are 18 mm x 3 mm. Further, our experiments use GMPCPP
stabilized microtubules with an average length of 7 pm, while the work reporting
vortices uses taxol stabilized filaments with a length range of ~ 10-100 pm. There

may also be a significant difference between the acrylamide surface chemistry we
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use and the agarose chemistry used in the other work.

Extensile vs. Contractile

We note that our experimental system results in a contractile network rather than
an extensile gel. Recent works have shown that conditions leading to a contractile
system require long flexible filaments that are capable of buckling and that undergo
limited steric interactions [[16,|19]]. In contrast, the extensile active gel or the active
nematic relies on high concentrations of depletion agents to preform bundles of short
and stiff filaments, unlike in our system. This suggests that the lack of extensile
behavior we observe is unrelated to the optically-dimerizable motors, but rather
to the parameters of the microtubule length and depletion agent. Therefore, there
is no inherent limitation in the application of optically-dimerizable motors under

extensile conditions.

2.2.3 Microscopy Protocol

Samples were imaged at 10X (Fig 1c, le, 1f, 2d, 4a, 4f, and 4h) or 20X (Fig. 1d, 2b,
3b, 3d, and 3e). For Figures 2e and 2f, the distance span of the merger experiments
required us to pool data taken at 10X (500 pm and 1000 pm separations) and 20X
(175 pm, 250 pm, and 350 pm separations) magnifications. For the formation,
merging, and movement experiments represented in Figures 1-3, the images of the
fluorescent microtubules were acquired every 20 s. For each time point, a z-stack of
5 slices spaced by 10-15 pm is taken. For the flow experiments represented in Figure
4, a brightfield image and subsequent fluorescent image were acquired every 4 sec-
onds to observe the tracer particles and microtubules, respectively, without z-stack
imaging. The increased frame rate was needed to ensure sufficient accuracy of the
particle velocimetry. For all experiments, we activated light-induced dimerization
in the sample every 20 s with a brief 300 msec flash of 2.4 mW/mm? activation light
from a = 470 nm LED. The rate of activation was based on the estimated off-rate
of the iLID-micro complex [[14] of ~ 30 s. The duration of the activation light was
empirically determined by gradually increasing the time in 50 msec increments until
we observed the formation of an aster. We note that higher frequencies of activation
or longer pulse duration result in contractile activity outside of the light pattern.
Typically, one experiment was run per sample. Individual samples were imaged for
up to 1 hour. We placed the time limitations on the sample viewing to minimize
effects related to cumulative photobleaching, ATP depletion, and global activity of

the light-dimerizable proteins. After several hours, inactivated "dark" regions of the
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sample begin to show bundling of microtubules.

2.2.4 Measuring Aster Spatial Distribution with Image Standard Deviation
We interpret the pixel intensity from the images as a measure of the microtubule
density. Image standard deviation o is a measure of the width of an intensity-
weighted spatial distribution over a region of interest, ROI. We use o to characterize
how the spatial distribution of microtubules evolves in time. For each time point, we
first normalize each pixel value I(x, y) by the total pixel intensity summed across
the ROI,

1(x,y)
Inorm s = 2.1
(x y) Zx,yeROI I(-x’ y) ( )

where I(x, y) is the raw intensity of the pixel at position (x, y) after background
subtraction. To find o, we define the image variance o2 of the intensity-weighted

spatial distribution as

o?= > [ =07+ =51 hom(x,), (2.2)
x,y€ ROI

where coordinates X and y are the center of the intensity distribution

X = Z x I(x). (2.3)

2.2.5 Characteristic Size of an Aster

Determining Characteristic Size

As seen in Fig. 2.2] the irregularity of aster arm spacings and lengths presents
very challenging segmentation issues for the detailed modeling of the microtubule
distribution. Instead, we chose to determine a single characteristic size to represent
the spatial distribution of the aster. First, we perform a maximum projection over the
z-stack for each time point to create a 2D image in the XY plane. To represent the
projected 2D image, we chose the image standard deviation approach (Section(2.2.4)
to integrate over the variations in the XY plane. We define the characteristic aster size
as the image standard deviation o after ~ 15 min of activation. The characteristic size

is used for comparing with order-of-magnitude scaling arguments (Section [2.2.12)).
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2.2.6 Image Analysis of Asters

Image Preparation

At each time point, each z-stack of images is summed into a single image in the
XY plane. We process each XY image to correct for the non-uniformity in the
illumination and background intensity. We “flatten” the non-uniformity of the
image with an image intensity profile found in the following process. We take
the first frame of the experiment and perform a morphological opening operation
with an 80-pixel disk followed by a Gaussian smoothing with a 20-pixel standard
deviation. The resulting image is then normalized to its maximum pixel intensity
to generate the image intensity profile. Images are flattened by dividing them by
the intensity profile. We note that this strategy depends on there being a uniform

density of microtubules in the first frame.

Once images are flattened, the background is found by taking the last frame of aster
formation and calculating the mean intensity of the activated region that is devoid of
microtubules. Images are subtracted by this background intensity and thresholded

so that any negative values are set to zero.

Defining the Regions of Interest

As mentioned in Section [2.2.4] we determine the image standard deviation over a
region of interest (ROI). For the formation experiments, we define the region of
activation as the disk encompassing the aster and the region devoid of microtubules
around the aster, after * 15 min of activation, when formation is complete. To
identify this region, we segment the low intensity region around the aster. The
low intensity region around the aster is found by subtracting the final frame of
aster formation from the first frame of the image acquisition. After subtraction, the
void region is the brightest component of the image. We segment this region by
performing an intensity and size threshold to create a mask. The aster-shaped hole
in the mask is then filled. Using the perimeter of the mask, we calculate the diameter

of the disk region of activation.

For analyzing the images for the decay process, we alternatively take a region of
interest centered on the aster position (from the last frame of aster formation and
found using the intensity weighted center) and proportional to the size of the aster
in order to reduce the contribution of microtubules diffusing in from the boundary.
This proportionality constant was chosen as the ratio of the ROI diameter to the

aster diameter for the aster formed with the 50 pm disk, which is 1.63.
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2.2.7 Reversibility of Aster Formation and Decay

To show that aster decay is driven by motors reverting to monomers as opposed to
irreversible events such as ATP depletion or protein denaturation, we provide an
illustrative experiment of aster formation followed by decay followed again by aster
formation. Imaging for this experiment was performed at 20X to increase the spatial
resolution. We note that asters do not completely decay, as observed in panel 6 of

Fig. 2.4 that the central core of the aster persists.

L
50 um

Figure 2.4: Time series of light induced aster formation, decay, then formation.
First formation frames are at time points t = (1) 0, (2) 6.7, and (3) 16.3 min. Aster
decay frames are for t = (4) 16.7, (5) 25, and (6) 112.7 min. Second aster assembly
frames are t = (7) 113, (8) 120, and (9) 129.3 min.

2.2.8 Speed and Characteristic Time Scales of Formation and Merging

In order to compare the boundary dependence of our contraction behavior to other
contractile networks, we calculate the max speeds and characteristic times of con-
traction and aster merger as described in [[15H17]]. We first find the characteristic
time by fitting a model to our experimental data and then use this value to calculate
the maximum speed. As in [15]], we fit to a model of a critically damped harmonic

oscillator,

1\ =
L(t) = Lin + (Linit — Lfin) (1 + ;) e, (2.4)
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Figure 2.5: A comparison of model fittings for a contracting aster experiment.

where Ly 1s the initial size of the network, Lg, is the final network size, and T
is the characteristic time of contraction. This model was developed to describe a
contractile actomyosin gel, which shares similar dynamics with our own system.
We apply this fit on time points after the initial lag phase, which was empirically
determined to end at one minute. While we tried fitting to an exponential function,
we found that the harmonic oscillator model was more robust across excitation
length scales (Fig. [2.5).
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We find that the characteristic times show a general lack of sensitivity to system size
for our range of lengths (Fig. [2.6)), similar to [[17]]. The characteristic time is roughly
1 to 2 minutes, comparable to the times reported in [17].

We calculate the maximum speed of contraction or merger, Vimax = —%, by
2

finding the time ¢ = f;n,« that satisfies % = 0. First we calculate the second

derivative of Eq.[2.4]

dzL(t) _ (Linit — Lgin) (1 — 7) =

drr 73 23)

Based on this equation, it is apparent that the maximum speed occurs at fpax = 7.

dl;i(l“r). We calculate _dz_gf) by

The maximum speed is then defined as vy = —
taking the first derivative of Eq.[2.4]

dL(t) _ l(Linit - Lﬁn)e%’
dt 72

) (2.6)

then set t = 7 to find the maximum speed,

v — dL(T) _ Linit - Lﬁn
max dt .

2.7)

et

This viax 1S the reported contraction or merger speed.

2.2.9 Comparison to Light Activated Actomyosin Networks

A system that shows some similar behavior to ours is the light activated actomyosin
network in [15]]. Here, we note the similarities and differences between the two
systems. In the actomyosin network, the actin filaments are globally and permanently
crosslinked by the myosin motors in both the dark and the light. In the light, motors
are permanently activated. Light patterns generate a localized contraction of the
global actomyosin network. Since the contracting region is still linked to the rest of

the actomyosin network, deformations are propagated throughout the entire network.

In contrast, our system starts with unlinked microtubule filaments. Light patterns
activate linkages of motors to create a localized contractile network with a free
boundary. Thus, there are no connections to an external network, unlike the ac-
tomyosin system. Further, the reversibility of these links allows the networks to

remodel and to resolve after contraction.



32

A key similarity between the two systems is the observation that contraction speed
increases linearly with the size of the excitation region. A recent theoretical treatment
[16] provides a generic model for this observation. Their results in Box 1 Panel C
predict a linear scaling of contraction speed versus size for 1D, 2D, and 3D networks.
dL
dr

For a 1D network, the contraction speed <= is related to the length L of the network

by the contractility constant y as

&~ yL. (2.8)

2.2.10 Analysis of Aster Decay

When the activation light is removed, the iLID-micro dimer begins to disassociate,
leading to un-crosslinked microtubules. The original work where iLID is designed
and characterized shows that the formation and reversion half-lives of individual
iLID-micro heterodimers are on the order of 30 seconds [14]]. Our empirical deter-
mination that sharp localization of contractile forces within the light pattern requires
pulsing the light pattern every 20 seconds (Section [2.2.3)), in addition to the char-
acterization of other iLID and LOV domain based systems [20-23]], supports the
notion that the reversion rate of kinesin-fused iLID proteins is similarly on the tens
of seconds time scale. We note that the motor density has been predicted and ob-
served to increase exponentially towards the aster center [10]. We therefore expect
the central region of the aster to decay more slowly than an individual motor link.
This may explain why asters appear to decay on the order of tens of minutes (Fig.

1c), rather than tens of seconds.

For an ideal 2D Gaussian spatial distribution of diffusing particles starting with a
finite radius of w, we expect
1 2 2
) | R—— 2.9
P = D) 9

where D is the diffusion coefficient.

The variance o2

Coauss of this distribution as a function of time ¢ is given by
uss

O ouss (1) = 4Dt + W, (2.10)

The variance o2, __increases linearly with ¢ with a slope of 4D.

Gauss

We characterize the aster decay process by measuring the image variance o2 as a

function of time, as described in (SI.[2.2.4). Images are first processed as described
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in (SI. 2.2.6). Although our spatial distributions are not strictly Gaussian, we
observe that for our data o2 increases linearly with ¢ (Fig. , which suggests
that the decay process is described by the diffusion of unbound microtubules. By
analogy to the 2D ideal Gaussian case, we calculate an effective diffusion coefficient
of our distributions by a linear fit of o> versus time and find the diffusion coefficient

from the slope. This gives us a diffusion coefficient in units of pm?/s.

We find the diffusion coefficient by applying a linear fit to time points that occur
after 200 seconds.
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Figure 2.7: Plot of mean variance of image intensity as a function of time for
different initial aster sizes. The shaded region is treated as part of the linear regime.
The measure of time is relative to the beginning of aster decay.

2.2.11 Diffusion Coefficient of a Microtubule

We approximate the diffusion coefficient for a single microtubule as a rigid rod to
compare with the effective diffusion coefficient we estimate for aster decay. The
diffusion coefficient D for an object in liquid media can be calculated from the drag
coeflicient y

_ kgT

D , 2.11)
y

where kp is the Boltzmann constant and T is the temperature, for which we use 298
K. We model a microtubule as a 7 pm long cylinder (SI. with a radius of 12.5

nm. The drag coeflicients for a cylinder have been found previously [24] for motion
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either parallel | or perpendicular y, to the long axis of the cylinder

2nnL
= ’
In(L/2r) —0.20
4rnlL (2.12)
pan

T In(L/2r) + 0.84°

Here, L is the length of the cylinder, r is its radius, and 7 is the viscosity of the fluid,
which we estimate to be 2 x 1072 Pa - s (SI . Using the parameters detailed
above, we calculate D|| = 0.3 pm?/s and D, = 0.2 pm?/s. We assume that the
larger diffusion coeflicient dominates and thus use D, the longitudinal diffusion

coeflicient, as the diffusion coefficient for a single microtubule in Fig. le.

2.2.12 Scaling Arguments for Aster Size and Comparison to Data
We consider how the total number of microtubules in an aster relates to the volume
of the projected light pattern. We are projecting a disk pattern of light on the

sample from below. The channel is a constant height, z * 70 pm. We therefore

2
light

diameter of the excitation disk. If we look at experimental data, we see evidence of

treat the light excitation volume as a cylinder Vijjgn, = leﬂzd where djigp, is the
a linear relationship between the light volume and the number of microtubules that
are present during aster formation (Fig. 2.8p). The implication of this observation
is that the density p of microtubules is uniform. Furthermore, we see that after
the initial contraction event, the total integrated fluorescence of the excited region
remains constant (Fig. 2.8b), indicating that the total number of microtubules N is

constant during aster formation.
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Figure 2.8: Measuring the conservation of labeled fluorescent microtubules in the
excitation region during aster formation. a, Total intensity of excitation region as a
function of volume of light cylinder averaged during aster formation. Measurements
are for light disks with diameters 50, 400, and 600 pm. b, Change in total intensity
inside of the excitation region as a function of time.

Based on these observations, we assume that the number of microtubules N in the

aster is given by
N = pViight- (2.13)

From Section [2.2.1) we observe that asters have a roughly spheroidal symmetry.
For an order-of-magnitude estimate of how aster size scales with the volume of light,
we assume that the characteristic length of the aster L., is given by the diameter

of an effective sphere which scales with microtubule number as

Laster < N'/3. (2.14)
and thus
Lasier o Vil (2.15)

As noted above, if the volume defined by the activation light is a cylinder, then
Viight & digy - (2.16)

From these last two equations, we arrive at the scaling relationship between aster

size and excitation disk size
2/3
Lasier o dyjy. (2.17)
We made a power law fit with a fixed exponent of 2/3 to the data shown in Fig. 1f.
Though we cannot strictly rule out other exponents, we show the fit to demonstrate

that the scaling argument determined exponent is at least consistent with the data.
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2.3 Aster Dynamics

Moving activation patterns are responsible for dynamically re-positioning structures
and forces within a cell [25]]. We are able to similarly move asters by re-positioning
light patterns relative to the sample slide by moving the slide stage (Fig.[2.9k). We
are also able to move asters by directly moving the light pattern, however, moving
the stage allows for a greater range of travel. As the stage moves, the asters track with
the light pattern, traveling up to hundreds of microns relative to the slide (Fig.[2.9b)
(Video 4) (Section 2.3.T). The aster maintains a steady state distance ¢ between
itself and the light pattern (Fig.[2.9c). We find that asters are always able to track
the pattern for stage speeds up to 200 nm/s. At 400 nm/s, asters are not able to stay
with the pattern, setting an "escape velocity" that is comparable to the motor speeds
measured in gliding assays (Section [2.3.4). When the stage stops moving, the aster
returns to the center of the light pattern, indicating that the aster is experiencing
a restoring force. We can characterize aster movement as caused by an effective
potential (Section [2.3.2)), and observe mesoscopic phenomena that may inform the
underlying mechanisms of aster motion (Section [2.3.3).

Intriguingly, we find that asters formed near each other interact by spontaneously
merging. To study this interaction, we construct an aster merger operation, where
asters are connected with light (Fig. 2.9d) (Video 5). At the beginning of the
merging process, a network of bundled microtubules forms, which connects the
asters. The connecting network begins to contract and the asters move towards each
other (Fig. 2.9¢). The speed at which asters merge (Section increases as a
function of linking distance up to a speed of roughly 2.5 pm/s (Fig.[2.9f). The scaling
of aster merger speed as a function of distance is similar to the observed relationship
of contraction speed as a function of the excitation cylinder size discussed above.
We note that the maximum observed merger speed is about an order of magnitude
higher than the speeds observed during gliding assays (Section [2.3.4), which is
analogous to how cell migration speeds can exceed single motor speeds [26]. Our
ability to move and merge microtubule asters reveals that they are not steady state

structures as previously observed [5], but are dynamic and constantly remodeling.


https://vimeo.com/307208989
https://vimeo.com/307205769
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Figure 2.9: Moving and merging operations of asters with dynamic light patterns.
a, Asters are moved relative to the slide by repositioning the microscope stage. b,
Overlay of five individual trajectories of aster movement relative to slide moving
at 200 nm/s. The line represents the mean trajectory. Time lapse images show the
position of the aster relative to the light pattern. ¢ is the displacement of the aster
from center of the light pattern. ¢, ¢ versus stage speed. The dotted line at 400
nm/s represents the escape velocity. The red line is a linear fit. d, [llustration of the
aster merge operation by a connected excitation pattern and the corresponding time
series of images. e, Distance between merging asters over time for different initial
separations. f, Maximum speeds of asters as measured from (e). The red line is a
linear fit to the first three data points. In (c, e, f),the diamonds represent the mean
of 5 experiments and the dots represent individual experiments.

2.3.1 Tracking of Moving Aster
For each time point, we sum over the z-stack to form a single image. The image
is then passed through a morphological top-hat filter with a structure element of a

100-pixel disk to “flatten” non-uniformities in the illumination. The image is then
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projected into a 1D intensity profile. We project onto the x-axis by summing along
the line that passes through the center of the excitation disk with a 100-pixel window
in y. Aster centers are then found at each frame by fitting the intensity profiles to
Gaussian functions.

For 2D tracking, the movement of the aster is found by comparing the centroid of
the aster in each frame. The raw images are processed using a Gaussian filter with a
standard deviation of 1 pixel, followed by thresholding to eliminate the background
noise.

2.3.2 Effective Potential of a Moving Aster

When the light pattern moves, we observe that the aster appears to be pulled in tow
behind the light pattern, perhaps by the aster arms or newly-formed microtubule
bundles in the light pattern. Further, when the light pattern stops moving at speed
Viight, We observe that the aster immediately returns to the center of the light pattern
at speed Vyeurn- From Fig. we see that

Vreturn ~ Vlight- (2.18)
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Figure 2.10: The speed at which an aster returns to the center of the light pattern
once the pattern stops moving. Red line is a plot of y = x.

This is the behavior expected for an object under the influence of a potential at
low-Reynolds-number, where the aster has negligible momentum and the forces are
essentially instantaneous. These observations support the notion that a moving aster
can be modeled as being in an effective potential. First, we model the observed

behavior with a generic potential without any assumption of the mechanistic cause
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of the potential and then numerically compare these results to the estimated optical

tweezer effects of the excitation light pattern.

We estimate the potential and the forces acting on a moving aster from the viscous
drag of the background fluid, in an analogous way to how this is done for objects
trapped in an optical tweezer [27]. If we assume that the aster is a spherical object
of radius a and is moving with speed vy;gne, it will experience a viscous drag force
Farag -

Farag = 67777aVlight, (2.19)

where 7 is the fluid viscosity. Fyr,g i equal to the force Fpy that is pulling the aster
towards the light pattern. From the results of Fig. 2c, we note that the observed
distance shift ¢ of the aster from the center of the moving light pattern is roughly
linear with excitation disk movement speed vijgne. The linearity of £ versus vijgn

implies that Fp,yy acts like a spring:
Fpull ~ kspring& (2.20)

where kgping is the spring constant. Setting these two forces equal gives a spring
constant of

6mnaviigh
kspring ~ —€ d t- 2.21)

The effective potential Upyy for this force is

1
Upull = Ekspringfz- (2.22)
The aster in Fig. 2c is ~ 25 pm in diameter. Assuming that 7 ~ 2 x 1073 Pa - s
(SI , we find that Kgpine = 3 X 10715 N/pm. For the maximum observed
displacement of ¢ ~ 30 pm, the energy stored in the potential, or equivalently, the
work done by the system to return the aster back to the center of the light pattern is

~ 300 kpT.

The spring constant of an optical tweezer trapping polystyrene spheresis ~ 1x10™° N/pum
for a = 1000 mW laser beam focused to = 1 pm diameter [28]. Accounting for light
intensity, we estimate the spring constant to be ~ 1 x107'2N/pm per mW/pm?.
In comparison, our light pattern has an intensity of 2.4 mW/cm?. The light is on
only for 0.3 sec every 20 sec (SI[2.2.3)), giving a time averaged intensity of 0.036
mW/cm?. The estimated upper bound spring constant from the light pattern due to

optical tweezing effects is ~ 3.6 x 1072> N/um, roughly a factor of 10’ weaker than
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the spring constant we observe. Further, we note that it is a generous assumption that
a microtubule aster is refractile as a polystyrene sphere. Given the unlikelihood of
optical tweezing being related to the potential we observe, we attribute the effective

potential other effects such as the remodeling of the microtubule field.

2.3.3 Mechanism and Stability of a Moving Aster

While the molecular details of aster movement remains a topic of future study, there
are mesoscopic phenomena that we observe. When the light pattern activates a
region adjacent to the aster, microtubule bundles form. As the light pattern moves,
a stream of bundles spans from the light pattern towards the aster. This behavior

can be most clearly seen at the highest stage speeds of 200 nm/s and with larger disk

sizes (Fig. [2.11).

Figure 2.11: Aster following a 50 pm disk moving at 200 nm/s from right to left.
Image is integrated across z.

The stream of bundles appears to pull against the arms of the aster towards a new

contractile center.

During aster movement, we observe that a cloud of unbundled microtubules are left
in the wake of a moving aster, indicating that there is a decay process occurring.
At the same time, however, we also observe that microtubules are incorporated into

the aster, as demonstrated by the increase in the aster intensity over time (Fig.[2.12)),
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which starts to occur after a few minutes. The increase in intensity also indicates
that the incorporation rate is greater than the aster decay rate. We speculate that the
newly added microtubules deliver linked motor proteins that maintain some of the

bonds between filaments, allowing the aster to persist outside of the light pattern.

relative intensity
o

115

0 10 20 30 40 50 60 70 80 90
time (min)

Figure 2.12: Intensity of an aster for a light pattern moving at 200 nm/s. The y-value
is normalized to the intensity at t = 0. Intensity is measured for an ROI with a fixed
diameter and tracks with the aster center.

2.3.4 Single Motor Velocity Determination from Gliding Assay

Gliding assay images were acquired every second with total internal reflection fluo-
rescence (TIRF) microscopy. Motor speeds were determined by tracking individual
microtubules. Single microtubules were identified by edge detection followed by
size thresholding to remove small particles on the glass and large objects that are
overlaying microtubules. The centroid of each object is identified and paired with
the nearest-neighbor in the next frame. The Euclidian distance between the paired
centroids is calculated and used to determine the microtubule velocity. The mean
motor speed was determined from the mean frame-by-frame velocities (excluding

those less than 75 nm/s, which is our typical sample drift).
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Figure 2.13: Velocity distribution of gliding microtubules. a, Binned velocities for
K401-iLID motors; the mean of the data is 230 nm/s with a standard deviation of
200 nm/s. b, Binned velocities for K401-micro motors; the mean of the data is 300
nm/s with a standard deviation of 250 nm/s.

2.4 Programming Aster Patterning and Trajectories with Light

The capability to perform successive operations remains a fundamental step to-
wards engineering with active matter. Our ability to form dynamic light-defined
compartments of active molecules enables us to execute multiple aster operations.
By composing aster creation operations, we are able to form asters of differing sizes
and place them at prescribed positions in parallel (Fig. [2.14p, b) (Video 6). Once


https://vimeo.com/307206914
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0 time (min) 45

Figure 2.14: Operations for creating and moving asters are composed to make
different desired patterns and trajectories. a, Sketch for using excitation cylinders
to simultaneously pattern asters of different sizes. b, Resultant pattern of asters
corresponding to (a). ¢, Illustration of simultaneous control of two different aster
trajectories, as indicated by the dashed arrows. d, Time lapse and the 2D trace of
the aster trajectories corresponding to (¢). The trajectory trace is color-coded to rep-
resent progression in time. e, Dynamically projected spiral to illustrate curvilinear
motion. f, Time lapse and the 2D trace of the aster trajectory. Time is color-coded
as in (d).

asters are created, they can be simultaneously moved by using multiple dynamic
light patterns (Fig. 2.14k, d) (Video 7). Further, aster trajectories are not limited
to rectilinear motion, but can be moved along complex trajectories (Fig. 2.14, f)
(Video 8). During movement, there are inflows of microtubule bundles created in
the light pattern, which feed into the aster. There are also outflows of microtubules,
which appear as comet-tail streams following the asters (Fig.[2.14d, f). These mass
flows illustrate some of the complex non-equilibrium dynamics that are introduced
by moving boundaries of molecular activity. The new capability to simultaneously
generate and manipulate asters provides a basis for “programming” complex systems

of interacting non-equilibrium structures.

2.5 Controlling Advective Fluid Flow With Active Matter

In our aster merging, moving, and trajectory experiments, we observe that the fluid
flow of the buffer, as inferred by the advection of microtubules and small fluorescent
aggregates. Similar cytoskeletal-driven flow is critical for the development and

morphogenesis of various unicellular and multicellular organisms [29-35].

Based on these observations, we seek to generate and tune flows in our engineered


https://vimeo.com/307204915
https://vimeo.com/307204819
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Figure 2.15: Advective fluid flow is created and controlled with patterned light.
a, Microtubule organization created by an activation bar that is a 350 pm x 20 pm
rectangular light pattern. Time series demonstrate continuous contraction of micro-
tubules towards the pattern center along the major axis. b, Brightfield image of (a)
shows a contracting microtubule network and tracer particles used to measure fluid
flow. ¢, Streamline plots of background buffer flow from (a). The streamline thick-
ness represents the flow speed. The arrows indicate the flow direction. d, Averaged
maximum flow speed versus activation bar length. e, Averaged correlation length
(size) of flow field versus activation bar length. f, Superposition of activation bars
generate different patterns of contractile microtubules. g, Corresponding streamline
plots. h, Time lapse of a light pattern rotating with an edge speed of 200 nm/s. In (d,
e), the diamonds represents the mean of 9 experiments and the gray dots represent
individual experiments. The red line is a linear fit to the data.
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system with light, which may also provide insight into the mechanics of cellular
fluid flow. Recent work has used light to thermally induce cytoplasmic flows [36].
Here, we can generate fluid flows with light by activating contractile microtubule
networks with the rectangular bar pattern used during aster merging (Fig. [2.15p)
(Video 9). Brightfield images reveal a structurally changing microtubule network
(Fig.[2.15b) (Video 10), which appears to drive the fluid flow. We observe there are
minimum size and angle limits for these microtubule structures, as well as for asters
(Section [2.5.1)).

We measure the flow fields with tracer particles (Section[2.5.2)). The pattern of the
flow is 2D (Section [2.5.3)) and stable throughout the experiment (Section [2.5.4),
consisting of inflows and outflows of microtubules, as illustrated by streamline plots
(Fig.[2.15k)(Section[2.5.5)). The competition of these flows ensures that microtubules
do not continuously accumulate in the illuminated region and that the surrounding

medium is not completely depleted of microtubules.

We manipulate the properties of the flow field through the geometry of the activation
volume. The size (Section[2.5.6) and speed of the flow field depend linearly on the
length of the activation bar (Fig.[2.15d, e). The scaling of the flow speed is similar to
the relationships for both the formation rate versus activation diameter and the aster
merging speed versus separation. The positioning and number of inflows, outflows,
and vortices are determined by the extrema of the light pattern geometry (Fig.[2.15f,
g) (Video 11, Video 12, Video 13). A model that uses a series of point forces
following the observed microtubule networks is able to recreate similar inflows and
outflows (Section[2.5.7)), suggesting that forces from microtubule bundles drive the
flow.

Furthermore, the shape of the flow field has a temporal dependence on the light
pattern. We modulate the flow field to create an “active stir bar” by applying
a rotating light pattern (Fig. 2.15h) (Video 14). While simplified active matter
systems are able to spontaneously generate global flows [6, ]|, in vivo cytoskeletal-
driven fluid flows can be controlled and highly structured [29, 30, 34]. Our results
demonstrate the creation and dynamic manipulation of localized, structured fluid

flow in an engineered active matter system for the first time.

2.5.1 Minimum Size Limits of Structures
Here we explore the minimum feature sizes that we can generate. To test the limits

for flow generation, we vary the length and height of the excitation bar. We observe


https://vimeo.com/307205580
https://vimeo.com/307205646
https://vimeo.com/307206819
https://vimeo.com/307206846
https://vimeo.com/307206832
https://vimeo.com/307205942
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that the minimum excitation bar length that is able to generate flows is between
87.5-175 pm (Fig. 2.16), which corresponds to a microtubule network of ~ 100 x
30 pm. We note that this length is similar to the bundle buckling length observed in
Fig. 4b. We speculate that the limits of the minimum length pattern for generating

flow may be related to this buckling length scale.

d b

RSABENE AN BESS
- P I L TSP
250-. ’ :-.. ;0\-4.~ \; -
Nt . PR .
./'\....'.l\ e NSNS (L, L,
A N e N P oyt
,...\.,.._.....ap.,.\\\._/.......
= ’ - - - - e o ¢ -
E -s~--~ - \v/v - . .
3150"'T”~\-“""J"~-\'-'“
= . EE IR SR N AR
1] [ A ,\I \'. ] P
,....._..”..-,‘,.\.;-..,
Ce e . . c. . -
50k - . .« .",,'.},L“\,- . .
. L. 0 C v ae e ee e e N . .
- PR TS LY =1
0 100 200 300 400 500
d X (pm)
- V-
. . - - 0 -
Y
asof "t P
A - s e . .
. R V.
..... S e . 4
= e J S T
Ewsopl i Lo vl
Ny P T Vet e
' - .' '-4.‘.,.! .......... [}
s - - - - R
EI . !
S P
L 0 100 200 300 400 500
X (um) u
100 um 0.5 pm/s

Figure 2.16: Minimum length experiment for a L x 20 pm excitation pattern. a,
Fluorescent microtubule channel for L = 175 pm. b, Corresponding flow field to
(a). ¢, Fluorescent microtubule channel for L = 87.5 pm. d, Corresponding flow
field to (c¢).

In addition, we find that the minimum height of an excitation bar that can generate
flow is ~ 2pm Fig. [2.17] We observe that the network that forms is ~ 300 x 20
pm. Below this excitation limit, we observe the formation of unstable microtubule
bundles that do not persist long enough to form a more ordered structure. While
the excitation bar extends 350 pm, we speculate that below the minimum height, the
density of active motors is too low to completely drive organization. This may be a

result of the diffusivity and speed of the motor proteins.
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Figure 2.17: Minimum height experiment for a 350 x H pm excitation pattern. a,
Fluorescent microtubule channel for H = 2 pm. b, Corresponding flow field to (a).
¢, Fluorescent microtubule channel for H = 1 pm. d, Corresponding flow field to

().

We determine the angle resolution by taking two overlapping bars, as in the “+”
shape shown in Fig. 4f, and rotating them relative to each other. When the bars are
orthogonal to each other, there are four distinct inflows at the corners. We decrease
the angle between the bars until the flow pattern appears to be that of a single bar
(two inflows). The minimum angle between two bar patterns for which there remain
4 distinct inflows and outflows is between {¢ — ¢ (Fig. . The angle that sets
this limit may in part be set by the average length of the filament bundles that form
orthogonal to the major axis of each bar pattern, which are ~ 20 pm in length. For
a sufficiently shallow angle, these orthogonal bundles may interact with each other
and cause the two microtubule networks to be pulled into each other, merging into a
single linear structure. The flow pattern and microtubule distribution of Fig. 2.8

and d closely resemble those produced by a single rectangular bar of light.
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Figure 2.18: Minimum angle experiment for two 350 x 20 pm excitation pattern. a,
Fluorescent microtubule channel for an angle of §. b, Corresponding flow field to
(a). ¢, Fluorescent microtubule channel for an angle of . d, Corresponding flow

field to (c¢).

We find that the minimum disk diameter to form an aster is between 6.25 — 12.5 pm

(Fig.[2.19). The arms of the smallest aster we are able to form appear to be ~ 20

pm. We note that below this limit, small microtubule bundles form transiently and

remain disordered. Due to the similarity of the minimum excitation length scale to

the average microtubule length, we hypothesize that the smallest aster we can form

may in part be determined by the microtubule length distribution.
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Figure 2.19: Minimum aster size experiment for disk patterns. a, Fluorescent
microtubule channel for a 12.5 pum excitation disk. b, Fluorescent microtubule
channel for a 6.25 pm excitation disk. The yellow circle represents the perimeter of
the excitation disk.

2.5.2 Fluid Flow Patterns from Particle Tracking

The fluid flow generated by the movement of microtubule filaments is measured
using Particle Tracking Velocimetry (PTV) of fiducial tracer particles. Inert 1
pm diameter microspheres (SI are added to the reaction buffer and imaged
with brightfield microscopy. The images are pre-processed using a Gaussian filter
with a standard deviation of 1 pixel, followed by thresholding to eliminate the
background noise. After filtering, the centroid of each particle is measured and
tracked.

A nearest-neighbor algorithm [38] is applied to find particle pairs within a square
search window (30 pixels). Displacement vectors are then calculated by comparing
the position of particle pairs in consecutive frames. The same process is repeated
for the entire image sequence (30 min). The velocity field is generated by dividing
the displacement vector field by the time interval between frames. The averaged
velocity field shown in Fig.[2.20]is carried out by grouping and averaging all velocity

vectors within a 30-pixel x 30-pixel window.
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Figure 2.20: Flow velocity field generated with a 350 pm activation bar measured
with PTV of tracer particles. Vector data is used to calculate streamline plot in
Fig. 4c.

2.5.3 2D Flow Field

We measure the flow field at different focal planes to determine its z-dependence.
The flow fields are generated from PTV, as previously described (SI[2.5.2). We
image a z-stack of 3 planes separated by 20 pm, where the sample typically extends
~ 70pm in the z-direction. Following the same particle tracking algorithm, we
retrieve the flow fields (Fig. [2.21)) averaged over a 20 min time window. We do not
observe significant differences in the flow field’s structure or speed at the various
z-positions. Therefore, for all subsequent flow measurements we image a single
focal plane. Further, when we model the flow field (SI@, we assume that it is a
2D pattern.
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Figure 2.21: A flow field measured at three different z-positions separated by 20 pm.
The field is generated with a 700 pm activation bar. a, Highest z-position, b, middle
z-position, ¢, lowest z-position. d, e, f, are from another experiment following the
same order.

2.5.4 Time Stability of Flow Patterns

In order to understand how the flow field changes in time, we divide the 30-minute
experiment into four 7.5-minute time windows and calculate the flow field for each
window. The resulting velocity fields are shown in (Fig. [2.22). We note that the
structure of the flow field remains similar throughout the experiment. In addition,
the maximum speed of the velocity field is constant over time (Fig. [2.23), which

further confirms that the fluid flow is stable over the experiment.
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Figure 2.22: Velocity field averaged over 7.5 minute intervals in a single experiment.
Time-windows are a,t=0—-7.5minb,t=7.5—-15minc¢, t=15-225mind, t =
22.5 — 30 min.
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Figure 2.23: The average maximum speed for four different 7.5 minute time win-
dows. The data points represent the average of nine experiments. The error bars are
the associated standard deviation.

2.5.5 Generation of Streamline Plots

Streamlines are the spatial path traced out by fiducial points moving with the fluid
flow. They can be numerically generated from a velocity vector field. To generate
the streamlines shown in Fig. 2.15k, g, we use the streamplot function found in the

Matplotlib Python library. First, the streamplot function maps a user-defined grid
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onto the velocity vector field, which determines the density of the streamlines. Next,
streamplot creates trajectories from a subset of velocity vectors by performing an
interpolation from the current position x(#) of the streamline to the next position
x(t + dr) based on the velocity v(x(7)) by a 2nd-order Runge-Kutta algorithm.
To prevent streamlines from crossing, a mask is defined around each interpolated

trajectory, which excludes other trajectories from entering into the mask.

2.5.6 Correlation Length
The flow patterns that we observe have vortices. We can characterize the spatial

extent of patterns like vortices by the velocity—velocity correlation coefficient C(R)

6. 39]:
_ (V(R) -V(0))

e = (IV(0)[?)

where V is the fluid velocity vector, R is the distance between velocity vectors, ()

(2.23)

denotes ensemble average, and || is the magnitude of the vector. The correlation
length L. is defined as the distance when C(L.) = 0. This is the length scale where
velocity vectors change to an orthogonal direction. By definition, C(0) = 1. The

correlation coefficient as a function of R is calculated to determine L. for each bar

length (Fig. [2.24).
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Figure 2.24: The correlation coefficient as a function of distance. Each marker shows

that the mean over nine individual experiments and error bars are the associated
standard deviation.

2.5.7 Theoretical Model of the Fluid Flow Field
We use solutions of the Stokes equation, the governing equation for fluid flow at

low-Reynolds-number [40]], to model our induced flow fields. One of the simplest



54

solutions of the equation is the Stokeslet, which describes the flow field induced by
a point force [41]]. Here, we attribute the flow-generating point forces to contracting
microtubule bundles. Since the microtubules at the center of the activation bar
appear to contract much more slowly than in other regions of the light pattern, we do
not model Stokeslets in the central 120 pm of the activation bar. We superimpose
the solutions for two series of Stokeslets, one for each side of the bar. Each series
of Stokeslets is composed of 7 point forces with identical magnitude (| f| = 2 nN),
separated by 20 pm (Fig. to model the 350 pm activation bar case.

The velocity field u(x) generated by a point force f located at =’ in a 2D plane is

given as
1 . _ ! _ !
w(@) = —— [~ flog(ry + L @)@ — ) (2.24)
4nn r2
where 7 is the fluid viscosity and r is the absolute distance, defined as
r=lz—2a/| (2.25)

We estimate 7 = 2 x 107 Pa - s (Section [2.5.8)).

Comparing Fig. 2.25] to Fig. [2.20] for the rectangular bar experiment, we see that
our model recovers the general pattern of inflows and outflows in magnitude and
direction. In both figures, the inflows along the X direction and the outflows along
the Y direction are asymmetric in magnitude, with the inflows being greater than
the outflows. However, in the experiments,there can be additional asymmetries not
captured by the model. For example in Fig.[2.20] outflows in the downward direction
(Y-axis, Y < 300 pm) appear greater in magnitude than the outflows in the upward
direction (Y-axis, Y > 300 um). This may be related to the microtubule buckling
shown in Fig. [2.15p, which leads to asymmetry of the microtubule network density
in the last panel of Fig. 2.15a. Further, we note that we do not observe vortices
for our model parameters. It is possible that the presence of vortices may lead to

additional effects not generated by the current model.

There are various candidate mechanisms for vortex generation - boundary condi-
tions, zones of depleted microtubules, and non-Newtonian fluid properties, to list a
few. Further investigation will be needed to determine which of these effects, if any,

cause the observed vortices.
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Figure 2.25: Flow field generated by 14 Stokeslets, indicated by green circles, to
model the 350 pm activation bar case. This theoretical model recovers the general
pattern of inflows and outflows observed in the experiment (Fig. 4a), but not the
vortices and asymmetries in flow magnitudes.

Due to the linear nature of low-Reynolds-number flow [42]], we expect that the
velocity field generated by a complex light pattern can be retrieved by superposition
of simple patterns. To confirm this, we superimpose flow fields from single bars to
mimic the flow field generated by “L”, “+” and “T”-shaped light patterns (Fig.[2.26)).
For the “+” case, the superimposed fields closely resemble the experimentally
observed field (Fig. [2.26f). The “L” and “T”-shaped cases are roughly similar to
the experimental results, but direction of the inflows do not match (Fig. 2.26b, d).
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Figure 2.26: Demonstration of the linearity of the flow field. a, A time averaged
flow field generated by a 350 pum rectangular bar. Flow fields generated by the
rotation and superposition of the flow field in (a) to retrieve flow fields for b, “L ¢,
“+”, and d, “T”-shaped light patterns.

To model the “L” and “T” flow fields more accurately, we generate the flow field
for a series of Stokeslets following the geometry of the microtubule structure, rather
than the light pattern itself. Using this method, the modeled flow fields are a good
approximation of the observed flow fields. The inflows and outflows match the
experimentally observed positions and orientations (Fig. [2.27). This result implies
that the observed flow patterns are set by the microtubule structure rather than the

light pattern.
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Figure 2.27: Theoretical simulation of fluid flows under complex light patterns using
Stokeslets. The Stokeslets are positioned following the shape of the microtubule
network observed in Fig. 4f. Green circles denote the Stokeslets. a, Flow field for
“L’-shaped light pattern. b, Flow field for “T”-shaped light pattern.

2.5.8 Calculating Fluid Viscosity

To find the viscosity of the background buffer, we used a similar approach to
finding the flow fields. We used PTV of fiducial tracer particles (Supplemental
Information [2.5.2)) in inactivated regions of the sample of the 175 pm activation
bar experiment. Assuming the buffer is Newtonian [43], the inert tracer particles
diffuse freely due to thermal fluctuations. From the tracking results, we measure the

mean-squared displacement MSD(¢) of the particles:

MSD(1) = ((x(1) = x(0))* + (y(1) = y(0))*), (2.26)

where x(¢) and y(¢) are the position of a given particle at time ¢ and () denotes
ensemble average. For this calculation, each frame is r = 4 s apart. The MSD(z) of

a freely diffused particle in 2D follows the Stokes-Einstein equation

2k T
Bl‘

MSD(¢t) =4Dt = ,
3nnr

(2.27)

where » = 0.5 pm is the radius of the particle. Then, the viscosity of the buffer

solution is estimated as
8kpT

- 3arMSD(¢)’

The same process is repeated through nine individual experiments and the average

n (2.28)

estimated viscosity 77 is 2 x 1073 Pa - s.
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2.6 Conclusion

In this work, we uncover active matter phenomena through the creation and ma-
nipulation of non-equilibrium structures and resultant fluid flows. Our ability to
define boundaries of protein activity with light enables unprecedented control of
an active matter system’s organization (Supplemental Information [2.6.1)). We find
scaling rules of contractile networks, movement of non-equilibrium structures, and
modulation of flow fields. This framework may be built upon to create active matter
devices that control fluid flow. Future work will explore spatiotemporal limits of
non-equilibrium structures, the interplay of mass flows and structural changes, and
develop new theories of non-equilibrium mechanics and dynamics. Our approach
of understanding through construction creates a path towards a generalizable the-
ory of non-equilibrium systems, engineering with active matter, and understanding

biological phenomena.

2.6.1 Comparison to Optically Controlled Bacteria

The polarity of the motors and microtubules makes them distinct from systems based
on optically controlled bacteria [44,45]. In our work, the localization of motor link-
ages causes microtubules to collectively reorganize into contracting networks. Due
to the organization of microtubules and resulting dipolar stresses on the surround-
ing medium, we are able to create coherent flows. In contrast, localization of the
activity of bacterial swimmers results in a change in the bacterial density, but lacks
structural order and therefore does not generate coherent flows. However, bacterial
densities can form arbitrary patterns that directly correspond to the optical projec-
tions analogous to photolithography. The resolution of the patterns we can create
(Section [2.5.1) is generally lower than the reported ~ 2 pm resolution achievable
with bacterial swimmers. Light in our system does not directly pattern microtubules,
but rather defines an effective reaction volume where certain reorganizing motifs

can ocCcur.

2.7 Methods and Materials
2.7.1 Kinesin Chimera Construction and Purification
To introduce optical control, we implemented the light-induced hetero-dimer system

of iLID and SspB-micro [14]. We constructed two chimeras of D. melanogaster
kinesin K401: K401-iLID and K401-micro (Fig S1).
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K401-iLID
Kinesin Heavy Chain (401) iLID His
K401-micro
His-MBP Kinesin Heavy Chain (401) micro

Figure 2.28: Kinesin motor coding regions.

To construct the K401-iLID plasmid (Addgene 122484), we PCR amplified the
coding region of iLID from the plasmid pQE-80L iLID (gift from Brian Kuhlman,
Addgene 60408) and used Gibson assembly to insert it after the C-terminus of K401
in the plasmid pBD-0016 (gift from Jeff Gelles, Addgene 15960). To construct the
K401-micro plasmid (Addgene 122485), we PCR amplified the coding region of
K401 from the plasmid pBD-0016 and used Gibson assembly to insert it in between
the His-MBP and micro coding regions of plasmid pQE-80L MBP-SspB Micro (gift
from Brian Kuhlman, Addgene 60410). As reported in [14], the MBP domain is
needed to ensure that the micro domain remains fully functional during expression.
Subsequent to expression, the MBP domain can be cleaved off by utilizing a TEV

protease site.

For protein purification, we used the His tags that were provided by the base plasmids.
For protein expression, we transformed the plasmids into BL21(DE3)pLysS cells.
The cells were induced at OD 0.6 with 1 mM IPTG and grown for 16 hours at
18°C. The cells were pelleted and then resuspended in lysis buffer (50 mM sodium
phosphate, 4 mM MgCl2, 250 mM NaCl, 25 mM imidazole, 0.05 mM MgATP, 5 mM
BME, 1 mg/ml lysozyme and 1 tablet/50 mL of Complete Protease Inhibitor). After
an hour, the lysate was passed through a 30 kPSI cell disruptor to lyse any remaining
cells. The lysate was then clarified by an ultra-centrifuge spin at 30,000 g for 1
hour. The clarified lysate was incubated with Ni-NTA agarose resin (Qiagen 30210)
for 1 hour. The lysate mixture was loaded into a chromatography column, washed
three times with wash buffer (lysis buffer without lysozyme and protease inhibitor),
and eluted with 500 mM imidazole. For the K401-micro elution, we added TEV
protease at a 1:25 mass ratio to remove the MBP domain. Protein elutions were
dialyzed overnight using a 30 kDa MWCO membrane to reduce trace imidazole and
small protein fragments. Protein was concentrated with a centrifugal filter (EMD
Millipore UFC8030) to 8-10 mg/ml. Protein concentrations were determined by
absorption of 280 nm light with a UV spectrometer.
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2.7.2 Microtubule Polymerization and Length Distribution

We polymerized tubulin with the non-hydrolyzable GTP analog GMP-CPP, using a
protocol based on the one found on the Mitchison lab homepage [46]. A polymer-
ization mixture consisting of M2B buffer (80 mM K-PIPES pH 6.8, 1 mM EGTA,
2 mM MgCl2), 75 pM unlabeled tubulin (PurSolutions 032005), 5 pM tubulin-
AlexaFluor647 (PurSolutions 064705), 1 mM DTT, and 0.6 mM GMP-CPP (Jenna
Biosciences NU-405S) was spun at ~ 300,000 g for 5 minutes at 2°C to pellet ag-
gregates. The supernatant was then incubated at 37°C for 1 hour to form GMP-CPP

stabilized microtubules.

To measure the length distribution of microtubules, we imaged fluorescently la-
beled microtubules immobilized onto the cover glass surface of a flow cell. The
cover glass was treated with a 0.01% solution of poly-L-lysine (Sigma P4707) to
promote microtubule binding. The lengths of microtubules were determined by
image segmentation. To reduce the effect of the non-uniformity in the illumination,
we apply a Bradley adaptive threshold with a sensitivity of 0.001 and binarize the
image. Binary objects touching the image border and smaller than 10 pixels in size
were removed. To connect together any masks that were “broken” by the thresh-
olding, a morphological closing operation was performed with a 3-pixel X 3-pixel
neighborhood. Masks of microtubules are then converted into single pixel lines by
applying a morphological thinning followed by a removal of pixel spurs. The length
of a microtubule is determined by counting the number of pixels that make up each
line and multiplying it by the interpixel distance. For the characteristic microtubule
length, we report the mean of the measured lengths (Fig. 2.29). For comparison,
we also fit an exponential distribution to the observed histogram. We note that a
full distribution of microtubule lengths does not, in general, follow an exponential
decay, however, the exponential has been shown to be appropriate for limited length

spans [47].
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Figure 2.29: Length distribution of microtubules. The mean length given by the
data histogram is 7 + 0.2um, where the + indicates the standard error of the mean.
This mean length is similar to the * 6pm mean length given by a fit to an exponential
distribution.

2.7.3 Sample Chambers for Aster and Flow Experiments

For the aster and flow experiments, microscope slides and cover glass are passivated
against non-specific protein absorption with a hydrophilic acrylamide coating [48]].
The glass is first cleaned in a multi-step alkaline etching procedure that removes
organics and the surface layer of the glass. The slides and cover glass are immersed
and sonicated for 30 minutes successively in 1% Hellmanex III (Helma Analytics)
solution, followed by ethanol, and finished in 0.1 M KOH solution. After cleaning,
the glass 1s immersed in a silanizing solution of 98.5% ethanol, 1% acetic acid, and
0.5% 3-(Trimethoxysilyl)propylmethacrylate (Sigma 440159) for 10-15 min. After
rinsing, the slides are immersed overnight in a degassed 2 % acrlylamide solution
with 0.035% TEMED and 3 mM ammonium persulfate. Just before use, the glass is
rinsed in distilled water and nitrogen dried. Parafilm M gaskets with pre-cut 3 mm
wide channels are used to seal the cover glass and slide together, making a flow cell
that is ® 70pm in height. After the addition of the reaction mixture, a flow cell lane

is sealed with a fast setting silicone polymer (Picodent Twinsil Speed).
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2.7.4 Reaction Mixture and Sample Preparation for Aster and Flow Experi-
ments

For the aster and flow experiments, K401-micro, K401-iLID, and microtubules were
combined into a reaction mixture, leading to final concentrations of ~ 0.1 uM of each
motor type and 1.5-2.5 pM of tubulin. Concentrations refer to protein monomers
for the K401-micro and K401-iLID constructs and the protein dimer for tubulin.
To minimize unintended light activation, the sample was prepared under dark-room
conditions, where the room light was filtered to block wavelengths below 580 nm
(Kodak Wratten Filter No. 25). The base reaction mixture provided a buffer, an
energy source (MgATP), a crowding agent (glycerol), a surface passivating poly-
mer (pluronic F-127), oxygen scavenging components to reduce photobleaching
(glucose oxidase, glucose, catalase, Trolox, DTT), and ATP-recycling reagents to
prolong motor activity (pyruvate kinase/lactic dehydrogenase, phosphoenolpyruvic
acid). The reaction mixture consisted of 59.2 mM K-PIPES pH 6.8, 4.7 mM MgCl2,
3.2 mM potassium chloride, 2.6 mM potassium phosphate, 0.74 mM EGTA, 1.4
mM MgATP (Sigma A9187), 10% glycerol, 0.50 mg/mL pluronic F-127 (Sigma
P2443), 0.22 mg/ml glucose oxidase (Sigma G2133), 3.2 mg/ml glucose, 0.038
mg/ml catalase (Sigma C40), 5.4 mM DTT, 2.0 mM Trolox (Sigma 238813), 0.026
units/pl pyruvate kinase/lactic dehydrogenase (Sigma P0294), and 26.6 mM phos-
phoenolpyruvic acid (Beantown Chemical 129745).

We note that the sample is sensitive to the ratio of motors and microtubules and
the absolute motor concentration. When the motor concentration is below 0.1
pM for K401-micro and K401-iLID, light patterns are able to create microtubule
bundles or lattices of small asters, similar to the phases observed as functions of
motor concentration described in [S]. If this motor concentration is above ~ 2 pM,
however, the number of binding events between inactivated K401-micro and K401-
iLID proteins is sufficient to cause the spontaneous microtubule bundling and aster

formation.

2.7.5 Sample Preparation for Gliding Assay

For the gliding assay experiments, microscope slides and cover glass are coated
with antibodies to specifically bind motor proteins. First, alkaline cleaned cover
glass and ethanol scrubbed slides were prepared and 5 pL. flow chambers were
prepared with double-sided tape. Motors were bound to the surface by successive
incubations of the chamber with 400 pg/mL penta-His antibody (Qiagen 34660) for

5 min, 10 mg/ml whole casein (Sigma C6554) for 5 min, and finally motor protein
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(Img/mL in M2B) for 5 min. Unbound motors were washed out with M2B buffer,
then AlexaFluor 647 labeled GMP-CPP stabilized microtubules in M2B with 5 mM
MgATP and 1mM DTT were flowed in.

2.7.6 Preparation of Tracer Particles

To measure the fluid velocity, we used 1 pm polystyrene beads (Polysciences 07310-
15) as tracer particles. To passivate the hydrophobic surface of the beads, we
incubated them overnight in M2B buffer with 50 mg/ml of pluronic F-127. Just
before an experiment, the pluronic coated beads are washed by pelleting and resus-
pending in M2B buffer with 0.5 mg/ml pluronic to match the pluronic concentration

of the reaction mixture.

2.7.7 Microscope Instrumentation

We performed the experiments with an automated widefield epifluorescence micro-
scope (Nikon TE2000). We custom modified the scope to provide two additional
modes of imaging: epi-illuminated pattern projection and LED gated transmitted
light. We imaged light patterns from a programmable DLP chip (EKB Technologies
DLP LightCrafter™ E4500 MKII™ Fiber Couple) onto the sample through a user-
modified epi-illumination attachment (Nikon T-FL). The DLP chip was illuminated
by a fiber coupled 470 nm LED (ThorLabs M470L3). The epi-illumination attach-
ment had two light-path entry ports, one for the projected pattern light path and
the other for a standard widefield epi-fluorescence light path. The two light paths
were overlapped with a dichroic mirror (Semrock BLP01-488R-25). The magnifi-
cation of the epi-illuminating system was designed so that the imaging sensor of
the camera (FliR BFLY-U3-23S6M-C) was fully illuminated when the entire DLP
chip was on. Experiments were run with Micro-Manager [49], running custom
scripts to controlled pattern projection and stage movement. For the transmitted
light path, we replaced the standard white-light brightfield source (Nikon T-DH)
with an electronically time-gated 660 nm LED (ThorLabs M660L4-C5). This was
done to minimize light-induced dimerization during bright field imaging.
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Chapter 3

DISCUSSION OF THE SPEED AMPLIFICATION EFFECT

The purpose of this chapter is to expand on the speed amplification effect observed
in Chapter 2| which is shown in Fig. Fig. 2.9f, and Fig. 2.15d. The speed
amplification effect is the finding that microtubule contraction speeds increase as
a function of the excitation boundary size. This result has not been previously

observed in this type of system and may not be initially intuitive.

To begin, it is worth comparing this result to what has been observed in the leashed
or gliding assay system. In the gliding assay, motor proteins are bound to a surface
and push microtubules, causing the filaments to glide. Gliding experiments show
that microtubules move along the surface at the average motor step speed [1]. In
addition, no matter how many motor proteins are loaded onto the surface, the gliding
speed of the microtubule remains the same. The finding that microtubules glide at
the average motor speed is in stark contrast to what is observed in the unleashed
system. The average speed of the light activated motors measured via gliding assay is
~ 300 nm/s (Fig.[2.3.4). However, the fastest speed observed during aster merging is

approximately an order of magnitude faster than the average motor speed (Fig.[2.9f).

The exact mechanism of the speed amplification effect has not been identified
experimentally. However, a generic model predicts linear scaling of contraction
speed as a function of size for 1D, 2D, and 3D networks [2]]. Here I offer a simple

model that may explain the speed amplification effect.
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Figure 3.1: An illustration depicting a potential mechanism of the speed amplifica-
tion effect in 1D.

For simplicity I will focus on a semi-1D system. The assumptions of this model are

as follows:

1. Motor proteins dwell on the microtubule once they reach the plus end.
2. Anti-parallel microtubules can effectively be ignored.
3. Steric interactions between microtubules and motors are negligible.

4. The mechanical load experienced by an individual motor is low relative to its

stall force.

As discussed in Chapter[1.2.2] the phenomenon of microtubles contracting together
during aster formation appears to require that motors stay on the filaments when
reaching the plus end. For this reason, I make assumption 1. The second assumption
comes as a consequence of the first assumption. The tension generated by parallel
bundles being pulled by plus-end dwelling motors will dominate the extensile forces
from antiparallel filaments [3]]. Assumption 3 is based on the observation that, during
the initial contraction phase, the bundle of filaments that form continue to increase in
density without visible evidence of buckling events. The fourth assumption comes
from a calculation of the drag coefficient of a microtubule, which I approximate
from the equation y|| = ML%T% =0.02 pm - s - Pa, for L = 10 pm, r = 12.5
nm and 7 = 2 X 1073 Pa - s (see Chapter for details). Based on this value,
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a microtubule would have to be moving at approximately 230 pm/s to reach a stall
force of 5 pN. However, the fastest speed measured is on the order of two orders of

magnitude slower than the calculated stall speed.

In the above illustration (Fig. [3.1) two asters are being pulled together through
a bundle of contracting microtubule filaments. In this bundle I set a reference
microtubule, which is at the top of the magnified region. A microtubule is connected
to the reference filament via a motor pair. Due to the movement of the motors, the
plus end of the connected microtubule will be pulled towards the plus end of the
reference microtubule at 1x the motor speed. The addition of another microtubule
motor pair to the microtubule that is already being pulled along the reference
filament will move at 2x the motor speed. From here a pattern emerges. For each
additional microtubule-motor pair, there is an additional 1x motor speed movement
that contributes to the contractile motion. The end result is that filaments additively
slide along each other as the plus ends are brought together. The movement described
in this model is very similar to what is observed in colonies of Bacillaria paxillifer,

where the rod-like unicellular organisms slide along each other [4].
Putting this model in mathematical terms,

[Size of Active Region]
(Bundle Length)

[Aster Speed] o« [Motor Speed] (3.1)

Here (Bundle Length) is the average distance between microtubule plus ends, and
the size of the active region will be equal to the initial distance between asters.
The stacking of motor-microtubule pairs should depend linearly on the motor speed
and the size of the activation region, based on what has been described above. The
intuition for the inverse dependence on the filament length is as follows. If the system
is spanned by two microtubules that are half the length of the active region, then the
contraction speed will be 1x the motor speed. If those microtubules are halved, the
merger speed will similarly increase by a factor of two. The experiments in Chapter
2 shows the linear dependence of contraction speed on the size of the active region.
Further experiments involving motors of different speeds and filaments of varying

lengths would verify the validity of this model.

Expanding this model to 2D and 3D introduces the additional element of microtubule
orientation. In the semi-1D model I presented, filaments are already aligned to be
either parallel or antiparallel. However, for 2D and 3D systems, the system begins

with a population of randomly oriented microtubules. This raises the question:
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is microtubule alignment a necessary component of the speed amplification effect
in this system? If so, how is filament alignment achieved? If alignment is not
necessary, then the semi-1D model I present here needs to be modified or discarded
all together. From the experimental data I have presented, there is no direct evidence
that filaments are aligned in this manner during contraction. At present, the Phillips
and Thomson labs are independently working on alternative and more detailed

models and experiments to address these questions.

I offer my own speculation here. We know from experiment that a completely dis-
ordered field of microtubules forms bundles of contractile filaments that eventually
organize into an aster. Therefore, microtubules must be reoriented at some point in
this process. If one considers a pair of overlapping microtubules that are misaligned,
the torques imparted by the motor linkages will bring filaments to more closely align
with each other (see Fig. 4 in [5] for an illustration). Furthermore, there are likely
multiple motor pairs walking across a single filament at any given time. The pres-
ence of additional motor bonds will further reinforce microtubule alignment. The
picture becomes more complicated as more microtubules are introduced, however,
I speculate that the torques that are seen in the two-filament scenario will cause
larger numbers of microtubules to locally align into bundles. From this perspective,
I suggest that the initial differences in microtubule alignment will only change the
effective bundle length of the proposed model above. Testing this idea, however,

may be difficult to achieve experimentally.
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Chapter 4

CONCLUSION

This thesis shows that spatial and temporal patterning of molecular interactions can
lead to new aspects of active self-organization. The asters that are formed through
patterned activity are shown to have their own mesoscopic properties in how they
move and interact with each other. The behaviors of mesoscopic force fields, in
the form of fluid flows, are also shown to depend on the geometry of the patterned
activity and adapt to dynamic boundary conditions. Consequently, the mesoscopic
behavior of the self-organizing system can be guided by varying the interactions

between active molecules in space and time.

Based on these results, one might consider how spatial and temporal patterning can
guide self-organization in other unleashed motor-filament systems (Fig. [I.Th-p). In
the active gel or active nematic where a depletion force pushes filaments together, the
flows observed in bulk solution have been spontaneous and random. Do cylindrical
or toroidal patterns of activity generate flow patterns in the active gel similar to [[1]]?
How do defects in the active nematic move in response to localized motor forces?
How do the viscosity of the nematic and gel change as motor-filament interactions are
varied in space and time? In order to address these questions, it will be necessary to
derive theories that incorporate spatial and temporal variation in motor clustering.
With these models, it will also be possible to explore more complex aspects of
active self-organization. For example, what mesoscopic behaviors can one achieve
in an unleashed system if motor-filament activity is determined by patterned signals

generated within the sample instead of being externally guided?

The development of a self-organizing system that can respond to local/internal
signals is a step towards the construction of a programmable and autonomous active
material. A key challenge to building autonomy is finding a way to integrate
information processing with self-organization behaviors. One clear route is to
use the tools of molecular computation, where chemical reaction networks are
constructed to perform logical operations [2]. As a simple first step, one might use an
oscillating chemical signal to regulate the flows in an active gel, for example. More
complex chemical signaling networks could then be made that locally determine the

magnitude and direction of the flow field. Linking flow patterns to internal states
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of the system could be of use for dynamically routing material on the mesoscopic
length scale. However, even if we could perfectly implement arbitrarily complex
logical circuits, the capabilities of any autonomous system will be limited by the

types of self-organizing structures we can achieve.

The formation of more complex structures and force fields than asters and con-
tractile bundles will require additional interaction rules between molecules. The
self-organization of intricate structures in living matter, such as the flagella, require
various scaffolding proteins [J3]]. It is likely that the our ability to form similar struc-
tures will require the development of scaffolds that impose geometric constraints
on molecular interactions. In addition, one notable aspect that is missing from
engineered active matter systems is control over filament polymerization. Polymer-
ization motors are responsible for self-propulsion and cargo segregation in cells [4].
Purified tubulin monomers are unstable in solution, which is why majority of works
use some form of stabilized microtubules. Therefore, the first step towards con-
trolling microtubule polymerization will likely require finding a means to increase
tubulin stability. Alternatively, there are biopolymers that are more stable, such
as actin. However, the greatest challenge will be finding a mechanism that makes
it possible to dynamically tune the rate of polymerization and depolymerization.
Filament dynamics are controlled in cells by a multitude of signaling and binding
proteins [} 6]]. The achievement of spatiotemporal control over polymerization will
likely require protein engineering and/or the use of tunable inhibitors. Since the
genetic sequences for actin and tubulin are evolutionarily conserved [7, (8], it may
be difficult to find ways to modify either monomer without interfering with their
primary functions. A more feasible approach might instead involve engineering
capping, nucleating, and/or branching proteins [9-11] that are more amenable to

modification.

Considering the challenges in working with proteins, ranging from stability issues to
trouble with de novo design, it is reasonable to consider purely artificial alternatives.
The most successful artificial molecular motors have been constructed out of DNA.
These motors, which consist of multi-stranded DNA, traverse across a DNA track
through a series of strand displacement reactions [12]. However, the fastest DNA
walker moves at 300 nm/min, which is two orders of magnitude slower than protein
motors. Alternatively, synthetic polymers have been made that undergo dynamic
instability [13], however their reaction rates are on the order of hours as opposed

to the seconds it takes for a microtubule to polymerize/depolymerize. In addition,
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there are no motors that are currently able to interact with these filaments. Overall,
there need to be substantial increases in the reaction rates of artificial motors and

filaments in in order to create an entirely synthetic self-organizing system.

Active self-organizing systems sit at the boundary of life. Itis not difficult to imagine
that someone will eventually construct a self-organizing system that is capable of
self-propulsion and self-replication. Consequently, the principles of active self-
organization should be applicable for both modeling the physics of living matter and

for engineering cell-like machines.

The behavior of the cell’s cytoskeleton will eventually be describable through the
framework of self-organization. We may start to understand the long lists of cy-
toskeletal binding proteins [14, 15], not as an abstract network [16], but in terms of
the molecular interaction rules they impose. The interaction rules between active
molecules may be used to construct a physical model of the cytoskeleton that cap-
tures its self-organization dynamics. A physical model of the cytoskeleton will be
able to provide insights into cytoskeletal malfunctions, which occur during cancer
metastasis [17] and certain neurodegenerative diseases [ 18]]. For example, metastatic
cancer cells generate distinct protrusions known as invadopodia, which allow the
cells to move through extracellular matrix and into other tissues. A physical model
of the cytoskeleton could be used to predict ways that invadopodia formation can be
prevented, which would reduce the likelihood of cancer metastasis. In the case of
therapeutics, principles of self-organization might eventually be extended to build
cell-like machines that can monitor a person’s health and provide immediate treat-
ment. For example, a modified cell or encapsulated artificial system might be
engineered to patrol the body for viruses that normally attack or evade the immune
system. Since living matter is the source of inspiration for finding principles of
active self-organization, the idea of using these principles to understand, effect, and
mimic cells does not require such a great leap of imagination. How might these

principles be applied beyond biology?

More broadly, the principles of active self-organization may be used to create
structures and phenomena that are not found in nature. For example, a system
of self-propelled rods can exhibit the superfluid-like property of having a zero or
negative viscosity [19]. Systems of rotating molecular gears powered by rotary
motors, smart tracks that change behavior based on the history of what motors or

cargo have moved across them, or a system of molecular motors that are coupled to



76

a magnetic field, have the potential to organize into complex structures that are not

seen in biology. A combination of these molecular features might be used to create

an active system that can transduce chemical energy into an electrical potential for

powering an electronic device, for example. The creation of these active molecular

systems will certainly require some ingenuity. The field of active matter is still in

its early stages, and the possibilities for what artificial self-organizing systems can

achieve is vast and ripe for exploration.
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