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ABSTRACT

Let p > 3 be an odd prime, p ≡ 3 mod 4 and let π+, π− be the pair of cuspidal
representations of SL2(Fp). It is well known by Hecke that the differencemπ+−
mπ− in the multiplicities of these two irreducible representations occurring in
the space of weight 2 cusps forms with respect to the principal congruence
subgroup Γ(p), equals the class number h(−p) of the imaginary quadratic field
Q(
√
−p).

This thesis consists of two main parts. In the first part, we extend Hecke’s
result to all fundamental discriminants of imaginary quadratic fields, including
the even case. The proof is geometric in nature and uses the holomorphic
Lefschetz number.

In the second part, we consider generalizations to groups with higher Q-rank.
In particular, we focus on the rank 2 special unitary group SU(2, 2). On the
representation theory side, we prove the regular unipotent classes have posi-
tive contribution to an alternating sum of multiplicities of certain irreducible
cuspidal representations of SU(2, 2) over the finite field of p elements. We also
show that the semisimple classes have zero contribution, which is again a direct
generalization of the SL2 case. To obtain these two results, we make use of the
Deligne-Lusztig theory and the connection of the traces to the Gelfand-Graev
representations.
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C h a p t e r 1

INTRODUCTION

1.1 Motivation

Let p > 3 be odd prime. There is, up to twist equivalence, a unique irreducible
cuspidal representation π of GL2(Fp), which, when restricted to SL2(Fp), splits
into a pair of irreducible representations π+, π− of the same dimension. The
group SL2(Fp) acts naturally on the space S2(Γ(p)) of weight 2 cusp forms
with respect to the principal congruence subgroup Γ(p) = ker

(
Sl2(Z) �

SL2(Z/pZ)
)
. One might think that π+, π− would occur with the same mul-

tiplicity in S2(Γ(p)). Indeed, this holds true when p ≡ 1 mod 4. However, as
Hecke showed in [14], [15], the two cuspidal irreducible representations π+, π−

of SL2(Fp) have different multiplicities when p ≡ 3 mod 4. One could say
that this was a precursor to the modern theory of L-indistinguishability [23].
Furthermore, Hecke showed (in loc. cit.) that in this case, the difference in
multiplicities mπ+−mπ− , is exactly h(−p), the class number of Q(

√
−p). Note

that there is exactly one more, up to twist equivalence, irreducible representa-
tion τ of GL2(Fp) that also splits into two irreducible representations τ+, τ−

of SL2(Fp), upon restriction. In this case, τ is in the principal series and
mτ+ = mτ− for all odd p.

The main results of this thesis are motivated by Hecke’s work for SL2. Let
G be a semisimple connected algebraic group over Q and K a maximal com-
pact subgroup of G(R). We are interested in the cases where the associated
symmetric space D = G(R)/K is Hermitian of non-compact type, that is, a
Hermitian symmetric domain. Note that there exists a holomorphic diffeomor-
phism of D onto a bounded symmetric domain. Suppose G has a Z-structure.
Let Γ ⊂ G(Q) be an arithmetic subgroup, say Γ = G(Z), and denote by YΓ

the locally symmetric variety Γ\D. When YΓ is non-compact, let Y ∗Γ be its
Baily-Borel-Satake compactification (see [2]). However, Y ∗Γ is usually singular,
thus instead we shall consider its smooth toroidal resolution (see [1]), which
we denote by XΓ.

Let Γ(N) be a principal congruence subgroup of levelN defined as ker
(
G(Z) �

G(Z/NZ)
)
. Assume Γ(N) is neat, in particular torsion-free, which holds for N
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large, with YΓ smooth. Then XΓ(N) → XΓ is a (ramified) covering and we get a
natural action of G(Z/NZ) on the space XΓ(N). This induces an action on the
sheaf cohomology groups H0(XΓ(N),Ω

j), where Ωj is the sheaf of holomorphic
differentials of degree j on XΓ(N). Note H0(XΓ(N),Ω

j) is finite dimensional
and corresponds to holomorphic cusp forms. This generalizes the case of SL2,
where the cohomology group H0(XΓ(p),Ω

1) is isomorphic to the space S2(Γ(p))

of cusp forms of weight 2 with respect to the principal congruence subgroup
Γ(p). For this particular case, XΓ(p) is the compactified modular curve of level
p.

Let G̃ be a reductive group over Q with derived subgroup G. While some of
the results obtained apply more generally or are interesting on their own, the
goal of this thesis is to focus on the following questions:

(Q1) Find irreducible representations π of G̃(Z/NZ), which are cuspidal when
N is prime, that decompose upon restriction toG(Z/NZ), that is π|G(Z/NZ)

can be written as π1 + · · · + πd0 with πi irreducible for i ∈ {1, · · · , d0},
d0 ∈ Z>1. Of particular interest is the case when d0 = 2.

(Q2) Denote the representation of G(Z/NZ) on the group H0(XΓ(N),Ω
j) by

(ρ,H0(XΓ(N),Ω
j)). Let mπ be the multiplicity of an irreducible repre-

sentation π of G(Z/NZ) in ρ and consider the alternating sum of multi-
plicities

∆Mπ =

d0∑
i=1

ξi−1
d0
mπi , (1.1)

where ξd0 is a primitive dth
0 root of unity.

Determine cases when ∆Mπ is nonzero. We call such a phenomenon
multiplicity defect.

(Q3) Relate the multiplicity defect ∆Mπ to some arithmetic invariants.

In the first part of the thesis, we extend Hecke’s result to all fundamental dis-
criminants −D of imaginary quadratic fields Q(

√
−D) (Theorem 2.1.1, Chap-

ter 2). Our main contribution is twofold, one dealing with the delicate situation
when N is even and the other addressing (Q3) above by using a geometric ar-
gument involving the holomorphic Lefschetz number. Note that the Q-rank of
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SL2 is 1 and the minimal Baily-Borel-Satake compactification is smooth, which
allows us to compute the holomorphic Lefschetz numbers on XΓ(D) = Y ∗Γ(D).

We want to remark that there are various analogues of Hecke’s result in several
contexts, using different methods. Alongside weight 2 cusp forms, similar
results hold for cusp forms of higher weight as investigated by Hecke and
Feldman (c.f. [11]). There is an analogue for Maass cusp forms in an article
by J. Stopple (see [38]). On the other hand, Lee and Weintraub extend Hecke’s
work to the Siegel space of degree 2 by considering the case of Sp4 in [25].

The second part of our thesis focuses on tackling the above questions for
another group of Q-rank 2, SU(2, 2). To put it in perspective, recall the
classification of irreducible Hermitian symmetric spaces of non-compact type
via work of E. Cartan (see Chapter X, p. 518 in [16]). The exhaustive list
of the associated groups G consists of SU(p, q), SO∗(2n) for n > 2, SO0(p, 2)

for p > 2, Spn(R) and some exceptional groups. Here SO∗(2n) is the group
of complex matrices g such that gtJng = Jn and gtg = I2n, where Jn is the

skew-hermitian form given by

(
0 In

−In 0

)
. SO0(p, 2) denotes the identity

component of SO(p, 2). Note we have the following special isomorphisms in
small dimensions: so(2, 2) ∼= sl2(R) × sl2(R), so∗(6) ∼= su(3, 1) and so∗(8) =

so(6, 2). As a result, among the Q-rank 2 groups, SU(2, 2) is the simplest.
Note that as su(1, 1) is isomorphic to sl2(R), the case of SU(2, 2) can also be
viewed as a direct generalization of Hecke’s treatment of SL2, see Chapter 3.

The reason we focus on groups of Q-rank 2 is because they provide the first
examples in the theory of toroidal compactifications where the rational bound-
ary components are not all zero-dimensional. Note the minimal Baily-Borel-
Satake compactification is not smooth. Thus, answering question (Q3) on the
geometric side becomes increasingly nontrivial.

Indeed, the case of SU(2, 2) is more subtle than the Sp4 case, which has been
already studied in the literature ([25]). The representation theory of Sp4(Fp)
is fairly known via the work of Srinivasan (c.f. [37]). The main results of the
second half of the thesis focus on answering questions (Q1) and (Q2) on the
representation theory side for SU(2, 2). In particular, we find desired cuspidal
regular irreducible representations of the quasi-split group U(2, 2) over a finite
field, that decompose upon restriction to SU(2, 2). To get the quasi-split
special unitary group over Fp as a reductive quotient G(Z/pZ), it is necessary
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and sufficient to consider the case when p is inert in the imaginary quadratic
field E over which the Hermitian form for SU(2, 2) is defined. In the case of
p ramified, we have G(Z/pZ) ∼= SO(2, 2), which is not as interesting given the
special isomorphism so(2, 2) ∼= sl2(R)× sl2(R). On the other hand, in the case
of p split we have G(Z/pZ) ∼= SL4(Fp), about whose representations a great
deal is known. Above all, we note that this case can be dealt with by using the
same theory developed in Chapter 6 since both groups are different rational
forms of the same group, SL4, as a connected semisimple algebraic group over
Fp. Moreover, when working out the character theory, the SL4(Fp) case, just
as it happens in the case of Sp4(Fp), gets simplified as the group is split.

In order to tackle (Q2), rewrite ∆Mπ as

∆Mπ =
1

|G(Z/NZ)|
∑

g∈G(Z/NZ)

( d0∑
i=1

ξi−1
d0
πi(g)

)
χρ(g),

where χρ is the character of ρ and by abuse of notation we denote by πi(g)

the characters of the irreducible components πi on the element g of G(Z/NZ).
Note that a first step in proving multiplicity defect is finding conjugacy classes
g on which the alternating sum of characters

d0∑
i=1

ξi−1
d0
πi (1.2)

is nonzero.

We prove this alternating sum is zero on the semisimple classes. The key step in
our work is showing that, when π comes from a Deligne-Lusztig representation,
the alternating sum is nonzero on the regular unipotent classes. Thus the
regular unipotent classes have positive contribution to the multiplicity defect
∆Mπ.

The proofs use the duality operator on cuspidal representations and Gelfand-
Graev characters to write the characters of the irreducible representations
πi on regular unipotent classes in terms of certain trigonometric sums. A
key computation in Chapter 6 evaluates these trigonometric sums in terms
of Gauss sums. Towards answering (Q3), this suggests links with possible
interpretations of ∆Mπ as certain arithmetic invariants, analogues of the class
number appearing in Hecke’s original theorem. The results hold for any G, see
Section 1.2; in particular, in Chapter 7 we give a formula for the contribution to
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the multiplicity defect coming from the regular unipotent classes of SU(2, 2).
We note the reason the character theory of the finite group of Lie type SU(2, 2)

defined over a finite field is arithmetical in nature is because the underlying
group SL4(Fp) has non-connected center.

As a remark, note that one has to also consider the values of the alternat-
ing sum above on conjugacy classes that are neither semisimple, nor regular
unipotent; this problem has not been addressed in this thesis and it will be
subject of future work.

We do not solve (Q3) in this thesis. However, we propose the following strat-
egy. One needs to work on the geometric side by constructing the toroidal
compactification XΓ(p) and applying some Lefschetz type formula, such as
the Atiyah-Singer holomorphic Lefschetz formula, to compute the characters
χρ(g). In the case of Sp4(R), the toroidal compactification, first developed by
Igusa in [19], has been worked out explicitly. The analysis in Chapter 3 focuses
on the lower Q-rank case of SU(1, 1) from the geometric perspective, thus in-
forming the steps required in constructing the picture for the higher Q-rank
case. Note that the same derivations carried in the SU(2, 2) case give us two
different rational boundary components, a zero-dimensional one and a one-
dimensional one isomorphic to SU(1, 1). Thus one has to also treat the higher
dimensional cusps, when constructing the smooth toroidal compactification.

1.2 Overview of the results

In the first part of the thesis, we extend Hecke’s result for SL2(Fp) to all
fundamental discriminants −D,D > 3 of imaginary quadratic fields Q(

√
−D)

and provide an alternate geometric proof even for the case when D is a prime
p ≡ 3 mod 4. We consider certain distinctive irreducible representations of
G = SL2(Z/DZ) described in Section 2.2, that are (up to isomorphism) parti-
tioned along tuples of the shape (ε0, · · · , εt|e), where εi ∈ {±} and e ∈ {±1}.
Note that these distinctive representations agree with Hecke’s representations
in the case D = p > 3. Let mπ be the multiplicity of a distinctive repre-
sentation π in the space of weight 2 cusp forms for the principal congruent
subgroup Γ(D), and consider the alternating sum of multiplicities over dis-
tinctive G-representations of type (ε0, · · · , εt|e) defined in (2.1)

∆Mt,e =
∑

(ε0,··· ,εt|e)

t∏
i=0

εi
∑

π∈(ε0,··· ,εt|e)

mπ.
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The main result we prove is given by Theorem 2.1.1 in Chapter 2:

Theorem A. For D > 3, let G = SL2(Z/DZ), where −D is a fundamental
discriminant associated to the imaginary quadratic field Q(

√
−D). We may

write D as D0p1 · · · pt, with D0 ∈ {p0, 4, 8}, t ≥ 0. Consider the expression
∆Mt,e introduced above and let ∆Mt = ∆Mt,1. Then the following identity
relating ∆Mt and the class number h(−D) of Q(

√
−D) holds

∆Mt =



0, if D0 = 4, t = 0

sgnD0,t 2t
[
h(−D) + h(−D/2)

]
, if D0 = 8, t = 0

sgnD0,t 2th(−D), if D0 = p0;D0 = 4, t ≥ 1;

D0 = 8, t ≥ 1,

p1 · · · pt ≡ 3 mod 4

sgnD0,t 2t
[
h(−D) + 2h(−D/2)

]
, if D0 = 8, t ≥ 1,

p1 · · · pt ≡ 1 mod 4,

where sgnD0,t ∈ {±1} is given by

sgnD0,t =



1, if D0 = p0t = 0;D0 = 4, t = 1;

D0 = 8, t ∈ {0, 1}∏
0≤i<j≤t

(−1)
(pi−1)(pj−1)

4 , if D0 = p0, t ≥ 1∏
1≤i<j≤t

(−1)
(pi−1)(pj−1)

4 , if D0 ∈ {4, 8}, t > 1.

The second part of the thesis focuses on answering (Q1), (Q2), with a par-
ticular focus on SU(2, 2). However, the results hold in higher generality, as
we shall outline below. The derivations use Deligne-Lusztig theory, Gelfand-
Graev representations and related notions for finite groups of Lie type.

Let us fix notations. When N is a prime p, let G(Z/NZ) be an arbitrary finite
group of Lie type. It can be realized as the fixed points under a Frobenius map
F on a connected semisimple group G over Fp. The group G can be embedded
in a reductive group G̃ over Fp with connected center and compatible F -
structure. As a result, GF will be naturally identified with G(Z/pZ), while
G̃F = G̃(Z/pZ). This notation is consistent throughout the thesis, starting
with Chapter 4.
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We answer (Q1) for the case when GF = SU(2, 2) and G̃F = U(2, 2), specif-
ically, we find (cuspidal) irreducible representations π of G̃F that split into
several irreducibles upon restriction to GF , e.g. π|

GF
= π1 + · · ·+πd0 , where πi

are irreducible representations of GF , i ∈ {1, · · · , d0}. Let Γ be the character
of the Gelfand-Graev representation of G̃F ; refer to Chapter 4 for an intro-
duction of Gelfand-Graev representations and related notions. We call an
irreducible representation of G̃F regular if it is a component of the Gelfand-
Graev representation. Note that if 〈π,Γ〉G̃F = 0, it is known that πi(u) = 0

on all regular unipotent classes u ∈ GF ([26]), so we restrict ourselves to the
case where π is a regular cuspidal irreducible representation.

Let the group GF = SU(2, 2) be as defined in Section 5.1 and let T̃w be the
torus of type w with respect to the maximally split F -stable torus of diagonal
matrices T̃ , where w ∈ W (T̃ ) ∼= S4 is given by (1, 2, 3, 4) 7→ (4, 3, 2, 1). Let Z
be the non-connected center of G and denote by d the order of the cohomology
group H1(F,Z). The result in Theorem 5.1.7 gives us the desired regular
cuspidal irreducible representations:

Proposition B. Let T̃w be the maximal F -stable torus defined above, θ̃ =

(θ1, θ2, θ3, θ4) a character of T̃ Fw in general position. The character εG̃εT̃wR
G̃
T̃w

(θ̃)

is an irreducible cuspidal regular representation of G̃F .

Assuming π = εG̃εT̃wR
G̃
T̃w

(θ̃) does not stay irreducible when restricted to GF ,
its splitting behaviour is as follows:

1. π|
GF

= π1 + π2 when θ̃ is given by (θ1, αθ1, θ3, αθ3), for α the unique
nontrivial quadratic character of U(1) and θ1, θ3 irreducible characters
of U(1) such that θ1/θ3 6= 1, α. Note that θ̃ is a quadratic character.

2. π|
GF

= π1 + π2 + π3 + π4 when θ̃ is, up to a twist by a character of
U(1), given by (1, α, α2, α3), for α a quartic character of U(1). Note
that this splitting can happen only when d = 4; in this case θ̃ is a quartic
character.

Conversely, given any datum of one of these two types for θ̃, the character
π = εG̃εT̃wR

G̃
T̃w

(θ̃) splits upon restriction to GF in the corresponding manner
described above.
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Here U(1) ∼= (F×p2)1 is the cyclic group of order p + 1 consisting of elements
of norm 1 in F×p2 . In general, for a connected reductive group G̃ over an
algebraically closed field of prime characteristic, the group G̃F always has
a cuspidal complex representation given up to a sign by a Deligne-Lusztig
character (see [22]). More specifically, let T̃ be an F -stable maximal torus that
lies in no proper F -stable parabolic subgroup of G̃ and let θ̃ be a character of
T̃ F in general position; in this case T is anisotropic. Then π = ±RG̃

T̃
(θ̃) is an

irreducible cuspidal representation of G̃F . Also remark that generically, such
an irreducible representation π of G̃F will stay irreducible upon restriction to
GF ; when it splits, the splitting behaviour can be determined in general, using
the same ideas as for the SU(2, 2) case.

The remaining results focus on answering (Q2). In Theorem 5.2.4 we show the
semisimple conjugacy classes have zero contribution to ∆Mπ:

Theorem C. Let π be an irreducible representation of G̃F that splits into
d0 components upon restriction to GF , that is π|

GF
= π1 + · · · + πd0, where

d0|d. The alternating sum
d0∑
i=1

ξi−1
d0
πi introduced in equation (1.2) is zero on

the semisimple elements of GF . Recall ξd0 is a primitive dth
0 root of unity.

This result is true for arbitrary G semisimple connected and simply-connected
and holds for any irreducible representation of G̃F that splits upon restriction
to GF . It is a direct generalization of Hecke’s SL2 case, where π+−π− is zero
on the semisimple elements.

More interestingly, we prove there is positive contribution to ∆Mπ on the reg-
ular unipotent classes. First, we write the characters of the irreducible regular
cuspidal representations πi on regular unipotent classes in terms of certain
trigonometric sums σz indexed by the cohomology group H1(F,Z). For ex-
ample, we give such a character formula for the case when d0 = |H1(F,Z)|
in Theorem 6.2.10; similar results can be derived for any possible d0 by using
the same type of reasoning. The formula holds true in general for G semisim-
ple connected in good characteristic and p sufficiently large to ensure that all
maximal tori of GF are nondegenerate. Next, results in [8] allow us to refor-
mulate an expression for the so called "Mellin transforms" of σz in terms of
Gauss sums over finite fields; see Theorem 6.3.5. As a consequence, we show
the alternating sum of characters

∑d0

i=1 ξ
i−1
d0
πi evaluated on regular unipotent
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classes can be written as non-zero multiples of Gauss sums. Note this result
holds under the same conditions above, for G semisimple connected in good
characteristic, with p sufficiently large. In particular, when specializing to the
case of GF = SU(2, 2) we get the following result (Theorem 7.0.8), where
recall that d is the order of H1(F,Z):

Theorem D. Let π be an irreducible cuspidal regular representation of G̃F =

U(2, 2) that splits into d0|d irreducible components upon restriction to GF =

SU(2, 2), π|
GF

= π1 + · · · + πd0. Let ζ2 be the unique non-trivial quadratic
character of F×p2 and ζ4 be the quartic character of F×p2 given by g4r−i 7→ ξ3i

4 ,
for i ∈ {0, 1, 2, 3}, r ∈ Z and g a generator for F×p2. Let G be the Gauss sum
introduced in Definition 6.1.1.

Then the alternating sum
d0∑
i=1

ξi−1
d0
πi takes the following values on regular unipo-

tent classes:
d0∑
i=1

ξi−1
d0
πi(u) =

−G(ζ2) if d0 = 2, d ∈ {2, 4},

i
√
pG(ζ4) if d0 = 4, d = 4,

for any u ∈ Uz1, where z1 is the identity element in H1(F,Z).

Note that it is sufficient to compute the values on u ∈ Uz1 ; the values on the
other unipotent classes are the same up to sign if d0 = 2 or up to multiplication
by a 4th root of unity if d0 = 4.

Again, this mimics the case of SL2, where the non-zero contribution to π+−π−

comes from the unipotent conjugacy classes. Remark that the case of SU(2, 2)

is different from that of SL2 in that we have a new type of conjugacy classes
of mixed Jordan decomposition.

1.3 Structure of the thesis

The structure of the thesis is as follows. In Chapter 2 we extend Hecke’s result
for SL2(Fp) to all fundamental discriminants of imaginary quadratic fields. In
Chapter 3, we investigate the geometric side for the case of SU(1, 1), to both
reframe the case of SL2(Fp) and inform the picture of the higher Q-rank case
of SU(2, 2); the latter is needed when answering Q3.

Chapter 4 contains background material on Deligne-Lusztig theory, Gelfand-
Graev characters and related notions, and character values on regular unipo-
tent classes. Chapters 5, 6 and 7 contain our main results for the second part
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of the thesis. In Chapter 5 we find regular cuspidal irreducible representations
of G̃F that split when restricted to GF for the case of SU(2, 2). We also prove
the semisimple conjugacy classes have zero contribution to ∆Mπ. Chapter 6
focuses on the general case and gives a formula for the multiplicity defect at
regular unipotent elements. In Chapter 7 we specialize the theory previously
developed to the case of SU(2, 2).

1.4 Concluding remarks

To summarize, we study generalizations of Hecke’s result in two different di-
rections.

First, we extend it to higher levels in the case of SL2 by using a geometric
argument, and provide a complete result in Chapter 2.

Second, we focus on groups of higher Q-rank, in particular we consider the
case of SU(2, 2) of Q-rank 2. Let p be a prime that is inert in the imaginary
quadratic field E over which SU(2, 2) is defined. Let π be an irreducible regular
cuspidal representation of the finite group of Lie type G̃F = U(2, 2)(Fp) that
splits upon restriction to GF = SU(2, 2)(Fp), that is π|

GF
= π1 + · · ·+πd0 , with

πi irreducible for i ∈ {1, · · · , d0}, d0 ∈ {2, 4}. Let ρ denote the representation
of GF on the holomorphic part of the middle cohomology of XΓ(p). Denote by
mπi the multiplicity of πi in ρ. Then

∆Mπ =
1

|GF |
∑
g∈GF

( d0∑
i=1

ξi−1
d0
πi(g)

)
χρ(g),

where χρ is the character of ρ.

In particular, we have

∆Mπ =
1

|GF |

(
∆Mss + ∆Mint + ∆Mru

)
,

where ∆Mss is the sum over the semisimple classes, ∆Mru is the sum over the
regular unipotent classes, while ∆Mint is the sum over classes of mixed Jordan
decomposition g = su, with s semisimple and u unipotent.

∆Mss = 0 by Theorem 5.2.4. As already noted, this in fact holds for general
G semisimple, connected and simply-connected.

Results in Chapter 7 give a precise formula for ∆Mru. This is derived from
the character formula for

∑d0

i=1 ξ
i−1
d0
πi in Theorem 7.0.8. This part generalizes

as well.
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Assume, for simplicity, that d0 = 2. Denoting π1 by π+ and π2 by π−, we get

∆Mπ = mπ+ −mπ− .

Let Uzi be the conjugacy class of regular unipotent elements indexed by zi =

ωi−1I4 of H1(F,Z) for i ∈ {1, · · · , 4}, where ω is a primitive 4th root of unity.
The order ofH1(F,Z), denoted by d, is either 2 or 4, both of which are relevant
to us. When |H1(F,Z)| = 2, we have z1 ∼ z3, z2 ∼ z4 in H1(F,Z). Then

∆Mru =


−G(ζ2)

( ∑
u∈Uz1

χρ(u)−
∑
u∈Uz2

χρ(u)
)

if d = 2,

−G(ζ2)
( ∑
u∈Uz1∪Uz3

χρ(u)−
∑

u∈Uz2∪Uz4

χρ(u)
)

if d = 4.

Note this is a direct analogue of Hecke’s result for the case of SL2(Fp). In or-
der to completely determine ∆Mru, we need to find the value of the characters
χρ on regular unipotents, which amounts to working on the geometric side by
applying the holomorphic Lefschetz trace formula on the toroidal compactifi-
cation. Also, note that here we have the intermediary term ∆Mint, which does
not appear in the SL2 case. We expect to be able to either relate each separate
term ∆Mint and ∆Mru, on its own, or perhaps their sum, to an arithmetic
invariant such as the class number in Hecke’s case.
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C h a p t e r 2

A GENERALIZATION OF HECKE’S THEOREM FOR SL2(Fp)
TO FUNDAMENTAL DISCRIMINANTS

The goal of this chapter is to extend Hecke’s result for SL2(Fp) to all funda-
mental discriminants −D of imaginary quadratic fields Q(

√
−D) and prove

that an alternating sum of multiplicities of certain irreducibles of SL2(Z/DZ)

is an explicit multiple, up to a sign and a power of 2, of either the class number
h(−D) or of the sums h(−D) + h(−D/2), h(−D) + 2h(−D/2); the last two
possibilities occur in some of the cases when D ≡ 0 mod 8. The proof uses the
holomorphic Lefschetz number.

2.1 Preliminaries

The purpose of this chapter is to extend Hecke’s result to all fundamen-
tal discriminants −D, D > 3 of imaginary quadratic fields K = Q(

√
−D)

and to provide an alternate geometric proof even for the case when D is a
prime p ≡ 3 mod 4. We write the fundamental discriminant −D of K as
−D0p1 · · · pt with t ≥ 0 (the second product being 1 if t = 0), D0 ∈ {p0, 4, 8}
and p0, p1, · · · , pt distinct odd primes such that the typical fundamental dis-
criminant congruences are satisfied. We consider certain distinctive irreducible
representations of G = SL2(Z/DZ) described in Section 2.2; for the moment,
it suffices to say that these representations are (up to isomorphism) partitioned
along tuples of the shape (ε0, · · · , εt|e), where εi ∈ {±} and e ∈ {±1}. Note
that these distinctive representations agree with Hecke’s representations in the
case D = p > 3. Let S2(Γ(D)) be the space of weight 2 cusp forms for the
principal congruence subgroup Γ(D). The natural action of G on S2(Γ(D))

gives a G-representation, which we denote by (ρ,S2(Γ(D))). Let mπ be the
multiplicity of a distinctive representation π in ρ and consider the alternating
sum of multiplicities over distinctive G-representations of type (ε0, · · · , εt|e)

∆Mt,e =
∑

(ε0,··· ,εt|e)

t∏
i=0

εi
∑

π∈(ε0,··· ,εt|e)

mπ. (2.1)
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Note that by
t∏
i=0

εi, we clearly mean the product of ±1 when εi takes values

in {±}. The main result we prove is as follows:

Theorem 2.1.1. For D > 3, let G = SL2(Z/DZ), where −D is a fundamental
discriminant associated to the imaginary quadratic field Q(

√
−D). We may

write D as D0p1 · · · pt, with D0 ∈ {p0, 4, 8}, t ≥ 0. Consider the expression
∆Mt,e introduced in (2.1) above and let ∆Mt = ∆Mt,1. Then the following
identity relating ∆Mt and the class number h(−D) of Q(

√
−D) holds

∆Mt =



0, if D0 = 4, t = 0

sgnD0,t 2t
[
h(−D) + h(−D/2)

]
, if D0 = 8, t = 0

sgnD0,t 2th(−D), if D0 = p0;D0 = 4, t ≥ 1;

D0 = 8, t ≥ 1,

p1 · · · pt ≡ 3 mod 4

sgnD0,t 2t
[
h(−D) + 2h(−D/2)

]
, if D0 = 8, t ≥ 1,

p1 · · · pt ≡ 1 mod 4,

where sgnD0,t ∈ {±1} is given by

sgnD0,t =



1, if D0 = p0t = 0;D0 = 4, t = 1;

D0 = 8, t ∈ {0, 1}∏
0≤i<j≤t

(−1)
(pi−1)(pj−1)

4 , if D0 = p0, t ≥ 1∏
1≤i<j≤t

(−1)
(pi−1)(pj−1)

4 , if D0 ∈ {4, 8}, t > 1.

Note that in the case when D > 3 is an odd prime p ≡ 3 mod 4, we have
∆M0 = h(−p), so our result matches Hecke’s original theorem. Towards the
end of our work, we came to learn that this extension of Hecke’s result has
already been proved up to a sign for the case of odd discriminants D in a
paper of McQuillan [29], though by a different method. We hope our result
is still of some interest for two reasons. First, the even case is more subtle.
Second, our method also makes explicit the sign sgnD0,t, which was previously
unknown even in the odd case.

We prove the main theorem by a geometric argument using the holomorphic
Lefschetz number. The structure of this chapter is as follows. The second
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section sets the necessary notation in introducing the desired distinctive ir-
reducible representations of G = SL2(Z/DZ) we are considering for the al-
ternating sum ∆Mt of multiplicities of these representations into the space
S2(Γ(D)). The general idea of the proof consists of computing the characters
∆χt,e, χS2(Γ(D)) and then comparing the resulting expression for ∆Mt with
an analytic formula for the class number. Moving to Section 2.3, we find
the values of the virtual character ∆χt,e. Since G acts on the modular curve
X(D) = Γ(D)\H∗, we view g : X(D)→ X(D) as a map on a one-dimensional
compact complex manifold for all g ∈ G. We compute the fixed points of g on
X(D) in Section 2.4, which allows us to compute the holomorphic Lefschetz
number of the map g in Section 2.5. As the Lefschetz numbers give us the
characters χS2(Γ(D))(g), we have all the ingredients to compute the alternating
sum ∆Mt, which is done in the final two sections of the paper for both D0 odd
and even.

2.2 Ingredients of the main theorem

Let G = SL2(Z/DZ), where −D is a fundamental discriminant associated to
the imaginary quadratic field K = Q(

√
−D). We have the following possibili-

ties for D:

D =



p0

t∏
i=1

pi, with p0, pi distinct odd primes s.t. p0

t∏
i=1

pi ≡ 3 mod 4, t ≥ 0

4
t∏
i=1

pi, with pi distinct odd primes s.t.
t∏
i=1

pi ≡ 1 mod 4, t ≥ 0

8
t∏
i=1

pi, with pi distinct odd primes, t ≥ 0.

Thus, we can let D = D0

t∏
i=1

pi, where D0 ∈ {p0, 4, 8}, t ≥ 0 and the primes

satisfy the above congruences. The object of interest of the paper is an ex-
pression for ∆Mt in terms of the class number h(−D) of K. In the following,
we first introduce the distinctive G-representations of type (ε0, · · · , εt|e) that
appear in the alternating sum ∆Mt,e, as seen in (2.1).

Since G ∼= SL2(Z/D0Z) × SL2(Fp1) × · · · × SL2(Fpt), all complex irreducible
representations of G arise from the irreducible representations of SL2(Z/D0Z)

and SL2(Fpi), i ∈ [1, t] an integer. Thus an irreducible representation of G
can be written as π = ⊗iπi = (π0, π1, · · · πt), where π0 is an irreducible of
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SL2(Z/D0Z) and πi is an irreducible of SL2(Fpi) for i ∈ [1, t]. If we denote by

χπ the character of π, we have χπ = χ0

t∏
i=1

χi, where χi is the character of πi.

In order to describe a distinctive G-representation π = (π0, π1, · · · πt), we need
to introduce the types of representations πi that compose it. We are inter-
ested in irreducible representations of GL2(Z/D0Z), respectively GL2(Fp) for
p odd prime, that split into two irreducibles when restricted to SL2(Z/D0Z),
respectively SL2(Fp). Let π0, respectively πi, be one of the two irreducible
representations of SL2(Z/D0Z), respectively SL2(Fpi) that appear as con-
stituents of this restriction from GL2 to SL2. We then call such a representa-
tion π = (π0, π1, · · · , πt) a distinctive representation of G. As we will see later,
there are 4 · 22t such distinctive representations if D0 ∈ {p0, 4} and 20 · 22t of
them in the case D0 = 8.

In view of the product representation of SL2(Z/DZ), it suffices to describe
what representations πi can occur in a distinctive G-representation for the two
basic cases, namely SL2(Fp), when p is an odd prime, and SL2(Z/D0Z), when
D0 ∈ {4, 8}; we accomplish this in the following subsections.

p odd prime case

The case of p odd is well known, see [34], Chapters 1, 2, p. 1 − 48 or [12],
Chapter 5, Section 5.2, p. 67 − 73, for example. There are two types of rep-
resentations that appear, the ones induced from the Borel subgroup of upper

triangular matrices B =

{(
a b

0 c

)∣∣∣∣∣a, c ∈ F×p , b ∈ Fp

}
and the cuspidal

ones. For the first type, if θ, φ are two characters of F×p , then we can define

a character of B by τ

(
a b

0 c

)
= θ(a)φ(c). The induced representation to

GL2(Fp) τθ,φ = Ind
GL2(Fp)
B τ will be irreducible of dimension p+ 1 iff θ 6= φ; we

have τθ,φ ∼= τφ,θ. Thus there are 1
2
(p− 1)(p− 2) such representations. For α a

character of F×p , we consider the characters of GL2(Fp) given by the determi-
nant function, χα(g) = α(det g), which are trivial when restricted to SL2(Fp).
Since τθ,φ ⊗ χα ∼= τθα,φα, the induced representations above can be considered
up to a twist equivalence. There is, up to twist equivalence, a unique irre-
ducible induced representation τθ,1 that when restricted to SL2(Fp) splits into
two irreducibles τ+, τ−of the same dimension; the representation τθ,1 is given
by the unique nontrivial quadratic character θ of F×p . We refer to the pair



16

of representations τ+, τ− as irreducibles of SL2(Fp) induced from the Borel
subgroup.

On the other hand, the cuspidal representations of GL2(Fp) are those that
do not appear in a representation induced from the Borel subgroup. They
are associated to characters λ of the cyclic group F×p2 that do not come from
characters of F×p , that is characters λ for which there exists no character µ of F×p
such that λ(x) = µ(NFp2/Fp(x)) for all x ∈ F×p2 . For each such character λ, there
is a corresponding irreducible cuspidal representation πλ such that πλ ∼= πλ′

iff λ′ = λ or λ′ = λp. There are 1
2
p(p− 1) such irreducibles. Any character α

of F×p can be extended to a character λα of F×p2 by λα(x) = α(NFp2/Fp(x)). We
then have πλ⊗λα ∼= πλλα , so we may partition the cuspidal representations πλ
according to twist equivalence. The restriction of πλ to SL2(Fp) depends only
on the restriction of λ to the cyclic subgroup of order p+1 containing elements
in F×p2 of norm 1. There is, up to twist equivalence, a unique irreducible
cuspidal representation πλ that when restricted to SL2(Fp) splits into a pair of
two irreducibles π+, π− of the same dimension; the representation πλ is given
by the unique nontrivial quadratic character λ of order p+ 1. We refer to the
pair of representations π+, π− as cuspidal irreducibles of SL2(Fp).

We denote the above irreducible representations that can appear as compo-
nents of a distinctive G-representation π = (π0, π1, · · · πt) by πεδ, where δ = +1

if the representation is induced, δ = −1 if it is cuspidal, ε ∈ {±}. The
characters of these representations take the value (δ + εGp)/2 on u1, where

ux =

(
1 x

0 1

)
, as seen for example in [18], Section 7, p. 30. Clearly,

εGp = ±Gp depending on whether ε is + or −.

Table 2.1: Characters of distinctive SL2(Fp)-representations

±
(

1 0
0 1

)
±
(

1 1
0 1

)
±
(

1 ηp
0 1

)
al bm

χ+
−1 λp(±1)p−1

2
λp(±1)−1+Gp

2
λp(±1)−1−Gp

2
0 −λp(b)m

χ−−1 λp(±1)p−1
2

λp(±1)−1−Gp
2

λp(±1)−1+Gp
2

0 −λp(b)m

χ+
+1 θp(±1)p+1

2
θp(±1)1+Gp

2
θp(±1)1−Gp

2
θp(ν)l 0

χ−+1 θp(±1)p+1
2

θp(±1)1−Gp
2

θp(±1)1+Gp
2

θp(ν)l 0
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Here ηp is a non-square mod p, a =

(
ν 0

0 ν−1

)
, where ν generates the multi-

plicative group of Fp, b is an element of order p+ 1 which is not diagonalizable
over Fp, l ∈ [1, (p−3)/2], m ∈ [1, (p−1)/2] integers. Also λp, θp are the unique
nontrivial quadratic characters of cyclic groups of order p+1, respectively p−1,
and Gp is the Gauss sum given by

∑
x∈F×p

θp(x)ξx, where ξ = exp(2πi/p). It is

well known that Gp =
√
θp(−1)p. In terms of notation, if D0 = p0, π0 will

be of the type πε00,δ0
above, while πi will be of type πεii,δi , where ε0, εi ∈ {±},

δ0, δi ∈ {±1} and i ∈ [1, t] an integer.

D0 = 4 case

Recall that for the case D0 even, we look at representations of GL2(Z/D0Z)

that split into two irreducibles of the same dimension when restricted to
SL2(Z/D0Z). In the case D0 = 4, there are two such representations of
GL2(Z/D0Z). Therefore, there are two pairs of representations that appear in
a distinctive G-representation, 2 one-dimensional ones and 2 of dimension 3.
We denote them by πε00,δ0

, with ε0 ∈ {±}, δ0 ∈ {1, 3}, their characters appearing
in the following table:

Table 2.2: Characters of distinctive SL2(Z/4Z)-representations

1 6 3 6 8

±
(

1 0
0 1

)
±
(

1 1
0 1

)
±
(

1 2
0 1

)
±
(

0 3
1 0

)
±
(

1 1
3 0

)
χ+

1 ±1 ±i ±(−1) ±i ±(−1)
χ−1 ±1 ±(−i) ±(−1) ±(−i) ±(−1)

χ+
3 ±3 ±i ±1 ±(−i) 0
χ−3 ±3 ±(−i) ±1 ±i 0

D0 = 8 case

When D0 = 8, the situation is as follows, where α = ξ8 + ξ3
8 , β = ξ8 − ξ3

8 with
ξ8 = exp(2πi/8), and γ = 1 + 2i:
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Table 2.3: Characters of distinctive SL2(Z/8Z)-representations on the conju-
gacy classes of interest

1 12 12 12 12 24 24 6 6
±u0 ±u1 ±u3 ±u5 ±u7 ±a0 ±a4 ±u2 ±u6

χ+
1,1 ±1 ±i ±(−i) ±i ±(−i) ±(−i) ±(−i) ±(−1) ±(−1)
χ−1,1 ±1 ±(−i) ±i ±(−i) ±i ±i ±i ±(−1) ±(−1)

χ+
2,1 2 α α −α −α 0 0 0 0
χ−2,1 2 −α −α α α 0 0 0 0

χ+
2,2 ±2 ±β ±(−β) ±(−β) ±β 0 0 0 0
χ−2,2 ±2 ±(−β) ±β ±β ±(−β) 0 0 0 0

χ+
3,1 ±3 ±i ±(−i) ±i ±(−i) ±i ±i ±1 ±1
χ−3,1 ±3 ±(−i) ±i ±(−i) ±i ±(−i) ±(−i) ±1 ±1

χ+
3,2 3 i −i i −i −1 1 −γ −γ
χ−3,2 3 −i i −i i −1 1 −γ −γ

χ+
3,3 3 i −i i −i 1 −1 −γ −γ
χ−3,3 3 −i i −i i 1 −1 −γ −γ

χ+
3,4 ±3 ±(−1) ±(−1) ±(−1) ±(−1) ±(−i) ±i ±γ ±γ
χ−3,4 ±3 ±(−1) ±(−1) ±(−1) ±(−1) ±i ±(−i) ±γ ±γ

χ+
3,5 ±3 ±1 ±1 ±1 ±1 ±(−i) ±i ±γ ±γ
χ−3,5 ±3 ±1 ±1 ±1 ±1 ±i ±(−i) ±γ ±γ

χ+
6,1 6 β −β −β β 0 0 0 0
χ−6,1 6 −β β β −β 0 0 0 0

χ+
6,2 ±6 ±α ±α ±(−α) ±(−α) 0 0 0 0
χ−6,2 ±6 ±(−α) ±(−α) ±α ±α 0 0 0 0

In this case, there are 10 pairs of representations that appear in a distinc-
tive G-representation. There is a pair of dimension 1, 2 pairs of dimension
2, 5 of dimension 3, and 2 of dimension 6. We denote them by πε00,δ0

with
ε0 ∈ {±}, δ0 ∈ {(1, 1), (2, 1), (2, 2), (3, 1), (3, 2), · · · , (3, 5), (6, 1), (6, 2)}. As
we shall see in Lemma 2.3.2 below, we are only interested in the values of
these characters on the conjugacy classes that take different values on π+

0,δ0
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and π−0,δ0 . As a result, the conjugacy classes that are of interest are repre-

sented by ±ux with x ∈ {0, 1, 3, 5, 7, 2, 6}, where ux =

(
1 x

0 1

)
, and by

±

(
0 1

7 0

)
and ±

(
0 1

7 4

)
; we denoted the last 4 representatives by ±a0,

respectively ±a4. The characters of the representations appearing in a distinc-
tive G-representation on these conjugacy classes are as in Table 2.3 above.

Going back to the general setting, let π be a distinctive G-representation
given by (πε00,δ0

, · · · , πεtt,δt); note that πεii,δi can be either cuspidal or induced for
i ∈ [1, t] an integer, while the possible candidates for πε00,δ0

are those whose
characters are given in the above tables. We call such a representation π =

(πε00,δ0
, · · · , πεtt,δt) of type (ε0, · · · , εt). Since the action of −

(
1 0

0 1

)
= −Id

depends on χεδ(−Id) = (−1)(p−δ)/2(p + δ)/2, for πεδ either cuspidal or induced

irreducible of SL2(Fp), we get that -Id acts as sgn(χ0(−Id))
t∏
i=1

(−1)(pi−δi)/2·Id.

We say a distinctive representation of G is of type (ε0, · · · , εt|e) if it is of type

(ε0, · · · , εt) and sgn(χ0(−Id))
t∏
i=1

(−1)(pi−δi)/2 = e, where e ∈ {±1}.

As we saw in (2.1), we consider the following alternating sum over distinctive
G-representations of type (ε0, · · · , εt|e):

∆Mt,e =
∑

(ε0,··· ,εt|e)

t∏
i=0

εi
∑

π∈(ε0,··· ,εt|e)

mπ,

where mπ is the multiplicity of the representation π of type (ε0, · · · , εt|e) in
the G-representation ρ on the space S2(Γ(D)) of weight 2 cusp forms for the
principal congruence subgroup Γ(D). If we let χS2(Γ(D)) to be the character of
(ρ,S2(Γ(D))), we can rewrite ∆Mt,e as

∆Mt,e =
∑

(ε0,··· ,εt|e)

t∏
i=0

εi
∑

π∈(ε0,··· ,εt|e)

1

|G|
∑
g∈G

χπ(g)χS2(Γ(D))(g)

=
1

|G|
∑
g∈G

∆χt,e(g)χS2(Γ(D))(g), (2.2)
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where the alternating sum of characters
∑

(ε0,··· ,εt|e)

t∏
i=0

εi
∑

π∈(ε0,··· ,εt|e)

χπ was de-

noted by ∆χt,e.

After computing the values of ∆χt,e and χS2(Γ(D)) on the conjugacy classes
of G, which will be done in Sections 2.3, 2.5 respectively, we get an analytic
expression for ∆Mt. The goal is to rewrite this expression as a multiple in-
volving h(−D), which will be done by using the following modified version of
the Dirichlet class number formula:

Lemma 2.2.1. Let D > 4 such that −D is the fundamental discriminant
associated to the imaginary quadratic field K = Q(

√
−D). Then the class

number of K is given by

h(−D) =


− 1
D

D−1∑
n=1

n
( n
D

)
, if D0 is odd

− 2
D

D−1∑
n=1,

n≡p1···pt mod 4

n
( n
D

)
, if D0 is even

where D is written as D0p1 · · · pt, with D0 ∈ {p0, 4, 8}, t ≥ 0 and p0, pi are
distinct odd primes, i ∈ [1, t] an integer.

Proof. By the Dirichlet class number formula (c.f. [6], Chapter 6, p. 49− 50)

h(−D) =
w

2π

√
DL(χ, 1),

where w is the number of roots of unity in Q(
√
−D), and χ is the quadratic

character of Q(
√
−D), χ : Z+ → C×, χ(m) =

(−D
m

)
. Since −D < −4, w = 2.

For a nonzero integer m, let m′ denote its odd part, that is m = 2sm′ with
(m′, 2s) = 1. By the quadratic reciprocity of the Kronecker symbol we then
have

(−D
m

)
= (−1)

(m′−1)(−D′−1)
4

(
m
D

)
, where D′ is the odd part of D. Moreover,

L(χ, 1) = − π

D
√
D

D−1∑
n=1

nχ(n),

so if D0 is even we have

h(−D) = − 1

D

D−1∑
n=1

(−1)
(n′−1)(−D′−1)

4 n
( n
D

)
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= − 1

D

D−1∑
n=1

(−1)
(n−1)(−p1···pt−1)

4 n

(
n

D0

)(
n

p1 · · · pt

)
= − 1

D

∑
n≡p1···pt

n

(
n

D0

)(
n

p1 · · · pt

)
+

(
−1

p1 · · · pt

)
1

D

∑
n≡3p1···pt

n

(
n

D0

)(
n

p1 · · · pt

)
= − 2

D

∑
n≡p1···pt

n

(
n

D0

)(
n

p1 · · · pt

)
,

where the congruences are taken mod 4 and the summation is over integers
n ∈ [1, D − 1].

On the other hand, for odd D0 we get

h(−D) = − 1

D

D−1∑
n=1

(−1)
(n′−1)(−D−1)

4 n
( n
D

)
= − 1

D

D−1∑
n=1

n
( n
D

)
.

As a side remark, note that we are only interested in finding an expression for
∆Mt = ∆Mt,1 as ∆Mt,−1 always vanishes. As we shall see in the following
section, this happens because the weight of cusp forms is even and thus forces
the action of −g on S2(Γ(D)) to be the same as that of g.

2.3 A key virtual character

Consider the alternating sum over irreducibles of G of type (ε0, · · · , εt|e) as
introduced above:

∆χt,e =
∑

(ε0,··· ,εt|e)

t∏
i=0

εi
∑

π∈(ε0,··· ,εt|e)

χπ.

As seen in (2.2), the values ∆χt,e takes on the conjugacy classes of G appear
in the expression ∆Mt. We obtain two results, see Lemmas 2.3.1, 2.3.2 below.

Lemma 2.3.1. Let g = (g0, · · · , gt) represent a conjugacy class of G, where
gi ∈ SL2(Fpi), for all i ∈ [1, t] an integer and g0 ∈ SL2(Z/D0Z). Then
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∆χt,e(g) =



2t−1
[
∆χ0,e(g0) + ∆χ0,−e(g0)

] t∏
i=1

(
xi
pi

)
Gpi ,

if g = (g0, ux1 , · · · , uxt)

2t−1
[
∆χ0,e(g0)−∆χ0,−e(g0)

] t∏
i=1

(
xi
pi

)
Gpi ,

if g = (g0,−ux1 , · · · ,−uxt)

0, otherwise

for t ≥ 1, where xi ∈ {1, ηpi} with ηpi a non-square mod pi for all i ∈ [1, t] an
integer.

Proof. We have

∆χt,e(g0, · · · , gt)

=
∑

(ε0,··· ,εt|e)

t∏
i=0

εi
∑

π∈(ε0,··· ,εt|e)

χπ(g0, · · · , gt)

=
∑

(ε0,··· ,εt|e)

t−1∏
i=0

εiεt
∑
δt

∑
π∈(ε0,··· ,εt−1|e(−1)(pt−δt)/2)

χπ(g0, · · · , gt−1)χεtt,δt(gt)

=
∑
δt

∑
(ε0,··· ,εt−1|e(−1)(pt−δt)/2)

t−1∏
i=0

εi
∑

π∈(ε0,··· ,εt−1|e(−1)(pt−δt)/2))

χπ(g0, · · · , gt−1)

×
[
χ+
t,δt

(gt)− χ−t,δt(gt)
]

=
∑
δt

∆χt−1,e(−1)(pt−δt)/2(g0, · · · , gt−1)
[
χ+
t,δt

(gt)− χ−t,δt(gt)
]
,

where χεtt,δt denotes the character of the component πεtt,δt in the G-representation
π = (πε00,δ0

, · · · , πεtt,δt) of type (ε0, · · · , εt|e).

For odd p, we get

χ+
δ (g)− χ−δ (g) =


(
x
p

)
Gp, if g = ux for x ∈ {1, η}

(−1)(p−δ)/2
(
x
p

)
Gp, if g = −ux for x ∈ {1, η}

0, otherwise

where η is a non-square mod p. Thus, we must have ∆χt,e(g0, · · · , gt) = 0 for
all gi 6= ±uxi , i ∈ [1, t] an integer. On the other hand,
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∆χt,e(g0, · · · , gt−1,±uxt)

=
∑
δt

∆χt−1,e(−1)(pt−δt)/2(g0, · · · , gt−1)][χ+
t,δt

(±uxt)− χ−t,δt(±uxt)]

=
[
∆χt−1,e(g0, · · · , gt−1)±∆χt−1,−e(g0, · · · , gt−1)

](xt
pt

)
Gpt , (2.3)

so

∆χt,e(g0, · · · , gt−1,±uxt) = ±∆χt,−e(g0, · · · , gt−1,±uxt). (2.4)

We claim that if there exists i, j ∈ {1, · · · , t} such that gi = uxi and gj =

−uxj then we must have ∆χt,e(g0, · · · , gt) = 0 for t ≥ 2. Clearly, if for
some s ≤ t we have ∆χs,e(g0, · · · , gs) = 0, then by (2.3) and (2.4), we get
∆χt,e(g0, · · · , gs, · · · , gt) = 0. Thus we can assume WLOG that i = t, j =

t − 1, the case i = t − 1, j = t being exactly the same. Since we know
∆χt−1,e(g0, · · · , gt−2,−uxt−1) = −∆χt−1,−e(g0, · · · , gt−2,−uxt−1), we get that
∆χt,e(g0, · · · ,−uxt−1 , uxt) = 0. As a result ∆χt,e(g0, · · · , gt) is zero outside the
conjugacy classes of type (g0, ux1 , · · · , uxt) or (g0,−ux1 , · · · ,−uxt).

Then

∆χt,e(g0, ux1 , · · · , uxt) = 2∆χt−1,e(g0, ux1 , · · · , uxt−1)

(
xt
pt

)
Gpt

= 2t−1
[
∆χ0,e(g0) + ∆χ0,−e(g0)

] t∏
i=1

(
xi
pi

)
Gpi ,

and similarly,

∆χt,e(g0,−ux1 , · · · ,−uxt) = 2t−1[∆χ0,e(g0)−∆χ0,−e(g0)]
t∏
i=1

(
xi
pi

)
Gpi .

On the other hand, since

∆χ0,e(g0) =
∑
(ε0|e)

ε0
∑

π∈(ε0|e)

χπ(g0),
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we can compute ∆χ0,1(g0)+∆χ0,−1(g0) for the different values of D0 as follows:

D0 ∆χ0,1(g0) + ∆χ0,−1(g0)

p0

{
2
(
x0

p0

)
Gp0 , if g0 = ux0 for x0 ∈ {1, ηp0}

0, otherwise

4

{
4ξx0

4 , if g0 = ux0 for x0 ∈ {±1}
0, otherwise

8


8ξx0

8 + 8ξx0
4 , if g0 = ux0 for x0 ∈ {±1,±3}

±(−4ξ4), if g0 = ±a0

±4ξ4, if g0 = ±a4

0, otherwise.

The values for ∆χ0,1(g0)−∆χ0,−1(g0) are computed in a similar fashion. Note
that we used the fact that −u1 and u−1 are in the same conjugacy class of
SL2(Z/4Z). Also, ξD0 = exp(2πi/D0) for D0 ∈ {4, 8}.

Thus, we can state the following result:

Lemma 2.3.2. For all possible D0, ∆χt,e takes the following values on conju-
gacy classes g = (g0, · · · , gt):

• If D0 = p0,

∆χt,e(g) =



2t
(
x0

p0

)
Gp0

t∏
i=1

(
xi
pi

)
Gpi , if g = (ux0 , · · · , uxt)

e2t
(
x0

p0

)
Gp0

t∏
i=1

(
xi
pi

)
Gpi , if g = (−ux0 , · · · ,−uxt)

0, otherwise

for all t ≥ 0.
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• If D0 = 4,

∆χt,e(g) =



2t+1ξx0
4

t∏
i=1

(
xi
pi

)
Gpi , if g = (ux0 , · · · , uxt),

x0 ∈ {±1}

e2t+1ξx0
4

t∏
i=1

(
xi
pi

)
Gpi , if g = (−ux0 , · · · ,−uxt),

x0 ∈ {±1}

0, otherwise

for all t ≥ 1. Also, ∆χ0,−1(g) =

22ξx0
4 , if g = ux0 , x0 ∈ {±1}

0, otherwise,
and

∆χ0,1(g) = 0.

• If D0 = 8,

∆χt,e(g) =



2t+2(ξx0
8 + ξx0

4 )
t∏
i=1

(
xi
pi

)
Gpi , if g = (ux0 , · · · , uxt),

x0 ∈ {±1,±3}

∓2t+1ξ4

t∏
i=1

(
xi
pi

)
Gpi , if g = (±a0, · · · , uxt)

±2t+1ξ4

t∏
i=1

(
xi
pi

)
Gpi , if g = (±a4, · · · , uxt)

e2t+2(ξx0
8 + ξx0

4 )
t∏
i=1

(
xi
pi

)
Gpi , if g = (−ux0 , · · · ,−uxt),

x0 ∈ {±1,±3}

∓e2t+1ξ4

t∏
i=1

(
xi
pi

)
Gpi , if g = (∓a0, · · · ,−uxt)

±e2t+1ξ4

t∏
i=1

(
xi
pi

)
Gpi , if g = (∓a4, · · · ,−uxt)

0, otherwise

for all t ≥ 1.

Also, ∆χ0,1(g) =

22(ξx0
8 + ξx0

4 ), if g = ±ux0 , x0 ∈ {±1,±3}

0, otherwise
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and ∆χ0,−1(g) =



±22(ξx0
8 + ξx0

4 ), if g = ±ux0 , x0 ∈ {±1,±3}

∓22ξ4, if g = ±a0

±22ξ4, if g = ±a4

0, otherwise.

When not specified, xi above takes values in {1, ηpi}, where ηpi is a non-
square modpi for i ∈ [0, t] an integer. Also, ξD0 = exp(2πi/D0) for
D0 ∈ {4, 8}.

Using the above result in (2.2), the alternating sum ∆Mt,e can be rewritten as
follows:

∆Mt,e

=
1

|G|
∑
g∈G

∆χt,e(g)χS2(Γ(D))(g)

=
1

|SL2(Z/D0Z)|

t∏
i=1

1

(p2
i − 1)pi

×

[ ∑
(g0,··· ,uxt )

c0

t∏
i=1

p2
i − 1

2
∆χt,e(g0, · · · , uxt)χS2(Γ(D))(g0, · · · , ux)

+
∑

(−g0,··· ,−uxt )

c0

t∏
i=1

p2
i − 1

2
∆χt,e(−g0, · · · ,−uxt)χS2(Γ(D))(−g0, · · · ,−uxt)

]

=
1

|SL2(Z/D0Z)|

t∏
i=1

1

2pi

×
∑

(g0,··· ,uxt )

c0(1 + e)∆χt,e(g0, · · · , uxt)χS2(Γ(D))(g0, · · · , uxt),

so

∆Mt,e =
1

|SL2(Z/D0Z)|

t∏
i=1

1

2pi

×
∑

(g0,··· ,uxt )

c0(1 + e)∆χt,e(g0, · · · , uxt)χS2(Γ(D))(g0, · · · , uxt), (2.5)

where c0 is the size of the conjugacy class of g0. The last equality follows since
∆χt,e(−g) = e∆χt,e(g) by the result of Lemma 2.3.2. Clearly ∆Mt,−1 = 0, as
was previously mentioned.
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2.4 Fixed points on the modular curve

Let M be the modular curve X(D) = Γ(D)\H∗. M will be a one-dimensional
compact complex manifold. G acts on M and g : M → M is a holomorphic
endomorphism. If we consider g̃ to be a lift of g to SL2(Z), then the map
g : M → M is given by gπ(z) = π(g̃z), where π is the natural projection
H∗ → M . We are in the situation where we look at maps g : M → M

whose fixed points, if they exist, are isolated and non-degenerate. Using the
holomorphic Lefschetz number, one can compute χS2(Γ(D))(g) by knowing the
fixed points of g onM , as we shall see in the next section. In the following, we
find the fixed points of maps of the form g = (g0, · · · , uxt) for which ∆χt,1(g) 6=
0, where g0 depends on D0 as seen in Lemma 2.3.2.

Lemma 2.4.1. For D > 3, the map g = (g0, · · · , uxt) has no fixed points on
Y (D) = Γ(D)\H; all the possible fixed points happen at the cusps of Γ(D).

Proof. If π(z) is a fixed point on Γ(D)\H∗, z ∈ H∗, then there exists η ∈ Γ(D)

such that g̃z = ηz, so we need to look at the fixed points of η−1g̃ on H∗. Since
Tr(η−1g̃) ≡ Tr g̃ mod D, we get Tr(η−1g̃) ≡ 2 mod pi for i ∈ [1, t] an integer,
so if t ≥ 1 and pi > 3 for some i, we must have |Tr(η−1g̃)| ≥ 2 . As D > 3, we
also have |Tr(η−1g̃)| ≥ 2 for the case D0 = p0. If D0 = 4, we get Tr(η−1g̃) ≡
2 mod 4, which gives us |Tr(η−1g̃)| ≥ 2 as well. If D = 8, Tr(η−1g̃) ≡ 2 mod 8.
The last case to consider is D = 8 ∗ 3. If g0 = ux0 , x0 ∈ {±1,±3} or g0 = ±a4

then Tr(η−1g̃) is either 2 or 4 mod 8. If (g0, ux1) = (a0, u1), a choice for g̃ is

the matrix

(
−8 1

63 −8

)
, while if (g0, ux1) = (a0, u−1), we can choose a lift

g̃ =

(
−8 −7

−9 −8

)
. Thus Tr(η−1g̃) ≡ −16 mod 24; similarly, one gets the same

result if g0 = −a0. Therefore, |Tr(η−1g̃)| ≥ 2 holds for all possible values of
D > 3, so η−1g̃ is either parabolic or hyperbolic and thus it has either one or
two fixed points on R ∪ {∞}.

For the following, assume D > 4. Recall that two cusps a
b
and c

d
of Γ(D)

with integers a, b, c, d such that (a, b) = 1, (c, d) = 1 are Γ(D)-equivalent iff(
a

b

)
≡ ±

(
c

d

)
mod D ([36], Chapter 1, Section 1.6, Lemma 1.42, p. 23).

Now, if the cusp a
b
with a, b ∈ Z, (a, b) = 1 is a fixed point of g, then a

b
and
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g̃ a
b
are Γ(D)-equivalent. Depending on the values of D0, we get the following

cases:

• If D0 = p0, then g0 = ux0 with x0 ∈ {1, ηp0}, where ηp0 is a non-square
mod p0. We have

a+ bxi ≡ ±a mod pi,

b ≡ ±b mod pi,

for all i ∈ [0, t] an integer. As (a, b) = 1, we must be in the case

a+ bxi ≡ a mod pi,

b ≡ b mod pi,

for all i ∈ [0, t] an integer, so b ≡ 0 mod D.

• If D0 = 4, then g0 = ux0 , with x0 ∈ {±1}. Since D > 4, t ≥ 1, so by the

same reasoning as above we must have b ≡ 0 mod
t∏
i=1

pi for all i ∈ [1, t]

an integer. Moreover, we must be in the case

a+ bx0 ≡ a mod 4,

b ≡ b mod 4,

so b ≡ 0 mod 4 and thus b ≡ 0 mod D.

• If D0 = 8, first consider the case when g0 = ux0 , with x0 ∈ {±1,±3}. If

a+ bx0 ≡ −a mod 8,

b ≡ −b mod 8,

then b ≡ 0 mod 4 and 2a + bx0 ≡ 0 mod 8, so a must be even, contra-
diction. Thus, we must be in the case

a+ bx0 ≡ a mod 8,

b ≡ b mod 8,

so b ≡ 0 mod 8. If t ≥ 1, by the same reasoning as above, we must have

b ≡ 0 mod
t∏
i=1

pi and thus b ≡ 0 mod D.
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If g0 = a0, then we have

b ≡ ±a mod 8,

−a ≡ ±b mod 8,

which forces both a, b to be even, so there are no fixed points in this case.
Similarly, there are no fixed points for the cases g0 = −a0 and g0 = ±a4.

Notice that ∆χt,1(g) = 0 when D = 4. Therefore, we can state the following
result:

Lemma 2.4.2. Let D > 3 and g = (g0, · · · , uxt) an element of G such that
∆χt,1(g) 6= 0 and g0 depending on D0 as seen in Lemma 2.3.2. Then the fixed
points of g on M are as follows:

• If D0 ∈ {p0, 4}, g0 = ux0 and g has fixed points l
D

with (l, D) = 1,
l ∈ [1, D/2] an integer.

• If D0 = 8 and g0 = ux0, then g has fixed points l
D

with (l, D) = 1, l ∈
[1, D/2] an integer and there are no fixed points when g0 ∈ {±a0,±a4}.

In the above, we have xi ∈ {1, ηpi}, with ηpi a non-square mod pi for all i ∈
[1, t] an integer and

x0 ∈

{1, ηp0},with ηp0 a non-square mod p0, if D0 = p0

(Z/D0Z)×, if D0 ∈ {4, 8}.

2.5 The holomorphic Lefschetz number

For G acting on the one-dimensional compact complex manifoldM , we identify
any g ∈ G with a map g : M →M . Suppose the fixed points of g are isolated
and non-degenerate. The holomorphic Lefschetz number of the map g relative
to the holomorphic line bundle defined by the structure sheaf O is given by
(c.f. [13], Chapter 3, Section 4, p. 422− 426)

L(g,O) =
∑
q

(−1)q Tr(g∗|H0,q

∂
(M)).
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Let dgκ : Tκ(M) → Tκ(M) be the differential induced by the map g on the
holomorphic tangent space at the fixed point κ . By the holomorphic Lefschetz
fixed-point formula we have

L(g,O) =
∑
g(κ)=κ

1

det(I − dgκ)
,

where, by abuse of notation, by dgκ we mean the above differential evaluated
at the fixed point. The goal of this section is to compute the characters
χS2(Γ(D))(g) which appear in the expression of ∆Mt in (2.2). We compute the
Lefschetz numbers by using the fixed points in Lemma 2.4.2, which in turn
give us the characters χS2(Γ(D)).

We have H0,q

∂
(M) ∼= Hq(M,O). As one knows, Hq(M,O) vanishes for q > 1

and H0(M,O) ∼= C. Let Ωi define the sheaf of holomorphic differentials of
degree i on M , so that Ω0 = O. By Hodge theory H1(M,O) ∼= H0(M,Ω1),
where the space H0(M,Ω1) is exactly the space S2(Γ(D)) of weight 2 cusp
forms for the principal congruence subgroup Γ(D).

As a result,
L(g,O) = Tr(g∗|C)− Tr(g∗|S2(Γ(D))).

But Tr(g∗|C) = 1, since the action of g∗ on H0(M,O) is trivial and we have
Tr(g∗|S2(Γ(D))) = χS2(Γ(D))(g). Thus

χS2(Γ(D))(g) = 1− L(g,O). (2.6)

Moreover, if g has no fixed points, the Lefschetz number is zero and we get
χS2(Γ(D))(g) = 1.

Next step is to compute the differentials dgκ. As seen in Lemma 2.4.2, we are
interested in the cases when g = (g0, · · · , uxt), with g0 of the form ux0 . The
fixed points of g are given by l

D
, with (l, D) = 1, l ∈ [1, D/2] an integer. Note

that the cusp 1
D

is equivalent to infinity.

Lemma 2.5.1. Let D > 3 and g = (g0, · · · , uxt) an element of G having fixed
points on M such that ∆χt,1(g) 6= 0. We must have g0 = ux0 with the values
of x0 depending on D0 as seen in Lemma 2.4.2. The differential dg l

D
at the

cusp l
D

with (l, D) = 1, l ∈ [1, D/2] an integer, is given by

dg l
D

= ξλl
−2

,

where ξ = exp(2πi/D), λ ∈ Z such that λ ≡ x0 mod D0, λ ≡ xi mod pi, for
all i ∈ [1, t] an integer.
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Proof. The idea is to translate the cusp l
D

to ∞ and compute the differential
there. Say the fixed points of g are at the cusps κ, so the complex structure on
M is given locally by homeomorphisms into open sets of C through the map

π(z) 7→ exp(2πiρ(z)/D),

where π : H∗ →M is the natural projection, ρ ∈ SL2(R) such that ρ(κ) =∞.

For the cusp l
D
, let γl ∈ SL2(Z) such that γl( l

D
) =∞. There exists an induced

differential dγl : T l
D

(M)→ T∞(M) such that the map dg l
D
translated to ∞ is

given by
dγlgγ

−1
l : T∞(M)→ T∞(M),

where the map γlgγ−1
l on M is given by π(z) 7→ π(γlg̃γ

−1
l z), with g̃ a lift of

g to SL2(Z). For the cusp l
D

with (l, D) = 1, γl will be given by the matrix(
b a

−D l

)
, where a, b ∈ Z such that aD + bl = 1.

As(
b a

−D l

)(
1 x0

0 1

)(
l −a
D b

)
≡

(
1 +Dbx0 b2x0

−D2x0 1−Dbx0

)
mod D0,

we get that γlg̃γ−1
l ≡

(
1 b2x0

0 1

)
mod D0. Similarly, we have γlg̃γ−1

l ≡(
1 b2xi

0 1

)
mod pi for all i ∈ [1, t] an integer. If λ = λx0,··· ,xt ∈ Z such that

λ ≡ x0 mod D0 and λ ≡ xi mod pi for all i ∈ [1, t] an integer, the action of
γlgγ

−1
l on M will be a translation by b2λ. Thus, if exp(2πiz/D) is the local

coordinate for∞ on M , then exp(2πi(z+ b2λ)/D) will be the local coordinate
for γlgγ−1

l (∞). So

dγlgγ
−1
l =

d exp(2πi(z + b2λ)/D)

d exp(2πiz/D)
,

and thus dg l
D

= ξλb
2 . Since aD + bl = 1, we have b2 ≡ l−2 mod D.

Under the setting of Lemma 2.5.1, we get

L(g,O) =

bD/2c∑
l=1,

(l,D)=1

1

1− ξλl−2 =
1

2

D−1∑
l=1,

(l,D)=1

1

1− ξλl2
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= 2tn(D0)
∑

l∈[(Z/D0Z)×]2,(
l
pi

)
=1

1

1− ξλl
= 2tn(D0)

∑
l∈λ[(Z/D0Z)×]2,(

l
pi

)
=
(
λ
pi

)
1

1− ξl

= 2tn(D0)
∑

l∈x0[(Z/D0Z)×]2,(
l
pi

)
=
(
xi
pi

)
1

1− ξl
,

where n(D0) =

1, if D0 ∈ {p0, 4}

2, if D0 = 8
and the summation is over l ∈ [1, D−1]

an integer, (l, D) = 1.

Under the same conditions, from (2.6) we get

χS2(Γ(D))(g) = 1− 2tn(D0)
∑

l∈x0[(Z/D0Z)×]2,(
l
pi

)
=
(
xi
pi

)
1

1− ξl
.

Thus the expression in (2.5) gives us

∆Mt

=
1

|SL2(Z/D0Z)|

t∏
i=1

1

2pi

∑
(g0,··· ,uxt )

2c0∆χt,1(g0, · · · , uxt)χS2(Γ(D))(g0, · · · , uxt)

=
1

|SL2(Z/D0Z)|

t∏
i=1

1

2pi

∑
(g0,··· ,uxt )

2c0∆χt,1(g0, · · · , uxt)

− 1

|SL2(Z/D0Z)|

t∏
i=1

1

2pi

∑
(g0,··· ,uxt )

2c0∆χt,1(g0, · · · , uxt)L((g0, · · ·uxt),O)

= − 2c0

|SL2(Z/D0Z)|

t∏
i=1

1

2pi

×
∑

(ux0 ,··· ,uxt )

∆(D0, x0)
t∏
i=1

(
xi
pi

)
Gpi2

tn(D0)
∑

l∈x0[(Z/D0Z)×]2,(
l
pi

)
=
(
xi
pi

)
1

1− ξl

= − 2n(D0)c0

|SL2(Z/D0Z)|

t∏
i=1

Gpi

pi

∑
(ux0 ,··· ,uxt )

∆(D0, x0)
t∏
i=1

(
xi
pi

) ∑
l∈x0[(Z/D0Z)×]2,(

l
pi

)
=
(
xi
pi

)
1

1− ξl
,
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so

∆Mt = − 2n(D0)c0

|SL2(Z/D0Z)|

t∏
i=1

Gpi

pi

∑
x0

∆(D0, x0)
∑

l∈x0[(Z/D0Z)×]2

(
l

p1 · · · pt

)
1

1− ξl
,

(2.7)

with c0 =


p2

0−1

2
, if D0 = p0

6, if D0 = 4

12, if D0 = 8,

n(D0) =

1, if D0 ∈ {p0, 4}

2, if D0 = 8

and ∆(D0, x0) =


2t
(
x0

p0

)
Gp0 , if D0 = p0, x0 ∈ {1, ηp0}

2t+1ξx0
4 , if D0 = 4, x0 ∈ (Z/4Z)×

2t+2(ξx0
8 + ξx0

4 ), if D0 = 8, x0 ∈ (Z/8Z)×,

where ηp0 is a non-square in F×p0
and the summation is over l ∈ [1, D − 1] an

integer. Note that the above result works for D > 4 and if D = 4 we have
∆M0 = 0. So for the rest of the paper we work with D > 4, unless mentioned
otherwise.

2.6 Some useful lemmas

The following results provide key steps in bringing the expression for ∆Mt in
(2.7) in the form of the analytical formula for h(−D) appearing in Lemma
2.2.1.

Lemma 2.6.1. If D ∈ Z>1, ξ = exp(2πi/D), then

1

1− ξl
=

1

D

D−1∑
n=0

nξ−l(n+1),

for all l ∈ [1, D − 1] an integer.

Proof. Let θD be the polynomial θD(x) =
∑D−1

n=0 x
n =

∏D−1
n=1 (x− ξn).Then

θD(x)′ =
D−1∑
n=0

nxn−1 =
D−1∑
n=1

∏
j 6=n

(x− ξj).

Evaluating at ξl we get
∑D−1

n=0 nξ
l(n−1) =

∏
j 6=l(ξ

l−ξj) = ξl(D−2)
∏

j 6=l(1−ξj−l).
Thus

D−1∑
n=0

nξl(n−1) = ξ−2l
∏

n6=D−l

(1− ξn),
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so
1

1− ξl
=

1

D

∏
n6=l

(1− ξn) =
1

D

D−1∑
n=0

nξ−l(n+1).

Lemma 2.6.2. Let D ∈ Z>1, D = D∗p1 · · · pt, with pi distinct odd primes,
(D∗, pi) = 1 for all i ∈ [1, t] an integer, x ∈ Z. Then∑

l≡x

(
l

p1 · · · pt

)
1

1− ξl

=
1

D

(
−1

p1 · · · pt

)D−1∑
n=1

(n− 1)

(
n

p1 · · · pt

) ∑
l≡−nx

(
l

p1 · · · pt

)
ξl + ηt,

where ξ = exp(2πi/D), ηt =

D−1
D
, if t = 0

0, otherwise,
the summation is over l ∈

[1, D − 1] an integer and the congruences are mod D∗.

Proof. If we denote
∑

l≡x mod D∗

(
l

p1 · · · pt

)
1

1− ξl
by E, then from Lemma 2.6.1,

we have

E =
1

D

∑
l≡x mod D∗

(
l

p1 · · · pt

)D−1∑
n=0

nξ−l(n+1)

=
1

D

D−1∑
n=0

n
∑

l≡x mod D∗

(
l

p1 · · · pt

)
ξ−l(n+1)

=
1

D

(
−1

p1 · · · pt

)D−2∑
n=0

n

(
n+ 1

p1 · · · pt

) ∑
l≡x mod D∗

(
−l(n+ 1)

p1 · · · pt

)
ξ−l(n+1)

+
1

D
(D − 1)

∑
l≡x mod D∗

(
l

p1 · · · pt

)

=
1

D

(
−1

p1 · · · pt

)D−1∑
n=1

(n− 1)

(
n

p1 · · · pt

) ∑
l≡x mod D∗

(
−ln

p1 · · · pt

)
ξ−ln + ηt

=
1

D

(
−1

p1 · · · pt

)D−1∑
n=1

(n− 1)

(
n

p1 · · · pt

) ∑
l≡−nx mod D∗

(
l

p1 · · · pt

)
ξl + ηt.
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Lemma 2.6.3. Let pi be distinct odd primes, i ∈ [1, t] an integer, t ≥ 1. Then

p1···pt−1∑
l=1

(
l

p1 · · · pt

)
ξlp1···pt = et

t∏
i=0

Gpi ,

where ξp1···pt = exp(2πi/p1 · · · pt), et =


∏

1≤i<j≤t

(−1)
(pi−1)(pj−1)

4 if t > 1

1, if t = 1.

Proof. For an odd prime p we know
p−1∑
l=1

(
l

p

)
ξlp = Gp, where ξp = exp(2πi/p).

If p, q distinct odd primes,

p−1∑
i=1

(
i

p

)
ξip

q−1∑
j=1

(
j

q

)
ξjq =

∑
i,j

(
i

p

)(
j

q

)
ξiq+jppq

=
∑
i,j

(
iq + jp

pq

)(
p

q

)(
q

p

)
ξiq+jppq

= (−1)
(p−1)(q−1)

4

pq−1∑
l=1

(
l

pq

)
ξlpq,

and the result follows by induction.

Lemma 2.6.4. Let D = D0p1 · · · pt, with D0 ∈ Z>1 and pi distinct odd primes
such that (D0, pi) = 1 for all integers i ∈ [1, t]. Let S ⊂ Z finite set, n, c ∈ Z.
Then∑
x∈S

ξcxD0

D−1∑
l=1,

l≡−nx(p1···pt)2 mod D0

(
l

p1 · · · pt

)
ξl =

(
D0

p1 · · · pt

)
et

t∏
i=1

Gpi

∑
x∈S

ξ
x(c−np1···pt)
D0

,

where ξ = exp(2πi/D), ξD0 = exp(2πi/D0)

and et =


∏

1≤i<j≤t

(−1)
(pi−1)(pj−1)

4 , if t > 1

1, if t ∈ {0, 1}.

Proof. There is nothing to prove if t = 0. For t ≥ 1, by Lemma 6.1.1, we have

p1···pt−1∑
j=1

(
j

p1 · · · pt

)
ξjp1···pt = et

t∏
i=1

Gpi .
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Then(∑
x∈S

ξcxD0
ξ−nxp1···pt
D0

)[
p1···pt−1∑
j=1

(
j

p1 · · · pt

)
ξjp1···pt

]

=
∑
x∈S

ξcxD0

p1···pt−1∑
j=1

(
j

p1 · · · pt

)
ξjD0−nx(p1···pt)2

=

(
D0

p1 · · · pt

)∑
x∈S

ξcxD0

p1···pt−1∑
j=1

(
jD0

p1 · · · pt

)
ξjD0−nx(p1···pt)2

=

(
D0

p1 · · · pt

)∑
x∈S

ξcxD0

D−1∑
l=1,

l≡−nx(p1...pt)2 mod D0

(
l

p1 · · · pt

)
ξl.

2.7 Proof of the main theorem

We prove the main result in both the odd and even cases, by using the key
lemmas from the previous section in the expression (2.7) for ∆Mt.

The odd case D0 = p0

From (2.7) we have

∆Mt

= − 2n(D0)c0

|SL2(Z/D0Z)|

t∏
i=1

Gpi

pi

∑
x∈{1,ηp0}

∆(D0, x0)
∑

l∈x0[(Z/D0Z)×]2

(
l

p1 · · · pt

)
1

1− ξl
,

= −2t
Gp0

p0

t∏
i=1

Gpi

pi

D−1∑
l=1

(
l

D

)
1

1− ξl
.

We have D = p0

t∏
i=1

pi, with −D ≡ 1 mod 4 and let’s first assume t ≥ 1. We

need to compute
D−1∑
l=1

(
l

D

)
1

1− ξl
, which we denote by ∆p0 . From Lemma

2.6.2 for D∗ = 1 we get

D−1∑
l=1

(
l

D

)
1

1− ξl
=

1

D

(
−1

D

)D−1∑
n=1

(n− 1)
( n
D

)D−1∑
l=1

(
l

D

)
ξl,

and using the results of Lemmas 6.1.1 and 2.2.1 we have
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∆p0 =
∏

0≤i<j≤t

(−1)
(pi−1)(pj−1)

4
1

D

(
−1

D

)
Gp0

t∏
i=1

Gpi

[
D−1∑
n=1

n
( n
D

)
−

D−1∑
n=1

( n
D

)]

=
∏

0≤i<j≤t

(−1)
(pi−1)(pj−1)

4
1

D

(
−1

D

)
Gp0

t∏
i=1

Gpi

D−1∑
n=1

n
( n
D

)
= −

∏
0≤i<j≤t

(−1)
(pi−1)(pj−1)

4

(
−1

D

)
Gp0

t∏
i=1

Gpih(−D).

Thus for t ≥ 1 we have

∆Mt = −2t
t∏
i=0

Gpi

pi

D−1∑
l=1

(
l

D

)
1

1− ξl

=
∏

0≤i<j≤t

(−1)
(pi−1)(pj−1)

4 2t
t∏
i=0

G2
pi

pi

(
−1

D

)
h(−D)

=
∏

0≤i<j≤t

(−1)
(pi−1)(pj−1)

4 2th(−D),

since Gp =

√
(−1)

p−1
2 p =

√(
−1
p

)
p.

The case t = 0 works similarly and we get ∆M0 = h(−p), when p ≡ 3 mod 4,
which is Hecke’s initial result.

The even case D0 ∈ {4, 8}
From (2.7) we get

∆Mt = − 2n(D0)c0

|SL2(Z/D0Z)|

t∏
i=1

Gpi

pi

×
∑

x0∈(Z/D0Z)×

∆(D0, x0)
∑

l∈x0[(Z/D0Z)×]2

(
l

p1 · · · pt

)
1

1− ξl

= −2t−1

t∏
i=1

Gpi

pi
∆D0 ,
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where

∆D0 =



∑
x0∈(Z/D0Z)×

ξx0
D0

D−1∑
l=1,

l≡x0 mod D0

(
l

p1 · · · pt

)
1

1− ξl
, if D0 = 4

∑
x0∈(Z/D0Z)×

(ξx0
D0

+ ξ2x0
D0

)
D−1∑
l=1,

l≡x0 mod D0

(
l

p1 · · · pt

)
1

1− ξl
, if D0 = 8.

Note that for D0 ∈ {4, 8}, we have (p1 · · · pt)2 ≡ 1 mod D0. Thus, using
Lemma 2.6.2 for D∗ = D0 and Lemma 2.6.4 for S = (Z/D0Z)×, the expression

E :=
∑

x0∈(Z/D0Z)×

ξcx0
D0

D−1∑
l=1,

l≡x0 mod D0

(
l

p1 · · · pt

)
1

1− ξl
, where c = 1 when D0 = 4

and c ∈ {1, 2} when D0 = 8, can be rewritten as

E =
∑

x0∈(Z/D0Z)×

ξcx0
D0

[
1

D

(
−1

p1 · · · pt

)

×
D−1∑
n=1

(n− 1)

(
n

p1 · · · pt

) ∑
l≡−nx0
mod D0

(
l

p1 · · · pt

)
ξl + ηt

]

=
1

D

(
−1

p1 · · · pt

) ∑
x0∈(Z/D0Z)×

ξcx0
D0

D−1∑
n=1

(n− 1)

(
n

p1 · · · pt

) ∑
l≡−nx0
mod D0

(
l

p1 · · · pt

)
ξl

=
1

D

(
−1

p1 · · · pt

)D−1∑
n=1

(n− 1)

(
n

p1 · · · pt

) ∑
x0∈(Z/D0Z)×

ξcx0
D0

∑
l≡−nx0
mod D0

(
l

p1 · · · pt

)
ξl

=
1

D

(
−1

p1 · · · pt

)(
D0

p1 · · · pt

)
et

t∏
i=1

Gpi

×
D−1∑
n=1

(n− 1)

(
n

p1 · · · pt

) ∑
x0∈(Z/D0Z)×

ξ
x0(c−np1···pt)
D0

,

where et =


∏

1≤i<j≤t

(−1)
(pi−1)(pj−1)

4 , if t > 1

1, if t ∈ {0, 1}.

An easy computation gives us the following:
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∑
x0∈(Z/D0Z)×

ξ
x0(1−np1···pt)
D0

=



±D0

2
, if n ≡ p1 · · · pt,−p1 · · · pt mod D0,

when D0 = 4

±D0

2
, if n ≡ p1 · · · pt,−3p1 · · · pt mod D0,

when D0 = 8

0, otherwise

and

∑
x0∈(Z/D0Z)×

ξ
x0(2−np1···pt)
D0

=


±D0

2
, if n ≡ 2p1 · · · pt,−2p1 · · · pt mod D0,

when D0 = 8

0, otherwise.

As a result, we get

∆D0 =
1

D

(
−1

p1 · · · pt

)(
D0

p1 · · · pt

)
et

t∏
i=0

Gpi

D0

2
∆∗D0

,

where

∆∗D0
=



∑
n≡p1···pt mod 4

n

(
n

p1 · · · pt

)
−

∑
n≡−p1···pt mod 4

n

(
n

p1 · · · pt

)
,

if D0 = 4∑
n≡p1···pt mod 8,
n≡2p1···pt mod 8

n

(
n

p1 · · · pt

)
−

∑
n≡−3p1···pt mod 8,
n≡−2p1···pt mod 8

n

(
n

p1 · · · pt

)
,

if D0 = 8.

For D0 = 8, we have
D−1∑
n=1,

n≡2p1···pt mod 8

n

(
n

p1 · · · pt

)
−

D−1∑
n=1,

n≡−2p1···pt mod 8

n

(
n

p1 · · · pt

)

=

2
(

2
p1···pt

)
∆∗D0

2

, if
(
−1

p1···pt

)
= 1

0, otherwise;

we denote this difference by δ∗8.

A trivial check gives us

∆∗D0
=


2
(

D0

p1···pt

) ∑
n≡p1···pt mod 4

n

(
n

D0

)(
n

p1 · · · pt

)
, if D0 = 4, t ≥ 1(

D0

p1···pt

) ∑
n≡p1···pt mod 4

n

(
n

D0

)(
n

p1 · · · pt

)
+ δ∗8, if D0 = 8
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where the summations are over n ∈ [1, D − 1] an integer.

Using the result of Lemma 2.2.1, we have

∆D0 =



−
(
−1

p1···pt

)
et2

t∏
i=1

Gpih(−D), if D0 = 4, t ≥ 1

−et2
[
h(−D) + h(−D/2)

]
, if D0 = 8, t = 0

−
(
−1

p1···pt

)
et2

t∏
i=1

Gpi

[
h(−D) + 2h(−D/2)

]
, if D0 = 8, t ≥ 1,

p1 · · · pt ≡ 1 mod 4

−
(
−1

p1···pt

)
et2

t∏
i=1

Gpih(−D), if D0 = 8, t ≥ 1,

p1 · · · pt ≡ 3 mod 4,

so we get

∆Mt =



et2
th(−D), if D0 = 4, t ≥ 1

et2
t
[
h(−D) + h(−D/2)

]
, if D0 = 8, t = 0

et2
t
[
h(−D) + 2h(−D/2)

]
, if D0 = 8, t ≥ 1, p1 · · · pt ≡ 1 mod 4

et2
th(−D), if D0 = 8, t ≥ 1, p1 · · · pt ≡ 3 mod 4,

which is what we want for the case D > 4 even. This concludes the proof of
the main theorem for all cases D0 ∈ {p0, 4, 8}.

Remark. Note that when D0 = 8, there is a multiple of h(−D/2) appearing
in the expression for ∆Mt. Morally, this term comes from the distinctive G-
representations whose SL2(Z/8Z) part can be factored through SL2(Z/4Z).
There are two such pairs of irreducibles of SL2(Z/8Z) that can appear in
a distinctive G-representation, that is π+

1,1, π
−
1,1, respectively π

+
3,1, π

−
3,1. Inter-

changing π+ and π− for some of the irreducibles appearing in the SL2(Z/8Z)

part and discarding those above that factor through SL2(Z/4Z) will give us
∆Mt = sgnD0,t 2th(−D) for all cases D0 = 8, t ≥ 1; here sgnD0,t is as given in
the statement of the main theorem. For example, in order to get such a result,
one can interchange π+ and π− for π3,3 and π3,4 in the SL2(Z/8Z) part of a
distinctive G-representation.
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C h a p t e r 3

STUDY CASE SU(1, 1): REFRAMING HECKE’S ORIGINAL
SETTING FOR SL2

In this chapter we shall consider the case when G = SU(1, 1). First of all, since
we have the exceptional isomorphism of su2(R) ∼= su(1, 1), we can reframe the
case of SL2(Fp) studied in Chapter 2 in the language of the special unitary
group SU(1, 1). On the other hand, we can use the SU(1, 1) case to inform
the steps needed for the higher rank case of SU(2, 2) on the geometry side. We
mention that since the Q-rank of SU(2, 2) is not 1, the minimal Baily-Borel
compactification will not be smooth, and thus one needs to go to the toroidal
compactification in this case - thus, the SU(1, 1) case below does not complete
the picture for SU(2, 2) on the geometry side.

Preliminaries

Let E be an imaginary quadratic field with discriminantD > 0, ring of integers
OE and Galois automorphism given by complex conjugation. That is, E =

Q(β), where β =
√
−D and β = −β. Let V = E2 be the 2-dimensional vector

space over E with standard basis, and L ⊂ V the standard OE-lattice in V .
Choose J : V × V → E to be a nondegenerate hermitian form on V with
J(au, bv) = abJ(v, u), which has signature (1, 1) on VR = V ⊗E R and whose
matrix in the basis for V is given by

J =

(
1 0

0 −1

)
,

where by abuse of notation we define the matrix of J by J as well. Note that
J is OE-valued on L.

Let G = SU(1, 1) be the special unitary group of signature (1, 1) defined by
J , viewed as a semisimple connected algebraic group over Q. Then for any
Q-algebra A,

G(A) = {g ∈ SL(V ⊗Q A)|gtJg = J}.

Similarly, for any Z-algebra A′, define

G(A′) = {g ∈ SL(L⊗Z A
′)|gtJg = J}.
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Thus, G(Z) = SL4(OE)∩G(Q) is the group of matrices in G(Q) that preserve
the lattice L.

We are interested in irreducible cuspidal representations of G̃(Z/pZ), for prime
p > 3, that split upon restriction to G(Z/pZ). As we shall see later on,
G(Z/pZ) is either SL2(Fp), when p splits in E, SU((1, 1),Fp2), when p is inert
or SO((1, 1),Fp) when p is ramified in E. Note that by SU((1, 1),Fp2) we mean
the special unitary group of signature (1, 1) over the field of p elements; note
the elements in SU((1, 1),Fp2) have entries in Fp2 , that is, they are elements
g ∈ SL2(Fp2) such that gtJg = J , for J the nondegenerate hermitian form
defined above. Here complex conjugation is given by entrywise raising to the
pth-power map. Similarly, SO((1, 1),Fp) is a special unitary group of signature
(1, 1) over the field of p elements. Thus, if p inert or split, G(Z/pZ) is a
finite group of Lie type, which is a rational form of the connected semisimple
reductive group SL2 defined over the algebraically closed field K = Fp. Now,
since we know that any two nondegenerate Hermitian (or skew Hermitian)
forms of the same dimension over a finite field are equivalent, when working
with the finite group of Lie type G(Z/pZ), we can consider J being given by

the matrix

(
0 β

−β 0

)
instead. This is exactly the form we shall use for the

case of SU(2, 2), as it makes the derivations cleaner. For details on hermitian
forms and their classification up to isometry check [27], [31].

3.1 The associated symmetric domain G/K

In the following section we shall analyze the hermitian symmetric domain
associated to the semisimple connected group G = SU(1, 1) defined over Q.
The goal is to realize it as a bounded symmetric domain D and view the action
of G onD as being given by the usual action of SL2(R) on the upper half plane.
As a result, we can reinterpret the case of SL2 done in Chapter 2 in the frame
of the special unitary groups of signature (1, 1). The scope of this analysis
is to help inform the steps needed to complete the higher rank cases, so we
shall focus on explaining in detail only some of the aspects of this particular
case, while mentioning the general picture otherwise. The presentation below
mainly follows the theory in Chapter 7, Section 9 in [20]. For the general frame
of symmetric domains and compactifications of locally symmetric varieties we
refer to in Chapter 3 of [1], while for general results on hermitian symmetric
domains and locally symmetric varieties , we refer to Chapters 1, 3 and 4 in
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[30] or [16].

We have G = SU(1, 1) =
{( a b

b a

)∣∣∣aa − bb = 1
}

with maximal compact

K =
{( c 0

0 c

)}
with cc = 1. Note that a, b, c ∈ E ⊗Q R. In order to

put a complex structure on the symmetric space G/K, choose an embedding
E ↪→ C and identify E ⊗Q R with C. Now G/K can be identified with the
disc {z ∈ C|zz < 1} by gK 7→ b/a.

G is a semisimple and G/K is a hermitian symmetric space of noncompact
type, that is a hermitian symmetric domain. As a result, it admits a complex
manifold structure on which G acts by holomorphic transformations.

Lemma 3.1.1. The action of G on the space G/K is given by linear fractional
transformations

(g′, z) 7→ a′z + b′

b′z + a′

where g′ =

(
a′ b′

b′ a′

)
.

Proof. From the identification of G/K with the disc, we have gK 7→ b/a, for

g =

(
a b

b a

)
. Since g′g =

(
a′a+ b′b a′b+ b′a

b′a+ a′b b′b+ a′a

)
, we get that

g′(gK) 7→ a′b+ b′a

b′b+ a′a
=
a′b/a+ b′

b′b/a+ a′
,

which ends the proof.

Note that for every hermitian symmetric space of noncompact type, there
exists a bounded symmetric domain that is diffeomorphic to it. For G/K
above, the unit disc is a bounded symmetric domain.

Realization of G/K as a bounded domain inside P+

In this section we present the general theory of realizing G/K as a bounded
domain, in particular, we will see how the disc realization fits into the theory of
the Harish-Chandra decomposition. Let p be the −1 eigenspace in the Cartan
decomposition of the Lie algebra gC = sl2 corresponding to the complexifica-
tion GC and let P+ be its corresponding Lie group, which will be a complex
subgroup of GC.
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By the Harish-Chandra decomposition, we know there exists a bounded open
subset D ⊆ P+ such that the map G→ D given by

g 7→ (P+ component of g)

induces a diffeormorphism between G/K and D. Let us quickly check that K
maps to the identity in P+.

Lemma 3.1.2. For GC = SL2(C), the decomposition of an open subset of GC

as P+ ×KC × P− is given by(
a b

c d

)
=

(
1 bd−1

0 1

)(
a− bd−1c 0

0 d

)(
1 0

d−1c 1

)
,

which is valid whenever d is nonzero.

A direct result of the lemma shows thatK, which consists of diagonal elements,
has trivial P+ component.

Moreover, we have that the set D is given by

D =
{( 1 z

0 1

)
∈M2(C)|1− zz > 0

}
,

which is exactly the unit disc, as we saw earlier. G acts holomorphically on D
by

g(ω) = (P+ component of gω).

This action is in fact the action given by fractional linear transformation

that we saw earlier. Indeed, if ω =

(
1 z

0 1

)
, g =

(
a b

c d

)
, then gω =(

a az + b

c cz + d

)
. Thus the P+ component of gω is given by

(
1 az+b

cz+d

0 1

)
,

so G acts on D by linear fractional transformations.

The action of G on D seen as the action of SL2(R) on the upper half
plane

Let G′ = SL2(R), u = 1√
2

(
1 i

i 1

)
and D′ =

{( 1 z

0 1

)
| Im(z) > 0

}
.



45

Lemma 3.1.3. The Cayley transform u conjugates G into G′, that is uGu−1 =

G′. Also, uGB = G′uB = D′KCP−. D′ can be identified with G/K. Moreover
G′ acts on D′ by the usual action of SL2(R) on the upper half plane.

Proof. The first check is trivial. Since we know that GB = DKCP−, we

have D′ to be the P+ part of uD. Indeed, if ω =

(
1 z

0 1

)
∈ D, we have

uω = 1√
2

(
1 z + i

i zi+ 1

)
with P+(uω) =

(
1 z+i

zi+1

0 1

)
. One can easily check

that P+(uω) is in the upper half plane.

We know the action of G on D is given by

g(ω) = P+(gω)

for g ∈ G,ω ∈ D. We have the identificaiton D ∼= D′ given by

ω 7→ P+(uω).

Then action of G on D induces an action of G′ on D′ as follows:

ω P+(uω)

P+(gω) P+(ugω).

g ugu−1

As we have seen before, G acts on D by fractional linear transformations. One
can easily check that the induced action of D′ on D′ is the usual action of
SL2(R) on the upper half plane.

Note that in this case we have SL2(R) = SU(1, 1, Jr)(R), where Jr = uJu−1.
By the notation SU(1, 1, Jr) we mean the semisimple connected group SU(1, 1)

defined over Q by the hermitian form Jr. Notice that Jr is given by the matrix(
0 −i
i 0

)
, which is equivalent to using the form given by

(
0 β

−β 0

)
.

Since the action of G on D is the same as the action of SL2(R) on the upper
half plane, and D can be identified with the upper half plane, one expects
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the smooth toroidal compactification of the locally symmetric variety Γ\D to
be given by the actual Baily-Borel compactification of adding points at the
cusps. As usual, Γ ⊂ G(Q) is an arithmetic subgroup. Therefore, we would
be able to translate Hecke’s problem for SL2 in Chapter 2 in the frameset of
the group SU(1, 1). The next shows that, as the Q-rank of SU(1, 1) is one,
the boundary components of D are indeed zero dimensional points.

3.2 Rational boundary components

In the following, we shall prove the proper rational boundary components of D
are zero dimensional via the general theory exhibited in Chapter 3 of [1]. Most
of the results and notations used in the proofs below, unless cited otherwise,
are from [20]. The main idea is to start with a maximally compact θ-stable
Cartan subalgebra and switch to a maximally noncompact θ-stable Cartan
subalgebra by using Cayley transforms. This switch establishes the system
of restricted roots, which are then used to determine the rational boundary
components.

Cartan decomposition

The Lie algebra of G is given by g = su(1, 1) comprising of elements g ∈M2(C)

such that (1 + εg)tJ(1 + εg) = J and det(1 + εg) = 1. Thus we have

g =
{( a b

b −a

)∣∣∣a, b ∈ C with a = −a
}
.

Considering the negative conjugate transpose as the Cartan involution, we
have θ : g 7→ −gt. We get the Cartan decomposition g = k⊕ p, where k, p are
the 1 and −1 eigenspaces under θ. Thus

k =
{( a 0

0 −a

)∣∣∣a ∈ C) with a = −a
}

and

p =
{( 0 b

b 0

)∣∣∣b ∈ C
}
.

Root decomposition of (gC, tC)

Let t ⊂ k be a maximal abelian subspace of k. Then h = Zg(t) is a θ stable
Cartan subalgebra of g of the form h = t ⊕ a0, with a0 ⊂ p by Proposition
6.60, p. 328. We know from Theorem 7.117, p. 439, that G/K is Hermitian
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if and only if Zg(c) = k, where c is the center of k. As a result, c ⊂ t,
so Zg(t) ⊂ Zg(c) = k. Thus a0 = 0, so t is a maximally compact Cartan
subalgebra of g.

Let ∆ be the roots of (gC, tC). Notice that (adX)∗ = − ad θX by Lemma 6.27,
p. 304, so adH is skew adjoint for H ∈ k and every root in ∆ is imaginary,
hence compact or non-compact.

In our case t consists of the diagonal matrices

(
λ1 0

0 λ2

)
, with λi ∈ iR and

λ1 + λ2 = 0, so t = l. The complexification gC is sl2(C) and tC consists of the
diagonal matrices. Defining a member ei of the dual space t∗C by

ei

(
λ1 0

0 λ2

)
= λi

for i ∈ {1, 2}, we know the root space ∆ is given by the (ei − ej)’s for i 6= j

with eigenspaces gei−ej generated by Eij. Here by gei−ej we mean (gC)ei−ej .

As we noted above, all the roots are imaginary since λi is purely imaginary,
thus either compact or noncompact. By Lemma 7.127, p. 441, we know a root
α is compact if and only if it vanishes on the center cC of kC. It is not necessary
to figure out compactness of the roots this way since for that it’s enough
to check whether the corresponding eigenvectors are in kC or not. However,
computing the center is needed for establishing a good ordering for it, that is
a system of positivity in which every noncompact positive root is larger than
every compact root. To do this, we can for example use a lexicographic order
that is build from a basis of ic following a basis of its orthogonal complement
in it.

In our case, since l = t is abelian, c = l is given by matrices

(
λ1 0

0 λ2

)
with

λi ∈ iR and zero trace. Thus the roots that vanish on the complexification
cC, and thus there are no compact roots. We fix a good ordering on it∗ by
considering the spanning vector H for it, where

H =

(
1 0

0 −1

)
.

We then have α > 0 if there exists an index k such that α(H) > 0. A quick
computation gives us a valid ordering where the positive roots are given by
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the noncompact one ∆+
n = {e1 − e2}. Now, we can define p+

C = ⊕α∈∆+
n
gα and

p−C = ⊕α∈∆+
n
g−α and it’s easy to see that in our case we have

p+
C =

(
0 ∗
0 0

)
, p−C =

(
0 0

∗ 0

)
.

Cayley transforms given by the noncompact imaginary roots

In order to switch from the maximally compact Cartan subalgebra t to the
maximally noncompact one, we need a maximally strongly orthogonal set of
noncompact imaginary roots, such that after applying the Cayley transforms
we’re left with no noncompact imaginary roots. By Harish-Chandra in Lemma
7.143, p. 447, we know a maximal set of strongly orthogonal roots is given by
γ′1, · · · , γ′r, where γ′i is the smallest element of ∆+

n that is strongly orthogonal
to γ′1, · · · γ′i−1. Moreover, we know that if Eγ′i is the nonzero root vector for γ′i,
then the space given by

a = ⊕ri=1R(Eγ′i + Eγ′i)

is a maximal abelian subspace of p. Note that since the roots are imaginary,
we have Eγ′i ∈ g−γ′i .

In our case, we have a single noncompact positive root γ′ = e1 − e2, so we
already have a maximal set of strongly orthogonal roots. An easy computation
gives us that the corresponding maximal abelian subalgebra of p is given by
matrices (

0 λ

λ 0

)
with λ ∈ R. Notice that the real rank of a is 1, so the noncompact di-
mension of a maximal noncompact subalgebra of g is 1. Here, we have

Eγ′ =

(
0 1

0 0

)
, E−γ′ =

(
0 0

1 0

)
so Hγ′ = [Eγ′ , E−γ′ ] =

(
1 0

0 −1

)
. No-

tice that we can normalize Eγ′ , Hγ′ such that we have the bracket relations

[H,E] = 2E, [H,E] = −2E, [E,E] = H

which define a copy of sl2(C). Notice that E + E, i(E − E) are fixed by bar
and thus are in g. Moreover, H must be in ig and also since [E,E] ⊂ tC, we
must have H ∈ it. One can check that E +E, i(E −E), iH generate over R a
copy of sl2(R). Furthermore, we can easily check that 2 <γ′,ψ>

<γ′,γ′>
= ψ(H) for all

ψ ∈ ∆ , so the notation is consistent with that of [1].
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Having a root β imaginary noncompact, the Cayley transform defined by it is
given by

cβ = Ad(exp
π

4
(Eβ − Eβ)).

Notice that cβ sends the Cartan subalgebra h to

h′ = g ∩ cβ(hC) = ker(β|h)⊕ R(Eβ + Eβ).

Note that the Cayley transform leaves fixed the part of the Cartan subalgebra
that is orthogonal to the embedded copy of sl2(C), that is, if h = t ⊕ a0,
then everything in hC that is orthogonal to Hβ remains fixed under cβ. That’s
because if B(H,Hβ) = 0, where B is the Killing form, then β(H) = 0, so
H ∈ ker(β|hC). On the other hand, we also know that

cβ(Hβ) = Eβ + Eβ

cβ(Eβ − Eβ) = Eβ − Eβ
cβ(Eβ + Eβ) = −Hβ.

Thus we have cβ(iHβ) = i(Eβ +Eβ) /∈ g, so since iHβ ∈ t, the compact dimen-
sion decreases by 1, while since cβ(Hβ) = Eβ + Eβ ⊂ p ∩ g, the noncompact
dimension increases by 1. In our case, applying the Cayley transforms for
γ′, we switch from t to a maximally noncompact Cartan subalgebra whose
noncompact part is given by R(Eγ′ + Eγ′) = a ⊂ p.

On the other hand, if we let a′ = RHγ′ ∈ it, it’s clear that a′ is send to a by the
composition of Cayley transforms. Moreover, note that within the embedded
sl2(C) copy in gC, we have the following correspondences:

Hβ =

(
0 i

−i 0

)
, Eβ =

1

2

(
1 −i
−i −1

)
, Eβ =

1

2

(
1 i

i −1

)
,

so cβ corresponds to Ad( 1√
2

(
1 i

i 1

)
) within the embedded copy SL2(R) in

G, which is consistent with the theory of [1].

Restricted root space decomposition of g

Given a ⊂ p a maximal abelian subspace, we consider the decomposition of g
with respect to the action of ad a. Since by Lemma 6.27, p. 304, (adX)∗ =

− ad θX, ad is self-adjoint, so the eigenvalues λ ∈ a∗ will be real. Denoting
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the corresponding eigenspace by gλ, λ is a restricted root of g if λ 6= 0 and
gλ 6= 0. We then have the restricted root space decomposition

g = Z(a)⊕λ∈Σ gλ,

where Σ is the set of restricted roots.

For our case, let f ∈ a∗ take value λ on matrices in a. Then the restricted
roots are linear combinations of the f ’s so the restricted root space is given by
Σ = {±2f}.

Equivalence of the restricted root space decomposition with the the-
ory exhibitied by Ash-Mumford-Rapoport-Tai in [1]

We have a root space decomposition with respect to t as

gC = tC ⊕α∈∆ (gC)α.

We can now clump together the root spaces corresponding to equivalent eigen-
values in (a′)∗, where a linear map λ′ : a′ → R is given by restricting the roots
in ∆ to a′; call these roots ∆′R. So we get

gC = tC ⊕ α∈∆
α|a′=0

(gC)α ⊕λ′∈∆′R
(gC)λ′ ,

where tC⊕ α∈∆
α|a′=0

(gC)α = ZgC(a′) and (gC)′λ = ⊕ α∈∆
α|a′=λ

(gC)α is the eigenspace in

gC where ad a′ is given by the character λ′ ∈ ∆′R. Now, let c denote the com-
position of the Cayley transforms corresponding to a maximal set of strongly
orthogonal roots. In our case c corresponding to the noncompact imaginary
root γ′.

We know that c sends a′ to a, but also c(a) = a′. Thus, the map c induces a
set of linear maps a→ R coming from ∆′R. Thus, if we denote c∗(∆′R) by ∆R,
we have

gC = ZgC(a)⊕λ∈∆R (gC)λ,

where (gC)λ is the eigenspace of gC where the ad a is given by the character
λ ∈ ∆R. However, a ∈ g, so we get a decomposition

g = Z(a)⊕λ∈∆R gλ,

which is exactly the restricted root decomposition of g. As a result ∆R coin-
cides with

∑
.
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We make one more remark regarding obtaining the restricted roots from suc-
cessful applications of the Cayley transforms. Notice that the restricted roots
are obtained by projecting all of the roots in ∆ on the linear span of the
maximal set of strongly orthogonal noncompact imaginary roots. Thus, the
restricted roots are gotten from ∆ by means of an equivalence relation where
φ ∼ ψ if and only if φ−ψ is orthogonal to the maximal set of strongly orthog-
onal noncompact imaginary roots. But then < φ − ψ, γ′i >= 0 if and only if
(φ − ψ)Hi = 0, so φ − ψ is equivalent to zero if and only if it vanishes on all
Hi’s, and thus (φ − ψ)|a′ = 0. As a result, projecting on the linear space of
the maximal strongly orthogonal set is equivalent to the above description of
finding the restricted roots. Note that except when we project the roots, we
actually first find ∆′R as before and then we need to switch to ∆R using the
Cayley transforms.

For our case, it is trivial that when we restrict the roots α ∈ ∆ to a′ we get

∆′R = {±γ′}.

Here we have γ′ takes the value 2λ on elements of a′, where a′ consists of
matrices of the form (

λ 0

0 −λ

)
∈ it

with λ ∈ R. As a result, the induced set of roots ∆R is given by

∆R = {±γ},

where γ takes value 2λ on elements in a. Notice that this is exactly the set
∑

of restricted roots we found above.

Description of the rational boundary components

We know the rational boundary components F of D = G/K are parametrized
in terms of the subsets S ⊂ {1, · · · , r}, where r is the rank of g. They are
given by subgroups Gh(FS) whose Lie algebra is given by

lS =
∑
λ∈Σ

λ=
∑
j ajγi,j /∈S

(gλ + [gλ, g−λ]).

We thus have one type of component corresponding to the subset {1}. Clearly,
when S = {1}, the Lie algebra is trivial, so we get a trivial component.
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As noted before, in the case of Q-rank 1, the toroidal compactification of Γ\D
reduces to the Baily-Borel mimimal compactification of adding a finite number
of points to the quotient Γ\D. Note that this is because we have no higher
dimensional cusps as rational boundary components. However, in the case
of SU(2, 2) the Q-rank is 2, so we shall get two types of rational boundary
components, a zero dimensional one and a one dimensional one. As a result,
one has to treat the higher dimensional cusps when constructing the smooth
toroidal compactification.

Remark. We want to make another remark regarding the rational boundary
components. Note the the toroidal compactification for the Sp4 case is the
same as the Igusa compactification. The boundary components in this case
correspond to based lines and based planes in V = (Z/pZ)4 and are glued via
the Tits building for Sp4(Z/pZ) as seen in [25], [24], [32]. Similarly, one can
try to describe the rational boundary components for the SU(1, 1) case from
the Tits building perspective as well, following the general theory outlined in
[39], for example.

3.3 Locally symmetric varieties and the group G(Z/pZ)

Let Γ ⊂ G(Q) be an arithmetic subgroup. In particular, say Γ = Γ(p) is the
principal congruence subgroup of level p > 3 defined by the exact sequence

1→ Γ(p)→ G(Z)→ G(Z/pZ)→ 1.

We have G(Z) = SU((1, 1),OE) and G(Z/pZ) = SU((1, 1),OE/pOE). Recall
that by SU((1, 1), K) we mean the special unitary group of signature (1, 1)

whose matrices have entries in K. Note that G(Z/pZ) acts on the locally
symmetric variety Γ(p)\D and we have already seen Γ(p)\D has a smooth
compactification given by the Baily-Borel compactification. Since we are in-
terested in irreducible cuspidal representations of G̃(Z/pZ) that split upon
restriction to G(Z/pZ), let us first analyze the group G(Z/pZ).

We have three cases: p splits in E, p ramified, and p inert. For general
references on the splitting on primes in extension fields, see Chapter 1 in [33]
and [35].

The case of p split

We have p = pp, so the inertia degree is 1; that is, the residue field OE/pOE
equals Fp, so OE/pOE ∼= Fp×Fp. As a result, we have SU((1, 1),OE/pOE) ∼=
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SU((1, 1),Fp × Fp).

Lemma 3.3.1. We have SU((1, 1),Fp × Fp) ∼= SL2(Fp).

Proof. We have SU((1, 1),Fp × Fp) = {g ∈ SL2(Fp × Fp)|gtJg = J}. If we let
g = (A,B) ∈ Fp × Fp,then we get B = (J t)−1(At)−1J t. As a result, the map
g 7→ A gives the desired isomorphism.

The case of p inert

If p inert, we have OE/pOE = Fp2 as the inertia degree is 2.

Lemma 3.3.2. We have SU((1, 1),Fp2) ∼= SL2(Fp).

Proof. The proof idea is the same as the one in Lemma 3.1.3. As OE/pOE ≡
Fp2 , we have Fp2

∼= Fp(β).

Consider the Cayley transform u = 1√
2

(
1 i

i 1

)
. Then

uJu−1 =

(
0 −i
i 0

)
= Jr,

where recall J is the hermitian form of signature (1, 1) defining SU(1, 1).

For g =

(
a b

c d

)
∈ SL2(Fp2) we have

Jrg
−1J−1

r =

(
a c

b d

)
.

So gtJrg = Jr iff gt = gt iff g = g iff g has entries in Fp. As a result we have

SU((1, 1),Fp2 , Jr) = SL2(Fp),

where SU((1, 1),Fp2 , Jr) is the special unitary subgroup group of signature
(1, 1) given by Jr over Fp. It is trivial to check that SU((1, 1),Fp2 , Jr) =

uSU((1, 1),Fp2)u−1.

The case of p ramified

If p ramified, p = p2, the inertia degree is 1, ramification index is 2 and
OE/pOE = OE/p2OE. The conjugation acts as the identity on OE/pOE, so
SU((1, 1),OE/pOE) is given by SO(1, 1) over the finite field of p elements.
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To sum up, for odd prime p > 3, we have an induced action of the group
SU((1, 1),OE/pOE) on the space Γ(p)\D. In the light of the results of Lemmas
3.3.2 and 3.1.3, when p inert or split, this action can be seen as the usual linear
fractional transformations induced action of SL(2,Fp) on the modular curve
with respect to the principal congruent subgroup in SL2(Z). As a result, we
are in the original case of Hecke for SL2. However, we note that Γ(p)\D and
the modular curve with respect to the principal congruent subgroup of level
p in SL2(Z) are related to Shimura varieties that have different moduli space
interpretations. One knows the modular curve of level p is the moduli space
of isomorphisms classes of complex elliptic curves and p-torsion data. On the
other hand, Γ(p)\D related to the moduli space of principally polarized abelian
surfaces with an OE-action and additional level p structure.
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C h a p t e r 4

PRELIMINARIES ON DELIGNE-LUSZTIG THEORY AND
CHARACTER VALUES ON REGULAR UNIPOTENT

CLASSES

The goal of this chapter is to provide a short introduction into the necessary
background material needed in the subsequent chapters. The first two sections
shall focus on general results on finite groups of Lie type and Deligne-Lusztig
theory. We try to keep the notation consistent throughout the following chap-
ters, so unless noted otherwise, one should assume the notation introduced
below. The last section gives a brief introduction into Gelfand-Graev repre-
sentations and related notions, with the ultimate goal of stating a formula for
character values of irreducible representations on regular unipotent elements.
This will be useful later on in proving a formula for multiplicity defect for
SU(2, 2) in Chapter 7.

4.1 Basic notions on algebraic groups and maximal tori

In the following, we give a brief overview of notions and results on algebraic
groups and maximal tori. For proofs and more details one can refer to Chapters
0, 1, 2 and 3 in [9] or Chapters 1, 2, 3 and 4 in [4]. More generally, [3] and [17]
provide great introductions into some of the notions presented below.

Jordan-Chevalley decomposition

We know that in a linear algebraic group G, each element g ∈ G has a unique
decomposition g = gsgu = gugs, with gs semisimple and gu unipotent. In a
realization of G as a closed subgroup of GLn, the matrix gs is diagonabilizable,
while gu has all eigenvalues equal to 1. If G is defined over an algebraically
closed field of characteristic p, then the semisimple elements have order p′

coprime to p, while the unipotent elements have order a power of p.

Roots, coroots and the Weyl group

Let G be a connected group over an algebraically closed field K and T a
maximal torus of G. By the rigidity of tori, if T is a torus in an algebraic
group G, then NG(T )◦ = CG(T )◦. Since G is a connected algebraic group, the
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centralizer CG(T ) of any torus is connected, and as a result NG(T )◦ = CG(T ).
Moreover, as T maximal, CG(T ) = T , so the Weyl group of T is given by
W (T ) = NG(T )/T .

We denote the character group Hom(T,Gm) by X and the group 1-parameter
subgroups of T , Hom(Gm, T ) by Y . The nondegenerate exact pairing X×Y →
Z puts X and Y in duality and is given by (χ, ν) 7→ 〈χ, ν〉, where 〈χ, ν〉 = n

if (χ ◦ ν)(a) = an for all a ∈ Gm. The Weyl group acts on both X and Y as
follows:

wχ(t) = χ(tw) for χ ∈ X, t ∈ T ,

νw(a) = ν(a)w for ν ∈ Y, a ∈ Gm.

If B is a Borel subgroup of G containing T , we have the semidirect product
decomposition B = TU . There is a unique Borel subgroup B− = TU− such
that B ∩ B− = T . The groups U,U− are maximal unipotent subgroups of
G normalized by T . They give rise to minimal proper subgroups of U,U−

normalized by T , which are connected unipotent subgroups of dimension 1

and thus isomorphic to the additive group Ga. The action by conjugation of
T on each of these subgroups gives a homomorphism T → AutGa and thus
gives rise to an element of Hom(T,Gm) = X. All the elements of X arising in
this way are called the roots and we denote by Φ the set of roots with respect
to T . For each root α ∈ Φ, we denote the 1-dimensional unipotent subgroup
associated to it by Uα, where Uα is also called a root subgroup. Note that
U =

∏
α∈Φ+

Uα and G = 〈T, Uα, α ∈ Φ〉.

For each root α ∈ Φ, let α∨ be its corresponding coroot. α∨ is an element of
Y satisfying 〈α, α∨〉 = 2. We denote by Φ∨ ⊆ Y the group of coroots. For
each root α, there exists an element wα ∈ 〈Uα, U−α〉 that belongs to the Weyl
group. wα acts on X by

wα(χ) = χ− 〈χ, α∨〉α χ ∈ X,

while wα∨ acts on Y by

wα∨(ν) = ν − 〈α, ν〉α∨ ν ∈ Y,

with wα(Φ) = Φ and wα∨(Φ∨) = Φ∨. We have wα = w−α and w2
α = 1 and by

abuse of notation we can denote wα∨ by wα. Also, we know the Weyl group
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W is generated by wα for α ∈ Φ. With the properties above, the quadruple
(X,Φ, Y,Φ∨) is called a root datum.

While Φ is the set of roots, we denote by Φ+, Φ− the sets of positive, respec-
tively negative roots. The set of simple roots generating Φ+ will be denoted
by Π.

Finite groups of Lie type and GF -classes of maximal tori

Let G be a linear algebraic group over an algebraically closed field K = Fp
of characteristic p. A homomorphism is called a standard Frobenius map if
it is given by the raising to the qth power map Fq : (aij) 7→ (aqij), where we
consider G as embedded in GLn(K). Here q is a power of p. A homomorphism
F : G → G is called a Frobenius map if some power of F is a standard
Frobenius map. The finite groups GF arising as the fixed points of a Frobenius
map F : G→ G on a connected reductive group G are called the finite groups
of Lie type.

A maximal torus of GF is defined to be a subgroup of the form T F , where T
is an F -stable maximal torus of G. Note that although every maximal torus
of G lies in a Borel subgroup of G, it need not be true that every F -stable
maximal torus of G lies in an F -stable Borel. As a result, it can happen that
there is a maximal torus of GF that does not lie in a Borel subgroup of GF .
We call an F -stable maximal torus that lies in an F -stable Borel subgroup of
G maximally split. Terminology wise, rational means F -stable. Moreover, the
Frobenius map defines an Fq-structure on G, which is equivalent to saying G
is defined over Fq with G(Fq) = GF .

Let B be an F -stable Borel subgroup of G and T and F -stable maximal torus
of G contained in B. The action of F on the character and cocharacter groups
of the maximally split torus T is given by

(F (χ))(t) = χ(F (t)) for χ ∈ X,

(F (ν))(a) = F (ν(a)) for ν ∈ Y, a ∈ K×.

Let us make some remarks regarding maximal tori in connected reductive
groups. We know that any two such maximal tori in G are conjugate. Also,
we know that there exists an F -stable Borel subgroup and thus there exists
F -stable maximal tori of G. In fact, there exists F -stable maximal tori of G



58

which lie in F -stable Borel subgroups of G. These are the maximally split tori.
Moreover, any two maximally split F -stable maximal tori of G are conjugate
by an element of GF . In general, not every F -stable maximal torus will be
maximally split, so we need to know how the set of F -stable maximal tori of
G falls into conjugacy classes under the action of GF .

Let T0 be a maximally split F -stable torus. Let W be the Weyl group of G
with respect to the maximal torus T0, that is W = W (T0) = NG(T0)/T0. The
map π : NG(T0) → W is the natural projection. Moreover, we say that w,w′

are F -conjugate if there exists x ∈ W such that w′ = xwF (x)−1. Note that
this is the same notion of F -conjugacy given by the usual action of a group
M on itself defined for any m0 ∈ M by m 7→ m0mF (m0)−1. We have the
following result based on a Lang-Steinberg theorem presented later:

Proposition 4.1.1. The map gT0 → π(g−1F (g)) determines a bijection be-
tween the GF -classes of F -stable maximal tori of G and the F -conjugacy
classes of W .

If T is an F -stable maximal torus ofG for which the corresponding F -conjugacy
class ofW contains w, we say that T is obtained from the maximally split torus
T0 by twisting with w. That is, if T is such an F -stable maximal torus, then
T =g T0, where π(g−1F (g)) = w. Then T is of type w with respect to T0.
By conjugation by g−1, the torus T with the action of F can be identified
with the torus T0 endowed with the action of wF . Note that we can define
GF -conjugacy and type with respect to a rational maximal torus that does not
have to be maximally split.

More results on tori

Let G be a connected reductive group over an algebraically closed field K of
characteristic p, that is K = Fp, and let F be a Frobenius map on G.

We first present a result about the structure of the group K×. Let Ω be the
group of alll complex roots of unity and Ωp′ a subgroup of Ω given by

Ωp′ = {z ∈ Ω|zn = 1 for some n not divisible by p}.

Let Qp′ be the additive group of rational numbers r/s, where r, s ∈ Z and s is
not divisible by p. We then have the following:

Proposition 4.1.2. The following groups are isomorphic:
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1. K×

2. Ωp′

3. Qp′/Z.

Let T be a torus over K with X, Y its character and cocharacter groups. The
following propositions will be useful in proving results later on:

Proposition 4.1.3. 1. Y ⊗K× ∼= Hom(X,K×) as abelian groups.

2. X ⊗K× ∼= Hom(Y,K×).

3. Hom(X,K×) ∼= T as abelian groups.

4. Y ⊗K× ∼= T .

We choose and isomorphism between Qp′/Z and K×. The following isomor-
phisms depend on this choice and thus are not canonical:

Proposition 4.1.4. T F is isomorphic to Y/(F − 1)Y .

Let us consider (T F )∧ = Hom(T F ,C×). As T F is a finite group of order prime
to p, we have (T F )∧ = Hom(T F ,Ωp′) and thus (T F )∧ ∼= Hom(T F ,Qp′/Z). We
then have:

Proposition 4.1.5. (T F )∧ is isomorphic to X/(F − 1)X.

Duality of connected reductive groups

Let G be a connected reductive group with maximal torus T and associated
root datum (X,Φ, Y,Φ∨). By introducing the concept of isomorphic root data,
we note that since all maximal tori in G are conjugate, the group G determines
a root datum uniquely up to isomorphism. Moreover, two connected reductive
groups are isomorphic if and only if their root data is isomorphic.

On the other hand, one can introduce the notion of duality. Two connected
reductive groups G, G∗ are said to be dual if their root data are dual. One
can prove that each connected reductive group G has a dual group G∗ that is
unique up to isomorphism. We are interested in duality of connected reductive
groups with a Frobenius map. The pairs (G,F ) and (G∗, F ∗) are in duality if
the conditions in the following propositions hold for tori T, T ∗ maximally split
in G,G∗ respectively:
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Proposition 4.1.6. Let T be an F -stable maximal torus of G and X, Y be its
character and cocharacter groups. Let T ∗ be an F ∗-stable maximal torus of G∗

and X∗, Y ∗ be its character and cocharacter groups. Then the following two
conditions are equivalent:

1. There exists an isomorphism δ : X → Y ∗ such that:

a) δ(Φ) = (Φ∗)∨.

b) 〈χ, α∨〉 = 〈α∗, δ(χ)〉 for all χ ∈ X,α ∈ Φ where δ(α) = (α∗)∨.

c) δ(F (χ)) = F ∗(δ(χ)) for all χ ∈ X.

2. There exists an isomorphism ε : Y → X∗ such that:

a) ε(Φ∨) = Φ∗.

b) 〈α, ν〉 = 〈ε(ν), ε(α∨)∨〉 for all ν ∈ Y, α ∈ Φ.

c) ε(F (ν)) = F ∗(ε(ν)) for all ν ∈ Y .

Note that if (G,F ) and (G∗, F ∗) are in duality, then for any F -stable maximal
torus T , there is an F ∗-stable maximal torus T ∗ of G∗ such that the conditions
of the above proposition hold. Also, we note that there is an isomorphism
δ : W → W ∗ given by the map mapping wα to wδ(α).

Now suppose the pairs (G,F ) and (G∗, F ∗) are in duality. We have

Proposition 4.1.7. Let T be an F -stable maximal torus of G and T ∗ an
F ∗-stable maximal torus of G∗ such that T, T ∗ are in duality in the sense
of Proposition 4.1.6. Then the duality map δ : X → Y ∗ gives rise to an
isomorphism between T ∗F ∗ and the character group (T F )∧.

Let us make a small remark on the idea of the proof of this proposition. The
result follows from the following isomorphisms:

(T F )∧ ∼= X/(F − 1)X ∼= Y ∗/(F ∗ − 1)Y ∗ ∼= T ∗F
∗
,

where the middle map is induced by δ : X → Y ∗.
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4.2 Deligne-Lusztig representations

The goal of this section is to briefly define the Deligne-Lusztig representa-
tions and provide a short introduction into the subject, enough to outline
the tools necessarily to carry on the subsequent computations of proving the
non-vanishing of certain alternating sums of characters. We closely follow the
presentation of Chapter 7 in [4]. For more details on Deligne-Lustig theory
refer to the original work of Deligne and Lusztig in [7] or Chapters 4, 6, 11, 12

and 13 in [9].

The generalized characters RG
T (θ)

One can define the generalized Deligne-Lusztig characters RG
T (θ) for each F -

stable maximal torus T of G and each character θ ∈ (T F )∧. In order to define
RG
T (θ), we shall assume knowledge of l-adic cohomology groups of an algebraic

variety over an algebraically closed field of characteristic p, where l is a prime
different from p.

We first introduce a generalization of a theorem of Lang that was proven by
Steinberg:

Proposition 4.2.1 (Lang-Steinberg). If G is a connected group over an al-
gebraically closed field K of characteristic p and if F is any surjective homo-
morphism F : G → G such that GF is finite, then the map L : G → G given
by L(g) = g−1F (g) is surjective.

In particular, the above result holds if F is a Frobenius map.

Let G be a connected reductive group with T be an F -stable maximal torus.
Let B be a Borel containing T , which may not be F -stable. We then have
B = TU . Then X̃ = L−1(U) is an affine algebraic variety over K = Fp. The
ith l-adic cohomology group of X̃ with compact support H i

c(X̃,Ql) is a left
GF -module and a right T F -module such that

(gv)t = g(vt)g ∈ GF , t ∈ T F , v ∈ H i
c(X̃,Ql).

We can now define the Deligne-Lusztig generalized characters RG
T (θ), where

(T F )∧ is an irreducible character of T F . As Ql contains the field of algebraic
numbers and the values of θ as an irreducible character of T F will all be
algebraic integers, we have

(T F )∧ = Hom(T F ,C×) = Hom(T F ,Q×l ).
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Let H i
c(X̃,Ql)θ be the T F -submodule of elements on which T F acts by the

character θ. We claim H i
c(X̃,Ql)θ is a left GF -module and a right T F -module.

Definition 4.2.2. For all g ∈ GF , define RG
T (θ) : GF → Ql by

RG
T (θ)(g) =

∑
i≥0

(−1)i Tr(g,H i
c(X̃,Ql)θ).

Note that since the values RG
T (θ)(g) are again algebraic integers, RG

T (θ) will
take values in C, so it can be viewed as a generalized complex character of
GF . Moreover, one can show RG

T (θ) is independent of the choice of B.

Remark. Let us make some remarks regarding the construction of RG
T (θ). In

the case when T is maximally split and thus contained in an F -stable Borel B,
the generalized character RG

T (θ) will be exactly the induction from BF to GF

of a character lifting θ from T F to BF . The characters RG
T (θ) were introduced

precisely to give an analogue of this induction from BF to GF when T is not
maximally split.

Indeed, one can define the Harish-Chandra induction RG
L for P a rational

parabolic and L a rational Levi subgroup of P where P = LU , as the functor
RG
L : E → C[GF/UF ]⊗C[LF ] E from the category of left C[LF ]-modules to left

C[GF ]-modules. Note C[GF/UF ] is a left GF -module and a right LF -module.
The adjoint functor ∗RG

L is the Harish-Chandra restriction. As a remark, as in
the case of the Deligne-Lusztig construction above, the parabolic subgroup P
does not appear in the notation since one can prove RG

L , ∗RG
L do not depend on

the parabolic subgroup used in their construction. When L = T is a maximal
torus, RG

T (θ), for θ an irreducible character of T F , is exactly the induction
from BF to GF , mentioned above, of a character of BF induced by θ.

Note that the Harish-Chandra induction gives us a functor RG
L when L is a

rational Levi of a rational parabolic P of G. The Deligne-Lusztig induction
generalizes the Harish-Chandra induction to the case of non-rational parabolic
P being defined as the generalized induction functor associated to the GF -
module-LF afforded by H∗c (X̃,Ql). When P is rational, P = LU , U is also
rational, so one can prove H∗c (X̃,Ql) ∼= Ql[G

F/UF ] as GF -modules-LF , so
the Deligne-Lusztig induction is the Harish-Chandra induction in this case.
Now, as seen above, when L = T is a rational maximal torus, RG

T (θ), for θ an
irreducible of T F , is called a Deligne-Lusztig character.
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Some remarks on cuspidal representations and the duality functor

We have already introduced the Harish-Chandra induction as the functor RG
L ,

where L is a rational Levi of a rational parabolic subgroup of G, and we saw
the Deligne-Lusztig induction generalizes it to non-rational parabolics. In the
following we give a brief explanation of cuspidal representations as detailed in
Chapter 6 of [9]. Furthermore, we introduce the notion of the duality functor.

First, let us define a partial order on the set of pairs (L, δ), where L is a
rational Levi subgroup of a rational parabolic subgroup of G and δ is an
irreducible representation of LF , by letting (L′, δ′) ≤ (L, δ) if L′ ⊂ L and
〈δ, RL

L′(δ
′)〉LF 6= 0.

Definition 4.2.3. The representation δ of LF is said to be cuspidal if the
following equivalent properties hold:

1. The pair (L, δ) is minimal for the partial order we defined above.

2. For any rational Levi subgroup L′ of a rational parabolic subgroup of L,
we have ∗RL

L′(δ) = 0

Let us make some remarks on cuspidal representations. The set of irreducible
components of RG

L (δ) is called the Harish-Chandra series associated to (L, δ).
When L fixed and δ runs through the set of cuspidal representations of LF , this
series is called the Harish-Chandra series associated to L. If L is a rational
maximal torus, all irreducible representations of LF must be cuspidal; also,
all such rational maximal tori are conjugate in GF . As a result, the series
associated to any rational maximal torus is called the principal series. On the
other hand the set of cuspidal representation of GF is called the discrete series
associated to G.

For the rest of this subsection we will define the duality functor. We first
need to introduce some notions of rank. The rank of a connected reductive
group G is the dimension of its maximum torus. We also need to introduce
the notion of relative rank, or Fq-rank, where G is connected reductive over
an algebraically closed field K of characteristic p. Note we are in the case of
G connected reductive with an Fq-structure given by the Frobenius map, and
thus G is defined over Fq.
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Recall from Subsection 4.1 that a maximally split torus is a rational maximal
torus that is contained in some rational Borel subgroup; note that another
terminology for a maximally split torus is that of quasi-split.

Definition 4.2.4. 1. The Fq-rank of a torus defined over Fq, is the rank of
its maximum split subtorus.

2. We call the Fq-rank of an algebraic group G, defined over Fq, the Fq-rank
of a maximally split torus of G.

Definition 4.2.5. We define

εG = (−1)Fq- rank(G).

The following property will be useful later on:

Lemma 4.2.6. With the above notations, we have

Fq − rank(G) = Fq − rank(G/R(G)) + Fq − rank(R(G)),

where R(G) is the radical of the reductive group G, G/R(G) is its semisimple
part.

Definition 4.2.7. We call the semisimple Fq-rank of G, denoted by r(G), the
Fq-rank of G/R(G).

We shall now introduce the duality operator on the characters of GF , which
will appear later on in the formula computing the character of an irreducible
representation of GF at regular unipotent elements:

Definition 4.2.8. Let B be a rational Borel subgroup of a connected reductive
group G defined over Fp. By duality we mean the operator DG defined on the
class functions of GF given by

DG =
∑
P⊇B

(−1)r(P )RG
L ◦∗ RG

L ,

where the summation is taken over the rational parabolics of G that contain
B and where L is a rational Levi subgroup of P .
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More on Deligne-Lusztig characters

We have seen so far that RG
T (θ) for T rational maximal torus and θ an irre-

ducible character of T F , is a generalized character of GF . We shall first give
a formula for the scalar product 〈RG

T (θ), RG
T ′(θ

′)〉GF which will tell us, up to a
sign, when RG

T (θ) is an irreducible character of GF .

If T, T ′ are two F -stable maximal tori, we define N(T, T ′) = {g ∈ G|gT = T ′}
and W (T, T ′) = {Tg|g ∈ N(T, T ′)}. We then have

〈RG
T (θ), RG

T ′(θ
′)〉GF = |{ω ∈ W (T, T ′)F |ωθ′ = θ}|. (4.1)

Remark. We note that RG
T (θ) are parametrized by GF -conjugacy classes of

pairs (T, θ) as RG
T (θ) = RG

T ′(θ
′) when g(T, θ) = (T ′, θ′) for some g ∈ GF .

Moreover, one can prove that if T, T ′ are F -stable maximal tori of G that are
not GF -conjugate, then 〈RG

T (θ), RG
T ′(θ

′)〉GF = 0. Thus, RG
T , R

G
T ′ are orthogonal,

but they may have some common irreducible component. In fact, in order for
RG
T (θ) and RG

T ′(θ
′) to have no irreducible component in common, we need (T, θ)

and (T, θ) to not be geometrically conjugate.

Thus, we saw that RG
T (θ) are parametrized by GF -conjugacy classes of pairs

(T, θ). One can give another parametrization using the notion of the dual
group presented in Subsection 4.1, as follows:

Proposition 4.2.9. [Proposition 13.13 in [9]] The GF -conjugacy classes of
pairs (T, θ), where T is a rational maximal torus of G and θ is an irreducible
representation of T F are in one-to-one correspondence with the G∗F

∗
-conjugacy

classes of pairs (T ∗, s) where s is a semisimple element of G∗F
∗
and T ∗ is a

rational maximal torus containing s.

In the light of the above proposition, we shall sometimes use the notation
RG
T ∗(s) for RG

T (θ).

Next, let us see when the generalized characters RG
T (θ) are irreducible and

cuspidal.

Definition 4.2.10. θ ∈ (T F )∧ is said to be in general position if no non-
identity element in W (T )F = (N(T )/T )F fixes θ.

As a result, the following holds:
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Proposition 4.2.11. If θ is in general position, then ±RG
T (θ) is an irreducible

character of GF . Moreover, one can prove εGεTRG
T (θ) is in fact irreducible.

Lastly, recall the definition of cuspidal representations above. The following
proposition describes when the irreducible representation εGεTRG

T (θ) is cuspi-
dal:

Proposition 4.2.12. Let T be an F -stable maximal torus of G and let θ be an
irreducible character of T F in general position. Then the irreducible character
εGεTR

G
T (θ) of GF is cuspidal if and only if T lies in no proper F -stable parabolic

subgroup of G.

4.3 Character values on regular unipotent classes

The aim of this section is to give a brief introduction into the results needed to
state a theorem that gives the value of irreducible representations χ of GF on
the regular unipotent classes. The presentation revolves around introducing
the Gelfand-Graev representations and related notions, and roughly follows
the material in Chapter 14 in [9] or Chapters 1, 2 and 3 in [8].

The Galois cohomology group H1(F,Z)

The goal of this subsection is to give some explicit realizations of the first Galois
cohomology group H1(F,Z), which plays a paramount role in computing the
characters of irreducible representations of GF on regular unipotent elements.

Using the surjectivity of the Lang map in Proposition 4.2.1, we have (F−1)Z =

Z and thus the Galois cohomology group H1(F,Z) = Z/(F − 1)Z is trivial
when the center Z is connected. One can think of H1(F,Z) as the collection
of orbits in Z for the action of Z on Z induced by F , that is the F -conjugacy
classes of Z.

Lemma 4.3.1. Let T be an F -stable maximal torus which contains the center
Z. Then

H1(F,Z) ∼= L−1
T (Z)/ZT F ,

where LT is the Lang map LT : T → T .

Note that in our case G is a reductive group and we know that if T is a maximal
torus of G, then CG(T ) = T , so Z ⊆ T .
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Lemma 4.3.2. With the above notations, we have a canonical isomorphism

H1(F,Z) ∼= Z/LZ(Z).

Regular unipotent elements

We start with defining the regular unipotent elements. For more information
on the regular unipotent elements, Chapter 5, Section 5.1 in [4] offers a more
detailed description.

Definition 4.3.3. An element g of an algebraic group G is said to be regular
if the dimension of its centralizer is minimal.

Moreover, it was proved by Steinberg that if G is connected and reductive, then
dimCG(g) ≥ rank(G), where the rank of G is defined to be the dimension of
the maximal tori of G. As a result, the regular elements are those such that
dimCG(g) = rank(G). It is also well-known that every connected reductive
group G contains regular unipotent elements and any two are conjugate in G.

Recall U =
∏
α∈Φ+

Uα, so every unipotent element u ∈ U will be of the form∏
α∈Φ+

xα(aα).

Proposition 4.3.4. Let G be a connected reductive group and u ∈ G be unipo-
tent. Then the following conditions on u are equivalent:

1. u is regular.

2. u lies in a unique Borel subgroup of G.

3. u is conjugate to an element of the form
∏
α∈Φ+

xα(aα) with aα 6= 0 for all

α ∈ Π.

We can now consider the regular unipotent elementsGF given by the Frobenius
map F : G → G. The finite group GF contains regular unipotent elements.
As in the case of semisimple conjugacy classes, we are interested in the case
when the unique regular unipotent class of G splits into several GF -conjugacy
classes of rational regular unipotent elements upon restriction to GF .

The following result on the classes of regular unipotent elements in GF involves
the notion of good characteristic for G. A prime is said to be bad for a
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simple group G if p divides the coefficient of some root α when expressed as a
combination of simple roots α =

∑
i niαi. It is well known that there is no bad

characteristic for root systems of type An and thus, since in our applications
G = SL4, we will always be in good characteristic.

It is well known that if Z(G) is connected and the characteristic of K is a good
prime for G, then any two regular unipotent elements in GF are conjugate in
GF . However, if the center is not connected this is not the case, which is the
crux of being able to prove that the alternating sums introduced in (1.2) do
not vanish on the regular unipotent elements. The following result follows
from Theorem 5.2.1:

Proposition 4.3.5. If the characteristic is good for G, the GF -conjugacy
classes of rational regular unipotent elements are parametrizes by the F -conjugacy
classes of Z(G)/Z(G)◦.

As a result, once we choose a rational class of regular unipotent elements, the
above parametrization is complete. We shall fix such an element u0 ∈ UF

which will be explicitly given later on.

Regular characters

Let B be a fixed F -stable Borel subgroup ofG that contains a rational maximal
torus T , and let U be the unipotent radical of B such that B = TU . Let Φ,Φ+

and Π be the root system of G with respect to T , respectively the positive roots
and the simple roots corresponding to the order on Φ determined by B.

The action of F on X(T ) induces a permutation τ on the simple roots. Indeed,
as B is F -stable, U will be F -stable, so the Uα’s for α ∈ Φ+ will be permuted
by F . There will therefore be a permutation τ on the positive roots such that
F (Uα) = Uτ(α). Moreover, the set of simple roots Π is stable under τ , so τ
gives a permutation on Π. More specifically, τ is given as the permutation
on Π induced by the action of the element a 7→ aq of Gal(Fq/Fq) on X(T ) as
follows:

(τα)(F (t)) = α(t)q. (4.2)

As Ga
∼= Uα through a 7→ xα(a), the following diagram commutes:
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Uα Uτα

Ga Ga.

F

'

a7→aq

'

Thus, the isomorphism Uτα ∼= Ga on the right gives us F (xα(a)) = xτα(aq),
which is the same action as the one described in the above equation. Indeed,
T acts on Uα as txα(a)t−1 = xα(α(t)a) for all t ∈ T , so the action of T on Uτα
will be given by F (t)F (xα(a))F (t−1) = F (xα(α(t)a)), so F (t)xτα(aq)F (t)−1 =

xτα(α(t)qaq) and thus (τα)(F (t)) = α(t)q.

We have U =
∏
α∈Φ+

Uα and let U∗ =
∏

α∈Φ+\Π

Uα. Then U∗ is the derived group

of U and it is connected. Moreover we have U/U∗ abelian and U/U∗ ∼=
∏
α∈Π

Uα.

For any orbit I ∈ Π/τ of τ in Π, denote by UI the image of
∏
α∈I

Uα in U/U∗.

Using Uα ∼= Ga, it can be shown that the group of rational points UF
I is

isomorphic to the additive group F+
q|I|

, where |I| is the size of the orbit I.
Explicitly, the isomorphism xI : F+

q|I|
→ UF

I is given by

xI(a) = xαI (a)xταI (a
q) · · ·xτ |I|−1αI

(aq
|I|−1

)

for a ∈ F+
q|I|

and αI is a representative of the orbit I ∈ Π/τ . Moreover, the
following result holds:

UF/U∗F ∼= (U/U∗)F ∼=
∏
I∈Π/τ

UF
I ,

where Π/τ is the set of orbits of τ on Π.

Definition 4.3.6. A linear irreducible character ψ of UF is regular if ψ is
trivial on U∗F and its restriction to UF

I is not trivial for any orbit I of τ in Π.

In the following, we will state some results on the regular characters of UF

which will be useful later.

Theorem 4.3.7 (Theorem 2.4 in [8]). There is a natural regular permutation
action of H1(F,Z) on the set of T F -orbits of regular characters of UF .

As a result, since H1(F,Z) is canonically isomorphic to L−1
T (Z)/ZT F as we

have seen in Lemma 4.3.1, it follows that L−1
T (Z)/Z acts regularly on the

regular characters of UF .
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Thus, the regular characters of UF are parametrized by L−1
T /Z. As in the case

of regular unipotent elements, this parametrization is well-defined as soon as
we choose a regular character. Let us fix such a character ψ0. In the following,
we’ll make this choice of ψ0 explicit.

First, let N be a fixed integer which is a multiple of |I| for any orbit I. Choose
χ0 to be an additive character of FqN such that the restriction of χ0 to Fq is
non-trivial.

Then any linear character ψI of UF
I is given by

ψI(xI(a)) = χ0(λIa)

for a ∈ Fq|I| and some λI ∈ Fq|I| . Moreover, any linear character ψ of (U/U∗)F

is of the form ψ =
∏
I∈Π/τ

ψI , where the ψI as defined as above. In particular,

there is an isomorphism ((U/U∗)F )∧ →
∏
I∈Π/τ

Fq|I| defined by the map

ψ 7→ (λI1 , λI2 , · · · , λIr),

where r = |Π/τ |. Notice ψ is regular iff none of the ψI ’s are trivial, which
happens precisely when no λI is zero.

Let Ψ be the set of regular characters of UF . Since ψ0 is regular, it is trivial on
U∗F , so it is a character of UF/U∗F . Given the choice of χ0 above, we can set
ψ0 ∈ Ψ to be the distinguished regular character that corresponds to taking
λI = 1 for all I ∈ Π/τ . As a result, ψ0(

∏
I∈Π/τ

xI(aI)) =
∏
I∈Π/τ

ψ0,I(xI(aI)) =∏
I∈Π/τ

χ0(aI) and thus

ψ0

( ∏
I∈Π/τ

xI(aI)
)

= χ0

( ∑
I∈Π/τ

aI

)
. (4.3)

Note that
∑

I∈Π/τ aI ∈ FqN as aI ∈ Fq|I| .

Lastly, as T acts on U , it also acts on U/U∗ ∼=
∏
α∈Π

Uα by

t
(∏
α∈Π

xα(aα)
)
t−1 =

∏
α∈Π

xα(α(t)aα), (4.4)

where t ∈ T, aα ∈ Fq.
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On the other hand, one can prove L−1
T (Z) acts on the set of characters of UF

( and UF/U∗F ) as follows:

tψ(u) = ψ(t−1ut), (4.5)

where t ∈ L−1
T (Z), u ∈ UF and ψ is a character of UF . Using (4.4), one can

prove that regular characters are taken to regular characters by this action,
which is used in proving the result of Theorem 4.3.7.

Gelfand-Graev representations

Theorem 4.3.7 gives us an explicit parametrization of the T F -orbits on the set
of regular characters Ψ of UF . That is, for each z ∈ H1(F,Z) = L−1

T (Z)/ZT F ,
let tz ∈ L−1

T (Z) be a representative for z and define

ψz =tz ψ0.

We then define Ψz to be the T F -orbit of ψz in Ψ.

Definition 4.3.8. For z in H1(F,Z), define the Gelfand-Graev representation
Γz by Γz = IndG

F

UF (ψz).

Note that if the center is connected, there exists only one unique Gelfand-
Graev representation.

It is a well known result of Steinberg that the Gelfand-Graev representations
are multiplicity free. We devote the rest of this section to study the irreducible
components of Gelfand-Graev representations, which will be of use when try-
ing to see what irreducible representations of GF do not vanish on regular
unipotent elements.

We shall now define a class function χ(s) of GF associated to a semisimple
element s ∈ G∗F ∗ and a rational maximal torus T ∗ containing s. Here (G,F )

and (G∗, F ∗) are in duality.

First, it is well known the connected component of the centralizer CG∗(s)◦ is
reductive, with Weyl group W ∗◦(s) generated by reflexions wα∗ with α∗ ∈ Φ∗

such that α∗(s) = 1. It is a normal subgroup of the Weyl group of CG∗(s),
which is W ∗(s) = {w ∈ W ∗(T ∗)|sw = s}.

Recall the notation RG
T ∗(s) introduced after Proposition 4.2.9. The class func-

tion χ(s) is defined as follows:
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Definition 4.3.9. If s is a semisimple element of G∗F
∗
and if T ∗ is a rational

maximal torus containing s, we define a class function χ(s) on GF by

χ(s) = |W ∗◦(s)|−1
∑

w∈W ∗◦(s)

εGεT ∗wR
G
T ∗w

(s),

where T ∗w is a torus of G∗ of type w with respect to T ∗.

Note that the above definition does not depend on the choice of the maximal
torus T ∗; by choosing another maximal torus containing s, we only make a
translation on the types inside W ∗◦(s). Also, χ(s) is constant on the rational
semisimple conjugacy class of s in G∗F ∗ , that is, we can consider χ(s) as being
in fact defined for the conjugacy class of (s) in G∗F ∗ .

Notice χ(s) contains irreducible components of RG
T ∗(s), where (s) is a semisim-

ple class of G∗F
∗
. We define the rational series of characters, denoted by

E(GF , (s)G∗F∗ ), as the set of irreducible components of RG
T ∗(s), where (s)G∗F∗

is the semisimple class of s ∈ G∗F ∗ . Thus the irreducible components of χ(s)

are in the rational series. Note that the rational series are a subset of the
geometric series E(GF , (s)). When the centre of G is connected, the rational
series and the geometric series are the same. Moreover, the rational series of
characters form a partition of the irreducible characters of GF .

One can prove χ(s) is in fact a proper character for any s ∈ G∗F
∗
. Moreover,

the characters χ(s) give the decomposition of the Gelfand-Graev representation
in general.

Proposition 4.3.10. For any z ∈ H1(F,Z), we have 〈χ(s),Γz〉GF = 1.

Proposition 4.3.11. For any z ∈ H1(F,Z) and any rational semisimple
conjugacy class (s) of G∗F

∗
, there is exactly one irreducible common component

of χ(s) and Γz. Let us call the common component χs,z. We then have

Γz =
∑
(s)

χs,z,

where the sum runs over the semisimple classes of G∗F
∗
.

Proposition 4.3.12. We have

|ZF |/|Z◦F |
∑
(s)

∣∣∣(W ∗(s)/W ∗◦(s))F
∗
∣∣∣−1

χ(s) =
∑

z∈H1(F,Z)

Γz,
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where the sum on the left-hand side runs over the rational semisimple conju-
gacy classes (s) of G∗F

∗
.

There are some important remarks to be made here. Notice that each rational
semisimple conjugacy class (s) of G∗F

∗
has only one irreducible component

that is in Γz, for all z ∈ H1(F,Z(G)). More than that, every irreducible com-
ponent of χ(s) must be in some Γz. However, it is possible that one irreducible
component of χ(s) is in both Γz and Γz′ for z 6= z′, that is χs,z = χs,z′ . For
example, when s = 1 one can check that χ(1) = StG, and thus an irreducible
character. As a result, χ1,z = χ(1) for all z ∈ H1(F,Z).

Definition 4.3.13. An irreducible character of GF is regular if it is a compo-
nent of some Gelfand-Graev character.

As a result, the set of regular characters is given by

{χs,z|(s) is a semisimple conjugacy class of G∗F
∗
, z ∈ H1(F,Z)}. (4.6)

We shall see later there is another set of characters of GF that we are interested
in, that is, the ones that take non-zero values on regular unipotent classes. In
good characteristic, these characters will be precisely those whose dual is, up to
a sign, a regular character, as will be clear by the main result of this section on
the values of an irreducible character χ of GF on regular unipotent elements.

A formula for character values on regular unipotent elements

Using the Gelfand-Graev representations, we shall state a result that gives the
value of an irreducible character of GF on regular unipotent elements.

We first start with explicitly defining the fixed regular unipotent element u0

of UF . Specifically, let us define u0 as the element of U having its projection
to U/U∗ ∼=

∏
α∈Π

Uα be given by

u0 =
∏
α∈Π

xα(1). (4.7)

Note that as u0 ∈ UF , u0 must belong to UF/U∗F , which is trivial to see.

For each z ∈ H1(F,Z), let t ∈ L−1
T be a representative for z. We then define

the set Uz = {x ∈ GF |x ∼GF t(u0U
∗F )}. Note this definition does not depend

on the representative t. One can prove that the sets Uz form a partition on the
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regular unipotent elements of GF as z goes through H1(F,Z). Moreover, if the
characteristic is good for G, then the Uz are precisely the regular unipotent
classes in GF .

In order to state the main result, we need to introduce the following:

Definition 4.3.14. Let z ∈ H1(F,Z). We define the complex number σz by

σz =
∑

ψ∈Ψz−1

ψ(u0).

Theorem 4.3.15. [Theorem 3.5 in [8], Theorem 14.35 in [9] ] Let χ be the
character of an irreducible representation of GF and z ∈ H1(F,Z). Then

|Uz|−1
∑
u∈Uz

χ(u) =
∑

z′∈H1(F,Z)

σzz′−1〈(−1)|Π/τ |DG(χ),Γz′〉GF ,

where DG(χ) is the dual representation.

Note that if the characteristic is good for G, the set Uz is one conjugacy class,
so we have

χ(u) =
∑

z′∈H1(F,Z)

σzz′−1〈(−1)|Π/τ |DG(χ),Γz′〉GF

for any u ∈ Uz. There are thus two pieces in figuring out the value of a certain
irreducible character of GF on regular unipotent elements. First is figuring
out the effect of DG on irreducibles and the inner product of DG(χ) with a
Gelfand-Graev representation. Secondly, one has to evaluate σz. We shall
carry out both of these tasks in the following chapters, focusing on the case of
interest where χ is a cuspidal representation.
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C h a p t e r 5

STUDY CASE SU(2, 2), PART I: ON FINDING DESIRED
CUSPIDAL IRREDUCIBLES AND PROVING SEMISIMPLE

CLASSES HAVE ZERO CONTRIBUTION TO ∆Mπ

The aim of this chapter is to introduce the case of the finite group of Lie type
defined by SU(2, 2) over a finite field, with the goal of treating the first two
questions (Q1),(Q2) posed in the introduction of the thesis. Specifically, we
first find regular cuspidal irreducible representations of U(2, 2) that split upon
restriction to SU(2, 2) in Theorem 5.1.7. Secondly, Theorem 5.2.4 proves the
semisimple conjugacy classes have zero contribution to the alternating sum of
multiplicities ∆Mπ defined in (1.1).

5.1 On regular cuspidal irreducible representations

Let E be an imaginary quadratic field with discriminantD > 0, ring of integers
OE and Galois automorphism given by complex conjugation. That is, E =

Q(β), where β =
√
−D and β = −β. Let V = E4 be the 4-dimensional vector

space over E with standard basis, and L ⊂ V the standard OE-lattice in V .
Choose J : V × V → E to be a nondegenerate hermitian form on V with
J(au, bv) = abJ(v, u), which has signature (2, 2) on VR = V ⊗E R and whose
matrix in the basis for V is given by

J =


0 0 0 β

0 0 β 0

0 −β 0 0

−β 0 0 0

 ,

where by abuse of notation we define the matrix of J by J as well. Note that
J is OE-valued on L. As J(u, v) = utJv for all u, v ∈ V , the hermitian form
J is given by −βz4z1 − βz3z2 + βz2z3 + βz1z4.

Let G′ = SU(2, 2) be the special unitary group of signature (2, 2) defined by
J , viewed as a semisimple connected algebraic group over Q. Then for any
Q-algebra A,

G′(A) = {g ∈ SL(V ⊗Q A)|gtJg = J}.
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Moreover, the group G′(A) can be thought of the group of matrices that pre-
serve the hermtitian form, that is g ∈ SL(V ⊗Q A) such that J(gu, gv) =

J(u, v) for all u, v ∈ V ⊗Q A. Similarly, for any Z-algebra A′, define

G′(A′) = {g ∈ SL(L⊗Z A
′)|gtJg = J}.

Thus, G′(Z) = SL4(OE)∩G′(Q) is the group of matrices inG′(Q) that preserve
the lattice L.

Now, let D be the hermitian symmetric domain associated to G′ = SU(2, 2)

and let Γ ∈ G′(Q) be an arithmetic subgroup. In particular, let Γ = Γ(p) be
the principal congruence subgroup of level p odd prime, defined by the exact
sequence

1→ Γ(p)→ G′(Z)→ G′(Z/pZ)→ 1,

where G′(Z/pZ) = SU((2, 2, ),OE/pOE) has entries in OE/pOE. Note that
one can think of Γ(p) as ker

(
G′(Z) � SL4(OE/pOE)

)
. As in the case of

SU(1, 1) in Chapter 3, if p is inert in E, G′(Z/pZ) = SU((2, 2),Fp2), the special
unitary group of signature (2, 2) over Fp. When p ramified, the conjugation
acts as the identity onOE/pOE, soG′(Z/pZ) is SO(2, 2) over the finite field Fp.
The case of p split reduces to studying irreducible cuspidal representations of
GL4(Fp) that split when restricted to SL4(Fp). As a great deal is known about
the explicit character table of SLn(Fp) and given the special isomorphism
so(2, 2) ∼= sl2(R) × sl2(R), we shall focus on the case when G′(Z/pZ) is the
special unitary group over Fp. However, note that both SL4 and SU(2, 2) over
the finite field of p elements are rational forms of SL4(Fp) given by different
Frobenius maps. As a result, one can carry the same derivations we do for the
unitary group in the case of SL4 as well.

The finite group of Lie type SU(2, 2) can be realized as the fixed points under
a Frobenius map F : G → G on a connected reductive group G defined over
the algebraic closure Fp.

Let G = SL4(Fp) and F : G→ G be given by

(aij) 7→ J−1((apij)
t)−1J,

where J is the nondegenerate hermitian form defining U(2, 2). It is easy
to check that this homomorphism is a Frobenius map since F 2 is given by
(aij) 7→ J−1(((J−1((apij)

t)−1J)p)t)−1J = J−1((J−1((ap
2

ij )t)−1J)t)−1J , that is
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(aij) 7→ J−1(J(ap
2

ij )−1J−1)−1J = ap
2

ij . Thus F is a power of the standard
Frobenius map.

Then the finite subgroup

GF = {g ∈ G|F (g) = g}

is given by matrices g ∈ G such that g = J−1(gt)−1J , so gtJg = J . Moreover,
F 2(g) = g, so the entries of g are in Fp2 and thus GF is SU(2, 2) over the finite
field with p elements.

Embedding of G into a reductive group with connected center G̃

Recall we are interested in irreducible cuspidal representations of U(2, 2) that
split when restricted to SU(2, 2). Note that U(2, 2) is a connected reductive
group with connected center that contains SU(2, 2), while SU(2, 2) is a rational
form of G = SL4(Fp).

The group G does not have connected center, but it can be embedded via
a Deligne-Lusztig construction in a reductive group G̃ with connected centre
and compatible F -structure (see Section 5 in [7]). As a result, one can study
the characters of GF via the characters of G̃F , about which a little more is
known as the centre of G̃ is connected. Note that the character theory in the
non-connected case is more arithmetical than in the case of connected center;
as a result, we shall see in Chapter 7 that the values of the alternating sums
on the regular unipotent elements are given in terms of Gauss sums over finite
fields, involving the arithmetic in the field Fp.

Let us first construct G̃. In general, let G is a connected semisimple group
defined over an algebraically closed field K = Fq of positive characteristic and
let Z = Z(G) be its center. Let Z → Z̃ be an embedding of Z into a torus
that is defined over Fq. Then G̃ is the pushout of the diagram

G G̃

Z Z̃,

so G̃ = G × Z̃/{(z, z−1)|z ∈ Z}. As Z̃ is F -stable, we have that the maps
G→ G̃, Z → Z̃ are F -equivariant and F is extended to G̃ in the obvious way.
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Note that Z̃ = Z ∩ G̃ is the center of G̃ and any F -stable maximal torus T of
G is contained in an F -stable maximal torus T̃ of G̃ such that T = G ∩ T̃ .

In the case of G = SL4, Z ∼= µ4, where µ4 are the 4th roots of unity in Fp.
Let us take Z̃ ∼= F×p to be given by a scalars times the identity, where clearly
µ4 ⊂ F×p . Then we have G̃ = SL4 ×Z F×p = GL4(Fp), so G̃F ∼= U(2, 2).

Splitting of characters of G̃F upon restriction to GF

We are concerned with the following: given an irreducible representation of
G̃F = U(2, 2), how does it split when restricted to GF = SU(2, 2). The results
below are consequences of Frobenius reciprocity and Clifford theory and can
be found in Section 2 of [26], for example.

Let us introduce Clifford’s theorem for completion, see Chapter 14 in [10].
Note it is stated in the language of modules.

Theorem 5.1.1 (Clifford’s Theorem). Let k be any field, V an irreducible
kG-module, N a normal subgroup of G. For g ∈ G, W a kN-submodule of V ,
we denote gW = {gw|w ∈ W} ⊆ V .

1. If 0 6= W is a kN-submodule of V , then V =
∑
g∈G

gW . If W is irre-

ducible, then so is every gW , proving that VN is a completely reducible
kN-module.

2. Let W1, · · ·Wm be representatives of the isomorphism classes of irre-
ducible kN -submodules of V , and denote by Vi the sum of all kN-
submodules of V which are isomorphic to Wi. Then V = V1 ⊕ · · · ⊕ Vm.
(The Vi are the homogeneous components of V ).

3. If g ∈ G, then each gVi is some Vj. G is a transitive permutation group
on {V1, · · · , Vm}.

4. If H1 = {g ∈ G|gV1 = V1}, then V1 is irreducible as a kH1-module and
V ∼= V G

1 = kG⊗kH1 V1.

5. For some integer e, VN ∼= e(W1 ⊕ · · · ⊕Wm) (that is, the direct sum of
e copies of W1 ⊕ · · · ⊕Wm).

6. Let V afford the character θ of G, Wi the character χi of N . Then

θN = e(χ1 + · · ·+ χm),
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where Wi
∼= giW1, some gi ∈ G and χi = χgi1 ; χgi1 is defined by χgi1 (x) =

χ1(xgi), for all x ∈ N .

In terms of notations, we have to mention that by VN we mean the restriction
of V to N , that is, we view V as a kN -module. Also, V G

1 = kG ⊗kH1 V1

is the induction from H1 to G, while by xgi we mean g−1
i xgi. In our case

G = U(2, 2) over Fq and N = SU(2, 2). Thus, every irreducible representation
V , when restricted to SU(2, 2), either stays irreducible, or decomposes into a
sum of irreducible representations of SU(2, 2) that each appear with the same
multiplicity. Moreover, U(2, 2) acts transitively on the set of these irreducibles,
that is, they are all conjugate under U(2, 2).

Let π be an irreducible representation of G̃F . We have two results that we
shall use:

Proposition 5.1.2. If the center Z of G is cyclic, then π|
GF

is multiplicity
free for any irreducible character π of G̃F .

Proposition 5.1.3. The group A(π) = {α ∈ (G̃F/GF )∧|απ = π} is isomor-
phic to a subgroup of Z/(F − 1)Z and the number of irreducible components
of π|

GF
divides d = |Z/(F − 1)Z|. Moreover, if π|

GF
is multiplicity free, then

A(π) acts regularly on the irreducible components of π|
GF

.

In our case, note that H1(F,Z) = Z/(F − 1)Z ∼= µ4/µ
p+1
4
∼= µd where d =

(4, p + 1). Thus if the restriction π of G̃F is not irreducible, it must split
into either 2 or 4 irreducibles when p ≡ 3 mod 4 and 2 irreducibles when
p ≡ 1 mod 4.

Remark. We remark that for regular characters π, that is, irreducible com-
ponents of the Gelfand-Graev representation of G̃F , the restriction π|

GF
is

multiplicity free. In this case we do not require Z to be cyclic and as we shall
see later these are the types of characters we work with.

Regular cuspidal irreducible representations of G̃F

Let Γ be the Gelfand-Graev character of G̃F . We have π|
GF

= π1 + · · · + πd0 ,
where πi are irreducible representations of GF , i ∈ {1, · · · , d0}. Recall that
we wish to compute the alternating sum on the components πi, when π is
cuspidal. Following the direct generalization of the case of SL2, we wish this
alternating sum to be nonzero on the regular unipotent classes, so we require
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π to be regular as well. The reason is that if 〈π,Γ〉G̃F = 0, then πi(u) = 0 for
all regular unipotent classes u ∈ GF , as follows from Theorems 4.1, 4.2, p. 86

in [26]. As a result, we can restrict ourselves to the case where π is a regular
cuspidal representation.

The following theorem characterizes the regular cuspidal irreducible represen-
tations of GF when G has connected center:

Theorem 5.1.4 (Theorem 3.7 in [26]). Suppose the center of G is connected.
If π is cuspidal, irreducible and a component of Γ, the Gelfand-Graev repre-
sentation of GF , then π is of the form π = ±RG

T (θ), where T is an F -stable
maximal torus of G and θ is a nonsingular character of T F .

This theorem clearly applies to G̃F . As a result, π is an irreducible Deligne-
Lusztig character π = εG̃εT̃R

G̃
T̃

(θ̃). It is well known that for a connected
reductive group G̃ overK, the group G̃F has a cuspidal complex representation
given by a Deligne-Lusztig character, for case base proof on classical simple
adjoint groups, see [22]. More specifically, θ̃ must be in general position and the
F -stable maximal torus T̃ must lie in no proper F -stable parabolic subgroup
of G̃. We have the following results that give us such cuspidal irreducible
representations:

Lemma 5.1.5. Let B̃ the subgroup of upper triangular matrices in G̃. Then
B̃ is F -stable and it contains the maximally split torus F-stable T̃ of diagonal
matrices. Let w be given by the (1, 2, 3, 4) 7→ (4, 3, 2, 1) symmetry in W (T̃ ) ∼=
S4 and let T̃w be a torus of type w with respect to T̃ . Then T̃w is an F -stable
maximal torus not contained in any proper F -stable parabolic subgroup of G̃.

Proof. It is easy to see that if t =


t1 0 0 0

0 t2 0 0

0 0 t3 0

0 0 0 t4

 with ti ∈ Fp, then we

have F (t) =


t−p4 0 0 0

0 t−p3 0 0

0 0 t−p2 0

0 0 0 t−p1

. As a result, T̃ F consists of matrices of
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the form


t1 0 0 0

0 t2 0 0

0 0 t−p2 0

0 0 0 t−p1

 with t1, t2 ∈ Fp2 .

On the other hand, T̃ Fw ∼= T̃wF =

{
t1 0 0 0

0 t2 0 0

0 0 t3 0

0 0 0 t4


∣∣∣∣∣ti ∈ (Fp2)1

}
, where

(Fp2)1 consists of elements in Fp2 of norm 1. Note that T̃ Fw ∼= U(1) × U(1) ×
U(1) × U(1). We claim T̃w is Fp-anisotropic. In order to see that, we need
to prove X(T̃w)Fp = 0, that is, there are no nontrivial Fp-homomorphisms
T̃w → Gm. This follows as T̃ Fw is Fp-anisotropic in G̃F .

But as T̃w is Fp-anisotropic, using the dynamic description of parabolic sub-
groups (see Section 6 in [5]), it is clear that T̃w is not contained in any proper
F -stable parabolic of G̃. Indeed, if T̃w ⊂ P for P a proper Fp-parabolic sub-
group of G̃, then T̃w must have a non-trivial one parameter Fp-subgroup and
thus T̃w cannot be Fp-anisotropic. This is a contradiction, thus T̃w is an F -
stable maximal torus not contained in any proper F -stable parabolic subgroup
of G̃.

Lemma 5.1.6. Assume the notations above. A character θ̃ of T̃ Fw ∼= U(1) ×
U(1)×U(1)×U(1) is of the form θ̃ = (θ1, θ2, θ3, θ4), where θi is an irreducible
character of U(1). θ̃ ∈ (T̃ Fw )∧ is in general position precisely when all of θi are
distinct.

Proof. The first part of the lemma is an elementary fact. For the second
part, we know θ̃ is in general position if no non-identity element in W (T̃w)F

fixes θ̃. We claim that the elements of W (T̃w)F act by permutation on θ̃,
that is (θ1, θ2, θ3, θ4)w0 = (θτ(1), θτ(2), θτ(3), θτ(4)) for w0 ∈ W (T̃w)F and τ the
permutation in S4 given by w0.

As G̃ = GL4, we knowW (T̃ ) is given by the group of symmetries S4 generated
by w1, w2, w3 corresponding to the set of simple roots given by Π = {α1, α2, α3}
with αi(t) = tit

−1
i+1 for a typical element t ∈ T̃ . T̃w is obtained from T̃ by

twisting with w, that is T̃w =g T̃ for some g ∈ G̃ such that π(g−1F (g)) = w.
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As a result, it is easy to see that the Weyl group of gT̃ is the conjugate under
g of W (T̃ ). Moreover, by conjugation with g−1, the Weyl group W (gT̃ ) with
an action of F can be identified with the Weyl group W (T̃ ) with the action
of wF . So W (T̃w)F ∼= W (T̃ )wF . It is now easy to check that all generators wi
are fixed under wF , so W (T̃ )wF ∼= S4. As a result the claim is proved.

The statement of the lemma follows easily: if any two characters θi, θj for i 6= j

are equal, we’ll have θwij = θ for wij ∈ W (T̃w)F given by the transposition (ij)

in S4. The converse is trivial.

Theorem 5.1.7. Let T̃w be the maximal F -stable torus defined above, θ̃ =

(θ1, θ2, θ3, θ4) a character of T̃ Fw in general position. The character εG̃εT̃wR
G̃
T̃w

(θ̃)

is an irreducible cuspidal regular representation of G̃F .

Assuming π = εG̃εT̃wR
G̃
T̃w

(θ̃) does not stay irreducible when restricted to GF ,
its splitting behaviour is as follows:

1. π|
GF

= π1 + π2 when θ̃ is given by (θ1, αθ1, θ3, αθ3), for α the unique
nontrivial quadratic character of U(1) and θ1, θ3 irreducible characters
of U(1) such that θ1/θ3 6= 1, α. Note that θ̃ is a quadratic character.

2. π|
GF

= π1 + π2 + π3 + π4 when θ̃ is, up to a twist by a character of
U(1), given by (1, α, α2, α3), for α a quartic character of U(1). Note
that this splitting can happen only when d = 4; in this case θ̃ is a quartic
character.

Conversely, given any datum of one of these two types for θ̃, the character
π = εG̃εT̃wR

G̃
T̃w

(θ̃) splits upon restriction to GF in the corresponding manner
described above.

Proof. Let us first prove the direct implication. We are in the setting of Propo-
sition 5.1.3, so the subgroup A(π) ⊆ Z/(F − 1)Z acts regularly on the irre-
ducible components of π|

GF
. As a result, π splits only when it admits a self-

twist, that is π ∼= απ for some nontrivial α ∈ (G̃F/GF )∧. Here απ = α ⊗ π.
Now, one can prove G̃F/GF ∼= T̃ Fw /T

F
w , where Tw = T̃w ∩ G is a maximal

F -stable torus in G. Thus, the character α ∈ (G̃F/GF )∧ can be viewed as an
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element of (T̃ Fw /T
F
w )∧. Let us denote by α its restriction to T̃ Fw . By Corrolary

1.27, p. 116 in [7], we have

RG̃
T̃w

(αθ̃) = α⊗RG̃
T̃w

(θ̃).

Thus, as α ⊗ π ∼= π, the characters θ̃ and αθ̃ must give the same Deligne-
Lusztig characters. From (4.1), we get that αθ̃ =w0 θ̃ for some w0 ∈ W (T̃w)F .
We have already seen that w0 must be a permutation in S4, so α(θ1, θ2, θ3, θ4)

and (θ1, θ2, θ3, θ4) must be the same up to permutation. We have two cases
depending on whether d = 2 or d = 4, where d = |Z/(F − 1)Z|.

If d = 2, we must have A(π) generated by the quadratic character α of
G̃F/GF ∼= U(1). Note that U(1) ∼= (F×p2)1 is cyclic, so there is a unique
nontrivial quadratic character α. WLOG say θ1 = αθ2, so θ2 = αθ1. More-
over, we must have θ3 = αθ4 and θ4 = αθ3. Thus, θ̃ is given by (θ1, αθ1, θ3, αθ3)

for θ1, θ3 irreducibles of U(1) and θ1/θ3 6= 1, α.

If d = 4, then A(π) is either cyclic of order 2 generated by the unique nontrivial
quadratic character of U(1) or cyclic of order 4 generated by a character of
U(1) or order 4. The case when A(π) of order 2 was already discussed above.
For the case when A(π) cyclic of order 4, as the order of U(1) ∼= (Fp2)1 is
p + 1, a quartic character of U(1) exists iff p ≡ 3 mod 4. However, d = 4 iff
(p + 1, 4) = 4, so when d = 4 one can always find such a character α of order
4. Now, WLOG say θ2 = αθ1. Then αθ2 must be different from θ1, θ2, so say
αθ2 = θ3 and thus we get θ̃ is given by (θ1, αθ1, α

2θ1, α
3θ1).

The converse follows trivially from the above reasoning.

Remark. One important remark to make is that the irreducible representations
πi above are also cuspidal. Let us see why this is the case. It is well known
that π being cuspidal representation of G̃F means 〈π, IndG̃

F

UF 1〉G̃F = 0 for each
unipotent radical U of an F -stable proper parabolic subgroup of G̃. Note
that a unipotent radical of an F -stable parabolic of G̃ is contained in G.
By Frobenius reciprocity, 〈IndG

F

UF 1,ResG̃
F

GF π〉G̃F = 〈π, IndG̃
F

GF IndG
F

UF 1〉GF . The
second inner product is 0 as IndG̃

F

GF IndG
F

UF 1 = IndG̃
F

UF 1, so all components πi of
π|
GF

must be cuspidal.
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5.2 Zero contribution for ∆Mπ on the semisimple conjugacy classes
of GF

Extrapolating from the case of SL2, one might expect the alternating sum of

characters
d0∑
i=1

ξi−1
d0
πi in (1.2) to be zero on the semisimple conjugacy classes

and nonzero on the regular unipotent classes. The goal of this section is
to indeed prove there is no contribution on the semisimple classes of GF .
Note that the proof holds for a general connected semisimple simply-connected
group G over an algebraically closed field K of positive characteristic. The
case of regular unipotent classes will be the object of the next chapters.

We now introduce the main tool we are going to use, which is an application
of the Lang-Steinberg theorem:

Theorem 5.2.1 (Application 3.25 in [9]). The GF -conjugacy classes of ratio-
nal elements conjugate to some fixed x ∈ GF under G are parametrized by the
F -conjugacy classes of CG(x)/CG(x)◦.

Here, a rational element is an element that belongs to GF . Also, by F -
conjugation in a group M we mean the action of M on itself defined for any
m0 ∈ M by m 7→ m0mF (m0)−1. We can easily check that if g ∈ CG(x), then
kgF (k)−1 ∈ CG(x) for some k ∈ CG(x) since F (k) ∈ CG(x). The last assertion
holds true since kx = x implies F (k)F (x) = F (x), but as x ∈ GF we have
F (x) = x.

We also need the following result concerning the centralizer of semisimple
elements in G due to Steinberg:

Theorem 5.2.2 (Theorem 3.5.6 in [4]). Let G be a connected reductive group
whose derived group G′ is simply-connected. Let s be a semisimple element of
G. Then CG(s) is connected. In fact, if G is semisimple connected and simply-
connected, then the centralizer of any semisimple element of G is connected.

For example, G̃ = GL4(Fp) is a connected reductive group with derived group
G = SL4(Fp) simply-connected, so CG̃(s), for s ∈ G̃ semisimple, is connected.
We now have all the tools to prove that the semisimple conjugacy classes of
G̃F = U(2, 2) do not split when restricted to GF = SU(2, 2).

Lemma 5.2.3. The semisimple conjugacy classes of G̃F do not split when
restricted to GF .
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Proof. Let x, y ∈ GF be two semisimple elements that are conjugate over G̃F .
Then there exists g ∈ G̃F such that x = gyg−1. Since g ∈ G̃, we get that there
exists g′ ∈ G such that x = g′yg′−1. Note that two elements in GF conjugate
under G̃ are said to be geometrically conjugate, thus x and y are geometrically
conjugate.

Since G = SL4(Fp) is semisimple connected and simply connected, the cen-
tralizer CG(x) is connected by Theorem 5.2.2. As a result, since CG(x)/CG(x)◦

is trivial, Theorem 5.2.1 tells us that there is only one GF -conjugacy class in
the intersection of the geometric conjugacy class of x with GF . As a result x
and y are in the same GF -conjugacy class, which ends the proof.

Theorem 5.2.4. Let π be an irreducible representation of G̃F that splits into
d0 components upon restriction to GF , that is π|

GF
= π1 + · · · + πd0, where

d0|d. The alternating sum
d0∑
i=1

ξi−1
d0
πi introduced in equation (1.2) is zero on

the semisimple elements of GF . Recall ξd0 is a primitive dth
0 root of unity.

Proof. By Clifford’s Theorem 5.1.1, we have that πi = πg1 for some g ∈ G̃F ,
that is the two irreducibles of GF are conjugate under U(2, 2). As a result, we
have πi(s) = πg1(s) = π1(g−1sg). But from Lemma 5.2.3 above, we know that
since s and g−1sg are in the same semisimple conjugacy class of G̃F , they will
belong to the same semisimple conjugacy class of GF and thus π1(g−1sg) =

π1(s). As a result, πi(s) = π1(s) = π|
GF

(s)/d0, so
d−1∑
i=0

ξid0
πii(s) = 0 for s

semisimple in GF .
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C h a p t e r 6

TOWARDS A FORMULA FOR MULTIPLICITY DEFECT
FOR GF

In the light of the semisimple classes having zero contribution to the alternating
sum of multiplicities ∆Mπ, we want to show the regular unipotent classes are

non-zero on the alternating sum
d0∑
i=1

ξi−1
d0
πi introduced in (1.2). The scope

of this chapter is to carry out the two steps needed to compute characters
of irreducible representations of GF on regular unipotent elements. First, we
shall write these characters in terms of the complex numbers σz; this is done in
Theorem 6.2.10 when d0 = d. Secondly, we give a formula, in terms of Gauss
sums, for the Mellin transforms σζ in Theorem 6.3.5, which is equivalent to
having a formula for evaluating σz. The following analysis is done in full
generality for connected semisimple groups G defined in Section 6.2 below.

6.1 Some basic results on Gauss sums

This section is meant to recall basic results on Gauss sums that will be in-
strumental in computing σζ . We loosely follow the exposition of Chapter 2,
Section 2.1 on Gauss sums in [21].

Definition 6.1.1. Let φ ∈ (F×
q|I|

)∧ and χ0 the additive character of FqN intro-
duced in Subsection 4.3. Define the Gauss sum G(φ) := G(φ, χ0) to be given
by

G(φ) =
∑
x∈F×

q|I|

φ(x)χ0(x).

Note that in the above definition, φ is a multiplicative character of F×
q|I|

, while
χ0 is an additive character of FqN viewed as a character of Fq|I| . As a remark,
Gauss sums of the form above can be defined over any finite field of prime
characteristic.

Lemma 6.1.2. Let 1 be the trivial character of F×
q|I|

. We then have G(1) = −1.
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Proof. The result follows trivially as G(1) =
∑
x∈F×

q|I|

χ0(x) is a sum over F×
q|I|

and χ0 is viewed as a non-trivial additive character of Fq|I| .

Proposition 6.1.3 (Proposition 2.4 in [21]). Let Fq be a finite field with q

elements, χ a non-trivial additive character and φ a non-trivial multiplicative
character of Fq. Then we have

|G(φ, χ)| = √q.

Note that in our case χ0 is non-trivial, so we have G(φ) := G(φ, χ0) of modulus√
q|I| if φ is a multiplicative character of F×

p|I|
. In particular G(φ) is nonzero,

which is a key observation in proving the multiplicity defect.

6.2 Step I: On a final form of character values of regular cuspidal
irreducibles at regular unipotent elements

The goal of this section is to carry out the first step in computing the value
of a character of an irreducible representation χ of GF at regular unipotent
elements. As outlined by the result of Theorem 4.3.15, we shall see what
is the value of the inner product of the dual DG(χ) with a Gelfand-Graev
representation. As motivated by the introduction of our problem of interest in
Section 1.1, we restrict ourselves to certain representations χ, and thus we shall
focus on proving results for this particular setting. We note that the characters
χ(s) appear naturally in the case we consider and are a key ingredient in our
proofs.

Let G be a connected semisimple algebraic group over an algebraically closed
field K of prime characteristic, that is K = Fp. Recall from Section 1.1 that
we are interested in irreducible cuspidal representations π of G̃F that split
when restricted to GF . Moreover, we ask that 〈π,Γ〉G̃F = 1, where Γ is the
Gelfand-Graev character of the group G̃F , that is, we want π to be a regular
character. Note Γ is unique since G̃F has connected center.

We shall also restrict ourselves to the case where G has good characteristic
and q is sufficiently large. Note that for the particular case of G = SL4 we
are interested in, we are always in good characteristic, while the condition
on q is to ensure that all maximal tori of GF are nondegenerate. As π is an
irreducible component of the Gelfand-Graev character Γ of G̃F , the restriction
π|
GF

is multiplicity free by Theorem 3.1, p.83 in [26] and that the number of
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irreducible components divides d = |H1(F,Z)| by the result of Proposition
5.1.3. We shall carry out the derivations in the case where we get exactly d
irreducible components upon restricting π to GF . As a result, we have

π|
GF

= π1 + · · ·+ πd, (6.1)

where πi are irreducible representations of GF , i ∈ {1, · · · , d}.

Remark. Note that in the particular case of G̃F = U(2, 2) we are interested in,
if d = 4, we also have the case where π splits into two irreducible representa-
tions when restricted to GF . While the following analysis will not deal with
this situation in detail, the exact same ideas of the proof apply, with minor
modifications that have to deal with the fact that the irreducible components
of a certain character χ(s) will be appear in more than one Gelfand-Graev
representation Γz of GF , z ∈ H1(F,Z). The crux in the analysis is figuring
out for what z, z′ we have χs,z = χs,z′ . A formula for π1, π2 on the regular
unipotent elements in this particular case, will be given in the proof of the
main result of Chapter 7.

Preliminaries

Since π is an irreducible cuspidal representation of G̃F which is a component
of the Gelfand-Graev representation Γ, we saw by the result of Theorem 5.1.4
that π must be of the form π = ±RG̃

T̃
(θ̃), where RG̃

T̃
(θ̃) is the generalized

Deligne-Lusztig character of GF corresponding to the F -stable maximal torus
T̃ of G̃ and the irreducible character θ̃ of T̃ F in general position. Moreover, by
Proposition 4.2.11, we must have π = εG̃εT̃R

G̃
T̃

(θ̃). Also, recall that since π is
cuspidal, T̃ is not contained in any proper F -stable parabolic subgroup of G̃.

In the particular case we are interested in G̃ = GL4(Fp), G = SL4(Fp) and
F is the Frobenius map defined in Section 5.1 such that G̃F , GF are the
groups U(2, 2), respectively SU(2, 2) over the finite field of p elements. As we
saw in Lemma 5.1.5, such an F -stable maximal torus T̃ that is not contained
in any proper F -stable parabolic of G̃ is given by the torus of type ω with
respect to the maximally split F -stable torus of diagonal matrices, where ω
is the symmetry (1, 2, 3, 4) 7→ (4, 3, 2, 1) in the Weyl group. Then T̃ F ∼=
U(1)×U(1)×U(1)×U(1). As seen in Lemma 5.1.6, an irreducible character
θ̃ ∈ (T̃ F )∧ in general position is given by (θ1, θ2, θ3, θ4) with all θi distinct,
where θi is an irreducible character of U(1).
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For more details on the general results presented below, one can refer to Section
3 in [26] or Chapters 13 and 14 of [9], as well as Section 5 in [7] . A useful
overview of some of the background ingredients used in our proofs is also
outlined in Chapters 1, 3 and 4 of [4] and Chapter 2 in [17].

The following lemma follows immediately from general properties of the Deligne-
Lusztig induction:

Lemma 6.2.1. The restriction of RG̃
T̃

(θ̃) to GF is given by RG
T (θ), where T =

T̃ ∩G and θ is the restriction of θ̃ ∈ (T̃ F )∧ to T F .

As a result, we must have ResG̃
F

GF

(
εG̃εT̃R

G̃
T̃

(θ̃)
)

= εGεTR
G
T (θ). Indeed, by

construction, G̃ is a connected reductive group with the same derived group
as G. Since G is semisimple, we have G̃ = GZ̃◦, where the connected center
Z̃◦ = Z̃ of G̃ coincides with the radical of G̃ since G̃ is reductive. Now by the
property given by Lemma 4.2.6, we get that εG̃ = εGεZ̃ . On the other hand,
T is a maximal F -stable torus in G contained in a maximal F -stable torus T̃
of G̃ such that T̃ = TZ̃0 and by using the same ideas as in the proof of the
result in Lemma 4.2.6, we get εT̃ = εT εZ̃ . As a result, εG̃εT̃ = εGεT .

Thus, π|
GF

= εGεTR
G
T (θ) in the above notation. Since we know that the value

of any Deligne-Lusztig character at a regular unipotent element is 1, in the light
of wanting to compute the value of πi, i ∈ {1, · · · , d}, on a regular unipotent,
it is worth mentioning π|

GF
takes values ±1 on all regular unipotent elements.

Now, θ̃ is an irreducible character of T̃ F in general position. We say a character
of T F is nonsingular if it is not orthogonal to any coroot. It is a fact that in
a group with a connected center, θ̃ is nonsingular if and only if it is in general
position. The following holds true in general:

Proposition 6.2.2 (Corrollary 5.18 in [7]). For any G, if θ is in general
position, then θ is nonsingular.

Let us outline the idea of the proof. We embed G in a group with connected
center G̃ as seen before. Now T is contained in an F -stable maximal torus
T̃ of G̃ and θ is the restriction to T F of some character θ̃ of T̃ F . It is a fact
that since θ is in general position, θ̃ must, a forteriori, be in general position
as well. Since G̃ has connected center, θ̃ is nonsingular. Moreover, a character
θ̃ of T̃ F is nonsingular if and only if its restriction to T F is nonsingular, hence
the result follows.



90

In particular, we see that since θ̃ is in general position and thus nonsingular,
then its restriction to T F , θ, will be nonsingular. Now, recall by Proposition
4.2.9, that there exists a one-to-one correspondence between GF -conjugacy
classes of pairs (T, θ), where T is a rational maximal torus of G and θ is an
irreducible representation of T F , and G∗F ∗-conjugacy classes of pairs (T ∗, s),
where s is a semisimple element of G∗F ∗ and T ∗ is a rational maximal torus
containing s. As a result, the GF -class of (T, θ) corresponds to the G∗F ∗-
conjugacy class of a pair (T ∗, s). The semisimple element s of G∗F ∗ defines a
character χ(s) of GF as described in Definition 4.3.9. The following subsection
focuses on the character χ(s) when, as in this case, the corresponding θ is
nonsingular.

Let us go back to the notion of a regular element in an algebraic group G in
Definition 4.3.3. While regular unipotent elements were introduced in Section
4.3, the following proposition in Chapter 2, Section 2.3, p. 27 in [17] gives us
a number of characterizations of regular semisimple elements:

Proposition 6.2.3. Let s ∈ G be semisimple. Then the following conditions
are equivalent:

1. s is regular.

2. dimCG(s) = rank(G).

3. For any maximal torus T of G containing s and any root α relative to
T , α(s) 6= 1.

4. CG(s)◦ is a maximal torus of G.

5. s lies in a unique maximal torus of G.

6. CG(s) consists of semisimple elements.

We have one last remark regarding the F -stable maximal torus T in G, specif-
ically we want T F to be nondegenerate, that is, T will be the only maximal
torus of G containing T F . By Proposition 3.6.1, Chapter 3, p. 96 in [4] , T F

is nondegerate if and only if no root of G with respect to T satisfies α(t) = 1

for all t ∈ T F . Moreover, one can prove that all the maximal tori of GF are
nondegenerate provided q is sufficiently large, which is an assumption we made
when setting the problem.
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On χ(s) when s corresponds to a nonsingular irreducible θ of T F

The goal of this subsection is to prove that when θ is nonsingular in (T, θ), then
in the corresponding G∗F ∗-class (T ∗, s), the semisimple element s is regular.
We shall see that this means the restriction of the cuspidal representation π
to GF will be given by χ(s).

First, we saw that θ is nonsingular, so as a result θ is not orthogonal to
any coroot. Let (X,Φ, Y,Φ∨) be the root data of G and W its Weyl group
and let α∨ be a coroot. Note that from Proposition 4.1.5 we know (T F )∧ ∼=
X/(F −1)X, so we can view θ as an element of X and as a result the notation
〈θ, α∨〉 makes sense. Recall the action of W on X is given by

wα(χ) = χ− 〈χ, α∨〉α,

for χ ∈ X. As a result, we trivially get that wα fixes θ iff θ is orthogonal to
α∨.

Before moving onto the main result, we need the following lemma concerning
semisimple elements in G:

Lemma 6.2.4. Let s be a semisimple element of G contained in a maximal
torus T . If the Weyl group is generated by wα, for α ∈ Φ, then we have

swα = s⇔ α(s) = 1.

Proof. This lemma appears to be a standard result about root systems. More-
over, we only need the converse implication later on, so in the following we
give a proof for that.

First, notice that as (−α)(s) = α(s)−1, we have α(s) = 1 iff (−α)(s) = 1.
Since wα = w−α, we can assume WLOG that α ∈ Φ+.

Recall from Subsection 4.1 that each root subgroup Uα is isomorphic to the
additive group Ga. We have an isomorphism a 7→ xα(a) of Ga into Uα such
that the action of T on the subspace Uα is given by

txα(a)t−1 = xα(α(t)a),

that is, t acts on Uα by α(t). First, we claim α(s) = 1 iff Uα ⊆ CG(s). Indeed,
an element in Uα is of the form xα(a), and xα(a) ∈ CG(s) iff xα(a)−1sxα(a) = s.
As a result, xα(a) ∈ CG(s) iff

sxα(a)s−1 = xα(a),
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and thus Uα lies in CG(s) iff α(s) = 1. Moreover, using the remark above, Uα
and U−α both lie in CG(s) iff α(s) = 1.

Now, recall from Subsection 4.1 that wα ∈ 〈Uα, U−α〉. So if α(s) = 1, we have
Uα, U−α ⊆ CG(s) and thus wα must belong to CG(s) as well, so the converse
implication is proved.

Let us now go back to the result of Proposition 4.2.9. Recall that the con-
struction of the bijection relies on the fact that if T is an F -stable maximal
torus that puts (G,F ) and (G∗, F ∗) in duality, then we have an isomorphism
between T ∗F

∗
and the character group (T F )∧ as seen in Proposition 4.1.7. The

following lemmas build up towards the main result of this section:

Lemma 6.2.5. Let T as above, an F -stable maximal torus in G such that
T F is nondegenerate. By abuse of notation, denote by δ the isomorphism
X/(F − 1)X ∼= Y ∗/(F ∗ − 1)Y ∗ induced by δ : X → Y ∗. If θ ∈ X such that
〈θ, α∨〉 6= 0 for α∨ ∈ Φ∨, then δ(θ) and δ(θ)wδ(α) are distinct elements in the
quotient Y ∗/(F ∗ − 1)Y ∗ for all δ(α) ∈ Φ∗∨.

Proof. The first step in the proof is the following claim:

Claim. Let θ ∈ X. Then 〈θ, α∨〉 6= 0 for α∨ ∈ Φ∨ if and only if θ and wαθ

have different images in the quotient X/(F − 1)X.

Proof of Claim. Let θ to be the image of θ in X/(F − 1)X. It is clear that
θ 6= wαθ implies θ 6=wα θ. For the converse, assume θ −wα θ ∈ (F − 1)χ for
some χ ∈ X. By the action of wα on X, we have wαθ = θ − 〈θ, α∨〉α in the
notation of Subsection 4.1. Thus (F − 1)χ = 〈θ, α∨〉α.

Now, (F − 1)χ(t) = χ(F (t)t−1) for all t ∈ T , so (F − 1)χ is trivial on T F . As
a result, α must take the same value on all of T F . But as α is trivial on ZF ,
it must thus be trivial on all of T F . As a result, α(t) = 1 for all t ∈ T F , which
is a contradiction with the fact that T F is nondegenerate. Thus our initial
assumption is false and thus θ and wαθ have different images in the quotient
X/(F − 1)X.

We thus have θ 6=wα θ in X/(F − 1)X. As a result, δ(θ) 6= δ(wαθ) in Y ∗/(F ∗−
1)Y ∗. We also know the isomorphism δ transforms the map wδ : X → X into
the map wδ(α) : Y ∗ → Y ∗ such that

wδ(α)(δ(χ)) = δ(χ)− 〈α∗, δ(χ)〉δ(α),
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with δ(α) = α∗∨ and 〈χ, α∨〉 = 〈α∗, δ(χ)〉. So δ(θ)wδ(α) = δ(wαθ), and thus
δ(θ) 6= δ(θ)wδ(θ) in Y ∗/(F ∗ − 1)Y ∗.

Lemma 6.2.6. Let T be a torus that puts (G,F ) and (G∗, F ∗) in duality as
above, with T F nondegenerate. If ν ∈ Y ∗ such that νwδ(α) 6= ν in Y ∗/(F ∗−1)Y ∗

for all δ(α) ∈ Φ∗∨, then swδ(α) 6= s for all δ(α) ∈ Φ∗∨, where s ∈ T ∗F ∗ is the
image of ν through the isomorphism Y ∗/(F ∗ − 1)Y ∗ ∼= T ∗F

∗.

Proof. The isomorphism Y ∗/(F ∗ − 1)Y ∗ ∼= T ∗F
∗ in Proposition 4.1.4 comes

from the following commutative diagram, as seen in Proposition 13.7, Chapter
13, p. 102 in [9]:

0 Y ∗ Y ∗ T ∗F
∗n

1

0 Y ∗ Y ∗ T ∗F
∗

1.

F ∗n−1

NF∗n/F∗ = NF∗n/F∗

F ∗−1

Here n is such that T ∗F ∗n is split over Fqn and NF ∗n/F ∗ : F ∗n → T ∗F
∗ is the

norm map defined by

t 7→ tF ∗(t)(F ∗)2(t) · · · (F ∗)n−1(t).

The top right map Y ∗ → T ∗F
∗n sends ν to ν(ζ), where ζ is the (qn− 1)th root

of 1 in F×q . As a result, the isomorphism Y ∗/(F ∗ − 1)Y ∗ ∼= T ∗F
∗ is given by

ν 7→ NF ∗n/F ∗(ν(ζ)).

If we denote NF ∗n/F (t) ∈ T ∗F ∗ by s, the following claim finishes the proof of
the lemma:

Claim. If νwδ(α) 6= ν for all δ(α) ∈ Φ∗∨ then NF ∗n/F ∗(t)
wδ(α) 6= NF ∗n/F ∗(t) for

all δ(α) ∈ Φ∗∨, where t = ν(ζ).

Proof of Claim. As ν 6= νwδ(α) for all δ(α) ∈ Φ∗∨, we have 〈α∗, ν〉 6= 0 for all
α∗ ∈ Φ∗. Since F ∗(α∗) ∈ Φ∗ and 〈F ∗(α∗), ν〉 = 〈α∗, F ∗(ν)〉, we must have
〈(1 + F ∗ + · · ·+ (F ∗)n−1)(α∗), ν〉 = 〈α∗, (1 + F ∗ + · · ·+ (F ∗)n−1)(ν)〉 and thus
(1 + F ∗ + · · · + (F ∗)n−1)(ν) has nonzero inner product with all roots in Φ∗.
Thus (1 + F ∗ + · · ·+ (F ∗)n−1)(ν)wδ(α) 6= (1 + F ∗ + · · ·+ (F ∗)n−1)(ν). Now, by
the same reasoning as that of Lemma 6.2.5, as T F is nondegenerate, we get
that (1 + F ∗ + · · · + (F ∗)n−1)(ν)wδ(α) and (1 + F ∗ + · · · + (F ∗)n−1)(ν) must
be distinct in the quotient Y ∗/(F ∗ − 1)Y ∗. Since (F ∗(ν))(ζ) = F ∗(t), we get
NF ∗n/F ∗(t)

wδ(α) 6= NF ∗n/F ∗(t) for all δ(α) ∈ Φ∗∨.
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Lemma 6.2.7. Let T is an F -stable maximal torus of G and T ∗ an F ∗ sta-
ble maximal torus of G∗ such that T and T ∗ are in duality. Assume T F is
nondegenerate. Then a nonsingular element θ ∈ (T F )∧ is sent to a regular
semisimple element s ∈ T ∗F

∗
through the isomorphism given by the duality

map δ : X → Y ∗.

Proof. Recall that the proof of Proposition 4.1.7 mapping the characters of a
torus to elements of a dual torus is based on the following isomorphisms:

(T F )∧ ∼= X/(F − 1)X ∼= Y ∗/(F ∗ − 1)Y ∗ ∼= T ∗F
∗
,

where the middle isomorphism is given by the duality map δ. Since θ is
nonsingular, it means that 〈θ, α∨〉 6= 0 for all coroots α ∈ Φ∨.

As we’ve already seen in the proof of Lemma 6.2.5, we know that the Weyl
group W ∗ is generated by wδ(α) for all δ(α) ∈ Φ∗∨, where wδ(α) acts on Y ∗ as

wδ(α)(δ(χ)) = δ(χ)− 〈α∗, δ(χ)〉δ(α),

with δ(α) = α∗∨ and 〈χ, α∨〉 = 〈α∗, δ(χ)〉. Consequently, 〈α∗, δ(θ)〉 6= 0 is
equivalent to wδ(α)(δ(θ)) 6= δ(θ). By the result of the same lemma, we then
have δ(θ)wδ(α) 6= δ(θ) in Y ∗/(F ∗ − 1)Y ∗ for all δ(α) ∈ Φ∗∨. Furthermore,
Lemma 6.2.6 gives us that swδ(α) 6= s for all δ(α) ∈ Φ∗∨, where s = (δ(θ))(ζ)

in the notation of said lemma.

Now, note the Weyl groupW ∗ is the group of transformations of Y ∗ generated
by the wδ(α) for all δ(α) ∈ Φ∗∨, which is the same as the group of transforma-
tions of X∗ generated by the wα∗ for all α∗ ∈ Φ∗. As a result, we get swα∗ 6= s

for all α∗ ∈ Φ∗, so by Lemma 6.2.4, we get that α∗(s) 6= 1 for all roots α∗ ∈ Φ∗.
But by Proposition 6.2.3, this means that s is regular semisimple, which ends
the proof.

As a result, we can state the following:

Proposition 6.2.8. Let T be an F -stable maximal torus in G, θ a nonsin-
gular irreducible character of T F . Assume G has good characteristic and q is
sufficiently large such that T F is nondegenerate and let (G∗, F ∗) be the dual
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pair to (G,F ). Recall the bijection given in Proposition 4.2.9. Then the GF -
conjugacy class of the pair (T, θ) corresponds to the G∗F ∗-conjugacy class of
the pair (T ∗, s), where s is a regular semisimple element of G∗F ∗ and T ∗ is a
rational maximal torus containing s.

As a result, recall that since the conjugacy class (T, θ) determines the Deligne-
Lusztig representation RG

T (θ), we can use the notation RG
T ∗(s) for RG

T (θ). Let us
look at the character χ(s) of GF determined by the semisimple regular element
s ∈ G∗F ∗ . As s is regular, the Weyl group W ∗◦(s) = {wα∗|α∗ ∈ Φ∗, α∗(s) = 1}
of C◦G∗(s), is trivial. Thus, there is only one maximal torus containing s and
we have

χ(s) = εGεT ∗R
G
T ∗(s).

Thus, since by Lemma 6.2.1 the restriction of the irreducible cuspidal rep-
resentation π of G̃F introduced in the beginning of Section 6.2, is given by
π|
GF

= εGεTR
G
T (θ), we have π|

GF
= χ(s). Indeed, the only argument to make is

εT = εT ∗ , which follows easily as T, T ∗ are in duality. In the following subsec-
tions, we shall use properties of χ(s) to evaluate the inner product of DG(χ(s))

with a Gelfand-Graev representation.

Remark. Let us look at the embedding G → G̃ and reason at the level of
the group G̃, which has connected center. θ is the restriction to T F of the
character θ̃ of T̃ F that is in general position, and thus nonsingular as G̃ has
connected center. By the same reasoning as above, there is a bijection between
the G̃F -conjugacy classes of pairs (T̃ , θ̃) and the G̃∗F ∗-conjugacy classes of pairs
(T̃ ∗, s̃) with s̃ is a semisimple element of G̃∗F ∗ and T̃ ∗ is a rational maximal
torus containing s̃, where (G̃, F ) and (G̃∗, F ∗) are in duality. Now s̃ is regular
semisimple by the same reasoning above and it is the semisimple class in G̃∗F ∗

sitting above s. We thus have π = χ(s̃) and by general properties of the
Deligne-Lusztig induction ResG̃

F

GF (χ(s̃)) = χ(s), so we reach the same conclusion
that π|

GF
= χ(s), where s is regular semisimple in G∗F ∗ .

Character formula

In the following, we shall finalize the first step in computing the values of the
irreducible components of π|

GF
on regular unipotent elements, as outlined in

the discussion following Theorem 4.3.15. From the previous subsection we have
π|
GF

= χ(s) for s ∈ G∗F ∗ regular semisimple element belonging to a rational
maximal torus T ∗.
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First, we shall prove the dual DG sends a cuspidal representation χ to ±χ:

Lemma 6.2.9. Let χ be a cuspidal representation of GF . Then DG(χ) =

(−1)r(G)χ, where r(G) is the semisimple Fq-rank of G.

Proof. Recall that by definition, we have

DG(χ) =
∑
P⊇B

(−1)r(P )RG
L ◦∗ RG

L (χ),

where the sum is taken over the rational parabolics of G that contain the
rational Borel subgroup B and where L is a rational Levi subgroup of P .
Since χ is a cuspidal representation of GF , the pair (G,χ) is minimal in the
sense of Definition 4.2.3, thus for any rational Levi L of a rational parabolic
subgroup of G we have ∗RG

L (χ) = 0. As a result,

DG(χ) = (−1)r(G)χ,

which ends the proof of the lemma.

Note we are in the same setting as stated in Section 6.2, where we assume
good characteristic for G, q sufficiently large and let π be a regular cuspidal
irreducible representation of G̃F , such that π|

GF
= π1 + · · · + πd as in (6.1),

where d = |H1(F,Z)|. Since πi is cuspidal as well, by the lemma above we
have DG(πi) = (−1)r(G)πi, so 〈DG(πi),Γz〉GF = (−1)r(G)〈πi,Γz〉GF for i ∈
{1, · · · , d}. As seen in Proposition 4.3.11, π|

GF
= χ(s) and Γz have exactly

one irreducible common component χs,z, thus we may assume WLOG that
πi = χs,zi for each i ∈ {1, · · · , d}, where the zi’s run through the elements of
H1(F,Z).

Using the formula of Theorem 4.3.15 we can state the following result:

Theorem 6.2.10. Let πi for i ∈ {1, · · · , d} be an irreducible cuspidal repre-
sentation of GF as seen above. The values of the character of πi on regular
unipotent elements are given by

πi(u) = (−1)|Π/τ |+r(G)σzz−1
i

for any u ∈ Uz.
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Note that once we evaluate σz, which we shall do in the following chapter, we
will know the exact values the characters πi take on each regular unipotent
class.

Let us make another small remark. Recall from (4.6) that the set of regular
characters is given by

{χs,z|(s) is a semisimple conjugacy class of G∗F
∗
, z ∈ H1(F,Z)}.

Clearly πi is a regular character. Moreover, we also have semisimple charac-
ters, which are irreducible characters whose dual is (up to a sign) a regular
irreducible character. We shall see later there is another set of characters of
GF that we are interested in, that is, the ones that take non-zero values on
regular unipotent classes. As a result, πi is a regular semisimple character
for all i ∈ {1, · · · , d}. One can actually prove that the regular semisimple
characters are

{χs,z|(s) is a regular semisimple conjugacy class of G∗F
∗
, z ∈ H1(F,Z)}.

6.3 Step II: Evaluating σz in terms of Gauss sums

The goal of this section is to evaluate σz in terms Gauss sums, along the ideas
developed in Chapter 4 of [8]. We shall introduce the definitions and mention
the results for the general case closely following [8], with sketches of proofs
done in more detail only where that is needed for further computations in the
SU(2, 2) case.

We have to mention however, that [8] contains several small, but fixable errors.
They are not of big consequence for the paper itself, but are crucial for our
computations. As a result, the below exposition is meant to fix the errors and
give a clear frame of how the computations have to be carried out.

We have σz =
∑

ψ∈Ψz−1

ψ(u0). Recall from the observation following Theo-

rem 4.3.7, that L−1
T (Z)/Z acts regularly on the regular characters of UF . As

a result, for each ψ ∈ Ψ, there exists a unique tψ ∈ L−1
T (Z)/Z such that

ψ =tψ ψ0. Also, recall we have the canonical isomorphism L : H1(F,Z) =

L−1
T (Z)/ZT F → Z/LZ(Z) given by L(tZT F ) = L(t)L(Z). So if tψ a represen-

tative for z−1 in L−1
T (Z)/Z, then ψ = ψz−1 . Since Ψz−1 is the T F -orbit of ψz−1

in Ψ, we get
σz =

∑
t

tψ0(u0), (6.2)
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where the sum is over the set {t ∈ L−1
T (Z)/Z|L(t) = z−1}. Here, by abuse of

notation, we denoted by L the induced map on the quotient L−1
T (Z)/Z.

Recall we fixed u0 as a regular unipotent element in UF , and from (4.7) we
have that u0 is an element of UF having its projection to UF/U∗F be given by

u0 =
∏
α∈Π

xα(1).

Now, as ψ0 ∈ Ψ is a regular character of UF , is it trivial on U∗F , so it can
be considered as a character of UF/U∗F . Thus from (4.5), we have tψ0(u0) =

ψ0(t−1u0t). As t−1(
∏
α∈Π

xα(1))t =
∏
α∈Π

xα(α(t−1)), the projection of t−1u0t to

U/U∗ is given by
∏
α∈Π

xα(α(t−1)). But as u0 ∈ UF ,
∏
α∈Π

xα(α(t−1)) must be

fixed by F . Recall F (xα(a)) = xτα(aq), so we must have∏
α∈Π

xα(α(t−1)) =
∏
I∈Π/τ

xαI (αI(t
−1))xταI (αI(t

−1)q) · · ·xτ |I|−1αI
(αI(t

−1)q
|I|−1),

where αI is a representative of the τ -orbit I on Π and αI(t−1) ∈ F×
q|I|

. We then

have tψ0(u0) = ψ0

( ∏
I∈Π/τ

xI(αI(t
−1))

)
and using (4.3) and (6.2) we get

σz =
∑
t

χ0

( ∑
I∈Π/τ

αI(t)
)
, (6.3)

where the sum is over {t ∈ L−1
T (Z)/Z|L(t) = z}.

Description of the isomorphism γ

As H1(F,Z) is a finite abelian group, the structure theorem gives us an iso-
morphism

γ : H1(F,Z)→
r∏

k=1

µdk ,

where µd is the group of dth roots of unity in Fq. The goal of the following
lemmas is to describe the isomorphism γ such as to rewrite equation (6.3) in
terms of Gauss sums. While we shall state the results in full generality, for
the sake of clarity, we will give proofs or sketches of proofs only for the case
where the group G is simply connected, more precisely G = SL4, as it is in
the case of SU(2, 2) we are concerned with. Also, note the proofs only need
minor modifications to work in general.
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The canonical isomorphism L : H1(F,Z)→ Z/LZ(Z) induces an isomorphism
on the character groups L̂ : (Z/LZ(Z))∧ → (H1(F,Z))∧. As (Z/LZ(Z))∧ ∼=
{φ ∈ Z∧|L(Z) ⊆ kerφ} = (Z/Z◦)∧F ∼= X(Z/Z◦)F ⊆ X(Z) as Z/Z◦ is finite.
If we let γk to be the kth component of γ, then the γk’s can be thought of as
elements of X(Z). Moreover, using the exact sequence

0→ X(T/Z)→ X(T )→ X(Z)→ 0,

we can lift the characters γk’s to characters γk ∈ X(T ).

Lemma 6.3.1. Let γ1, · · · , γr ∈ X(T ) be arbitrary lifts of γ1, · · · , γr. Then
t ∈ L−1

T (Z)/Z satisfies L(t) = z if and only if γk(z) = ((F − 1)γk)(t) for
k = 1, · · · , r.

Proof. First of all, notice that ((F − 1)γk)(t) is well defined since γk|Z = γk ∈
X(Z)F , so γk ◦(F −1) = (F −1)γk is trivial on Z. Now, L(t) = z if and only if
all characters of Z/(F − 1)Z = H1(F,Z) take the same values on z and L(t).
As a result, L(t) = z if and only if γk(z) = γk(L(t)) for all k ∈ {1, · · · , r}.
But the last equality is equivalent to γk(z) = γk((F − 1)t) = ((F − 1)γk)(t),
which ends the proof.

Notice that the lifts γk of γk are only unique modulo X(T/Z). The follow-
ing lemma gives us a description of the group X(T/Z) that will be useful in
choosing lifts of γk in such a manner that will make rewriting equation (6.3)
in terms of Gauss sums possible:

Lemma 6.3.2. Let T be the maximal torus of G relative to which the root
system Φ has been defined. We have the short exact sequence

0→ ZΦ→ X(T/Z)→ P → 0,

where P is the p-torsion group of X/ZΦ, X = X(T ) = Hom(T,Gm) and Z is
the center of G.

Proof. The reasoning below uses ideas presented in Chapter 1, Section 1.12,
p. 26 in [4]. Let T be the maximal torus of G such that X = X(T ) =

Hom(T,Gm). For each closed subgroup S of T , we define a subgroup S⊥ of X
by S⊥ = {χ ∈ X|χ(s) = 1 for all s ∈ S}. Now let A be a subgroup of X. We
define a subgroup A⊥ of T by A⊥ = {t ∈ T |χ(t) = 1 for all χ ∈ A}. Then A⊥
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is a closed subgroup of T . We can then consider A⊥⊥ ⊆ X for each subgroup
A of X. It is well-known that if K has characteristic p, then A ⊆ A⊥⊥ and
A⊥⊥/A is the p-torsion subgroup of X/A.

Let us now take A to be the root lattice ZΦ. Then

ZΦ⊥ = {t ∈ T |χ(t) = 1 for all χ ∈ ZΦ}.

It is enough to find t ∈ T such that α(t) = 1 for all α ∈ Φ. We know
G = 〈T, Uα, α ∈ Φ〉. We have Z ⊆ T and t ∈ T acts on Uα by txα(a)t−1 =

xα(α(t)a). Thus, t ∈ Z if and only if α(t) = 1 for all α ∈ Φ. As a result,
ZΦ⊥ = Z.

Consequently,

ZΦ⊥⊥ = {χ ∈ X|χ(z) = 1 for all z ∈ Z},

so ZΦ⊥⊥ = X(T/Z). Since ZΦ ⊆ ZΦ⊥⊥, we have a short exact sequence

0→ ZΦ→ ZΦ⊥⊥ → ZΦ⊥⊥/ZΦ→ 0,

where ZΦ⊥⊥ = X(T/Z) and ZΦ⊥⊥/ZΦ is the p-torsion subgroup of X/ZΦ,
q.e.d.

Lemma 6.3.3. The lifts {γk|k ∈ {1, · · · , r}} above can be chosen so that

(F − 1)γk =
∑
I∈Π/τ

cI,k
dk

(q|I| − 1)αI ,

where αI as in (6.3), cI,k ∈ Z and if cI,k 6= 0, then cI,k(q|I| − 1) is divisible by
dk.

Proof. We shall do the proof in the case when G is simply connected, in
particular G = SL4. If we let (X,Φ, Y,Φ∨) be the root system of G, ZΦ∨ ⊆ Y

will be the coroot lattice. Since X = X(T ) is canonically isomorphic to
Hom(Y,Z), we have a restriction map Hom(Y,Z)→ Hom(ZΦ∨,Z) = Ω which
is injective. Ω is the lattice of weights and we have Ω ⊇ X ⊇ ZΦ. Since G
is simply connected, we have X = Ω and as a result, the above restriction
map must be an isomorphism. It is also well-known that since G is simply
connected, its center Z will be isomorphic to the finite group Hom(Ω/ZΦ,Gm).
As a result, the finite group X/ZΦ will be isomorphic to Z. But Z is cyclic
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of order 4 in this case, so it has no p-torsion and thus Lemma 6.3.2 gives us
X(T/Z) ∼= ZΦ.

Now, since γk has order dk, for any lift γk we will have dkγk trivial on Z. Thus
dkγk ∈ X(T/Z) = ZΦ, so γk =

∑
α∈Π

cα,k
dk

α for certain integers cα,k. As observed

before in Lemma 6.3.1, (F − 1)γk must be trivial on Z as well, so we must
have (F − 1)γk ∈ ZΦ. Therefore, since we know from (4.2) in Subsection 4.3,
that α(F (t)) = (qτ−1α)(t) we have

(F − 1)γk =
∑
α∈Π

cα,k
dk

qτ−1α−
∑
α∈Π

cα,k
dk

α ∈ ZΦ

and as a result
qcτα,k − cα,k

dk
∈ Z. (6.4)

Now, let us fix I ∈ Π/τ and define c′τ−jαI ,k = qjcαI ,k for j = 0, 1, · · · , |I| − 1,

where αI is a representative of the orbit I as seen before. Let γ′k =
∑
α∈Π

c′α,k
dk

α.

We shall prove γ′k is another lift for γk. Indeed, we have

γ′k − γk =
∑
α∈Π

c′α,k − cα,k
dk

α

=
∑
I∈Π/τ

|I|−1∑
j=0

c′τ−jαI ,k − cτ−jαI ,k
dk

τ−jαI

=
∑
I∈Π/τ

|I|−1∑
j=0

qjcαI ,k − cτ−jαI ,k
dk

τ−jαI .

But from (6.4), we know that
qjcα,k−cτ−jα,k

dk
∈ Z for j = 1, · · · , |I| − 1 and as a

result γ′k − γk ∈ ZΦ = X(T/Z). Thus γk is indeed another lift of γk, where

γ′k =
∑
I∈Π/τ

|I|−1∑
j=0

c′τ−jαI ,k
dk

τ−jαI =
∑
I∈Π/τ

|I|−1∑
j=0

qjcαI ,k
dk

τ−jαI .

Thus

(F − 1)γ′k =
∑
I∈Π/τ

|I|−1∑
j=0

qjqcαI ,k
dk

τ−j−1αI −
∑
I∈Π/τ

|I|−1∑
j=0

qjcαI ,k
dk

τ−jαI

=
∑
I∈Π/τ

cαI ,k
dk

(q|I| − 1)αI ,
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so γ′k is a lift of γk satisfying the desired property, where cI,k = cαI ,k.

Now, let γk be lifts as in Lemma 6.3.3. We then have

(F − 1)γk(t) =
∏
I∈Π/τ

αI(t)
cI,k(q|I|−1)/dk

for t ∈ T . As a result, by Lemma 6.3.1, if z ∈ H1(F,Z) such that L(t) = z,
γk(z) =

∏
I∈Π/τ

αI(t)
cI,k(q|I|−1)/dk . On the other hand, from equation (6.3) we

have
σz =

∑
t

∏
I∈Π/τ

χ0(αI(t)),

where the sum is over {t ∈ L−1
Z (Z)/Z|L(t) = z}. As a result, we have

σz =
∑

(sI)I∈Π/τ

∏
I∈Π/τ

χ0(sI), (6.5)

where (sI) ∈
∏

I∈Π/τ F
×
p|I|

such that γk(z) =
∏
I∈Π/τ

s
cI,k(q|I|−1)/dk
I .

Computation of σz in terms of Gauss sums

The next step in evaluating σz above in terms of Gauss sums is to introduce
the "Mellin transforms" of the σz:

Definition 6.3.4. For ζ ∈ (H1(F,Z))∧, define σζ =
∑

z∈H1(F,Z)

ζ(z)σz.

Since ζ(z−1
0 )σζ =

∑
z∈H1(F,Z)

ζ(zz−1
0 )σz, we get

∑
ζ∈(H1(F,Z))∧

ζ(z−1
0 )σζ =

∑
z∈H1(F,Z)

∑
ζ∈(H1(F,Z))∧

ζ(zz−1
0 )σz.

We know all sums
∑

ζ∈(H1(F,Z))∧

ζ(x) vanish on x 6= 1, and thus we have an

inversion formula by

σz = |H1(F,Z)|−1
∑

ζ∈(H1(F,Z))∧

ζ(z−1)σζ .

As a result computing σz is equivalent to computing σζ . The main result
evaluating σζ in terms of the Gauss sums defined in Definition 6.1.1 is as
follows:
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Theorem 6.3.5. With the above notations, we have

σζ =
∏
I∈Π/τ

G
(∏

k

ζ
cI,k(q|I|−1,dk)/dk
I,k

)
,

where ζI,k is a multiplicative character of F×
q|I|

defined by ζI,k(x) = ζ(z). Here
z ∈ µdk ⊆ H1(F,Z) is defined by γk(z) = x(q|I|−1)/(q|I|−1,dk) for each k.

Proof. First, recall from Lemma 6.3.3 that cI,k(q|I| − 1)/dk ∈ Z, so cI,k(q|I| −
1, dk)/dk ∈ Z as dk/(q|I| − 1, dk) and (q|I| − 1)/(q|I| − 1, dk) are coprime. Thus
ζ
cI,k(q|I|−1,dk)/dk
I,k in the statement of the theorem makes sense.

Using equation (6.5) in definition 6.3.4, we have

σζ =
∑

z∈H1(F,Z)

ζ(z)
∑

(sI)I∈Π/τ

∏
I∈Π/τ

χ0(sI),

where the inner sum is over (sI) ∈
∏
I∈Π/τ

F×
p|I|

such as in equation (6.5). Now, for

each k, γk(z) =
∏
I∈Π/τ

s
cI,k(q|I|−1)/dk
I implies

∏
I∈Π/τ

ζI,k(sI)
cI,k(q|I|−1,dk)/dk = ζ(z).

This is not hard to see, as if we consider zI such that γk(zI) = s
cI,k(q|I|−1)/dk
I ,

then we have ζI,k(sI)cI,k(q|I|−1,dk)/dk = ζ(zI). Moreover, one can prove z must
be of the form

∏
I∈Π/τ

zI so then ζ(z) =
∏
I∈Π/τ

ζ(zI) =
∏
I∈Π/τ

ζI,k(sI)
cI,k(q|I|−1,dk)/dk

for z ∈ µdk ⊆ H1(F,Z). We note there does not need to be a unique way to
write z as a product of zI ’s for I ∈ Π/τ . Moreover as z runs through H1(F,Z),
(sI)I∈Π/τ runs through

∏
I∈Π/τ

F×
p|I|

.

We then have

σζ =
∑

(sI)I∈Π/τ

(∏
k

∏
I∈Π/τ

ζI,k(sI)
cI,k(q|I|−1,dk)/dk

)( ∏
I∈Π/τ

χ0(sI)
)

=
∑

(sI)I∈Π/τ

( ∏
I∈Π/τ

∏
k

ζI,k(sI)
cI,k(q|I|−1,dk)/dk

)( ∏
I∈Π/τ

χ0(sI)
)

=
∏
I∈Π/τ

( ∑
sI∈F×

p|I|

(∏
k

ζ
cI,k(q|I|−1,dk)/dk
I,k

)
(sI)χ0(sI)

)
,

so σζ =
∏
I∈Π/τ

G
(∏

k

ζ
cI,k(q|I|−1,dk)/dk
I,k

)
, which is what we wanted to prove.
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C h a p t e r 7

STUDY CASE SU(2, 2), PART II: A FORMULA FOR
MULTIPLICITY DEFECT

The goal of this chapter is to give a formula for multiplicity defect in the
SU(2, 2) case, which is done in Theorem 7.0.8. In particular, we show the al-

ternating sum
d0∑
i=1

ξi−1
d0
πi on regular unipotent classes is given in terms of Gauss

sums over F×p2 . Besides proving the desired multiplicity defect, this suggests
possible interpretations of ∆Mπ for SU(2, 2) in terms of certain arithmetic
invariants that would be analogues of the class number appearing in Hecke’s
original problem for SL2. The explicit derivations in this chapter are fully
based on the theory developed in the previous chapter.

Preliminaries

Recall G = SL4(Fp). As introduced in Section 5.1, the Frobenius map F is
defined by (ai,j) 7→ J−1((api,j)

t)−1J , where J is given by the hermitian form
0 0 0 β

0 0 β 0

0 −β 0 0

−β 0 0 0

, with β = −β. The elements of g ∈ G that are fixed by

F are such that gtJg = J , where complex conjugation is given by entrywise
raising to the pth-power map. Therefore, GF is SU(2, 2) over the finite field of
p elements.

We are in the case where Z ∼= µ4 is cyclic and H1(F,Z) = Z/(F − 1)Z ∼=
µ4/µ

p+1
4
∼= µd, where d = (4, p+1). Thus γ : H1(F,Z)→ µd is an isomorphism

and we want to choose a lift γ ∈ X(T ) in the form presented in Lemma 6.3.3.

First, let us describe Φ,Π and the orbits I ∈ Π/τ of the induced action of
F on Π. Let B be the subgroup of upper triangular matrices. It is easy to
check B is F -stable. Let T ⊆ B be the F -stable maximal torus consisting of
diagonal matrices and U the subgroup of unipotent upper triangular matrices.
It is then clear that the usual computations of the roots of SL4 with respect
to B and T go through, so we have Φ such that the set of simple roots is
given by Π = (α1, α2, α3), where αi(t) = tit

−1
i+1 for a typical element t ∈ T ,
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t =


t1 0 0 0

0 t2 0 0

0 0 t3 0

0 0 0 t4

 with
4∏
i=1

ti = 1.

Recall that the action of F on X(T ) defines a permutation τ on the set of
simple roots Π. We have the following result:

Lemma 7.0.1. In the above notation, we have two orbits of τ in Π, namely
I1 = (α1, α3), I2 = (α2).

Proof. The checks are trivial. Recall from (4.2) in Subsection 4.3, that the
induced action of τ on Π is given by F (α) = qτ−1α, so we have

α(F (t)) = (τ−1α)(t)p.

As a result α1(F (t)) = α1


t−p4 0 0 0

0 t−p3 0 0

0 0 t−p2 0

0 0 0 t−p1

 = t−p4 tp3 = α3(t)p. On the

other hand, α2(F (t)) = t−p3 tp2 = α2(t)p.

Lemma 7.0.2. Maintaining the above notation, a lift of the type presented in
Lemma 6.3.3 for the isomorphism γ : H1(F,Z)→ µd is given by

γ =
1

d
(α1 + 2α2 + pα3),

where d = (4, p+ 1).

Proof. Per the comment before Lemma 6.3.1, we first want to check γ ∈
X(Z/Z◦)F . We have

γ(t) = (t1t
−1
2 (t2t

−1
3 )2(t3t

−1
4 )p)1/d = (tp+1

1 tp+1
2 t2p−2

3 )1/d

and as both p + 1 and 2(p − 1) are divisible by d, we have γ ∈ X(T ). Since
Z ∼= µ4, we also have γ ∈ X(Z)F ∼= X(Z/Z◦)F . As a result, (F − 1)γ must
be trivial on Z. But it is easy to see, via the same computations as in the
proof of Lemma 6.3.3, that (F − 1)γ = 1

d
((p2 − 1)α1 + 2(p− 1)α2). As p2 − 1

and 2(p − 1) are divisible by d, we have (F − 1)γ ∈ ZΦ ∼= X(T/Z) and thus
(F − 1)γ is trivial on Z. As a result, we checked γ is a lift in X(T ) such
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that restriction γ to X(Z) is indeed an element of X(Z/Z◦)F . Moreover, we
checked γ is of the desired form of Lemma 6.3.3.

We are left to checking γ is an isomorphism between H1(F,Z) and µd. As
γ = γ|Z , we have γ(zω) = ω4p/d, where ω is a primitive 4th root of unity
and zω is the scalar matrix ωI4. It is trivial to check that zω is a generator for
H1(F,Z), so we must check γ(zω) generates µd. Clearly, ω4p/d is a generator for
µd, for both when d = 2 and d = 4, γ is indeed a generator for (H1(F,Z))∧.

Remark. Since we are in the case of G simply connected, we have X(T ) = Ω,
so γ is in fact an element of the lattice of weights. As a sanity check, one can
compute the fundamental weights of G with respect to B, T above, as being
given by λ1, λ2, λ3, where λi = t1 · · · ti. One can check λ2 = 2λ1 − α1, λ3 =

3λ1−2α1−α2. Clearly these weights form a basis for Ω and one can check that
Ω/ZΦ is indeed cyclic of order 4 generated by λ1, so isomorphic to Z, as stated
in the proof of Lemma 6.3.3. Now notice that γ(t) = (tp+1

1 tp+1
2 t2p−2

3 )1/d =

(t1t2t3)2(p−1)/d(t1t2)(3−p)/d, so γ = 2(p − 1)/dλ3 + (3 − p)/dλ2 ∈ Ω as d =

(p+ 1, 4). For more details on fundamental weights, one can refer to Chapter
15 in [28].

Thus, we have two orbits, I1 = (α1, α3), I2 = (α2), and note that cI1 = 1,
cI2 = 2. We need to find the characters ζI1 of F×p2 and ζI2 of F×p in order to
compute σζ , which is will be done in the following subsections, depending on
whether (4, p+ 1) is 2 or 4.

I. Case of p ≡ 1 mod 4

We have d = 2, so there are only two characters ζ of H1(F,Z)∧. Clearly, if ζ
is trivial, ζI1 , ζI2 will be both trivial characters and a result

σ1 = G(1)2 = 1.

Let us consider the case ζ is nontrivial. We have H1(F,Z) ∼= µ2 and it is easy
to see z1 and zω can be taken as representatives of the F -conjugacy classes in
H1(F,Z). Here ω is a primitive 4th root of unity and zωi for i ∈ {1, 2, 3, 4}
is given by scalar matrices ωiI4. Indeed, (F − 1)(zωi) = zω−i(p+1) = zω2i ∈
{I4,−I4} and thus z1, zω2 are in F -conjugate, while zω, zω3 are F -conjugate as
well.

Recall ζI(x) = ζ(z), where z ∈ H1(F,Z) is such that γ(z) = x(p|I|−1)/2. Given
the canonical isormorphism L : H1(F,Z)→ Z/L(Z), recall from Lemma 6.3.1
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that γ(z) = ((F − 1)γ)(t) if and only if t ∈ L−1
T (Z)/Z such that L(t) = z.

Moreover, following the result of Lemma 6.3.3, our choice of γ from Lemma
7.0.2 gives us

((F − 1)γ)(t) =
∏
I∈Π/τ

αI(t)
(p|I|−1)cI/2.

In particular, αI1 = α1, αI2 = α2, so we get

γ(z) = α1(t)(p2−1)/2α2(t)p−1,

where t ∈ L−1
T (Z)/Z such that L(t) = z.

As a result, in order to determine the characters ζI , we need to find all t ∈
L−1
T (Z)/Z such that L(t) = z, which is what the following lemma gives us:

Lemma 7.0.3. For each z ∈ H1(F,Z) = L−1
T (Z)/ZT F , let tz ∈ L−1

T (Z)/Z be

a representative, where tz ∈ T is of the form


t1 0 0 0

0 t2 0 0

0 0 t3 0

0 0 0 t4

 with
∏

i ti = 1,

ti ∈ Fp. Then tz is determined by t−1
1 t−p4 = t−1

2 t−p3 = t−1
3 t−p2 = t−1

4 t−p1 = ωi,
where z = zωi.

Proof. It is easy to see that

L(t) = t−1F (t) =


t−1
1 t−p4 0 0 0

0 t−1
2 t−p3 0 0

0 0 t−1
3 t−p2 0

0 0 0 t−1
4 t−p1

 ,

and thus the result follows trivially.

Note that for the case of p ≡ 1 mod 4, we have i ∈ {0, 1} as z1 ∼ zω2 , zω ∼ zω3 .

Lemma 7.0.4. Let ζ ∈ H1(F,Z)∧ be the nontrivial character in the above
notation, in the case when p ≡ 1 mod 4. Then the multiplicative characters
ζI1 and ζI2 introduced in Theorem 6.3.5 are the unique character of degree two
of the cyclic group F×p2, respectively a character of F×p that takes the value 1 on
the squares mod p.
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Proof. As seen above

γ(z) = α1(t)(p2−1)/2α2(t)p−1,

where t ∈ L−1
T (Z)/Z such that L(t) = z. Also ζI(x) = ζ(z), where z ∈

H1(F,Z) is defined by γ(z) = x(p|I|−1)/2. We need to find zI , as in the proof
of Lemma 6.3.5, such that γ(zI) = αI(tI)

cI(p|I|−1)/2.

Let us first determine ζI1 . Choose zI1 such that αI2(tI1) = 1, that is, tI1 =
t 0 0 0

0 λ 0 0

0 0 λ 0

0 0 0 t−1λ−2

 will be a representative for zI1 , with λ, t ∈ F×p . Follow-

ing the result of Lemma 7.0.3, tI1 is determined by the following equations

tp−1λ2p = ωi (7.1)

λ−1−p = ωi (7.2)

t1−pλ2 = ωi, (7.3)

where zI1 = zωi . First, it is easy to see that λ, t ∈ F×p2 . Indeed, from (7.3),
tp

2−pλ−2p = ω−pi, so multiplying this equation with (7.1), we get tp2−1 =

ω(1−p)i = 1 since p ≡ 1 mod 4. So t ∈ F×p2 and the proof that λ ∈ F×p2 follows
from equation (7.2). As a result, WLOG, let us take g a generator of F×p2 such
that g(p2−1)/4 = ω. We thus have t = gx, λ = gy for some x, y ∈ Z/(p2 − 1)Z.

From (7.2), we have −(1 + p)y = (p2 − 1)i/4 + (p2 − 1)k1 for k1 ∈ Z. Thus

y =
1− p

4
i+ (1− p)k1.

On the other hand, from (7.1), we have (p−1)x+2py = (p2−1)i/4+(p2−1)k2

for k2 ∈ Z, so (p− 1)x = (p2− 1)i/4 + (p2− 1)k2 + 2p(p− 1)i/4 + 2p(p− 1)k1.
Then

x =
1 + 3p

4
i+ 2pk1 + (1 + p)k2.

From (7.3), we have (1 − p)x + 2y = (1 − p)(1 + 3p)i/4 + (1 − p)2pk1 + (1 −
p)(1 + p)k2 + 2(1− p)i/4 + 2(1− p)k1 = 3(1− p2)i/4 + 2(1− p2)k1 + (1− p2)k2

and thus t1−pλ2 = g−3(p2−1)i/4 = ωi. Thus (7.3) is verified.

We then have

x− y = pi+ (3p− 1)k1 + (1 + p)k2
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= −i+ (1 + p)(i+ k2) + (3p− 1)k1.

As a result α1(tI1)(p2−1)/2 = g(x−y)(p2−1)/2. But (1 + p, 3p − 1) = 2 as p ≡
1 mod 4, so there exists a, b ∈ Z such that (1 + p)a+ (3p− 1)b = 2. Thus, one
can choose k1, k2 ∈ Z such that

α1(tI1)(p2−1)/2 = (g−i+2r)(p2−1)/2,

where r ∈ Z.

It is now easy to compute ζI1 . If i = 0 or i = 2, then zI1 = z1 or zI1 = zω2 , and
we have γ(zI1) = (g−i+2r)(p2−1)/2, so ζI1(g2r) = ζI1(g−2+2r) = 1 for all r ∈ Z.
This holds because z1 ∼ zω2 . Now, if i = 1 or i = 3, that is zI1 = zω or
zI1 = zω3 , then γ(zI1) = (g−i+2r)(p2−1)/2, so ζI1(g−1+2r) = ζI1(g−3+2r) = −1.
The last step is true since ζ(zω) = ζ(zω3) = 1 as ζ is the nontrivial character
of µ2. Thus ζI1 is the multiplicative character of F×p2 which takes the value 1

on the squares in F×p2 and the value −1 on the non-squares.

One can compute ζI2 as a character of F×p in a similar fashion. Choose zI2 such

that αI1(tI2) = 1, that is, tI2 =


λ 0 0 0

0 λ 0 0

0 0 t 0

0 0 0 t−1λ−2

 will be a representative

for zI2 , with λ, t ∈ F×p . As before, tI2 is determined by

λ2p−1tp = ωi (7.4)

λ−1t−p = ωi (7.5)

t−1λ−p = ωi (7.6)

tλ2−p = ωi, (7.7)

where zI2 = zωi . First, it is easy to see that λ, t ∈ F×p2 . Indeed, from (7.6),
tpλp

2
= ω−pi, so multiplying this equation with (7.5), we get λp2−1 = ω(1−p)i =

1 since p ≡ 1 mod 4. So λ ∈ F×p2 and the proof that t ∈ F×p2 follows exactly the
same. As before, let g be a generator of F×p2 such that g(p2−1)/4 = ω, and let
t = gx, λ = gy for some x, y ∈ Z/(p2 − 1)Z.

From (7.5), we have −y − px = (p2 − 1)i/4 + (p2 − 1)k1 for k1 ∈ Z. Thus

y =
1− p2

4
i+ (1− p2)k1 − px.
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On the other hand, from (7.4), we have (2p−1)y+px = (p2−1)i/4+(p2−1)k2

for k2 ∈ Z, so 2p(1 − p)x = (p2 − 1)i/4 + (p2 − 1)k2 + (2p − 1)(p2 − 1)i/4 +

(2p− 1)(p2− 1)k1. Thus 2px = −(1 + p)2pi/4− 2p(1 + p)k1 + (1 + p)(k1− k2).

As a result, p must divide k1 − k2, so k1 − k2 = pk3 for some k3 ∈ Z. Then

x = −1 + p

4
i− (1 + p)k1 +

1 + p

2
k3.

From (7.6), we have −x − py = p(p2 − 1)i/4 + p(p2 − 1)k1 + (p2 − 1)x =

p(p2−1)i/4+p(p2−1)k1−(p2−1)(1+p)i/4−(p2−1)(1+p)k1+(p2−1)(1+p)k3/2,
so t−1λ−p = g−(p2−1)i/4 = ω−i. Thus we must have ω−i = ωi, which implies
i ∈ {0, 2}. Thus zI2 must be z1 ∼ zω2 .

On the other hand, x+(2−p)y = (p−1)2x+(2−p)(1−p2)i/4+(2−p)(1−p2)k1 =

−(p − 1)2(1 + p)i/4 − (p − 1)2(1 + p)k1 + (p − 1)2(1 + p)k3/2 + (2 − p)(1 −
p2)i/4 + (2− p)(1− p2)k1. Thus tλ2−p = g−(p2−1)i/4 = ω−i = ωi, so (7.4) is also
verified.

We then have

y − x =
1 + p

2
i+ 2(1 + p)k1 −

(1 + p)2

2
k3

= (1 + p)
( i

2
+ 2k1 −

p+ 1

2
k3

)
.

As a result α2(tI2)p−1 = g(y−x)(p−1). But as (2, (1 + p)/2) = 1, there exists
a, b ∈ Z such that 2a + (1 + p)b/2 = 1. Thus, one can choose k1, k3 ∈ Z such
that

α2(tI2)p−1 =
(
g(1+p)(i/2+r)

)p−1

,

where r is any integer.

It is now easy to compute ζI2 . Note that since g is a generator for F×p2 , g′ := g1+p

will be a generator for F×p . If zI2 = z1, that is, i = 0, we have γ(zI2) =

(g′2r)(p−1)/2, so ζI2(g′2r) = 1 for all r ∈ Z. Let us check the case i = 2

gives the same result. Indeed, if zI2 = zω2 , then γ(zI2) = (g′2+2r)(p−1)/2, so
ζI2(g′2+2r) = ζ(zω2) = 1. Thus ζI2 takes the value 1 on the squares in F×p .

We can now state the main result of this subsection:

Proposition 7.0.5. With the above notations, we have

σζ =

1 for ζ the trivial character of H1(F,Z) ∼= µ2

−G(ζI1) for ζ the non-trivial character of H1(F,Z) ∼= µ2 ,
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where G(ζI1) = G(ζI1 , χ0) is the Gauss sum defined by the unique non-trivial
quadratic character ζI1 ∈ (F×p2)∧. In particular, σζ is always non-zero; more-
over when ζ is non-trivial, we have |σζ | = p.

Proof. We have already seen the result for the case when ζ is the trivial char-
acter. When ζ is non-trivial, by Theorem 6.3.5 we have

σζ = G(ζI1)G(ζ2
I2

)

and using the result of Lemma 7.0.4 above, we know that ζ2
I2

is a trivial
character of F×p . As a result G(ζ2

I2
) = −1. The rest of the result follows

trivially from Proposition 6.1.3.

II. Case of p ≡ 3 mod 4

We have d = 4 and thus we have four characters ζ of H1(F,Z)∧, let us denote
them ζj for i ∈ {0, 1, 2, 3}. Note the ζj’s are given by

ω 7→ ωj,

where ω is a primitive 4th root of unity. We think of H1(F,Z) ∼= µ4 as a cyclic
multiplicative group of order 4 generated by ω. Clearly, ζ0 is trivial.

As H1(F,Z) ∼= µ4, the elements of H1(F,Z) are given by zωi for i ∈ {0, 1, 2, 3},
where zωi is given by scalar matrices ωiI4, as seen in the previous case.

We follow the same reasoning as in the case of p ≡ 1 mod 4. Thus we again
have

γ(z) = α1(t)(p2−1)/4α2(t)(p−1)/2,

where t ∈ L−1
T (Z)/Z such that L(t) = z. The result of Lemma 7.0.3 for all

i ∈ {0, 1, 2, 3} gives us all t ∈ L−1
T (Z)/Z such that L(t) = z.

We now have all the ingredients to compute the multiplicative characters
ζI1 , ζI2 as follows:

Lemma 7.0.6. Let ζj ∈ H1(F,Z)∧ be a character in the above notation of the
case when p ≡ 3 mod 4, for j ∈ {0, 1, 2, 3}. Then the multiplicative characters
ζjI1 of F×p2 and ζjI2 of F×p introduced in Theorem 6.3.5 are as follows:

1. ζjI1(g′4r−i) = ωij for i, j ∈ {0, 1, 2, 3}, r ∈ Z, so the ζjI1’s are the four
characters of F×p2 of order dividing 4,
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2. ζjI2(g′′2r+i/2) = ωij for i ∈ {0, 2}, j ∈ {0, 1, 2, 3}, r ∈ Z, so the ζjI2’s are
the unique character of F×p of order 2 given by the Legendre symbol if j
is odd, and the trivial character if j is even,

where g′, g′′ are generators for F×p2, F×p respectively and ω is a primitive 4th

root of unity.

Proof. As seen above

γ(z) = α1(t)(p2−1)/4α2(t)(p−1)/2,

where t ∈ L−1
T (Z)/Z such that L(t) = z. Also ζI(x) = ζ(z), where z ∈

H1(F,Z) is defined by γ(z) = x(p|I|−1)/4. Just as in the case of p ≡ 1 mod 4,
we need to find zI such that γ(zI) = αI(tI)

cI(p|I|−1)/2.

Let us first determine ζI1 . Choose zI1 such that αI2(tI1) = 1, that is, tI1 =
t 0 0 0

0 λ 0 0

0 0 λ 0

0 0 0 t−1λ−2

 will be a representative for zI1 , with λ, t ∈ F×p . As in

the proof of Lemma 7.0.4, tI1 is determined by the following equations

tp−1λ2p = ωi (7.8)

λ−1−p = ωi (7.9)

t1−pλ2 = ωi, (7.10)

where zI1 = zωi . First, it is easy to see that λ, t ∈ F×p4 . Indeed, from (7.10),
tp

2−pλ−2p = ω−pi, so multiplying this equation with (7.8), we get tp2−1 =

ω(1−p)i = −1 since p ≡ 3 mod 4. Thus tp4−1 = 1, so t ∈ F×p2 and the proof
that λ ∈ F×p4 follows from equation (7.9). As a result, WLOG, let us take g a
generator of F×p4 such that g(p4−1)/4 = ω. We thus have t = gx, λ = gy for some
x, y ∈ Z/(p4 − 1)Z.

From (7.9), we have −(1 + p)y = (p4 − 1)i/4 + (p4 − 1)k1 for k1 ∈ Z. Thus

y =
(1− p)(1 + p2)

4
i+ (1− p)(1 + p2)k1.

On the other hand, from (7.8), we have (p−1)x+2py = (p4−1)i/4+(p4−1)k2

for k2 ∈ Z, so (p − 1)x = (p4 − 1)i/4 + (p4 − 1)k2 + 2p(p − 1)(1 + p2)i/4 +

2p(p− 1)(1 + p2)k1. Then

x =
(1 + 3p)(1 + p2)

4
i+ 2p(1 + p2)k1 + (1 + p)(1 + p2)k2.
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From (7.10), we have (1−p)x+ 2y = (1−p)(1 + 3p)(1 +p2)i/4 + (1−p)2p(1 +

p2)k1 + (1 − p)(1 + p)(1 + p2)k2 + 2(1 − p)(1 + p2)i/4 + 2(1 − p)(1 + p2)k1 =

3(1 − p4)i/4 + 2(1 − p4)k1 + (1 − p4)k2 and thus t1−pλ2 = g−3(p4−1)i/4 = ωi.
Thus (7.10) is verified.

We then have

x− y = (1 + p2)pi+ (1 + p2)(3p− 1)k1 + (1 + p2)(1 + p)k2)

= (1 + p2)
(
− i+ (1 + p)(i+ k2) + (3p− 1)k1

)
.

As a result α1(tI1)(p2−1)/4 = g(x−y)(p2−1)/4. But (1 + p, 3p − 1) = 4 as p ≡
3 mod 4, so there exists a, b ∈ Z such that (1 + p)a+ (3p− 1)b = 4. Thus, one
can choose k1, k2 ∈ Z such that

α1(tI1)(p2−1)/4 =
(
g(1+p2)(−i+4r)

)(p2−1)/4

,

where r ∈ Z.

It is now easy to compute ζI1 . Note that since g is a generator of F×p4 , g′ := g1+p2

will be a generator for F×p2 . If zI1 = zωi , then γ(zI1) = (g′−i+4r)(p2−1)/4, so
ζI1(g′−i+4r) = ζ(ωi). Note that we used the clear identification of ζωi with ωi,
which gives us ζ(zωi) = ζ(ωi). Thus, if ζ = ζj, we have

ζjI1(g′−i+4r) = ζj(ω
i) = ωij.

As a result, ζjI1 is a multiplicative character of F×p2 of order dividing 4.

Computing ζI2 as a character of F×p can be done in a similar fashion. Choose

zI2 such that αI1(tI2) = 1, that is, tI2 =


λ 0 0 0

0 λ 0 0

0 0 t 0

0 0 0 t−1λ−2

 will be a

representative for zI2 , with λ, t ∈ F×p . As before, tI2 is determined by

λ2p−1tp = ωi (7.11)

λ−1t−p = ωi (7.12)

t−1λ−p = ωi (7.13)

tλ2−p = ωi, (7.14)
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where zI2 = zωi . First, it is easy to see that λ, t ∈ F×p4 . Indeed, from (7.13),
tpλp

2
= ω−pi, so multiplying this equation with (7.12), we get λp2−1 = ω(1−p)i =

−1 since p ≡ 1 mod 4. So λ ∈ F×p4 and the proof that t ∈ F×p4 follows exactly
the same. As before, let g be a generator of F×p4 such that g(p4−1)/4 = ω, and
let t = gx, λ = gy for some x, y ∈ Z/(p4 − 1)Z.

From (7.12), we have −y − px = (p4 − 1)i/4 + (p4 − 1)k1 for k1 ∈ Z. Thus

y =
1− p4

4
i+ (1− p4)k1 − px.

On the other hand, from (7.11), we have (2p−1)y+px = (p4−1)i/4+(p4−1)k2

for k2 ∈ Z, so 2p(1 − p)x = (p4 − 1)i/4 + (p4 − 1)k2 + (2p − 1)(p4 − 1)i/4 +

(2p− 1)(p4 − 1)k1. Thus 2px = −(1 + p)(1 + p2)2pi/4− 2p(1 + p)(1 + p2)k1 +

(1 + p)(1 + p2)(k1 − k2). As a result, p must divide k1 − k2, so k1 − k2 = pk3

for some k3 ∈ Z. Then

x = −(1 + p)(1 + p2)

4
i− (1 + p)(1 + p2)k1 +

(1 + p)(1 + p2)

2
k3.

From (7.13), we have −x − py = p(p4 − 1)i/4 + p(p4 − 1)k1 + (p2 − 1)x =

p(p4 − 1)i/4 + p(p4 − 1)k1 − (p2 − 1)(1 + p)(1 + p2)i/4 − (p2 − 1)(1 + p)(1 +

p2)k1 + (p2 − 1)(1 + p)(1 + p2)k3/2, so t−1λ−p = g−(p4−1)i/4 = ω−i. Thus we
must have ω−i = ωi, which implies i ∈ {0, 2}. Thus zI2 must be z1 or zω2 .

On the other hand, x+(2−p)y = (p−1)2x+(2−p)(1−p4)i/4+(2−p)(1−p4)k1 =

−(p−1)2(1+p)(1+p2)i/4−(p−1)2(1+p)(1+p2)k1+(p−1)2(1+p)(1+p2)k3/2+

(2− p)(1− p4)i/4 + (2− p)(1− p4)k1. Thus tλ2−p = g−(p4−1)i/4 = ω−i = ωi, so
(7.14) is also verified.

We then have

y − x =
(1 + p)(1 + p2)

2
i+ 2(1 + p)(1 + p2)k1 −

(1 + p)2(1 + p2)

2
k3

= (1 + p)(1 + p2)
( i

2
+ 2k1 −

1 + p

2
k3

)
.

As a result α2(tI2)(p−1)/2 = g(y−x)(p−1)/2. But as (2, (1 + p)/2) = 2, there exists
a, b ∈ Z such that 2a + (1 + p)b/2 = 2. Thus, one can choose k1, k3 ∈ Z such
that

α2(tI2)(p−1)/2 =
(
g(1+p)(1+p2)(i/2+2r)

)(p−1)/2

,

where r is any integer.
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It is now easy to compute ζI2 . Note that since g is a generator for F×p4 ,
g′′ := g(1+p)(1+p2) will be a generator for F×p . If zI2 = zωi , we have γ(zI2) =

(g′′i/2+2r)(p−1)/2, so ζI2(g′′i/2+2r) = ζ(ωi) for all r ∈ Z, i ∈ {0, 2}. Thus

ζjI2(g′′i/2+2r) =

1 for i = 0

ω2j for i = 2

and as a result the characters ζjI2 are trivial for j ∈ {0, 2}, while for j ∈ {1, 3},
ζjI2 is indeed the unique character of order 2 of F×p given by the Legendre
symbol.

We can now compute σζ as follows:

Proposition 7.0.7. With the above notations, we have

σζj =

−G(ζjI1) if j ∈ {0, 2}

i
√
pG(ζjI1) if j ∈ {1, 3} ,

where the ζj’s are the characters of H1(F,Z) ∼= µ4 given by ω 7→ ωj for
j ∈ {0, 1, 2, 3} and ω a primitive 4th root of unity. As defined above, G(ζI) =

G(ζI , χ0) are the Gauss sums defined by the characters ζI ∈ (F×
p|I|

)∧. The
character ζjI1 of F×p2 of order dividing 4, is given by g4r−i 7→ ωij, for i ∈
{0, 1, 2, 3}, r ∈ Z and g a generator for F×p2. In particular, σζj is always non-
zero; moreover σζ0 = 1, while |σζ2| = p and |σζj | = p

√
p for j ∈ {1, 3}.

Proof. By Theorem 6.3.5 we have

σζ = G(ζI1)G(ζI2)

and using the result of Lemma 7.0.6 above, the first part of the lemma follows
immediately, while the non-vanishing part of the result follows trivially from
Proposition 6.1.3.

A formula for multiplicity defect for SU(2, 2)

We have π an irreducible regular cuspidal representation of G̃F , such that
π|
GF

= π1 + · · ·+ πd0 , with d0 6= 1 a divisor of d = |H1(F,Z)|. So far we have

showed that the alternating sum
d0∑
i=1

ξi−1
d0
πi is zero on semisimple classes, which

means the semisimple classes have no contribution in the alternating sum of
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multiplicities ∆Mπ introduced in (1.1). In the following we shall show that
d0∑
i=1

ξi−1
d0
πi is non-zero on the regular unipotent classes of GF . Moreover, the

values this alternating sum takes are given in terms of Gauss sums, suggest-
ing links with possible interpretations of ∆Mπ in terms of certain arithmetic
invariants that generalize Hecke’s theorem for the SL2.

Given σz, we can find formulas for
d0∑
i=1

ξi−1
d0
πi(u) for any u ∈ Uz using Theorem

6.2.10 and similar arguments for the case when d0 6= d. We specialize the
results to the study case of GF = SU(2, 2) and obtain:

Theorem 7.0.8. Let π be an irreducible cuspidal regular representation of
G̃F = U(2, 2) that splits into d0|d irreducible components upon restriction to
GF = SU(2, 2), π|

GF
= π1+· · ·+πd0. Let ζ2 be the unique non-trivial quadratic

character of F×p2 and ζ4 be the quartic character of F×p2 given by g4r−i 7→ ξ3i
4 ,

for i ∈ {0, 1, 2, 3}, r ∈ Z and g a generator for F×p2. Let G be the Gauss sum
introduced in Definition 6.1.1.

Then the alternating sum
d0∑
i=1

ξi−1
d0
πi takes the following values on regular unipo-

tent classes:

d0∑
i=1

ξi−1
d0
πi(u) =

−G(ζ2) if d0 = 2, d ∈ {2, 4},

i
√
pG(ζ4) if d0 = 4, d = 4,

for any u ∈ Uz1, where z1 is the identity element in H1(F,Z).

Proof. The result follows directly from Theorem 6.2.10 when d0 = d, noting
that |Π/τ | = 2 and r(G) = 2. The Fp-rank of SL4 is 2 as one can check the
maximum split subtorus in T F , where T is the usual maximally split torus of
diagonal matrices, is given by F×p2 × F×p2 . Let zi = ωi−1I4, so z1 is the trivial
element, ω is a primitive 4th root of unity. The same proposition makes it
clear that is it enough to compute this alternating sum on u ∈ Uz1 .

If d0 = d = 2, we get π1(u) − π2(u) = σz−1
1
− σz−1

2
= −G(ζ2,2) for u ∈ Uz1 ,

where ζ2,2 is the unique non-trivial quadratic character of F×p2 . The last equality
follows from Proposition 7.0.5.

If d0 = d = 4, we get π1(u) + ξπ2(u) + ξ2π3(u) + ξ3π4(u) = σz1 + ξσz4 +

ξ2σz3 + ξ3σz2 for u ∈ Uz1 , where ξ = ω. From Proposition 7.0.7, we get that
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σz1 + ξσz4 + ξ2σz3 + ξ3σz2 = i
√
pG(ζ4,4), where ζ4,4 is a quartic character of F×p2

given by g4r−i 7→ ω3i, for i ∈ {0, 1, 2, 3}, r ∈ Z and g a generator for F×p2 .

Lastly, we shall deal with the case d0 = 2, d = 4. We have π|
GF

= π1 + π2, so
similar to the reasoning before Theorem 6.2.10 we have exactly two irreducible
components χs,z of χ(s) = π|

GF
.

Let us recall the result of part (ii) of Proposition 3.12 in [8]: We have χs,z =

χs′,z′ if and only if (s) = (s′) and φz = φz′ , where φz is a character of
(CG∗(s)/CG∗(s)

◦)F
∗ .

Let A be the fundamental group of the derived group of G∗, that is, its weight
lattice modulo its root lattice. The character φz is defined by the isomorphism

ω : H1(F,Z) ∼= (AF
∗
)∧,

so ω : z 7→ φz. One can embed CG∗(s)/CG∗(s)◦ in A, so as a result φz can be
thought of as a character of (CG∗(s)/CG∗(s)

◦)F
∗ .

In our case, z1, z3 are the trivial element and the element of order 2 inH1(F,Z) ∼=
µ4, while z2, z4 are the elements of order 4. There are exactly two irreducible
components χs,z of χ(s), where z ∈ {z1, z2, z3, z4}. Thus there must be two dis-
tinct characters of (CG∗(s)/CG∗(s)

◦)F
∗ among the four characters φz of AF ∗ .

As a result ((CG∗(s)/CG∗(s)
◦)F

∗
)∧ will be cyclic of degree two and because of

order reasons we must have χs,z1 = χs,z3 and χs,z2 = χs,z4 . Consequently, the
formulas in Theorem 6.2.10 become

π1(u) = (−1)|Π/τ |+r(G)(σzz−1
1

+ σzz−1
3

)

π2(u) = (−1)|Π/τ |+r(G)(σzz−1
2

+ σzz−1
4

)

for any u ∈ Uz. Thus, π1(u) − π2(u) = σz1 + σz3 − σz2 − σz4 for u ∈ Uz1 ,
so by Proposition 7.0.7 we have π1(u) − π2(u) = −G(ζ2,4), where ζ2,4 is the
non-trivial quadratic character of F×p2 .

Remark. Note that it is sufficient to compute the values on u ∈ Uz1 ; the values
on the other unipotent classes are the same up to sign if d0 = 2 or up to
multiplication by a 4th root of unity if d0 = 4.

Also, remark that the formulas above are up to a sign and choice of primitive
root. Obviously, if we change the order in which we consider the irreducibles

πi, the formulas might change slightly. However, the alternating sum
d0∑
i=1

ξi−1
d0
πi
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will always be, up to a sign, of the form of a Mellin transform σζ defined in
Definition 6.3.4.
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