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ABSTRACT
An experimental investigation of the initial phase of shock pro-
duced ionization in argon, krypton, xenon, and argon-xenon mixtures
has been conducted in order to elucidate the atom-atom ionization reac-
tion and to determine the atom-atom ionization cross sections for the
gases noted. A high-purity shock tube was employed to heat these gas-
es to temperatures in the range 5000°K to 9000°K at neutral particle

17 cm"3,6-96><1017 cm—3, and 13.,76><1(}17 cm-3, and

6

impurity levels of around 10" . A K-band (24 gcps) microwave system

densities of 4.41x10

situated so that the microwave beam propagation direction was normal
to the shock tube monitored the ionization relaxation process occurring
immediately after the passage of the shock front. Electron density was
calculated from the microwave data using a plane wave - plane plasma
slab interaction theory corrected for near-field effects associated with
the coupling of the microwave energy to the plasma. These data, ad-
justed to compensate for the effccts of shock attenuation, verified that
‘the dominant electron generation process involves a two-step, atom-
atom ionization reaction, the first step (excitation to the first excited
states) being rate determining. The quadratic dependence on neutral
density associated with this reaction was experimentally demonstrated
(with an uncertainty of + 15 per cent). The cross section, character-
ized as having a constant slope from threshold (first excited-energy
level), represented as the cross-sectional slope constant C, was

—19;*__ 15 per cent cm®/ev, 1.4x107 17 +15

20

found to be equal to 1.2x10
per cent cmz/ev, and 18x10~ + 15 per cent cmz/ev for argon, kryp-

ton, and xenon, respectively. The C factor for argon ionizing xenon



it

was determined to be equal with an uncertainty of + 20 per cent to the

20 cmz/ev. This would imply

xenon-xenon C factor, i.e., 1.8x10°
that, for atom-atom processes in the noble gases at about 1 atmosphere
pressure ana temperature of about 1 ev, the ionization cross section is
independent of the electronic structure of the projectile atom. The
electron-atom elastic momentum-exchange cross sections derived
from the microwave data correlated quite well with Maxwell-averaged

beam data, the agreement for the case of argon being + 20 per cent;

krypton, + 30 per cent; and xenon, within a factor of 2,
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CHAPTER 1

INTRODUCTION

Although atom-atom ionization processes are an ubiquitous

J
I3

contribution to gas-phase bu1k> - thermal ionization, they are rath-
er inefficient in comparison to electron-atom ionization(l)o Only when
ionization is inhibited, by a paucity of free electrons, from the utili-
zation of this more efficient electron-atom process does the atom-
atom process become dominant. Such a situation occurs when a vol-
ume of un-ionized gas is rapidly heated, for example, by the passage
of a shock wave. Here, the enthalpy of the gas immediately after the
passage of the shock front is, in many instances, of such magnitude as
to permit a sensible level of ionization. Neglecting photo-ionization,
a relatively ineffective mechanism(z), diffusion of electrons from
more highly ionized regions of the gas, which is proportionately small
enough to be ignored(3); and the action of external agenciesT; the only
means of generating the necessary free electrons for the ionization to
proceed by the preferred electron-atom process is through atom-atom

interactions. In this instance, then, the atom-atom process becomes

the dominant rate-controlling step and is of singular importance.

Here defined as implying processes uninfluenced by catalytic sur-
faces.

""" The discussion will be restricted to temperatures (kT) on the
order of 1 ev.

Irradiation by ionizing particles produced external to the body of
the gas or ionization arising from radioactive decay of components
present in the gas.



-2-

Two fundamentally different experimental techniques have
been employed for the study of the atom-atom ionization process;
beam devices and shock tubes. The use of a neutral beam as a
meane of investigating this inelastic process was employed circa

1930 by a number of workers(4’ 5). (4)

The work of Rostagni is par=-
ticularly noteworthy; his data for the argon-argon ionization are
presented in Figure 31. These data probably represent the one-
step, direct ionization reaction. It is not possible to make a more

definitive statement as to whether the data are truly for a one-step

ala
by

or a two-step " reaction because of the uncertainty associated with
the determination of the threshold energy of the interaction. This
lack of precision in the determination of threshold energies, ‘'which
are on the order of 20 ev in the laboratory system, is, in fact, a
general feature of virtually all neutral beam devices. A character-
istic of these devices that would favor the one-step, as opposed to
the two-step, reaction is the low density of the beam and the target
gases (around 10-'Z torr). This low density, necessary for the suc-
cessful collection of the liberated electrons, enhances the probabili-
ty that once an atom is raised to an excited state it can successfully
radiate its energy to the container prior to suffering a second, ion-
izing collision with a beam particle.

For these reasons, the beam technique has not been conspic=
uously successful as a diagnostic tool for the investigation of the
atom-atom ionization process near threshold. However, it has pro-

vided quite useful information concerning features of the ionization

e
<

Cf. Chapter II.
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mechanism at relative particle energies in the kilovolt range, infor-
mation vital to the development of the theory of high-~energy inelastic
" proces ses, but of limited use in this study. Recent experiments
conducted at these higher relative energies have shown that ioniza-
tion cross sections determined using ion beams are approximately

30 to 40 per cent larger, because of polarization effects, than those

. (6), r oo R .
measured using neutral beams' ’; He-He and He-Ne cross sections
-17 2 .
are smaller than 5x10 cm” {for energies in the range of 40- 100

ev); and that ionization cross sections for He-N2 are measurably

(7)

different from NZ—N2 cross sections' °, reflecting the influence of

the projectile's internal structure upon the measurement. In addi-

(8)

tion, Berry has shown that ionization induced by 0.3 3.0 Kev
beams of xenon interacting with both xenon and krypton produces
free electrons with a broad energy spectrum as well as electrons
having quite definite energies indicative of an auto-ionization pro-
cess. Finally, Russek and Thomas(g) have, on the basis of tests
conducted at these higher energies, shown that as the electron
clouds of the interaction particles sweep through one another, a
friction-like mechanism occurs wherein one cloud can gain sufficient
energy that, when statistically redistributed, can cause ionization

in a manner quite analogous to evaporation.

While these studies are of intrinsic interest, they have not
directly provided information of the details of the thermally-in-
duced, atom-atom ionization process.

Shock tube studies have been somewhat more successful in

(10)

this regard. Bond was the first (1957) to actively suggest that,
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on the basis of his shock tube experiments, atom-atom ionization
proceeded by a two-step reaction, the rate-controlling first step be-
" ing dependent upon the excitation energy. Petschek and Byron, in

(l), showed that the initial (atom~

their now almost classical work
atom).ionization process in argon proceeded by a two-step process,
the first, rate-controlling, step being associated with the first ex-
citation energy level. As a rcsult of an analysis of his shock-tube
experiments, and of those of others, Weyman(3) (1958) substantiated
this conclusion. In the main, these experiments were concerned
with the luminosity delay time observed between the passage of the
shock front and the onset of luminosity attributed to the electron-
atom ionization regime, cf. reference (1). Using microwave ab-

(11) (1961) apparently

sorption techniques, Johnston and Kornegay
were the first to actually demonstrate that xenon-xenon ionization
proceeded by a two-step process, the rate-controlling first step be-
ing associated with a measured activation energy equivalent to the

V energy of the first excited levels. Although the cesium data of
Haught(lz) (1962) (luminosity measurements) shows unmistakable

evidence for the existence of a two-step, atom-atom ionization pro-

cess, he failed to make this observation and was at a loss to explain

e
~

his results .
The most recent shock-tube investigation of the atom-atom
ionization process, and the one that is of greatest interest insofar

as this work is concerned, was initiated by R. G. Jahn. In his 1962

e
>R

His measured activation energy 1. 43 + 0. 06 ev) coincides with the
known first excitation level of cesium, viz., 1.39 ev.
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paper(13), he reviewed the basic details of the application of micro-
wave technique to the probing of shock-produced ionization proces-
ses. The microwave probe was shown to be particularly suited to
the delineation of the initial (atom-atom) ionization regime occurring
immediately behind the shock front. The preliminary results of the
application of this technique to the study of the initial ionization pro-
cess in argon, krypton, and xenon were subsequently reported by
Harwell and Ja.hn(lé) in 1964, They demonstrated that atom-atom
ionization did indeed proceed by a two-step process; the first, rate-
controlling step being characterized by an activation energy equal,
within experimental error, to the first excited level of the gases
tested. In addition, the quadratic pressure dependence demanded by
the theory of the two-step, atom-atom ionization mechanism (ci.
Chapter III) was qualitatively verified by their data. Moreover, they
showed that the impurity level of the test gas could have a profound
effect upon the overall characteristics of the process, as discussed
by Petschek and Byron(l).

Using the same basic shock tube and microwave diagnostic
system as employed by Harwell and Jahn(14), but with certain essen-
tial differences which are discussed in the text, the work reported
herein is a continuation of the investigation of atom-atom processes
in the noble gases first conceived and initiated by Jahn.

It has been remarked that, with the advent of the Schroeding-~
er equation and the development of quantum mechanics, chemistry

had become a ''closed' science. While ultimately this is undoubted-

ly true,' there are still a vast variety of problems that, while solu-
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ble in principle, are difficult if not impossible of solution in prac-
tice. One such problem has been that of the inelastic collision be-
" tween two atoms where, because of the number of particles involved
(electrons plus two or more nuclei), the analysis of any one specific
reaction becomes involved to the point of despair without the use of
gross simplifying assumptions. For collisions at high relative en-
ergics, i.c., well above threshold, a number of analyses based on

(15, 16)

quasi-classical collision dynamics and statistical electron-

(

cloud models 17) have shown limited success. At lower energies
near threshold, these methods are generally inapplicable, the analy-
sis being the more difficult. Rosen of the University of Massachu-
setts has addressed himself to the problem of collision dynamics at
relative energies near the ionization threshold. Using suitable ap-
proximated hydrogenic wave functions, he succeeded in calculating
the one-step ionization cross section for He—He(lg) and Ar-Ar(lg).
His results for argon, shown in Figure 31, exhibit reasonable agree-
ment with experiment., The extension of this work to the inelastic,
excitation reaction and the collision dynamics of krypton, xenon, and
of argon-xenon mixtures is well beyond the scope of this work.
Ideally, one would prefer to have available a well-developed
theoretical cross-sectional model against which the experimentally-
determined cross section could be compared. As Rosen's cross
sections are, as mentioned, for the one-step ionization reaction in
helium and argon, and since there arc apparcntly no other, even re-
motely comparable, works in open literature, any comparison be-

tween this theory and experimental results must of necessity be



qualitative.

Statement of the Problem

The primary purpose of this experimental study, evolving
around the use of a high-purity shock tube employing microwave
techniques as a diagnostic tool, was the determination of the effect
that controlled amounts of an impurity,having an excitation level
lower than that of the host specie, would have upon the atom-atom
ionization process. Of particular interest was the interspecie ion-
ization cross section. Xenon was chosen as the impurity specie, to
be used in conjunction with argon as the background specie. This
choice was dictated by the convenience with which argon-xenon mix-
tures could be studied, because the first excitation level of xenon
(8.315 ev) is some 3. 233 ev below that of argon (11. 548 ev), and be-
canse of the added information such a study would provide concern-
ing the overall behavior of monatomic gases undergoing atom-atom
_ ionization (excitation).

In order to attain the above goal, it was mandatory thaf the
effects of the intra-specie reactions, that is, argon-argon and
xenon-xenon, upon the overall electron generation rate of the shocked
argon-xenon mixture be known and be suitably taken into account.
Moreover, the influence of extraneous impurity species predomi-
nantly from the experimental apparatus had, of necessity, to be ef-
fectively eliminated so as not to obscure‘ the argon-xenon reaction.

Once these high purity conditions had been established, and

since the pure gas (argon-argon and xenon-xenon), atom-atom exci-
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tation reaction cross sections had to be known preliminary to the
study of argon-xenon mixtures, a more comprehensive investigation
of the pure, noble gases was undertaken. This study had as its goals
the determination of the atom-atom excitation cross section for pure
argon, krypton, and xenon; the verification of the two-step excitation
process, controlled by the rate-limiting first step of excitation to the
first excited level; and a demonstration of the quadratic pressure de-

pendence associated with this process.
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CHAPTER II

ONE-STEP VERSUS TWO-STEP ATOM-ATOM IONIZATION PROCESS
In the absence of impurities, there are but two possible re-
action paths by which atom-atom ionization in monatomic gases (or
their mixtures) can occur; the one-step, direct-~ionization reaction,
k

1 *
A+A —> A+A++e', (1)

and the two-step, excitation-ionization reaction,

k:k
—_— S
At+A «— A +A (2a)
k
* Ky + -
A+A —> A +e + A (2b)
K
B Vo
A —— A+ hy (2¢)
where kl s koo kL k+ s _12: are the reaction rate constants for the

(14)

processes shown. From the work of Harwell and Jahn , wWhere it
was demonstrated that the ionization process in argon, krypton, and
xenon proceeded by a process which was dependent upon the first ex-

cited level, it is clear that the two-step process is dominant, i.e.,

« » a8 the one-step, direct-ionization process is associated

kl << k
with an activation energy equivalent to the ionization energy.

In the two-step ionization process, a neutral noble-gas atom
is elevated, by means of a close encounter (inelastic collision) with
a second neutral atom, to the first excited state or to one of the
many energy levels between this state and the ionization limit. In
the noble gases the first excited state is actually composed of four

(20)

closely-épaced levels. Two of these are spectroscopically iso-
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lated from the ground state, i.e., they are metastable. Transitions
between the other two levels and the ground state are permitted by
the selec'tion rules, and give rise to the so-called resonance radia-
tion. If collisionally excited into one of the metastable states, the
atom will remain in that state for extended periods of time ( 10"4
sec) because of its inability to radiatively transit to the ground state.
Therefore, the probability that a second inelastic collision would oc~
cur leading to ionization of this atom is greatly enhanced. This sec~-
ond collision need only supply a fraction of the energy required for
the initial excitation to causc ionization, c. g+ in the casc of argon,
11. 55 ev is necessary for excitation (lowest metastable state) but
only an additional 4. 21 ev is required for ionization from this state,
Were the atom collisionally excited to one of the resonance levels,
which for the noble gases studied lie < 0.3 ev above the lowest meta~-
stable level, radiative decay would occur in on the order of 10-8 sec.
However, since the gas is optically thick for this resonance radia-
tion, the emitted photon would be trapped in the gas(z), individual
atoms being alternately collisionally or radiatively excited and ra-
diatively de-excited, the overall population of excited atoms remain-
ing relatively constant. Therefore, the probability of an inelastic,
atom-atom collision occurring when one of the collision partners is
in an excited state is vastly increased by this mechanism of reson-
ance radiation trapping.

To investigate the various implications of the two-step ioni-
zation reaction, itis necessary to develop the kinetic reaction-rate

equations describing the population density of the excited state (Ny),
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4N, k*NZ - (k +KLINN, - K N, (3)

—
\IZ
I

and

— (N

= = k, NN, (4)

)
where N+ = N_ for the quasi-neutral plasma generated in the shock
tube and for the ionization levels attained, the neutral particle den-
sity level N >> N* , N+ , and therefore, N can be assumed constant.
The solution of equation (3) for N = constant and N, = 0 for t=0,
i.e., no pre-excitation, is

—t/a)

N, = k,aN°(1-e %2, (5)

als
sk
where

B — -1
a = [k, +KN, +E ]

and the ion (i.e., electron) density as a function of time, from equa-

tions (4) and (5) and for NJr =0 for t=0, is written as

K,k N

N, = N_=N_=kk,aN [t-a(l-e /)] = o
(ke N+ E ]

1-e-t[(k++kjk)N+k\)]
t - . (6)
[(k +k}IN +1'<'\: ]

It is immediately obvious that for t >> 1/[(k++k>'k)N+—R:] , the quad-
ratic dependence of electron density upon neutral particle density N
(note: N+ o N2 for constant temperature, T ), whichis suggested by

the data of Harwell and Jahn''®) is only possible when radiative de-
excitation is very much smaller than collisional de-excitation, i.e.,

'R; << (k_tk{)N . This is consistent with the arguments advanced



-12-
concerning the role of the metastable states and the resonance-
radiation trapping mechanism in the two-step ionization process.

The electron density relation (6) is consequently rewritten as

2 ~t[ (K, +k} )N
‘- (1 -e

I,k N
Ny =N Tk, F KN

+ e &, FKL)

(7)

Were k| >> k_,r , then N+ = Ne A k+N2(t) , and the activation energy
would equal the ionization energy, which is at variance with obser-
vation. Therefore, kj << k+ , implying that the rate-determining
step is the generation of the excited state; the second step in the
process, viz., the final elevation of the atom to the ionization level
and beyond, occurs with ease. This is physically quite reasonable,
as neutral rare-gas atoms have complete p shells and are chemi-~
cally quite stable; however, when excited, one electron is of neces-
sity displaced into a higher orbit and the atom therefore assumes a
larger geometrical collisional cross section.

The electron generation rate is then

-tk N
N = 2 (1 -e )
N, =N_=kN"t- TN . (8)
For t << 1/k N,
* 3,2
Kk N 3,2 4
N, =N ¥ S - Ol7k kN

Consequently, the two-step, atom-atom ionization process should
exhibit an initial phase which is cubic in neutral particle density and
quadratic in time.

The microwave diagnostic and recording system has an esti-
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Sltasts
SE38

mated temporal resolution of about 4 usec . No evidence of the
initial inception phase of the atom-atom excitation process has been
observed when shock heating argon, krypton, xenon, or argon-

xenon mixtures, and it is therefore construed as occurring at times

and/or electron densities (-<NZ><1010) below the limits of resolution
of the diagnostic system. Setting t = 1/k+N = 20 ysec, we find that

k., , for the neutral particle densities encountered in this study (i.e..

+
N~ 10-18), is on the order of 10—13. This can be compared to val-

ues of k>:< , defined as

2 2 2 _pEx:r
K, = 320408E, e ]

[(1/B)

O

7

(cf. Chapter III), which are in the range 10“2'1 - 10—22', thereby

lending substantiation to the inequality k, << k+ .

Because the metastable states lie somewhat below the reso-
_nance levels, the Boltzmann probability factor for a reaction involv-
ing the metastable state would be higher than for those involving the
~ resonance states. However, the difference in energy separating
these states is commensurate with the experimental uncertainty as-
sociated with the determination of these energies. Therefore, itis
currently not possible to ascertain which of these two mechanisms,
i.e., excitation of the long-lived metastable states or resonance-
radiation trapping, is dominant, or indeed, even if they are inde-

pendent. One can only state that on the basis of Harwell and Jahn's

PO
32

Largely a function of the spatial resolution of the microwave
fransmitting and receiving horns, cf. Appendix I
T og usec in laboratory time coordinates, T, is equivalent to ~ 16
usec in the particle-time coordinate system, ty .
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work {and the results of the experiments described herein), that the
two-step ionization process has been established as the preferred
Iatom-atom ionization path; that the first step of this process, that
is, excitation to the resonance and/or thec mctastable level, is the
rate~controlling step; that collisional and radiative de~excitation and
recombination have a negligible effect upon the population of the ex-
cited state; and that the second step in the process apparently occurs
with such alacrity that it need not be considered. This, of course,
implies that the cross sections determined for these reactions are in
actuality not trulv ionization cross sect‘ions but rather those of the

rate-controlling excitation reaction.
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CHAPTER III

ATOM-ATOM ELECTRON GENERATION RATES
In general, a cross section Q is defined by the following re-
lation:

de = NiQijdX’ (9)

where de is the probability that a particle of specie j will interact
with a particle of specie i when traveling a distance X in a sea of
type i particles having a particle density Ni . The rate of interac-
tion probability, e.g., collision frequency, excitation rate, ioniza-
tion rate, ... (per unit volume per unit time) is written

(%‘?)_ = N v, (10)

J
This expression is further generalized for the case where two

or more classes of particles have different velocity distributions to

N(EY NN, | [ EHEIQT.-T)) [T dvde, =y . (11)
jydt /. 1_]Ul 1T i 7] LR R
J
N, N,
Loy
Considering the temperatures and pressures encountered in this
study and the low levels of ionization attained, it is warranted to as-
sume that both species are in thermal equilibrium, so that f(-\_f_i) and
f(Vj) are Maxwell-Boltzmann distributions. Note that when i = j,
implying interaction between atoms of the same specie, it is neces-
sary to apply a multiplicative symmetry factor of 1/2 to the above
relation in order to avoid counting the iuteractions twice.

(21)

Following Chapman and Cowling , Chapter 5, we shall

convert to center-of-mass coordinates. Labeling the reduced mass
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(mimj)/(mi+mj) 2s and the relative velocity (?r-j—;i) as g, itis
a straightforward, albeit tedious, exercise to show that

3/2 ]

_ N N 47 _“1Jg 3
vE|TE 5 <Z-rrkT> fexp (=7 )Q; (gl dg (12)
By

\)
xR

where now g, is the threshold relalive velocity at which the reaction
first starts and l/(l+6.lj) is the symmetry factor alluded to above.
The relative interaction energy E is related to the relative center-
of-mass velcoity g as E = (Hi./Z)gZ', which,for the case of thresh-
old, becomes E, (H /2) 12 . Substitution of a constant slope
ionization (excita.tlon) Cross section*, that is, Qij =C.(E-E_.), in~

] =

to (12) results in an expression for the atom-ato

I
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tion rate (per unit volume and time):

N.N,

=N =t J
\)'Ne 1+6 CK (1/8)

3/2(2+§E*.1)e S (13)

where, for convenience, we have defined

p: 1/kT and Kij = _é~___ '2

VHﬁW

and aij is the Kronecker delta function.

Single Specie Atom-Atom lonization Rate

For a single specie, i = j, so that
NZ

Ne - T CuKu 1/8)

{3 b
320iE e . (14)

Cf. Appendix A for a discussion of the validity of a constant slope
approximation to the excitation-ionization cross section. The cross-
sectional slope constant C is related to the cross seclion Q@  which
is a constant for all energies greater than threshold (E2E )ﬁy the
expression BE, +2

pr(m‘:;rl)-
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Here, E, is of course the threshold reaction energy characteristié
of the specie in question. From this, one concludes that the reac-
tikon should proceed as the square of the particle density Ni . Fur-
thermore, taking the natural logarithms of both sidcs and differenti-
ating with respect to §,

d 4n (N )
¢ =L 2 v _E (15)
dp 2B 2+BE,, T

We see that the slope of the data presented in the form of an Arrhen-
ius plot, that is, 4n Ne versus B, will equal (to within ~ 5 per cent)
the threshold energy E, of the rea.ction*. The exact expression for
the threshold energy E, is, in terms of the Arrhenius slope (denoted
by ¥ ),

e . _(4B+5/2)+ Vp+s5/2
& 2B

. .
) - 4(+24B) (16)

Binary Atom-Atom Ionization Rates

When a binary gas mixture undergoes atom-atom ionization,
. there are four separate electron gevneration processes simultaneous~
ly occurring; i.e., two intra-specie reactions where, for example,
a specie 1 particle ionizes another i particle (threshold energy E*i)
and two inter-specie reactions, e.g., a specie i particle ionizing a
specie j particle (with threshold energy E*j)' The electron gener-~

ation rate for binary mixtures is, therefore:

" This is true for the values of B (>3 ev) and E, (> 8 ev) encoun-
tered in this study.
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2
3/2 -BE .
S 1 .. 1 *1 specie 1 ionized
N, = == G Ky (5)  (24BE, e by specie 1
1 3/2 *#1 specie | ionized
TN NG 2(”6) (2+BE, e by specie 2
. 17)
3/2 -BE . . (
1 *2 specie 2 ionized
+'N2N1C21K21(E) (24BE,p)e by specie 1
2
N 3/2 -BE, . <
2 1 %2 specie 2 ionized
t szKzz(E> (2+BE, e by specie 2

The interpretation of binary gas mixture electron-generation
rates requires a knowledge of the pure-gas cross section constants
(C and E

CZZ) and the threshold energies, E It should be

11’ *1 *2

noted that the interparticle electron generation rate terms (2nd and
3rd terms) have been written with the imélicit assumption that the
threshold energies for the reaction are determined by the inherent
characteristics of the particle undergoing‘ ionization (excitation) in-
dependent of the specie causing the excitation. That is, it is as-
sumed that the threshold energy for an argon atom exciting (ionizing)
* a xenon atom will be 8.315 ev, the same as observed for a xenon
atom exciting (ionizing) another xenon atom. This assumption is
reasvonable, and is apparently substantiated by experiment (cf.
Chapter V). Even with this assumption and a knowledge of the pure-
and C

In

as crose sections, there are two unknowns
3

€12 21"

practice (e. g., argon-xenon mixtures), the difference between the
threshold energy of specie 1 (argon) and specie 2 (xenon) is suffi-
ciently large so that, at the temperatures involved, the exponential
factors differ by as much as two orders of magnitude. Since the

inter-specie cross sections probably do not differ by more than an
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order of magnitude, the reaction with the lowest threshold energy is
dominant. This is actually observed in the Arrhenius plots of the
argon-xenon mixture data, the slopes indicating a threshold energy
the same, to within experimental error, as that for pure xenon. Be-
cause of these practical considerations, we are restricted experi-
mentally to the determination of only one of the two inter-specie
cross sections, the one corresponding to the ionization of the specie
possessing the lower threshold energy. In theory atleast, it should
be possible to determine the other inter-specie cross section con-
stant by conducting two independent experiments and solving for the
two unknowns. However, as will be discussed, this is not possible,
as the influence of this second reaction is obscured by the data

scatter.
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CHAPTER IV

DESIGN OF THE EXPERIMENT

Introduction

The shock tube is a well-established research tool particu-

larly suited to the study of gas kinetics . By its very nature, it pro-

st ste
A

vides a means of rapidly and uniformly heating a body of gas to
high, and precisely known (and controlled), temperature levels, and
can maintain those levels for periods of time long enough for a wide
variety of reactions to occur. In this regard it is especially appli-
cable to the study of the noble gas atom-~atom ionization process,
for, in the absence of photo-ionization, this reaction is the first to
occur after passage of the shock. In addition, it is possible to
maintain stringent control over the purity level of the shocked gas,
a prime requisite for the successful delineation of the reaction's
kinetic properties. For these reasons, the shock tube, to be de-
scribed in detail later, was designed and employed for the study of
' the noble-gas initial (atom-atom) ionization rates.

Since the ionization process was of overriding interest, a
direct means of monitoring the ion (or electron) generation rate was
required which would not significantly alter the process under scru-

(13)

tiny. Jahn has designed and developed a microwave probe sys-

tem compatible for use with a shock tube and specifically tailoredto

% (22)

Cif. the survey article by Kantrowitz .

e ate
b4

For shock strengths and gas pressures of interest, the transla-
tional temperature increase across the shock front occcurs in on the
order of 10-8 sec.
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monitor the initial phases of the ionization relaxation process occur-
ring immediately behind the incident shock . While the intensity of
- the microwave beam generated by this system (which is employed as

the primary diagnostic tool in this investigation) can be regulated so

aleals
SRR

as to satisfy the negligible interaction requirement , its use has in-
fluenced the design and operation of the shock tube. The details of
the overall shock tube, diagnostic system, and data rcduction pro-
cedure used in the course of this investigation are described briefly
in the following paragraphs, the finer details of these topics being

relegated to the appendices.

Shock Tube Design Details

A schematic plan view of the overall shock tube used in these
experiments is depicted in Figure 1 (also see the three photographs
of the experiment shown in Figure 2 through 4). The conventional
shock tube depicted in these figures was constructed of 6066-T5 alu-
minum tubing having a square internal passage 5 cm by 5 cm and

‘external dimensions of 9 cm by 9 cm. All sections of the tube were
sealed with standard Buna N O-rings which were adequate to permit
evacuation to pressure levels of approximately 2)(]0_6 torr. The
driver section, consisting of a 1. 2 M length of tubing, permitted
driver pressures of up to 1000 psia to be attained. Using various
thicknesses of both copper and aluminum diaphragms, scored in a

precisely controlled manner (refer to Appendix C), it was possible

e
b

Cf. also Dickson(23) for a discussion of the relative merits of
microwave diagnostics in comparison to other techniques employed
for the determination of electron density.

sleats
b

Cf. Appendix S for a discussion of the influence of a microwave
beam upon plasma properties.
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to reproducibly generate shock waves in the range 7 < Ms < 10 using
hydrogen, helium, their mixtures, or helium-argon mixtures as
driver gases; and argon, krypton, xenon, and argon-xenon mixtures
as the driven gas. The initial driven gas pressure was adjustable,
within an error of less than 0.1 torr, to any pressure in the range
~ 1 to 20 torr, experiments being conducted with driven pressures
in a limited range of {rom around 3 to around 10 torr. As shown in
the schematic diagram of Figure 1 , the shock tube's basic struc-
ture was composed of, in addition to the aluminum tubing, a short
(0.3 M) section of pyrex tubing used for the microwave diagnostics
and luminosity measurements. This ''diagnostics'' section was
joined to the tube by a special fixture, as seen in Figure 3 . This
dielectric section of tubing had, within close limits, the same inter-
nal dimensions as the aluminum tubing, and was sealed to the fix-
ture (and the fixture in turn was sealed to the tubing) by O-rings.
The dump tank, separated from the diagnostics section by a short
" (0. 6 M) length of aluminum tubing, was used as a means of reducing
the post-shock tube pressure, and was isolated from the shock tube
proper by a thin (2 mil) aluminum diaphragm. This diaphragm per- |
mitted the smaller volume of the shock tube to be treated as sepa-
rate and apart from the larger dump tank volume, and facilitated
the attainment of high shock-tube purity levels. All ports into the
tube were standardized 2.5 cm diameter (cf. Figure 7 ) and were
sealed to the lube wilh O=-rings.

In addition to providing a me ans for the generation of accur-

ately controlled high-strength shocks, the shock tube was specifical-
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ly designed to permit operation at gas impurity levels at least equal
to those associated with the research-grade gases tested (i.e., im-
purity levels on the order of one part per million). No effort was
made to improve upon the known impurity level of the rcsearch-grade
gases used in these experiments (see Appendix E). However, con-
siderable effort was devoted to the reduction of the contamination of
the test gases caused by outgassing from the shock tube walls and
fittings and from leakage into the tube. The combined outgassing
and leak rate of the shock tube, a composite of 45 runs*, is shown in
Figure 5,

These data were taken by closing the gate valve to the diffu-
sion pump (used to evacuate the shock tube to ultimate pressures in
the range 2)(10“6 to 5><10—6 torr) and observing the pressure rise in
the tube (as delineated by the two diaphragms) as a function of time.
As seen, the tube pressure increases steadily during the first three
minutes to ~ 10"/1L torr and thereafter continues to increase at amuch

- reduced rate, indicative of a leak rate which is very much smaller

e sl
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than the initial outgassing rate . Mass spectroscopic analysis of
the outgassing material (cf. Appendix C) indicated that it had‘an ap-
proximate composition consisting of about 60 per cent HZO’ about 10
per cent NZ’ and about 30 per cent hydrocarbons. In order to reduce
to as low a level as possible this outgassing rate, the tube, after ev-
ery two or three shots, was heated (by heating tapes insulated with

fibreglass covered in turn by the aluminum foil seen in Figure 4 )to

sl
2

An outgassing rate was measured prior to each run.

“* The mean outgassing rate is equivalent to ~ 3/2x1010cm_3sec—1.



24~

around 200°C while being continuously exhausted by the diffusion
pump.

By flowing the research-grade test gases* through the tube
(and thence to atmosphere), it was possible to rcducc the impurity
level (caused by outgassing) to calculated levels on the order of frac-
tions of a part per million. The calculated impurity level, as a
function of time, is presented in Figure 6 , and details of the com-
putation in Appendix E. To preclude the possibility of back diffusion
of oil vapor from the roughing pump used in the flow system, a cold
trap was placed just downstream of the flow-system exit port and
upstream of the pump. As a further precaution in preventing oil va-
por from entering the tube during rough pumping (wherein the tube is
evacuated after a run) and contributing to the outgassing process, a
cold trap was provided for this line also. A discussion of the opera-
tional procedures employed and the precautions instituted to assure

gas purity are to be found in Appendices D and L.

‘Shock Velocity Measuring System

While small, the impurity level was sufficient to produce

shock front luminosity, a phenomenon first reported by Petschek(24)
and studied in detail by Turner(25). This luminosity zone, which ex-

tends over the entire cross section of the tube, is guite narrow (~ 0.6

slenle
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mm) and is seen to be present on every luminosity profile studied .

Occurring as it does in close proximity to the shock front, and be-
3

% 1 - -1
‘I'he tlow rates used were equivalent to 5.8x10 6crn sec forlthe

5 and 10 torr shots, and for the 3 torr shots, 3.3x101 cm'?’sec_ .

ale als
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The reproduction of the test record shown in Figure 19 shows a
"light spike'' at the estimated shock position.
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cause of difficulties (due to ionization effects) attendant with the use
of thin film gauges at high Mach numbers (l\/IS > 8), a photomultiplier
- shock-position indicator (SPI) system was devised (cf. Appendix F).
This system, the details of which are shown in Figure 7 , was spe-
cifically designed to take advantage of this sharp luminosity zone as
a means for accurately determining shock passage time. Four shock
position indicators, positioned as shown in the skelch on page 124
were used to provide information from which not only the mean shock
velocity but also shock attenuation could be calculated (see Appendix
M).

The outputs of the SPI's were fed to an amplifier-differentia-
tor flip-flop unit (ADFF unit, described in Appendix G), where the
signal arising as a consequence of the luminous shock front was am-
plified, differentiated, and fed to a flip-flop stage, the output of
which was a pulse having an amplitude of about 7 volts, a rise time
of about 0. 2 |ysec, and a decay time of about 10 usec. The circuitry
‘associated with this unit is shown in Figure 8 . The four ''pips"
(one for each SPI station) were then displayed on an oscilloscope
raster, an example of which is reproduced as Figure ¢ . This
raster was generated using the components depicted in Figure 10
(and discussed in detail in Appendix H), and permitted the determi-
nation of shock passage times accurate to within 0.3 |ysec over peri-
ods of time up to 2000 ysec. Using this system, mean shock veloci-
ties could be determined, in the majority of instances, to within
0. 15 per cent accuracy. The translational temperature of the shock-

heated gases was then computed from this mean velocity data by the
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application of the perfect gas equations which, for the low ionization
levels encountered (< 10_4), are guite accurate representation of the
gas behavior. The shock attenuation data were used directly in the
computation of an electron-density correction factor which ﬁormal—
ized the electron density profile to temperature conditions existing
immediately behind the shock front, thereby permitting the true be-
havior of the ionization relaxation process to be observed. This cor-
rection is discussed in some detail in Appendix W, and its application

to the microwave data is explained in the ensuing paragraphs.

Microwave Diagnostic System

The microwave circuitry shown in Figure 11 was employed
as the primary diagnostic tool in the experiment. As demonstrated

by Jahn(27)

» providing the so-called effective electron collision fre-
quency \)C/w is greater than about 0. 07, the measurement of reflect-
ed and transmitted signal amplitudes provides as wide an electron
density range as would be detected by measurement of the transmit-
ted and reflected phases. As the measurement of signal amplitude
necessitates far less sophisticated circuitry than is required for
phase determination, and since \)C/’w is indeed almost consistently
greater than 0. 07 for the shock-produced plasmas of interest and the
microwave frequency employed (24 gcps), the circuit depicted in
Figure 11, which monitors the amplitude of the microwave signal
transmitted through and reflected from the plasma, was designed. It

has been shown (cf. Jahn) that if the dielectric walls, between which

a plasma is contained (in this case, the pyrex tubing) and through
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which the microwave beam passes, have been matched to the micro-
waves so that in the absence of plasma no net reflection results from
the presence of the walls*, then the walls will continue to be matched
when plasma is present; and therefore their presence will not influ~
ence the characteristics of the microwave-plasma interaction. In
order to satisfy this non-interference criterion, the Rexolite match-
ing structures shown emplaced in the apertures of the transmitting
and receiving horns were developed. By trial-and-error variation
of the depth and the width of the grooves machined in one surface of
the structnre, it was possihle ta match the microwave circult to the
pyrex diagnostic section with a VSWR < 1. 05. Therefore, for all
practical intents and purposes, the pyrex section is invisible to the

microwaves and its presence can be neglected.

Microwave-Plasma Interaction Theory and Corrections

The microwave horns were of special design insofar as they
collimate the microwave beam in the vertical (x) dimension by pro-
viding a slight degree of focussing, the output of each horn being, in
effect, focussed on the aperture of the other. This was done in an
effort to simulate, with a plasma of restricted dimensions, the ide-
alized geometry associated with the theory of a plane, plane-polar-
ized monochromatic electromagnetic wave interacting with a plane
slab of isotropic, homogeneous plasma whose lateral dimensions are
infinite in extent. This theory, developed in detail in Appendix N, is

based on the concept of the electromagnetic wave interacting with an

ale
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Therefore, they are invisible to the microwaves for the case of
loss-less media, a good approximation for pyrex.
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ensembled averaged electron, the plasma being macroscopically
characterized by the electron density Ne and the effective electron,
heavy component (atom, ion) elastic momentum-exchange collisions
Ve (usually written in the form \)C/w, where @ is the microwave
frequency). The normalized transmitted signal amplitude 1ST and
the normalized reflected signal amplitude 1SR computed using the
theory just described, applied to the case of a plasma slab of thick-
ness 4.')\0 (for 24 gcps, Xo = 1.25 cm), i.e., 5 cm for various values
of \)V/w , are shown in Figures 13 and 12 respectively, as a function
of the normalized electron density Ne/Np . The parameter Np 1s
the electron density which exists when the plasma frequency (wp)

- equals the microwave frequency (x), or, for the case being discussed,
N, = 7.14x10%% em™3 .

As the plane wave, plane plasma-slab interaction theory is an
idealization, only incompletely simulated in practice by the micro-
wave circuitry and the shock-tube diagnostic section to which it is
matched, a number of corrections were found to be necessary in
order to bring the theory and the phjsical geometry of the diagnostic
system into closer correspondence, and thereby permit a more ac-
curate interpretation of the microwaved data (in terms of Ne and
\;C/w) to be made. As the transmitting and receiving horns are in
immediate contact with the pyrex diagnostic section and therefore
only a few wavelengths apart, they are effectively within each other's
near field pattern. This leads to inhomogeneities in the distribution
of the microwave energy in the region where interaction with the

plasma occurs. This is at variance with the concept of a plane
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electromagnetic wave used in the interaction theory, which, by its
very definition, exhibits a spatially-uniform energy distribution in
the direction of propagation. In order to account for this inhomoge-
ncity in cncrgy, a simplificd onc-dimcecnsional model of the radial
near-field pattern of the horn system was synthesized. This model
correlated surprisingly well* with the observed field pattern. By
(45)

following the work of Harris and assuming that the normalized

separation distance d/d_ is related to the wavelength ratio }\O/XP
()‘p is the wavelength in plasma), i.e., d/dO = Xo/)“p , and intro-
ducing the effects of refraction and diffraction, the field-pattern
correction factor depicted in Figure 17 was developed. In this fig-
ure, the ratio es/ep > i.e., the ratio of the energy received calcu-
lated on the basis of the synthesized field pattern to that received in
the plane wave case, is plotted as a function of the ratio of the free
space to plasma wavelength xo/kp . The details of the development
of this correction factor are presented at length in Appendix P, Al-

- so shown in this figure is the actual radial field pattern plotted using
the relation d/do = xo/)_p » and the so-called mean field-pattern
correction factor, derived by taking the mean of the oscillatory radi-
al field pattern and re-normalizing the result. A mean field correc-

(14)

tion was used by Harwell and Jahn in their data reduction. Itis
interesting to note that while the mean field correction, when applied

to observed microwave interaction data, yields electron-density

generation rates only some 20 per cent higher than those computed

" The observed radial field pattern was duplicated precisely, i.e.,
to within the 0. 1 db incertainty assaciated with its experimental de-
termination over the range of separation distances of interest.
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using the synthesized field-pattern correction, that the data are
much harder to interpret. as the mean field correction fails to com-
pensate correctly for the field pattern induced perturbations of the
transmitted microwave signal. Moreover, the effective collision
frequency calculated from identical data reduced using these two
correction factors can differ by as much as fifty per cent.

It was observed that the microwave crystals, used to detect
the transmitted and reflected signal amplitudes, did not produce an
output linear with the incident energy, thereby necessitating that a
crystal correction be applied. Further, it proved necessary to per-
form a crystal calibration for each of the data runs as the calibra-
tion characteristics of these crystals varied slightly but significantly
in an unpredictable manncr from day to day. A typical example of
this correction for the case of a transmitted signal crystal (hence the
subscript T) is shown in Figure 18 where the actual normalized en-
ergy detected by the crystal, 1ST » 1s plotted as a function of the in-
| dicated normalized output oST . Appendix O should be consulted for
a more detailed discussion of the characteristics of these microwave
crystals.

The effect of the electron-~-density boundary layer, in particu-
lar the gradient in the direction of propagation, upon the microwave
measurement of plasma properties has been investigated (see Appen-
dix Q) and found to be unimportant for the operating regines of inter-

est. A qualitative discussion of the etffects of the lateral electron
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density gradient presented in Appendix R leads to the conclusion
that at high Mach numbers, where a significant variation in electron
density (~ 0.1 Np ) can exist over the dimensions of the field pattern,
th¢ microwave system will indicate electron generation rates lower

than is true, because of diffraction effects.

Interpretation of Microwave Data

‘l'o facilitate the accurate, rapid interpretation of the micro-
wave data produced by the system described above (cf. Figure 19
for a typical example of these data), taking into account the field
pattern and crystal correction factors, an IBM computer program
was developed. The block diagram of the program used for the re-
duction of the transmitted signal data is shown in Figure 20 and is
discussed in Appendix T. A reproduclion of the oulput of this pro-
gram is presented i.ﬁ Figure 21. This program requires as input
data the ''"raw" tra.nsmitted signal data from the oscilloscope trace
(Figure 19 ), an assumed value of \)C/w » the crystal corrcction, the
field pattern correction (both in tabular form), and the physical pa-
rameters representing the plasma thickness, microwave frequency,
etc. Operating on these data, the program automatically determines
electron density, the corresponding reflected signal amplitude, re-
flected and transmitted measurable phases (see Appendix N), and the
ratio of free space to plasma wavelengths. The results of the appli-
cation of this program to the data of Figure 19 are shown in Figure

22 where the calculated electron density (N.) is plotted as a function

e

Lateral in the sense that the gradient considered is due to the ion-
ization process and is therefore lateral to the microwave propagation
direction but axial with respect to the shock tube.
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of particle time (tp) for various values of \)C/w .

The simplified theory used to describe the electromagnetic
wave - plasma interaction was developed around the concept of a
plasma characterized, as noted, by two parameters, the electron
density and the electron - heavy specie collision {requency Ve .
Therefore, it is necessary to have two independent measurements of
the manncr in which the electromagnetic wave interacts with the
plasma in order to unambiguously determine these two parameters.
As noted, two measurements are made, the transmitted and reflect-
ed signal amplitudes. However, it was found that a considerable de-
gree of uncertainty could be associated with the determination of
\)C/w and therefore the electron generation rate, if this parameter
were to be determined by matching the transmitted and reflected
signal data. A more satisfactory method of determining \)C/w in-
volves the use of the transmitted signal data and the so-called hy-
brid phase or "bump' data (cf. Appendix V for a discussion of the

(13) ho first

. procedure employed to determine \)C/w ). It was Jahn
observed that by producing a small mismatch in the stub tuner of the
microwave circuit (Figure 11) and then bucking this signal out by ad-
justing the stub of the transmitted signal crystal mount (so that in
the absence of a plasma the reflected signal was negligible), the
circuit could be made to produce small-amplitude reflected signals
much in the manner of an interferometer. These signals are to be
seen on the reproduced test record of Figure 19 as a small-ampli-
tude oscillation of the 5 times amplified reflected signal. An analy-

sis of the hybrid phase process is presented in Appendix U, where it
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is shown that these data (the extrema of the oscillatory trace) are
relatively weak functions of \;C/UL- . This is evidenced by Figure 23
where the effective collision frequency \)C/w is plotted against the
electron density level at which the first two maxima and the first
two minima occur, using the same slab thickness (4)\0 ; l.€., m =
4) and the same frequency previously used. Referring back to Fig-
ure 22, we see that the hybrid phase measurement provides an un-
ambiguous determination of v_/w to be effected.

The collision frequency v, can be interpreted in terms of an
electron - heavy particle elastic momentum-exchange collision pro-
cess (cf. Appendix N), so that it provides a unique means by which
. the basic validity of the simplified microwave plasma theory can be
evalualed,

Once \)C/w has been determined, it is then possible to plot
the electron density versus particle time and attempt to determine
the initial slopec which, as shown in Chapter II, should be a conse-

. quence of the linear (with time) atom-atom ionization process. For
the example shown, the determination of the initial slope is a trivial
matter. As demanded by theory, the initial portion of the trace is
linear, indicating that the effects of shock attenuation upon the elec-
tron generate are negligible. For cases where the particle times
are longer and/or the shock attenuation factor larger, the electron
density exhibits a continuous monotonic increase with time, no por-
tion of the trace being linear. This is caused by variations in the
shock speed (i. e., attenuation); gas particles being passed over by

the shock wave far from the diagnostic station are hotter, as the
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shock was stronger than when it passes over gas particles closer to
this station. Therefore, in laboratory coordinates, the particle
temperature would indicate a monotonic increase with time from the
shock front, 1f measured directly., This effect is discussed in detail
in Appendix W, where the shock attenuation electron-density correc-
tion factor (A) is derived as a function of the non-dimensionalized
particle time 6 . A plot of this correction factor is shown in Figure
24, This factor in essence permits an observed electron-density
trace, influenced by shock attentuation, to be reduced to an equiva-
lent constant-temperaturc case, i.e., it compensates for the atten-
vation induced temperature variation within the body of the gas.

Once the initial slope, that is, the atom-atom electron gener-
ation rate, has been determined, a minor normalization correction
is applied. This correction (never exceeding 5 per cent) compen-
sates for the small variations of neutral particle density resulting
from variations in the initial pressure or temperature of the shocked
‘ gas, assuming the quadratic density dependence of the atom-atom
two-step ionization process of Chapter III. The electron generation
rate data is finally in a form suitable for presentation on an Ar-

rhenius plot (see Figures 26 through 30).

Luminosity Profile Measurements

In addition to the microwave measurements, the luminosity
profile existing behind the shock was monitored by the photomulti-
plier system depicted in Figure 25 and discussed in Appendix J.

This system monitored the total luminosity and simultaneously the
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radiation contained within a narrow spectral band centered at 4190
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A . In the test record of Figure 19, the total luminosity trace is
displayed with normal polarity and the filtered light trace with in-
verted polafity. The primary interest in these measurements was
in the determination of the shock position, whose presence is herald-
ed by the shock-front luminosity mentioned previously, and in the
information they could convey concerning the behavior of a shock-
produced luminosity generated during the atom-atom ionization

phase.

This wavelength corresponds to a spectroscopically-observed
shock-produced group of transitions in argon.
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CHAPTER V

RESULTS

Ilonization Cross Sections

Follbwing the data reduction procedures outlined above, the
Arrhenius plots for the pure gases, argon (Figure 26), krypton (Fig-
ure 27), xenon (Figure 28), and the argon-xenon mixtures (Figures
29 and 30), were developed. The error brackets shown in these fig-
ures represent what is considered to be a reasonable estimate of the
error involved in the determination of the initial slope of the elec-
tron generation rate curve, about + 20 per cent, and those errors in-
volved in the determination of the shock velocity and therefore the
calculated atom temperature as discussed in Appendix M. It should
be pointed out that the effects of lateral electron-density gradients
upon the microwave signal and subsequently upon the electron genera-
tion rate is not included in the error estimate quoted. As explained
in Appendix R, this particular phenomenon becomes manifest at high
Mach numbers and low values of § and tends to depress the initial
electron generation rate below its true value. This accounts for the
almost consistently lower positions of the low f data points in re-

lation to the curve representative of the best fit to the data.

Single Specie

The activation energies and cross-sectional slope constants
derived from the data of Figures 26, 27 , and 28 are presented in

Table 1.

Because of the error brackets associated with the data on the
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Table 1

Single-Specie Activation Energies and

Cross-Sectional Slope Constants

Specie P1 " {torr) E, (ev) C (cmZ/ev)ws
3 11.8 + 1.1 1. 15x107 17
Argon 5 11.2 4 0.9 1. 24x107 17
10 11.4 + 1.0 1.04x107 17
3 9.6+ 0.9 1. 68x10™ 17
Krypton ' 5 10.1+0.7 1. 29x107
10 10.1 4 0.7 1.32x107 17
5 8.2+ 0.7 1. 90x 10" %Y
Xenon -20
10 8.4+ 0.7 1. 66X10

Arrhenius plots, there was some uncertainty accompanying the de-
termination of the slope () of the best fit line through the data. The
- uncertainties in E, shown in the table are representative of the
maximum slope (LIJ')T variation that the data would allow. As is ob-
vious, these variations amounted to less than 10 per cent of the
mean value in all instances. Moreover, the mean values of the ex-

citation energy for each of the species are all within 0.4 ev of the

"3 torr", "5 torr", and '"10 torr' are equivalent to particle den-
sities of 4. 41x10 Tem™3, 6. 96x10 Tem™>, and 13.26x10 Tcm™3, re-
spectively.

" Reduced on the basis of: E_, = 11,548 ev, E, = 9,915 ev,
*Ar *Kr
E*Xe = 8.315 ev,

T Cf. equation ( 16), Chapter III, for the expression relating E, tof.
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. (28) . .
lowest metastable levels listed by Cook . This close correlation
between these experimentally-determined activation energies and the
"~ lowest metastable excited state provides substantiation of the con-
tention that the ionization process involves two steps; the first, ex-
citation step being rate controlling. This is consistent with the work

of Harwell and Ja.hn(l4). From the work of Ecker and Kr611(29)

, it is
inferred that the apparent ionization energy, and presumably the ex~
citation energy, is lowered, due to the presence of microfields in
the plasma, by less than 0.01 ev, an amount which is insignificant in
comparison to the experimental error, and consequenily need notl be
considered.

A least squares curve-fitting IBM 7090 computer program
was devisedﬂ< for the purpose of providing an accurate means of in-
terpreting the data of the Arrhenius plots. In this program, the the-
oretical atom-atom ionization rate equation (equation (14), Chapter
II1) is fitted, with minimum error, to the da.ta. (neglecting the error

‘brackets). This fit is accomplished by varying the cross-sectional
slope constant, the activation energy being fixed and specified as in-
put to the program. For the values shown in the table, the activation
energy was chosen to be equal to the first metastable energy level,
in concordance with the concept of a two-step excitation-ionization
process.

The cross-sectional slope constants (C) are seen to be, with-

in an error bracket of I 15 per cent, substantially independent of the

sla
b

This program was dcvelopcéi by Mr. William Thomas and Mrs,
Barbara Philpot of JPL.
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particle density level (i.e., pressure level). As the data were re-
duced nsing the theoretical atom-atom electron generation rate e-
- quation, where the generation rate is quadratic in neutral particle
density, it can then be stated that the quadratic pressure dependence
of the atom-atom, two-step ionization process has been substantia-
ted. To put the + 15 per cent uncertainty associated with this state-
ment into proper perspective, it should be realized that if we take as
unity the number of electrons generated at a particle density equiva~-
lent to ''3 torr' (4. 41X1017 crn_3 in this case) and a fixed temperature
T, then at ''5 torr" there would be about 2 3, and at "10 tors' ap-
proximately 9, or almost an order of magnitude variation in electron
generation rate due to pressure effects.

Weighting the cross-sectional slope constants according to
the number of data points available at each pressure, the values for

the three species tested are:

Table 2
19 2
argon C =1,2X10 cm /evi 15 per cent,
krypton C=1.4x10""? cmz/evi 15 per cent,
-20 2
xenon C = 1. 8x10 cm /ev + 15 per cent .

Figure 31 shows a comparison of the experimental work of

(4) (19)

Rostagni' "/, the theoretical computation of Rosen , and the re-
sults of this study for argon. As explained in the introduction, the
work of Rostagni and Rosen was concerned with the one-step pro-

cess so that the comparison of their results with those of this in-

vestigation is, at best, qualitative; but the fact that the argon cross-
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sectional slope constant determined in this study fairs quite well into
Rosen's theoretical curve, at energies just abhove threshold, is note-
worthy. A more quantitative comparison can be made with the work

of Harwell and Jahn. From the data contained in their corrected

3

Arrhenius plots , the cross-sectional slope constant C was com-

-19 19 cmz/ev, and~3><10_20

puted to be ~ 7x10 cmZ/ev, ~ 2x107
cmz/ev, for argon, krypton, and xenon, respectively, using the first
metastable level as the activation energy. A critical comparison of
these results with those of this study is to be found in Chapter VII.
The most singular aspect of the cross-sectional slope con-
stant data presented in Table 1 is that the C factor for xenon ap-
pears to be precisely an order of magnitude too small to be consist-
ent with the data for argon and kryplon. As there is no theory of
the atom-atom excitation-ionization process currently extant which
can analytically describe this interaction and predict the behavior of
the cross section near threshold, it would be pure spcculation to at-
| tempt to provide a reason for the relatively diminuitive size of the
xenon cross-sectional slope; indeed, it would be just as speculative
to try to explain why the argon and kryptan slope constants are, to
within experimental error, equal. One could only reiterate the pre-
cautions used in the experiment and point out that while small
(< 10_6), the impurity level was finite, and possibly (but not proba-
bly) affected the results. As will be discussed below, the xenon-

xenon ionization (excitation) cross section is equal, again to within

experimental error, to the argon ionizing xenon cross section, i.e.,

E3

" Cf. Physics of Fluids 7, 214 (1964).
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the data are seemingly self-consistent.

The b.ehavior of pﬁre xenon during the initial ionization phase
waé, at high (R 2.0), that. is, low temperatures, conspicuously
different than that of the other pure gases, argon and krypton, and
from the argon--xenoﬁ mixtures. This difference was a pronounced

- increase in electron density to a level between 1011 and Z><1011

cm—3 in times on the order of 100 to 200 Hsec* immediately after the
passage of the shock. This initial electron-density increase ap-
peared to be almost linear and was followed by what for all intents
and purposes was construed as being a normal atom-atom, two-
step ionization process, i.e., a slow, linear build-up of electron
density. The atom-atom electron generation rate data were com-
puted by first subtracting out this initial "block' of electron density,
the results correlating remarkably well with data taken at higher
Mach numbers (low ) where this '"pre-ionization' phenomenon was
not evident.

For temperatures below B>2.5, the atom=-atom phase was so
weak that no useful data could be collected. Initially, it was thought
that this precipitous rise in electron density was a manifestation of
the preliminary phases of the atom~atom ionization process discussed
in Chapter II. On closer scrutiny, the times involved were shown to
be too long and the electron density too high for this to be true. Pho-

toionization has been discounted as a possible mechanism because of

ala
22

Compared to useful electron-density data test times of~2000ysec.
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N e als
3 bidd

" of visible luminosity associated with

the almost complete la‘ck
these, and in fact all of the, xenon runs and because of radiation
traﬁping. The most reasonable explanation is that an impurity, per-
haps water vapor, is ionized and rapidly attains an equilibrium level
of ionization. 'fhis lével, about ZXlO11 Cm_3, would correspond to

- an impuz;'ity level of around Z><10"7 if we assume complete ionization
of the impurity. This is surprisingly élose to the calculated '"uncon-~
trolled" impurity level of the shock tube (see Appendix E, and par-
ticularly Figure 6 ). However, it should be re-emphasized that
while the uncontrolled impurity level was, as far as can be deter-
mined, consistent from run to run, this behavior was peculiar only
to the xenon and not the other gases tested. This would lead one to
suspect also the high NZ impurity level (i.e., 22 ppm, cf. Table
page 84} in the xenon received from the supplier. At this time,
therefore, no truly definitive statement can be made concerning the

anomalous ionization behavior.

Binary Specie

All told, four different argon-xenon mixtures were studied:
U.1 per cent, 0. 48 per cent, 5 per cent, and 20 per cent xenon in
argon. Because the results from the testing of the 0.1 per cent and
0. 48 per cent mixtures were not substantially different from those
obtained whén tésting pure argon, they have not been presented. The

Arrhenius plots for the 5 per cent and 20 per cent mixture ratios are

Using the same amplification of the luminosity signals as used in
recording argon data, see Appendix J.

wls ale
R

Except for the ubiquitous light spike marking the shock front.
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presented in Figures 29 and 30l , respectively. All these data were
obtained‘at a-nomi-na'l pressure of 5 torr, no attempt being made to
investigate pressure dependence as was done in the case of the sin-
gle spgcie gas. |

As discussed in Chapter III, the atom-atom electron genera-
tion rate for4 binary gas mixtures is ideally* the consequence of four
independent reactions. The cross-sec'tional slope constants for two
of these, the intra-specie reactions, i.e., argon-argon (Cll) and
Xenon-xenon -(CZZ), are known from the single specie studies. The
other two, the interspecie reactions, i.e., xenon ionizing argon and
argon ionizing xenon, whose cross-sectional slope constants are
denoted as C12 and C21 respectively, are of course unknown and the
reason for the binary gas mixture experiments. In fact, it is pos-
sible to determine, with accuracy, only one of the interspecie cross
sections, for reasons which will be explained shortly.

The best fit to the data in both the 5 per cent and 20 per cent

20

cases is obtained by letting CZl equal C22 = 1.8%x10" cmz/ev and,

- -19 2 . _
12 €qual C,, = 1. 2x10 cm’ /ev, with Ey1 =

11. 548 ev and E*Z = 8.315 ev. The extent to which uncertainties as

for consistency, C

sociated with both the intra-specie cross-sectional slope constants
(C11 and _CZZ) and the (unknown) interspecie (xenon ionizing é.rgon)
cross-sectional slope constant (C] 2) would affect the determination
of the argon ionizing xenon cross-sectional slope constant (C21) can

be readily judged by inquiring as to the relative contribution each of

In the absence of extraneous impurities which would constitute a
third specie. '
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the four reactions makes to the.overall, atom-atom electron genera-
tion ratg; Dénoting the reactions by their cross-sectional slope con-
staﬁts, the fractional contribution each makes to the electron popu-
lation for tempex;atures representative of the extremes of the range

studied, is shown in the following table:

Table 3
_ Reaction
Mixture B Ci C,> C,, C,,
5% xenon 1.4 0.501  0.042 0. 449 0. 008
n argon 1.8 0.230  0.020 0. 737 0.013
20%0 xenon 1.6 0.098 0. 040 0.794 0. 068
in argon 0.032 0.013 0. 881 0. 075

At worst, the _—I; 15 per cent uncertainty associated with the ‘
argon-argon cross-sectional slope constant (Cll) will contribute ap-
proximately 8 per cent uncertainty to the argon ionizing xenon cross-
sectional slope constant (621). Similarly, the error in the determi-
nation of CZl due to the uncertainty in the xenon-xenon cross-sec-
tional slope constant (CZZ) could at most amount to about 1 per cent.
Further, it can be appreciated that even if the assumed interspecie,
xenon ionizing argon cross section (CIZ) were to be in error by +
100 per cent, the argon ionizing xenon cross section (CZI) for the
extreme case of low J, b per cent xenon in argon, wonld he af-
fected b\j + 10 per cent. It is obvious then that no reasonable esti-

mate of the xenon ionizing argon cross-sectional slope constant

(Clz) can be made on the basis of this experimental work, and that
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the majority of the genérated eléctrons,for the mixtures studied and
the test c.ondi.tions encountered, arise from the argon ionizing xenon
reaétion.

~The mixture data have associated with them error brackets
which are equivalent to those applied to the single specie data. The
: uncertaiﬁty iﬁtroduced by possible variation from the specified mix-
ture ratio is included in the brackets shown in Figures 29 and 30.
Also shown in these figures are dashed lines representing the cal-
culated composite atom-atom ionization behavior for a variation of
+ 20 per cent in the argon ionizing xenon cross-sectional slope con-

20 crnz/ev). This amount of uncertainty is

= 1, -
stant (C21 8x10
judged to be a reasonable estimate of the error associated with the
determination of this cross section.
Therefore, it is concluded that, within a probable error of

about iZOO/o, the argon ionizing xenon cross section is equal to the

xXenon-xenon ionization cross section.

_\_)_C/u; Data

By matching the transmitted signal amplitude data to the hy-
brid phase (bump) extrema, it is possible, for each run, to uniquely
determine the electron density (as a function of tine ) and the effec-
tive collision frequency V. *. From the simplified theory used to in-

terpret the microwave data in terms of the physical characteristics

of the plasma (see Appendix N), it has been shown that collision fre-

wls
B

Detailed discussions of the hybrid phase (bump) measurement and
the matching procedure are to be found in Appendices U and V re-
spectively.
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quency vy can be written

where Nj is the particle density of the atoms and ions in the plasma
and _\7(3:1—; is the product of the electron velocity and the monoergic
beam cross. seétion for elastic momentum exchange, averaged over
the electrons' velocity distribution. Since the microwave interaction
theory Was based on the concept of the ensembled averaged electron

and is admittedly a.pproximate"‘, the following representation of Ve

was used to correlate the data and should be consistent with the basic

theory:

where (r—; is the mean electron velocity, that is, 7\ SkTe/'rrme > m,

and Te are the mass and temperature of the electron, and QT is the
“'total'* elastic, electron momentum-exchange cross section. The
first hybrid phase maxima, occurring at an electron density of about
0. 9><1012 cm—3, was employed as the primary agent by which \;C/w
was determined, subsequent hybrid phase extrema (refer to Figure
23 ) being utilized, where available, to effect a more accurate deter-
mination of this parameter. At an electron density equal to

0. 9x 1012' cm“3 (that is, conditions at the first matching point) and
temperature in the range 5000 to 10, 000°K, the calculated value for
\)C/w using Spitzer's(30) equation for the electron-ion Coulombic

elastic momentum-exchange cross section amounts to slightly less

than 10'_3. The observed values of \)C/w ranged from 0. 05 to about

ATa
ke

Ve is considered to be a constant .". Ve # \)C(Te), :
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0. 25, which permits the conclusion that, for all intents and pur-
poses, QT c.an be identified with the electron-atom elastic cross
secﬁon, the contribution of electron-ion elastic collisions account-
ing for less than.l per cent of the total, while inelastic electron-
atom colllsmnsd‘amounted to another 1 per cent of the total.
The experimentally determined values of QT are presented

for the single specic gases (argon, kr@ton, and xenon) in Figures

32 to 34, respectively, and for the argon-xenon mixtures in Fig-

5]

ures 35 and 36, as functions of B 2, having employed the assump-
tion that the electron and atom temperatures were equal. In other

words, Te = Ta and B = l/kTa = I/kTe where T and T are, re-

a
spectively, the electron and atom temperatures. Since v_

\jSkT /'rrm B~ z is then directly proportional to the mean elec-

tron velocity. Comparison of experimental (argon) electron density

e

versus time traces with computed electron-density profiles using

ale
b

the known atom-atom and electron-atom ionization cross sections ,

taking shock attenuation effects into account, indicates that the dif-
ference between the electron and atom temperatures (Ta- Te) reach-
es a maximum of about 500°K at an electron density of about

1 -
1. 2x10 2 3, that is, between the first hybrid-phase maxima and

the first minima. At higher (Ne > 3X 1012) or lower (Ne < 0, 4)(1012)
electron densities, the electron and atom temperatures were found

to be equal (Ta = Te) to within experimental error. Therefore, when

e

An electron-atom (argon) melastlc (ionization) cross-sectional
slope constant equal to 7x10-18 cm2/ev was employed for these cal-
culations, cf. reference 1.
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plotted as a function of ‘B-E (Te = Ta.)’ the values for QT are some-
what iow_ér aﬁd shifted to somewhat higher values of {3_% than is ac-
tually the case if Te rather than Ta were used to compute ﬁ—% .
The error brackéts accompanying the data are indicative of the un~
certainties involved in matching the hybrid phase and the transmitted
. wave dafa.
For comparison, Maxwell-avefaged beam cross-sectional

(31) from data compiled by

data, as computed by Heighway and Nichol
S. C. Brown(32), are also presented on the QT versus ﬁ—% plots,
the argon-xenon mixture cross sections being calculated by weight-
ing according to specie concentration, the argon and xenon cross
sections.

The Maxwell-averaged beam data denoted as ""Heighway,
Nichols NASA TN D-2657" on the graphs exhibit quite good agree-
ment with the microwave-determined QT data. The agreement is
particularly good in the case of argon, virtually all of the micro-
wave data falling (exclusive of the uncertainty brackets) within + 20
per cent of the curve. Good agreement is also shown for krypton
and for the argon-xenon mixtures. The xenon microwave data are,
at low values of ﬁ-%, a trifle less than a factor of two lower than
the Maxwell-averaged beam data, the disparity decreasing to about
30 per cent at high [3—-12_ values. This discrepancy could be account-
ed for if the electron temperature were around 1000°K less than the
atom temperature. It should be noted that the Maxwell-averaged

beam data have associated with them an uncertainty which, although

not stated, prdbably is of the order of + 10 per cent(33),
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The re‘mal.'kable thing about the apparent close agreement is
the fact t_ﬁat the microwave theory (see Appendix N) employs an
equafion of mo‘;ion for the electron which assumes that Ve is inde-
pendent of electroh velocity and therefore temperature. This might
account, atleast in patrt, for the better agreement of the microwave
‘and beam daté. for argon, where the elastic momentum-exchange
cross section in the temperature range of interest is a relatively
weak function of temperature, in contrast to the poorer correlation
exhibited by xenon and krypton, whose elastic momentum-exchange

cross sections are somewhat more tempcraturce dependent,

Luminosity Measurements

Luminosity profiles behind the incident shock wave were mon-
itored using the system shown in Figure 25 and discussed in Appen-
dix J. This system permitted the simultaneous measurement, as a
function of time, of both the total (unfiltered) visible light radiated by
the shock-heated gases and the emission contained in a narrow wave-
length band centered at 4190 A, This wavelength corresponds to a
group of argon lines which were observed to be relatively prominent
features of a weak_ spectra {obtained from a Mach 9. 5 shock in ''5
torr" of argon).

The luminosity profiles for both the filtered and unfiltered
light were observed, in the case of research-grade argon and 0. 1
and 0. 48 per cent xenon in argon mixtures, to exhibit the same
quaﬁtitative behavior. A typical example of this behavior is to be

seen in the reproduction of a test record shown in Figure 19, In



-50-

general, th¢ luminosity from shock-heated krypton and xenon was

- less inter_xise than for argon, and the data so obtained less amenable
to ahalysis. In addition, fewer data points were available for each
of thesc two gaéeé (Kr and Xe_) as compared to argon, so that.we
shall cc;nsider here only the argon data. The behavior of the lumi-
nosity associated With-argon-xenon mixtures was quite similar to
that for pure argon. - Since the electron generation rates for the 0.1
per cent and 0. 48 per cent xenon in argon gas mixtures were close
to that for pure argon, the overall behavior of these two mixtures

was expected to be similar to pure argon, and are presented along

e
b

with the argon data in Figure 37.

In this figure, the ordinate is the time (tL in ysec) required
for the emitted intensity to reach a pre-selected arbitrary level (200
mv output from photomultiplier no. 1 (unfiltered light) and 4 mv
from photomultiplier no. 2 (filtered light)). The data shown were de-
rived from the output of photomultiplier no. 1, as its signal to noise
ratio, while poor, was substantially greater than that for photomul-~
tiplier no. 2. However, the times for both outputs to reach the ar-
bitrary levels noted (2 cm deflection of the oscilloscope trace)were
generally consistent to within approximately 30 per cent. The ab-
scisea of the graph is the inversc atom temperature (f = 1/kT) com-
pensated fbr shock attenutation. That is to say, the temperature at

particle time t; was calculated using the ideal gas relationships,

P
38

Pure argon was shocked at initial pressures of 3, 5, and 10 torr,
whereas the argon-xenon mixtures were tested only at one initial
pressure, 5 torr.
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and the known shock velocity and attenuation* (cf. Appendix W for a
detailed_-disc.us sion of the effects of shock attenuation upon the atom
ténﬁpérature).

An estimate of the error associaled with the determination of
tL and § is shown in the figure. The uncertainty accompanying the
shock aftemiaﬁon factor contributed, in large measure, to the esti-
mated error in B . For comparison, the uncertainty associated with
£, as shown in the electron generation rate (i.e., Arrhenius) plots
of Figures 26 through 30, is much smaller, because here any error
introduced with the shock attenuation factor is manifested as an un-
certainty in the electron generation rate rather than as an uncertain-
ty in the inverse temperature B.

In an effort to interpret these data, it was assumed that the
observed luminosity was a consequence of a two-step process. In
the first, rate-controlling step, an atom is collisionally raised to the
first excited level, this step being identical to that of the two-step,
excitation-ionization process discussed in Chapter II. The second
step is postulated to parallel that of the atom-atom, excitation-
ionization process with the essential difference that the energy sup-
plied by the second atom-atom collision (AE) is only sufficient to
further excite the atorn but not ivnize il, that is, AE < Ei_E* ; Where

Ei and E, are the ionization and first excited state energies, re-

IS
332

The same attenuation factors as used in the reduction of the mi-
crowave data were employed. It should be noted that the data re-
duced without consideration being given to the effects of shock atten-
uation were scattered to such a degree as to preclude interpretation.
This would indicate that the luminosity is, at least to some extent,

a function of the atom temperature.
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spectively. The excited atom (upper excited state) then is either
furthe_r collisionally excited (or ionized) or undergoes radiative de-
excitation, returning, via one or more intermediate states (with an
attenda_,nt produ'cfion of radiation), to the first excited level. The in-
tensity of radiation erﬁanating from this upper excited state is de-
pendent ﬁpon the population density of the state, i.e., L « Ny »
where L/ represents the intensity of rédia.tion from the upper ex-~
cited state whose population density is N, . Following the same
procedure as employed in Chapter II, we write dN,,/dt« NN
where N, as before is the population density of the first excited
state and N is the neutral population density. Using equation (11),
Chapter III to calculate the number of collisions per unit time per
unit volume, which would impart an energy of AE to the excited
state, and denoting the cross-sectional slope constant for this pro-

cess as C, . , it is possible to derive

AN, a7 3/2
wo 4\2 1 3
dt Vo C>:=>:<(p) N{Z = (BAE)

2o PAE 2(14pam)ePAE LN,

Substituting the known form for N, (equation (12), Chapter III) and
integrating, we have

4

3 -BE
_ 4 3,1 { 3 2 -BAE
Lo N:k:{: - My cc:{::{:N (B‘) (2+pE*)e Z'Z(ﬁAE) e

- L2
- 2(14+BAE)e ﬁAE}t
Numerical evaluation of the terms in the brackets and the pre-
exponential terms using temperatures and energies typical of those

encountered in this study permits us to write
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where tL is the time required for the luminosity to reach a level Lo.
In other words, the data, when plotted as {n(tL) versus

should exhibit a characteristic slope of E,/2 (for argon, E /2 =

5.78 ev), and should have an inverse 3/2-power pressure depend-
ence.

Unfortunately, the data exhibit a considerable degree of scat-
ter, making the determination of the slope somewhat difficult. The
line marked "5 torr' on the graph was judged as providing the clos-
est fit to the data and has the proper slope (5.78 ev). The lines de-
noted as '3 torr" and '"10 torr' also have a slope of 5.78 ev, and
are positioned so as to exhibit.a 3/2-power pressure dependence in
relation to the ''5 torr" line.

Because of the scatter, the limited number of data points
available at "3 torr' and "10 torr, " and the relatively restricted
range of temperatures studied, it is difficult to make a definitive
statement concerning the validity of the proposed mechanism other
than that the data are not inconsistent with the hypothesis., Wey-
ma,nn(3) has derived a quite similar luminosity time dependence em-
ploying as a mechanism a two-body recombination reaction (in the
atom-atorﬁ ionization regime). However, his atom-atom electron
generation rate equation, because of the manner in which the second
step of the procéss is hanciled, predicts a gquadratic rather than the

observed linear time dependence. Therefore, the similarity of form

must be construed as being accidental.
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CHAPTER VI

CRITICAL DISCUSSION OF THE RESULTS
OF HARWELL AND JAHN

- The pronounced discrepancy between the pure gas (Ar, Kr,

and Xe) collision cross-sectional slope canstants determined from

s
b

" the data of Harwell and Jahn' — and those determined during the
course of this i#vestigation, led to an attempt to reconcile the two
sets of results.’ In particular, the cross-sectional slope constant
estimated from Harwell and Jahn's data for argon is some five times
larger than that derived from the data presented in Figure 26. The
krypton and xenon data exhibit a disparity amounting approximately
tc a factor of two, in. the same direction as noted for the argon case.
The attempted reconciliation involved an evaluation of the effects
that differences in both the data reduction procedure and the experi-
mental technique might have upon the final result, i.e., the cross-
sectional slope constant.

Besides the manner in which the microwave crystal calibra-
tion was handled (Harwell and Jahn used a fixed calibration curve for
all their data rather than a separatc calibration for each data point
as used here), they employed a different field-pattern correction
function. - The mean field-pattern correction curve of Figure 17 was

inferred to be similar to the function they applied to their data in

" In their investigation of the atom-atom ionization process in the
pure (single specie) noble gases, Harwell and Jahn(14) employed the
same basic shock tube and microwave circuitry used in this study.

The details of their experiment are to be found in reference 53.

Sesj

Cf. Physics of Fluids 7, 214 (1964); also Chapter V.
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contrast to the synthesized correction curve used in this study, which
is shown on the same figure (labeled \;C/w = 0.30), and is discussed
in Appendix P.- Tb ascertain justwhat influence the choice of a field-
pattern - co rréction function Qbuld have upon the final result, all of the
"5 torr' argon data shown in Figure 26 were re-reduced using the
‘mean field-pattern correction function. Even though the data re-
duced in fhis ma.‘;rmei' were somewhat difficult to interpret because of
uncompensated field pattern-induced perturbations of the transmitted
signal, the resultant cross-sectional slope constant was only some
20 per cent higher than the value deduced using the synthesized field-
pattern correction fu_nction*. Therefore, this difference in the data
reduction procedure is inadequate to account for the observed dis-
crepancy in the results. Similarly, estimates of the effect of vari-
ations in the crystal calibration characteristics and the matching
procedure, wherein \)C/w is determined, can at most account for a
factor of two. Clearly, the discrepancy (for the case of argon) does
not arise from the peculiarities of the data reduction scheme em-
ployed.

In order to duplicate as closely as possible the experiments

conducted by Harwell and _Jahn(14)

, the mechanical refrigeration
system discussed in Appendices D and L, and shown schematically

in Figure 1, was turned off. This means that if back diffusion of

pump oil (from the mechanical vacuum pump in the flow system)

" The values of v /w computed for the same runs using the twodif-
ferent correction icactors differed, however, by as much as 50 per
cent; the uncertainty in the determination of this parameter was
greater when using the mean rather than the synthetic field-correc=-
tion function. :
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were to he present during.the flow period preceding the shot, oil
vapor could enter the tube unhindered by the cold-trapping effect of
the jacketed flow line. In addition, because the rough pumping line
(used to evaéuate the tube after a run) were no longer acting as a
cold trap, containination of the tube walls could occur, leading to
an increase in the outgassing rate. Also, to further duplicate the
operational procedure employed by Harwell and Jahn, no effort was
made to ""dump"' the gases trapped around the barrel and/or O-rings
of thé 6 mm (1/4”) Circle Seal valve interposed between the shock
tube and the 0- 20 torr Wallace and Tiernan gauge used to sense pre-
shock gas pressure. As discussed in Appendix L, this valve was
normally* activated a number of times prior to activation of the
flow system so that the trapped gases could be evacuated. This pro-
cedure prevented these gases from entering the test gas when, just
prior to the shock, the Circle Seal valve is shut, thereby isolating
the gauge from the potentially deleterious effects of the shock and
post-shock high-pressure (> 20 torr) tube environment.

Six shots were made in 5 torr of argon under the conditions
discussed, the resulting data [rom these experiments being reduced
precisely the same way as all the other data presented (cf. Appendix
X, etc. ). The results of these tests are presented in Figure 38.

It is .ob\/.rious that the absence of the cold traps and the pre-
cautionary dumping of the gas fra.pped in the pressure-gauge valve

did indeed lead to gross changes in the ionization rate, particularly

k6

This procedure was followed in the collection of all the data pre~
sented in Chapter V,
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at high values of P . At the time these tests were conducted, the re-
frigeration system had been off for about 41 hours. OQOutgassing rates
taken during this test series were not significantly different from
previous test series where the refrigeration system was opefating;
any increase.in fhe rate could have very well been obscured by the
séa.tter associatéd with the measurement (éf. Figure 5 ). Similar-
ly, the uitima,te tubé pressure remained within the range normally
encountered (around 2 85X 10-6 torzr).

In addition to the ionization rates increasing , there was a
marked increase in the visible (filtered and unfiltered) luminosity
assaciated with these shots*as compared to similar argon shots
taken under almost identical conditions of Mach number and initial
pressure, employing the full operational procedures of Appendix L.
From past experience, such an increase in luminosity has been as-
sociated with contamination of the test gas. It should be mentioned
that the research grade gas used for this test series was from the
same cylinder as used in gathering part of the data of Figure 26.

These facts would strongly suggest that the test gas of this
series was contaminated, either by back diffusion of 0il vapor from
the flow-system pump and/or contamination released from the pro-
tective valve leading to the pressure gauge. The data, although

limited in nurmber, are consistent with this hypothesis, a contami-

e
P

_lThe values of Q for these data, when plotted as a function of
B 2, were found to’]‘;)c consistently above (by as much as 30 per cent)
the argon data presented in Figure 32. Because of their sparse
number and the relatively large uncertainty associated with their de-
termination, it was fclt that not too much significance could bc at-
tributed to this observation.
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.nant_ of lower.ionization potential than the host gas tending to influ-
ence the low tempc_ara.ture (high f) ionization rates more than those
taken at high temperature (low ), cf. the discussion of Chapter V
concerning the binary specie ionization rate.

The fact-that fhere is less of a differential between the two
- sets of c-ross-.section.al slopé constants (i.e., between Harwell and
Jahn's and this work) for krypton and xénon lends credence to this
supposition, as these gases have lower ionization (excitation) poten-
tial than does argon, and their behavior would be less affected by a
contaminating impurity specie having an ionization (or excitation)
potential somewhat lower than that of argon. Therefore, one is led
to the tentative conclusion that the estimated‘impurity levels quoted
by Harwell and Jahn could very well be in error, that is, lower than

actually was the case.
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CHAPTER VII

CONCLUSIONS AND RECOMMENDA TIONS

Conclusions

»On the baéis of the experiment discussed in the preceding
chapters (and in-the Appendices), it is possible to arrive at a num-
ber of cénclulsions concerning the atom-atom ionization process in
the noble gases and their mixtures. In addition, itis possible to
draw certain inferences relevant to the evaluation éf the microwave
diagnostic system, to wit:

(1} The two-step, atom-atom ionization process, wherein
the first step (the elevation of the target atom to the first excited
level} is rate controlling, has been shown to be the dominant ioniza-
tion path, immediately after the passage of the shock and prior to
the electron-~atom ionization process.

(2) As a corollary, the atom-atom ionization process has
been shown to exhibit an electron generation rate which has a quad-
ratic dependence on pressure, that is, neutral particle density
(within an experimental error of 15 per cent), to have an activation
energy equivalent to the lower excited energy levels, and to be in-
dependent of time.

{(3) The use of a.n.app roximate form of the atom-~-atom ioniza-
tion crosé section (wherein the cross section Q near threshold, E*,
is characterized by a linear dependence on relative energy, i.e.,
Q= C(E—E*) ) C being the cross-sectional slope constant) has been
experimentally verified (within about 15 per cent) as being an en-

tirely adequate representation for use in formulating' low tempera-
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1 -1 . . .
T~ 1 ev < E* ~ 10 ev) kinetic reactions.
)

(4

ture (B =
The atom-atom ionization cross-sectional slope con-
stants for three pure, noble gases have been determined as having

the following values:

-19

-1
1. 4X10 9_—!; 15 per cent cmz/ev,

1.2x10 15 per cent cmz/ev,

argon: C

|+

krypton: C

xenoni C=1.8x10"%° + 15 per cent cm®/ev.

(5) The cross-sectional slope constant for argon ionizing
xenon has been determined to be (within an experimental uncertainty
of + 20 per cent) equal to the xenon-xenon ionization cross-sectional

20

slope constant, thatis, C = 1.8x10" cmz/ev (see Figures 29 and

30).

(6) While it is somewhat dangerous to generalize on the ba-
sis of a single correlation, the argon-xenon mixture results suggest
that, at least for the low energies at which the tests were conducted
kT <1 ev, the projectile atom (argon for the binary specie tests,
xenon for the single specie tests) behaves as a structureless parti-
cle, this in spite of their relatively involved electronic structures.

(7) The Maxwell-averaged elastic momentum=~exchange cross
sections for argon, krypton, and xenon, as determined from the mi-
crowave data (\)C/w), exhiBit (particularly for the case of argon) re-
markable agreeinent with Maxwell-averaged beam data. The agree-
ment for argon is within about 20 per cent; krypton, about 30 per
cent; and xenon, variable from a factor of 2 at the low end of the

temperature range to about 30 per cent at the high end (see Figures

32 to 34).



-61-

(8) Such excellent agreement as exhibited by the argon
elastic cross—sect_ionél data (the beam data for argon presumably is
more reliable than for krypton or xenon) would suggest that the sim-
plified model of rﬁicrowave-plasma interaction based upon the con-
cept of an ‘ensembled ;':Lveraged electron {and the associated assump-
tion of an energy-independent elastic momentum cross section, that
is, Ve ¥ '\)C( ) is an entirely valid representation of the interaction
of electromagnetic waves with moderate pressure (about 1 atmos. ),
moderate temperature (kT ~ 1 ev) magnetically unbiased plasmas.

{9) A limited evalualion ol the earlier alom-alom ionization
rate work of Harwell and Jahn indicates that their results were af-
fected by impurities, the impurity level of their test gas being high-
er than quoted.

(10) An evaluation of the luminosity profiles associated with
the atom-atom ionization process suggests that it is primarily com-
posed of line radiation, the monitoring system being too imprecise
and, as a consequence, the data too scattered, for a more definitive

statement to be warranted at this time.

Recommendations

(1) Because the major proportion of the test-gas impurity
level is caused by the known impurities associated with the research
grade gases l(cf.l Appendix E), as purchased from the vendor, itis
recommended that a limited series of tests be conducted using test
gases having lower (known) impurity levels (on the order of 10_7)°

(2) It is recommended that a series of tests be conducted

using krypton-xenon mixtures to determine the krypton ionizing xe-
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non crossfse_ctio'nal slope constant and‘to further substantiate that
the cros_é section is not affected by the structure of the projectile
pé.rticles (for energies on the order of 1 ev).

(3) It is recommended that an analytical study of the.ideal-
ized interaction of a Iilane, plane-polarized monochromatic electro-
~ magnetic wave with an isotropic slab of plasma, infinite in lateral
extent, having an arbitrary electron density distribution in one lat-
eral direction (the density being uniform in the direction of propaga-
tion), be made. This would permit a more realistic assessment of
the effects of lateral electron-density gradients to be made and fa-
cilitate the interpretation of the shock-tube microwave data.

(4) It is recommended that the work of Petschek and By-
ron(l) be expanded to include the effects of the atom-atom ionization
process. This would permit realistic estimates of the electron-
atom ionization cross section to be made and allow the electron tem-
perature to be calculated relatively accurately, thereby improving
the interpretation of the elastic momentum~-exchange cross .sectional

data (i.e., the interpretation of \)C/w in terms of QT ).
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APPENDIX A

DISCUSSION OF THE CONSTANT SLOPE APPROXIMA TION
OF THE ATOM-ATOM IONIZATION CROSS SECTION

'Rosen has computed the one=-step, atom=-atom ionization cross

(18) (19)

and for helium

.{4)

' the experimental work of Rostagni® "', This comparison for the case

section fof argon and compared his results with
of argon is shown in Figure 31. Rostagni's data show a virtually line=-
ar cross=-sectional dependence on relative energy for relative energies
up to the limits of the comparison {250 ev), while the computed cross
section of Rosen has a monotonically increasing slope. In general,
inelastic collision cross sections exhibit a characteristic dependence
on relative energy wherein the cross section increases almost linearly
from threshold to some maximum value and then decreases slowly
over a range of energies considerably larger than the range over
which the increase occurred. ¥

It can be inferred, then, that the atom~-atom ionization (or
more properly, excitation) cross section would in all probability have
an energy dependence similar to that described above. Ideally, sucha
cross section could be represented by an analytical relation having
three adjustable parameters. These parameters would specify the

initial behavior of the cross section from the threshold to the maxi~-

mum energy (e.g., the slope of the initial portion of the cross-section
" Cf. Chapter 4 of Basic Data of Plasma Physics, by S. C. Brown(32)
for 1&84? examples of this t?r?e of behavior. Also, the work of Gelt-
man and Foner and Nall 5), who demonstrate that the initial rise
in cross action as a function of energy above threshold is quite linear

for one-step ionization of He, Ar, Kr, Xe by electron impact, should
be consulted., '
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éurve), the maximum point, and the characteristic manner in which
the cross section decreased .with increasing energy. A comparison of
the atom-atom electron generation rate, calculated on the basis of this
cross section with the experimentally observed rate, would then pro-
vide a meaﬁs_ of determining the proper numerical values for the three
factors characterizing the cross section. This is feasible only inso-
far as the experimental data are sufficiently precise so as to permit
these parameters to be evaluated unambiguously.

The uncertainties associated with the experimental determina-
tion of electron generation rates were found to be of sufficient magni-
tude as to preclude the use of the three-parameter cross section
representation. Because of this, it was decided to characterize the

(3)

cross section by one parameter., Weymann'"’, in his work, has em-
ployed a one-parameter cross-sectional model where the cross sec-
tion is assumed to be a constant for all energies above threshold. In
this study, it was deemed to be more realistic to assume that the
cross section could be adequately represented by the initial phase of
the three-parameter model, that is to say, the cross section Q is
taken to be a linear function of the relative interaction energy above
threshold, i.e., Q = C(E-E*) » where E, is the threshold (excitation
energy) and C, the slope factor, is the adjustable parameter which is
to be experimentally determined. This method of approach is identi-
cal to that used by Harwell and Jahn(l4).

It is obvious that this form of cross-sectional dependence on

energy will weigh too heavily those collisions which occur at relative

energies higher than that at which the peak actually occurs. As we
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are experimentally generating gases with temperatures equivalent to
about 2/3 ev and the threshqld energy in all instances is above 8 ev, it
is only those rela_.tively few atoms which occupy the exponentially de-
creasing (with increasing energy) tail of the Boltzmann distribution
that have sufficient energy to interact. Therefore, one would antici-

" pate that the constant-slope cross section shéuld be a quite accurate
approximation. In order to set some bounds on the inaccuracies in-
troduced by this assumption, it would be of interest to determine the
fraction (¥F) of reactions which occur for all relative energies above a
lower value, Ef s+ wherc Ef = E* and ¥ = 1,0 for Ef = E* . Following
the calculations described in Chapter III, it is a straightforward exer-

cise to show that

E.2 E E, E -E,
o e )] -C)
L | .

(ZJ’E';‘:

& =

For argon (E* = 11. 55 ev) at a temperature equivalent to 2/3
ev, direct computation shows that & = 0, 015 for Ef =16ev, i.e., ap~
proximately 1.5 per cent of all ionizing (excitation) reactions are a
result of encounters where the relative energy was 16 ev or greater,
Stated in another way, for every 1000 electrons generated (per unit
time and volurne) in argon at 2/3 ev, 985 are a result of reactions in-
volving relative energies such that 11.55< E < 16.00, and 15 arise
from interactions E > 16.00. In light of the known experimental and

calculated argon cross=-section behavior , it is anticipated that Lhe

sle
-+

For the one~step process discussed earlier.



-66-

peak of the cross-section curve would occur at energies on the order
of 100 ev. From this, one is lead to the opinion that the constant=
slope cross section is an excellent approximation to the actual cross
section, the inaccuracies associated with its use being negligible in

comparison to those associated with the determination of the electron

* generation rate.
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APPENDIX B

BASIC SHOCK TUBE DESIGN DETAILS

The overall layout of the conventional shock tube used in this
experiment can Be discerned from the photograph of Figure 2 . In
this photograph, the ciurnp tank and diagnostic sections are in the fore-
- ground; the driver section and the refrigerated portions of the flow
system are in the background., A cleaier view of the driver section
end of the shock tube, and of the portion wherein most of the diagnos-
tics are performed, is presented in the photographs of Figures 4 and
3, rcspectively, In addition to thesc photographs, the schematic plan
view of the shock tube presented in Figure 1 should be consulted.

The shock tube proper is constructed from specially extruded
aluminum (6066-T5) tubing. This tubing, supplied by the Alcoa Com=
pany in 3 meter (10') lengths, has a square internal passage 5 cm by
5 cm*, and walls about 2 cm {3/4") thick (corresponding to external
tube dimensions of 9 cm by 9 cm). The selection of the square geom-
etry and the internal dimensions noted was predicated by the dielec~
tric, microwave=~diagnostic section. This section, a length of
Fischer-Porter pyrex tubing about 25 cm long (10"), has internal di-
mensions which are precisely (to within <0. 1 mm) those of the alumi=-
num tubing. |

A 1.2 M(4') length of aluminum tubing, both ends of which
have been machined to accept a standard Buna N O-ring, is used as a

dfiver section. One end is sealed with a steel cover plate through

als
5

The corners of the square are ''filled, " the fillet being some 3 mm
wide.
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which the driver gases are admitted; the other end seals against the
diaphragm. Although proof~tested to 2000 psi, driver~gas pressures
have been restricted to the range below 1000 psia. Standard CIT bot-
tled gases, supplied by the Linde Company, with an impuritﬁr level of
approximately 50 ppm, were used as driver gases. These gases,
suitably regulated, flowed from the cylinders into a flow~-control man=-
ifold and thence into the driver section via an~ 1 cm (3/8") flexible
line. A Heise 0 — 1000 peia gauge with an indicator needle was used
to monitor the maximum (i. e., diaphragm burst pressure) manifold
pressure for each run. At any one time, a maximum of two cylinders
could be used to supply the driver section, permitting gas mixtures
such as I—I2 + He and He + Ar to be used. Variation of the mixture ra-
tio, for a given diaphragm bursting pressure, provided a precise
means of controlling the test Mach number. The dual supply feature
also permitted, for those cases where a single specie and not a2 mix=
ture was used as the driver gas, complete utilization of these gases.
By using a cylinder in which the pressure was higher than the dia-
phragm bursting pressure, in conjunction with one whose pressure was
lower, it was possible to completely exhaust the lower pressure bottle.

Diaphragms cut from copper or aluminum sheeting {in the fully
annealed state) were used to separate the driver section from the rest
of the tube. | Aluminum diaphragms ranged in thickness from 0. 25 mm
(0, 010'") to 0, 65 mm (0. 026") in increments of about 0. 13 mm (0. 005");
thé copper diaphragms ranged from 0. 28 mm (0. 011") to 0. 43 mm

(0.017") in increments of 0. 076 mm (~- 0. 003")., To ensure reprodu~
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cible burst pressures, the diaphragm scorer shown in Figure 39 was
designed and fabricated. The diaphragms were scored in directions
coincident with the diagonals of the tub¢ passage so that the four petals
formed when the diaphragms burst would conform to the inside of the
tube and not obstruct /the flow. A "Red Devil" glass cutter provided
- the scoring action under a force of about 6 1b. from the off-set weight.
From tests it was determined that a minimum of 4 passes (for each of
the two diagonal score marks) was required to prevent the diaphragms
from bursting in such a manner that pieces of the petals entered the
tube. Most runs were made with diaphragms scored by 12 passes (in
each of the two directions) of the glass cutter, the remainder of the
runs being made with diaphragms scored only 4 times, For the same
diaphragm material, a consistent bursting pressurc diffcrcntial of
about 50 psia could be expected between those scored 4 times and
those scored 12 times. It was possible then, by judicious choice of
diaphragm material, thickness, and scoring procedure, to reproduci-
blyz:< select any one of 13 driver pressures (i.e., bursting pressures)
in the range between 90 psia and 970 psia so that a required shock
strength could be readily produced.

Two 3M (10') lengths of aluminum tubing separate the driver
section from the pyrex, niicrowa.ve diagnostic section, the joints again

being sealed by O-ririgs. All openings into the tube, save one, have a

e
>R

The vast majority of the diaphragms burst within + 5 per cent of
their experimentally-determined nominal pressure levels. In some
instances, where variations in Mach number were generated by alter-
ing driver-gas mixture ratio, a series of similar diaphragms were ob-
served to burst within 1 2 per cent of their nominal value.
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standardized 2, _5.cm (1) diameter, gre.a.t care being exercised to en~
sure that the shock~tube wall thickness at these port stations was uni-
form to within less than 0.04 mm. A set of interchangeable port plugs
was fa.brica.ted', fo the same tolerance limits as noted, to mate with
the wall ports. These plugs, sealed to the tube with an O-ring, were
then modified for use as view ports (see Figure 7 ), film gauges, or
flow ports, their dimensions ensuring that the inside surface of the
shock tube would be free from discontinuities greater than ~ 0. 04 mm.

Immediately downstream (~15 c¢m) from the diaphragm station,
a 5-cm diameter port was machined. This relatively large diameter
opening was required to assure efficient pumping action from the 5-cm
(2'") diffusion pumpzz< used to evacuate the tube below the limits of the
mechanical pumps, i.e., below 10"3 torr. The diffusion pump was
c onnected to a dry ice - acetone cold trap, which in turn was connect-
ed via 5~cm stainless-steel tubing to the 5 cm (2") gate valve affixed
directly on the shock tube. A cavity, 5 cm in diameter by ~8 cm high,
was therefore present when the gate valve was in the closed position
prcparatory to the passage of a shock wave. However, since shock
formation takes place over a distaﬁce on the order of M in front of
the diaphragm, this cavity apparently is not detrimental to its proper
formation.

Two standard plugs, positioned about 25 cm and 32 cm from the
diaphragm station, modified as ~ 17 mm I, D, flow ports, are used re-

spectively for rough pumping and for the flow system. Two other

ol
S

A Cenco model PCM 115 diffusion pump operating on Dow-Corning
DS 705 silicone fluid was used,
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standard ports have been included in this first section of the shock
tube. One at about 10 cm from the diaphragm station accepts a plug
modified as a safety valve to prevent the tube from being accidentally
pressurized above 50 psi. The other, some 10 cm from the joint sep-
arating t_he two 3M sections, is used to mount a CEC model GPH-100A
" cold-cathode pressure gauge,

The second 3M length of tubing has three pairs of ports posi=
tioned as shown in the sketch on page 124, The steel yoke used to sup-
port the pyrex diagnostic éection is sealed to this section of tubing with
an O=~ring, the pyrex tube in turn being sealed to the yoke in the same
manner.

A 60 cm (2') length of aluminum tubing separates the yoke from
the dump tank, In addition to the two pair of ports shown in Figure
an additional port, used to admit both the research~grade test gases
and the CIT argon, post run, pressurizing gas is present., A special
flange is affixed to the downstream end of this section of tubing which
mates with a similar flange on the dump tank. A 0.05 mm (2 mil} an~
nealed aluminum diaphragm is sealed between these flanges by O-
rings, thereby isolating the shock tube from the dump tank, which need
not be evacuated to as low a pressure level as the shock tube proper.

The dump tank use.d to eliminate strong reflected shock waves
{which could interfere with the processes under study) and to reduce
the post=-shock pressure level in the tube, ¥ is a modification of a sur-

plu‘b‘ Air Force breathing oxygen tank., - With dimensions of ~60 cm di=-

ameter by ~ 120 cm length (2' diameter by 4' long), the included vol-

B3

" Post-shock pressure levels in all cases were less than 500 torr.
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ume of this tank, ~0.3 M° (18,000 cu. in.), is some 16 times that of

the shock tube. * A Sing}e' opening into this tank permits evacuation by
a Hypervac 25 pump to pressure levels on the order 100y.
The details of the instrumentation, particularly those used for

the diagnosis of the shock-produced plasma, will be discussed in Ap~-

-pendices F through K.

Sk

The estimated total volume of the shock tube + lines (to closed
valves) is 18, 200 cms.
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APPENDIX C

SHOCK TURFE OPERATIONAIL CHARACTERISTICS

The chock ‘tube just described was used to generate shock
waves in the range 7 < Ms < 10. This range was delineated By two
considcrations; fhc limitation of driver pressures to below 1000 psia,
“and the necessity for interaction of the K-band (24 gcps)microwaves
with the shock-produced plasma. The only instance where the driver
pressure limitation became manifest was encountered when shack
heating argon at higher tube pressures. It was just possible, within

the driver pressure limitation, to produce a full range of microwave=

ate
R

plasma interactions in 10 mm of argon. Attempts to secure data at
higher initial pressures in argon, to further substantiate the theoret-
ically predicted pressure dependence of the atom=-atom ionization pro-
cess, were thwarted by this restriction. Except for this case, limi-
tations associated with the interaction of the microwave beam with the
shock-produced plasma servéd to restrict the operation of this shock
tube to the range noted.

Experimentally~determined test times, defined as the time in-
terval {AT), in laboratoryv coordinates, between the shock front (as
evidenced by the light spike) and the occurrence of the cold frontwhich
was assumed to be manifested by a drop in electron density (and a sub-

sequent precipitous rise in the transmitted microwave signal), agreed

B3

The determination of the atom=-atom ionization rates was limited, in
the strong interactions limits, by diffraction effects (cf. Appendix R),
and in the weak interaction case by the occurrence of the cold front

prior to the generation of an electron density level sufficient to inter-
act with the microwave beam.
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‘well.with‘ theory . For argon, testing times for all Mach numbers
and pressures encountered were in the range 230 | sec to 320 ysec.
Similarly, for krypton, the testing times ranged from 410 jsec to 560
usec; and for xenon, from 570 usec to 680 ysec,
As a point of reference, the equilibrium translational gas tem-
: perature‘, as calculated using the ideal shock relations, a ratio of spe-
cific heats (y) of 5/3 (corresponding tolthe noble gases), and an un=-
shocked gas tempe rature of ZOOC, is 4653°K behind a Mach 7 shock,
and 94170K behind a Mach 10 shock., In terms of electron volts (ev),
these temperatures correspond to 0.4009 and 0.8114 ev, respectively.
One other characteristic of the shock tube which is of pertinent
interest is its outgassing characteristics, which, as discussed in Ap-
pendix I, influence the purity level of Lthe tesl gases being shocked.
Figure 6 repreéents the data from 45 outgassing tests. As described
in Appendix L, an outgassing rate is taken prior to each run. This is
accomplished by slowly closing the gate valve to the diffusion pump
over a period of about 1.0 sec, starting at time t = 0 and observing,
via the output of the cold-cathode gauge, the pressure rise in the iso-
lated shock tube, * As the gate valve is closed, the tube pressure is
observed to increase from its ultimate pressure, ~ 2. 5><10-'6 torr, to
a value of 549)(10-6 torr. This observation is borne out by zero time
intercept of the initially linearly~-rising mean pressure curve, Figure

5 . The pressure increases almost linearly for approximately two

The pbrtions of the shock tube thus isolated included all portions
between the driver and dump tank diaphragms, an included volume of
~ 18,200 cm? .
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minutes, . and then begins to level off, Thereafter, it increases slowly,
apparently as a linear function of tirﬁe. After 5 minutes, the mean
pressure typically was of the order of 10-4 torr. Outgassing tests
continued f_of 2 hour showed that the pressure rose to betweein

1. 5% 10_4 and 3. QX 1.0'-4 torr. This is indicative of an exceptionally
 small leak rate, so small that for the purposes of these tests the leak
rate has been taken to be completely negligible in comparison to the
outgassing rate. An interesting effect was occasionally noticed when
the outgassing tests were continued for 10 minutes or longer. Pre-
sumably because of pumping action induced by the operation of the
cold-cathode pressure gauge, the indicated pressure would drop
slightly for a period of a minute or so (starting at about 10 minutes)
and then continue its almost linear rise.

A CEC type 21-611 mass spectrometer was installed on the
shock tube, the Diatron unit mounted via a short (about 6 cm) tube with |
a diameter of about 2 cm (3/4") at the first port position downstream
of the pyrex diagnostic section. A survey of the mass spectrum from
mass number 10 to 77 was manually undertaken with the tube under
normal pumping operation, i.e., atits ultimate pressure level of
~ 2 5><10'"6 torr, the gate valve to the diffusion pump being open. Us-
ing the total integrated output over the indicated mass range as a nor-
malization factor, the mass spectrum was interpreted as indicating
the definite presence of the following species:

water vapor ~ 63 per cent
nitrogen ~ 12 per cent

argon ~ 4 per cent
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oxygen ~ 1 per cent

In add]fti on, hroad.peéks ih the mass spectrum centered at 43, 57, and
70 mass units accounted for an additional 11 per cent in the proportion
3, 5,3, respectively. The broad peaks at 43 could possibly be due to
the presence of COB, ‘but, as with the other two broad peaks and the

' numeroﬁs smaller peaks occurring throughout the spectrum (account-
ing for some 9 per cent of the total), if is just as probable that com-
plex hydrocarbons are also present.

Therefore, taking into account the inaccuracies inherent in the
mass spectrometer (about + 1 mass unit uncertainty above ~ 40 mass
units), one can only state that the majority of the outgassing material
is composed of water vapor, with nitrogen the next most prevalent
specie definitely established as being present, and that approximately
one-quarter of the outgassing material is composed of a mixture of
argon, oxygen, and most probably hydrocarbons.

Outgassing rates taken after the mass spectrum was recorded
were normal in all respects, the tube having undergone a heating cycle

initiated some 18 hours previously.
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APPENDIX D

- SHOCK TUDE RESEARCH-GAS FLOW SYSTEM

The material outgassing from the walls of the shock tube into
the gas being tested represehts a source of uncontrolled impurity.
This impurity is uncontrolled in the sense that its composition, and to
‘a lesser extent its rate, is dependent upon factors over which little
direct control can be exercised. In an éffort to mitigate the influence
that the introduction of this unwanted specie would have upon the reac-
tion rates under study, a flow system was developed. This system,
first used by Harwell and Jahn(lll) and applied in a modified form in
this work, uses the research-graded gases which are being tested as
a diluent for the outgassing material and thereby permits the uncon-
lrolled impurity concentration to be reduced to any level, consistent
with the known irﬁpurity level of the test gases and economic consider~
ations. The analysis of the flow system and the estimated uncontrolled
impurity levels attained by its use are presented in Appendices C and
E.

Figure 1 depicts the essential features of this system. Com-
mercially available research gases are regulated to pressures on the
order of 2 atmospheres (absolute) by a Matheson model 19-580 diffu-
sion-resistant pressure regulator. Although the diaphragm of this
regulator is metal, some diffusion apparently occurs. This was evi-
denced by an inqrease in the atom-atom ionization rates for those few

runs where the research-grade gas was permitted to remain locked in

the regulator for extended periods of time (> 100 hrs) as compared to
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runs made under similé.r conditions where the gas was in the regulator
for »24vhmn~s or less. Since the flow system from the hellows control
valve immediately downstream of this regulator to the shock tube was
helium leak-tested and found to be tight, diffusion of air and/or water
vapor through the regulator diaphragm was indicted as the most prob-
able cause of the spurious reaction rates noted. To circumvent this
problem, it was standard operating précedure to discard* any gas
which remained in the regulator for more than 24 hours and to re-
ptressurize the system with fresh gas.

A. Heise 10Y, 0 to 500 cm Hg absolule-pressure gauge was
used to monitor the flow system pressure just upstream of the Mathie-
son model 603 ball-float flowmeter. This flowmeter was utilized to
monitor the flow rate of the test gas and provided a reproducible and
accurate means fo rapidly establish a given initial test pressure inthe
shock tube during a run. The test-gas flow rate was controlled by a
Mathieson model 657-L bellows needle valve. A check valve inter-
posed between this needle valve and the shock tube preventedthe high-
pressure driver, driven-gas mixture from entering the flow system
upon passage of the shock. All lines in this system were 6 mm (1/4")
O. D. copper, and all junctions were soldered. To eliminate possible
outgassing from the walls of the flow-system tubing, all segments ex-
cept the pyrex flowmeter and the Heise gauge were heated with an a-

cetylene torch., Heating, starting from the regulator and progressing

e

This was accomphshed by permitting the gas in the flow system, up
to the research-grade cylinder valve (which was firmly closed between
shots) to be exhausted into the shock tube and thence to atmosphere.

The flow system durlng this operation was reduced to ~ 10-% torr or
less in pressure.
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slowly toward the open needle valve, was continued until the shock
tube, Whi-ch W-as being pumped on by the diffusion pump, remained at
its ultimate pressure level (about 3x 10-6 torr).

The test gas introduced into the shock tube close to the rear
diaphragm flowed the iength of the tube and was exhausted through a
2 cm (3/-4”) Cii'cle Seal valve. A check valve immediately down-
stream of this valve prevented the shocked gases from being vented.
The check valve, actuated by the passage of the shock wave, did not
significantly impede the flow of the test gas prior to the occurrence
of the shock. Once past the check valve, the gases procceded to flow
through a cold trap. This cold trap, whose function it was to prevent
back-diffusion of oil vapors from the Hypervac 25 pump into the shock
tube, consisted of a length of 69 cm, 2 cm-diameter tubing. A jacket
surrounding the length of this tube acted as an evaporator for the 1/4-
ton mechanical refrigeration unit. The full capacity of this unit was
p.sed to cool this line to temperatures < - 40°C, the great majority of
data being taken with temperatures in the range of -42 to -45°C. For
reference, at -400C, the vapor pressure of mechanical pump o0il is on
the order of 10-8 torr. After the gas passed through the cold trap, it
entered a 34, 500 cm3 settling tank employed to suppress any flow pul-
sation induced by the mechanical pump. Upon exiting the tank, and
prior to its ultimate exhaustion outside the laboratory by the Hypervac
25 pump, the test gas flowed through another 2 cm (3/4'") Circle Seal
valve. This va.ive was cai'efully calibrated so that it was possible to
make runs at ir;itial tube pressures of 10 torr using the same flow

rate, as indicated by the flowmeter, as was employed for the 5 torr
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shots. This was done‘in an effort to conserve the expensive research-
grade tes.t ga;ses, and to maintain the same impurity level for the 10-
torr tests as was ébtained in the 5~torr series.

The emplbyment of a cold trap to prevent back~diffusion of
pump oil, the use of ébellows—type, high-vacuum valve on the regu-
lator (ra-ther‘ than a pac_:king-—type valve which had previously been used
and was shown to leak), the ope rational procedure of dumping gas
locked in the regulator for extended periods of time, and the calibra-
tion of the 2 cm (3/4") flow valve to permit constant purity level op-
eration, arc thc primary features which distinguish this flow system
from the one (denoted as flow system no. 3) used by Harwell and

Jahn(14) in their work.
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APPENDIX E

TEST GAS IMPURITY LEVEL CALCULATION

As an idealization of the flow system and outgassing process,

the following simplified model will be used.

Wd"’ Qd Q;

P T T N A P
Bl Wo No=Q+W -~
AW A A A A A A A A=

Here, Qi represents the flow rate, in particles per second, of the
research-grade test gas entering the shock tube; Wi » the rate of evo-
lution of gases from the tube wall, i.e., outgassing z'a,te::< {particles
per second); NO » the particle density under steady-state conditions,
composed of pure gas Q and the impurity W ; Wo » the initial im-
purity level present in the tube at time zero, that is, when the flow
rate Q.1 is initiated; and wd+éd is the rate of efflux f{rom the tube, a
mixture of impurity plus pure gas.

The quantity of interest is W/NO , the ratio of the impurity
particle density to the overall particle density of the tube as a function
of time. It will be assumed that perfect mixing of the outgassing im-
purity with the flowing pure gases occurs so that at any instant the
ratio of the impurity efflux to the pure efflux is the same as the ratio
of impurity to pure particle density occurring in the tube, i.e.,

Qd/_Wé1 = Q/W . This assumption should be an adequate representa-

" The measured outgassing rate is a combination of the outgassing
and leak rates.. The leak rate, as determined by experiment, is quite

negligible compared to the outgassing rate, and is therefore neglected.
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tion of the actual mixing process because of the time scale (about 1
minute) and the low particle densitie.s involved. Implicit in the per-
fect mixing assurﬁption is the neglect of concentration gradients and
the implication that all portions of the interior surface of the shock
tube have the séme outgassing characteristic. It will further be pos-
tﬁlated that the tube pressure is instantaneously established, that is,
for t < O the particle density is W0 , and for t= 0, No . It usually
requires 10 to 20 seconds to reach the approximate pressure desired
for a given run, the remainder of the flow time being devoted to the
fine adjustment and stabilization of the pressure. Therefore, this
lattcr assumption is not unrcalistic and pcrmits the following cxprcs-
sions to be written déscribing the steady-state character of the flow:
Q+ W, = Qg+ Wy

N, = QtW=0=> Q=0Q,-Q, and W= W, W,

As the shock tube pressure is assumed to be instantaneously
established, it is obvious that Qi = constant = K (pa.rticles/cm3sec).
Consideration of the outgassing characteristics of the constant volume,
constant temperature shock tube (cf. Figure 1 \) reveals that it is jus-
tified,for flow times < ~ 120 seconds, to set Wi = constant = y (parti-
cles/cm3 sec).

Ffom the above expressions we can write

Q+W |
w )Wd

N .

o . _ _ N

K+K—Qd+Wd—( —WWda
o . No .

But Wd=%_-W, 50 K+%=—W— (x~-W), and



t W(t)
<o (K4 )W _ dwW
W - Ho- T—— 3 or dt b —‘W -
° 0 L

Performing the indicated integration, the desired result is obtained,

viz. ,

Kty Kty
(K (K,
W(t) ) N N

'7'(. 0 WO
NO = (K_K)<l—e >+-——N—O—e

This expressionis graphically represénted in Figure 6 for the three
pressure levels encountered in this study. The curves are represen-
tative of the calculated impurity levels associated with all of the data
presented in Chapter V. The great perponderance of data was taken
under conditions where the flow time t was 60 sec or longer. Ina
few instances, it was possible to shorten this time, 40 sec being the
shortest (for one shot). Using the 40 sec case as an extremum, it is

seen that the maximum calculated impurity levels (W/NO) for shots

6 6

having initial pressures of 3, 5, and 10 torr are 0.47x10 -, 0.26x10" ",
and 0. 26X 10_6, respectively.

These impurity concentrations compare quite favorably with
the known impurity levels of the assayed research-grade test gases
used in this study. The table below is a compilation of the gas analy-
sis supplied by the vendor with each of the research-grade test gases
tested. The impurity levels of the mixed gases were calculated from

e

the analyses supplied for each constituent .

" In all cases the gas analysis accompanying the cylinder of test gas
was that of the larger batch from which the cylinder was filled. To
ensure contamination-free filling, an oxygen trace analysis was re-

quested and performed on every cylinder purchased.
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APPENDIX F
"DETAILS OF THE PHOTOMULTIPLIER SHOCK-
POSITION INDICATORS

The typical thin-film heat gauge used for the purpose of indi~
cating the passage of é_ shack front consists of a platinum film about
1 mm wide and 1 cm long deposited on a glass or quartz substrate.
This film, mounted flush with the shock tube wall, its long axis paral-
lel to the shock fi‘ont, has a resistance on the order of 100 -~ 200 ohms,
Theoretically(37), the temperature of the film, and therefore its re-
sistance, will respond to an instantaneous change in gas temperature,
e. g., to the passage of a shock front, in less than a microsecond. By
connecting the film in series with a battery and a ballast resistor, as
shown in the accompanying diagram, it is then possible, in principle,
to use the AC-—coﬁpled output of this device as a shock position indica~-

tor, or as a side wall heat-transfer indicator. The diagram shows

_ < ~400 n -
sV — BALLAST RESISTOR — e—~ | M sec.

|
ae ¢ |

COUPLED 5my

1 = ¢
t o re— 5 U sec,

how the gaﬁge ideally responds to the passage of the shock front, the
laminar boundary layer, and then the turbulent boundary of the shock
heated gases. |

Numerous experiments conducted in argon at 5 torr indeed

corroborate the behavior described above for shock strengths below
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approximately Mach 8, However, above Mach 8, presumably because
(38, 39)

of ionization effects » the response of these gauges to the pas~

sage of the shock front appeared as follows:

/ I _ A
_ - /,J—
o |
VLA L bl y
smv\'\/ ‘ . Smy \\“ /
? — -—5 1 sec, ¢ ~N| I -—5 ) sec.
Ms ~ 8 J_ Ms> 8

For Mach numbers on the order of 9, the amplitude of the negative
portion of the signal far exceeded the positive signal level. What is
more significant, the initial signal level change preceding the negative
spike and the signal's behavior after the spike became progressively
more gradual, extending over some few microseconds, the stronger
the shock strength. To discount the possibility that this effect was
due to the circuit design, the battery and the ballast resistor were re=
moved from the circuit,leaving only the film. The response of this

modified circuit (i. e., the film) to a Mach 9 shock into 5 torzr of argon

is depicted below. A
t | —— //‘ miF
5 mv

o l‘ ~— 5 p sec.
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Clearly then, the use of the thin-film gauge as a shock posi-
tion indicator leaves much to be desired for the accurate determina~
tion of mean shock velocity in the range 7 < Ms < 10. Ideally, omne
would like a signal with a rise time on the order of one micrbsecond
or less whose a,fnplitude and basic charactcristicas were but a weal
| fﬁnction of Mach number (for the range noted) and initial gas pressure
for the tést gases of interest (i, e., noble gases and their mixtures).
Fortunately, there is a characteristic feature of the shock front, be-
sides its temperature differential, which can be made to yield a signal
possessing the desired attributes noted above.

This feature, the shock front luminosity, was first reported by
Petschek(24) and spectroscopically studied by Turner(zs). These
studies demonstrated that for Mach numbers above about 6 in ~ 5 torr
of argon (and krypton), the luminosity zone was quite narrow, being
on the order of 0.6 mm, and became narrower the higher the Mach
number of the shock. Further, it was shown that this luminosity was
due to non-equilibrium excitation of NZ and/or CN (present in small
amounts in the test gas) extending across the entire shock front rather
than arising in the boundary layer from impurities scraped from the
shock tube walls. Every luminosity profile taken during the course of
this experiment shows the presence of shock front luminosity. In Fig-
ure 19, this phénomenon appears as a sharply rising signal, the form
of which is somewhat obscure because of the manner in which it was
recorded (i.e., a chopped signal of 1 Usec duration displayed every 4

Musec, characteristic of the type M plug-in used as a preamplifier for
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the photomultiplier output, see Appendix J). For Mach 7 shocks, the
shock front luminosity, which we shall hereafter refer to as a "light
spike, ' rises to a maximum in between 1 and 2 ysec, decaying over a
period of 20 or so usec to a low luminosity level characteristic of the
atom=~atom ioniiation regime immediately behind this front. For

| higher Mach nurﬁbers, the amplitude of the '"light spike'" is somewhat
higher, énd both thé rise time and the decay time are shorter (around
1 usec and 10 psec, respectively). These observaiions are directly
comparable to those made by Petschek and by Turner when considera-
tion is given to the spatial resolution employed in these tests*. For
all gases considered, all Mach numbers, and all initial pressures en-
countered in this study, the "light spike' was present as an ubiquitous
and highly reproducible feature. As will be recognized, the presence
of this luminosity is indicative of nitrogenous and/or carbonaceous
impurities in the test gas, which, as shown in Appendix E, are present
in concentrations of less than a few parts per million.

In order to take advantage of the sharply defined shock-front
luminosity zone to the fullest extent, the photomultiplier shock=-posi-
tion (SPI) system diagrammed in Figure 7 was designed and fabri-
cated. Since the shock~front luminosity zone has a thickness of on the
order of + mm, and it was desired to measure shock passage times
with an accuracy of at least 0. 4 ysec and preferably 0. 2 ysec, tb 21

optical system was designed to have a maximum breadth of vir an

P
L

Cf. Appendix J for the details of the instrumentation us In par-
ticular, Figure 25 should be consulted, where a diagram the actual
gas volume observed is shown.
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‘the shock propa.gé.tion direction) of about ¥ mm. As shown, this max-
imum.occurred at the far .wall of the shock tube, the field of view be=-
ing only 0. 35 mm wide at the near wall*.

The light port through which the shock front is observed is a
standard plug m‘odifie-d as shown. The scratch«free, optically flat
(and cleé.r) pyrex disk is sealed to the plug by epoxy resin. Great
care was exercised in mounting the pyfex window in the plug so that
when installed in the tube its surface would be flush (to within < 0. 04
mm) with the plug and the shock tube proper. To eliminate reflection
from the walls of the plug, an insert of 100-grit aluminum=~oxide cloth
(spray~painted flat black) was installed. This proved to be an entirely
effective reflection suppressant.

The light pipe was electrically isolated from the plug, and
therefore the body of the shock tube, by a micarta sleeve., The use of
this sleeve was dictated by the occurrence of some rather severe
ground-loop induced noise whenever the SPI's were placed in contact
with the shock tube. On either end of the light pipe (16 cm long by 2.5
cm diameter) thin disks (0.3 mm thick) were mounted. Each disk had
a slit 0. 24 mm wide by 1. 6 cm long machined coincident with a diame-~
ter. These slits, as shown in the ray system depicted in the figure,
defined a field of view having the desired characteristics. Internal re-
flections in the light pipe were eliminated, as in the case of the view
port, by the insertion of a liner of aluminum-oxide cloth which ex~

tended the whole length of the tube, with the grit side in. This method

o
L

Neglecting diffraction effects. Diffraction of the luminosity by the
slits increases the effective view width to ~ 3/4 mm at the far shock-
tube wall.
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of reﬂect_:ion suppression proved to be as effective as the use of coiled
pipe cleaners (cf, ’Appendi’x J) and had the advantage of being simpler
to accomplish..

| As in the case of the luminosity monitoring system (discussed
in Appendiﬁ J), RCA fype 6655A photomultiplier tubes were used to
 detect the shock-generated light, No special tube shield was found to
be necessary in this application; a simple, well-grounded section of
steel tubing (3 mm wall thickness) forming the outer casing at the SPI
body proved to be quite adequate as a shield., The circuitry of the SPI
photomultiplier tubes was virtually identical to that used in PM nos. 1
and 2 with the notable exception that,in order to be compatible with
the ampliﬁer-differentiator unit (pulse box), the output was positive
and the amplification factor variable. Power {(-950 v) was supplied to
the bleeder chain of each of the SPI's by a John Fluke model 412A
regulated power supply through shielded RG 55/U cabling, the four
SPI's being wired in parallel. Each of the SPI units was connected to
an input of the amplifier~differentiator flip-flop unit (ADFF unit) by
2 M lengths of RG 62/U cabling.

The output signal level of all four SPI units was adjusted so as
to be equal for a constant {fixed intensity amplitude) input. This con-
stant input was sﬁpplied by the calibration unit shown in Figure 7 .
Under typical operating conditions, the SPI's would be adjnsted (i. e.,
the miniature potentiometers varied) to yield an output of ~ 1 mv,

corresponding to a potentiometer resistance on the order of 20 Q.

* Because of variation in the amplification factor among the photo-
multiplier tubes used in the SPI units, the individual potentiometer
readings for 1 mv output were 93, 13, 15, and 36 Q.
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Because _of the low output resistance level, the output signal was
found to be virtually free éf internal, tube-generated noise.

In order to be assured of the highes‘t degree of precision in the
determination of.shock passage time, the SPI output level and the trig-
gering levél of the A]jFF unit were adjusted so as to yield a pip when
'~ the lightv spike signal was increasing most rapidly as a function of
time. From tests this was found to coﬁsistently occur when the sig-
nal was between 1/3 and 2/3 of its maximum amplitude. Monitoring
the output of one SPI unit in response to shocks of various strengths
permitted the selection of those potentiometer settings which would
yield a signal level just sufficient to trigger the pulse box as the light
spike reached about half of its peak intensity. In turn, the output of
the same SPI in response to the fixed intensity calibration unit was
determined. This output {in response to the calibrator) was then

used as a means of standardizing the output for all four SPI's.
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APPENDIX G

DESCRIPTION OF THE AMPLIFIER-DIFFERENTIA TOR
. FLIP-FLOP UNIT

Previous to the use of the photomultiplier shock position indi-

cator (SPI), thin film-gauge heat gauges were utilized to sense the
passage of the shock front. Since these indicators produce an output
on the order of one, or at best a few, rnillivolts, it is necessary to
amplify the output to at least 200 mv, or preferably several volts, in
order to provid_e‘ an adequate signal level suitable for triggering the
recording instruments. This function was superbly performed by a
highly reliable, three-transistor amplifier-differentiator unit, the
details of the genesis of which have been lost to posterity.

In the design of the shock-velocity determination system used
throughout the experiments reported herein, it was decided to use a
combination of film gauge and photomultiplier shock-position indica-~
tors. Because of its availability and simplicity, a film gauge was
employed to trigger the '""raster scope.' In this application, the va-
garies attendant with its spurious reaction to high Mach numbecr
shocks (as described in Appendix F) were small compared to the time
available for the '"raster scope'' to trigger and record the outputs of
the succeeding, more precise, photomultiplier shock-position indica-
tors. The.refore, since a reliable amplifier-differentiator circuit de-
sign was available, and since it was a trivial matter to design a photo-
multiplier SPI circuit to pfoduce output signals comparable to those
produced by the film gauges (that is, in the low mv range), the so-

called amplifier-differentiator flip-flop (ADFF)unitwas designedtobe
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suitable for use withboth.these devices. Asisrecognized, the require-
ment for compatibility of the ADFF circuitry for use with the film
gauges established a far more rigorous, but simply satisfied, per-
formance criteria than if it were designed for use solely with photo=-
multiplier SPI's. |

A circuit diagram of the ADFF unit is shown in Figure 8 . In
the amplifier-differentiator portion of fhis circuit, the mv range sig-
nal from film-gauge or photomultiplier SPI's is differentiated and
amplified to approximately 15 v. The amplifier has a constant gain of
approximately 15000 for inputs below about 1 mv., For input levels
above 1 mv, the output is maintained at about 15 v. Differentiation of
the input signal ensures that the output signal will have uniformly
short rise times. Rise times, to maximum, as short as 0,1 usec are
characteristic of this design. The output of the amplifier-differentia~
tor unit is fed to a flip~flop circuit where, once a pre-set level is ex-
ceeded, a 'pip" having a rise time on the order of 0. 2 ysec, an am-
plitude of from 4 to 7 volts, and an exponential decay time of about 10
usec is produced. No further output from the flip-flop is possible
until it is manually re-set. A re-set indicator circuit is also shown
in the figure. The re-set indicator circuit is tied directly to the out-
puts of the flip-flop units. Whenever one of the units produces a pip,
the event is marked by the indicator light. Since the ADFF units and
the shock-position indicator units were to operate in an electrically
noisy environmént where spurious triggering of the slip-flops would
be expected, this indicator feature was particularly useful. In order

to obviate the need for continually checking the viability of 30-volt
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batteries, as ‘were used to power the original amplifier-differentiator
units, the power supply shown in the figure was incorporated in the
overall design.

Six of these amplifier-differentiator flip-flop units, the power
supply, and thg reset indicator ci:rcuit* have been integrated into a
" single unit. Six indepeﬁdent inputs can therefore be individually
handled. For each input there are twoloutput terminals, one for the
output from the amplifier-differentiator circuit (prior to the flip-flop)
and the other for the output at the flip-flop unit (the so-called 'pip"
output). All six of the pip outputs are internally connected via switch-
es to a single UHF output terminal. This feature permits any com-~
bination of the pips to be '"added, ' as is necessary for the production
of a raster display,

Because of the electrically noisy environment in which this
unit was employed, it was necessary to extensively shield the entire
unit with "mu' metal. Meticulous care was also exercised in provid-
ing adequate grounding for the circuits and the "mu' metal shields.
As a result of these procedures, the incidence of spurious triggering
of the flip-flop units was reduced to an acceptable level. With no pow-
er to the photomultiplier SPI units, triggering would occur on the av-
erage of once every 20 minutes or so. With power to the (4) photo-
multiplier SPI units, the time interval between incidents of unwanted
triggering of one or another of the six units was approximately 4 min-

utes, a gquite acceptable level.

* The author is indebted to Mr. Rex Hafer of JPL for the design of
the flip-flop unit, the power supply, and the reset indicator circuits.
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APPENDIX H

DESCRIPTION OF THE RASTER SHOCK-POSITION
RECORDING SYSTEM
.The essential features of the raster system circuitry; which
has demqnstx;ated a high degree of reliability in over 250 runs, are il-
lustrated in Figure 10.
A Hammer Electronics Co. model H-106 regulated power sup-

ply is used, in accordance with specifications, to power the Radionics,

e
b d

Inc. model TWM-2a timing generator . Two outputs are available
from the timing generator; a highly accurate, linear triangular wave
having a frequency of 1, 2, 10, or 20 kcps with a peak-to-peak ampli-
tude variable from 0 to 2 volts; and a marker pulse suitable for z
axis (i.e., intensity) modulation of an oscilloscope CR'l intensity, at
irequencies precisely ten times that of the triangular wave. The 20
kcps output was used exclusively in these studies. At this frequency,
the elapsed tlme [rom peak to peak (maximum to minimum) is 25
usec, and therefore a marker pulse occurs every 5 ysec.

The output of the marker-pulse circuit was fed directly into
the CRT cathode jack on the back of the Tektronix 535 oscilloscope
(the "raster" scope) to modulate the signal trace in such a manner
that every 5 ysec the tra.cé was intensified for ~ 0.1 ysec. The dots
on the trace seen in Figure 9 are a result of this marker signal.
The triangular wave output was, as shown, fed into the "Trigger or

Ext Sweep In'" input terminal of the oscilloscope. The ~ 2v peak-to-

sk

For proper operating, the timing generator requires a 200 v, 135
ma supply having less than 100 yv of ripple and hum, and a filament
supply of 6.3 v at 6. 8 amperes.
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peak amplitude of this vsignal served to drive the oscilloscope trace
horizontaily .%o that it extended over the central 8 cm of the display.
The. oscilloscope‘s saw-tooth main sweep output was used to supply an
accurafcely-c‘ontrolled vertical displacement of the trace. This was ac~
complished by externé.lly connecting the main sweep generator to one
channel of a -Tektronix CA type plug-in, operated in the '"added alge-
braically'" mode, The other channel received the pulses produced by
the four photomultiplier SPI units, the presence of an SPI pulse serv-
ing to displace the trace abruptly in the ver.tical direction, making it
easy to accurately position the occurrence of the event in time.

A pip from the first channel of the ADFF unit, initiated by the
output of the film gauge, is used as a trigger signal. Upon receipt of
this signal, the display is unblocked, that is, the trace intensity be-
comes visible, and the main sweep saw-tooth output voltage starts to
increase linearly with time, thereby driving the trace up the face of
the CRT. The triangular wave generator is running continuously;
therefore, the horizontal position at which the trace starts is vari-
able. This uncertainty in trace starting position is of no consequence
and can be ignored.

I\/Ic»cliﬁca‘c.ions=:< to the oscilloscope's basic circuitry were nec-
essary before it could be operated in the manner just described.
These Wefe effected by Mr, Charles Mullett, the local Tektronix
field engineer. In its modified form, it is not possible to operate the

oscilloscope in the single-sweep mode, wherein the trigger circuit

sl
bd

Resistor R17, in the main-sweep trigger circuit, was shunted with
a 15K resistor and the delaying swcep unblanking signal was ground-

ed.
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Would operate once on the first appropriate signal and thereafter re-
ma.in insénsitive to all others until manually re-set. This restriction
offelred no difficulty because, as mentioned, a pip from the ADFF box
was used as a trigger signal, the ADFF box thereby acting as an ex-
tension of the triggeri;rlg circuitry, permitting single-sweep operation.

In the> raster display depicted in Figure 9 , it can be seen
that the marker dots, excluding those ai the left and right hand ex-
tremes of the trace, do not form individual columns but rather deline-
ate two vertical, closely spaced columns. This is indicative of a
slighl amount of horizontal amplifier distortion caused by the high fre-
quency of the triangular wave signal. This distortion is of no conse-
quence as the time interval between successive marker dots was
shown to be accurate to 0. 1 ysec or better. This was demonstrated
by displaying precisely-generated marker signals from a Tektronix
type 180 A time-base generator on the raster and directly effecting a
comparison. On the basis of these tests, it is reasonable to antici-
pate measurement accuracies on the order of 0.1 yusec for signals
spaced over an interval of up to 2 millisec or more*.

The raster display presented on the oscilloscope's CRT was
recorded on Polaroid type 46-L transparencies; the oscilloscope cam-
era being Qpened just prior to the shot and closed immediately there-
after. Té facilitate precise reduction of these raster data, 8%“ x 11"

photographic enlargements were made from the transparencies.

e
b

The raster shown in Figure 9 exhibits a time-base length of ~ 1
millisec. By the simple expedient of altering the frequency of the
time-base generator, it is possible to expand the display so that more
triangular waves could be displayed, a total time base of ~ 2 millisec
being a reasonable practical limit.
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APPENDIX I

DESCRIPTION OF THE MICROWAVE DIAGNOSTIC SYSTEM

The microwave circuit used as the primary diagnostic tool in
this experiment v.vas designed to provide as close an approximation to
a plane wave beam as -pos sible within the context of component availa-
bility, simplicity, and reliability of operation. The basic intent in
mating this circuitry to the shock tube ;was to physically duplicate, as
closely as possible, the conditions prevailing when a plane, plane-
polarized monochromatic beam of electromagnetic energy interacts
with an infinite plane slab of isotropic, homogeneous plasma. The
underlying philosophy then was to employ the simplest possible micro-
wave circuitry to simulate this analytically unsophisticated but physi-
cally relevant microwave - plasma interaction.

The details of the analysis of plane plasma-slab microwave in-
teraction and the corrections necessary to bring this theory into
closcr corrcspondence with reality are discussed, at length, in sub-
sequent appendices. For the idealized interaction described, there
are four measurable quantities, viz., the phases and magnitudes of
the microwave signal transmitted through and reflected from the plas-
ma slab. The circuit employed and schematically shown in Figure 11
measures the magnitude of these two signals. For the values of vc/w
associated with the shock-heated plasmas studied in this experiment
(\)C/w ~0(0. 1)), the measurement of signal amplitudes permits as
large a range of electron densities to be detected as could be accom-~

(26)

plished with phase measurements but with far fewer components.
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The Bendix (Rea Bank Division) 2K50 reflex klystron used as
the microwave generator supplies up to 8. 5 mw of coherent micro-
wave energy in the frequency band from 23. 50 gcps to 24. 46 gcps.
Nominal operation at ;4, 00 gcps is maintained by thermal tuning of
the klystron cavity. A Dressen-Barnes model 10-30 (0. 5-30v DC)
régulated power supply connected to the tuning grid of the tube per-
mits the 'frequency to be adjusted to any value within the range speci-
fied, Anocther Dressen-Barnes regulated power supply (a model 62~
109) is used to éupply the cathode (6.3 v), the repeller (-90 v), and
the cavity (+300 v). Because the shell of the klystron is also at 300v,
and in addition becomes thermally hot from operation, a protective
shield in the form of a coil was installed surrounding the tube to pre-
vent accidental contact. This coil can be seen in Figure 3

A DeMornay-Bonardi model DBE-979 E/H plane tuner attached
to the klystron by a short wave-guide adaptor provides a means to
maximize the power output at a given frequency. In essence, this
component behaves as if it were part of the resonating cavity, per-
mitting the klystron to be optimally "matched" to the rest of the cir-
cuit, The 15-cm (6'') scction of flexible wave guidc scparating the
E/H plane tuner from the Uniline compensates for physical misalign-
ments in the circuit components and serves to protect the klystron
fram shock-induced vibration. Since the frequency and power output
characteristics of most klystrons are sensitive to the load into which
they are delivering power, a narrow-band (23 -25 gcps) ferrite iso-

lator (Monogram Precision Industries, Inc., Uniline) is employed to
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prevent plasrﬁqa-—induced_reﬂections from reaching the klystron. This
particula_f device has 21. 2 db reverse attenuation and 0. 6 db forward
atfehué.tion at the ﬁominal test frequency of 24 gcps. A DeMornay-~
Donardi xnodel. DBE~-410 precision-calibraled allenuator, attached di-
rectly to the Uniline, is used to adjust the power level reaching the
crystal detectors and as a means to calibrate conveniently these crys-
tals (cf. Appendix O).

Frequengies in the range from 18 to 26.5 geps (K-band) can be
measured by the Microwave Associates, Inc. model MA 588 absorp-
tion type cavity wave meter, positioned immediately after the a.ttenﬁ-
ator. Frequency measurements made with this instrument close to
the nominal frequency of 24 gcps wére found to be accurate to around
+ 7 Mcps, which is an adequate level of accuracy for the purposes of
this experiment.

A Hewlett-Packard model K752A, 3 db, multi-hole directional
coupler is mounted immediately forward of the cavity wave meter.
The DeMornay-Bonardi model DBE-319 tunable crystal fnount mount-
ed directly on the "'side'" leg of the direciional coupler detects the mi-
crowave signal reflected from the plasma and converts it, via a 1N26
crystal, to an output voltage. This crystal mount has been adjusted
for minimum VSWR (that is, VSWR — 1. 03), and therefore acts as a
blackbodylina.smuch as virtually all microwave energy incident on the
input flange is absorbed, only a very small and inconsequential per-
centage being reflected béc:k into the system.

Interposed between the transmitting horn and the directional

coupler is a DeMornay-Bonardi model DBE-919 variable stub tuner.
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1his device is used in the dual capacity of bucking out any small mis-
match resulting from the horn's being "'matched" to the pyrex test
section and to introduce a small mismatch for the purpose of creating
hybrid phasé "bumps" (cf. Appendix U). The receiver tunable crystal
mount affixed directly to the receiver horn was initially adjusted for
minimum VSWR in a similar manner to the reflected signal crystal
detector mount. In order to provide a compensating-bucking signal

to offset the controlled mismatch of the stub tuner, the receiver crys-
tal mount was purposefully mismatched by a small amount.

The transmitting and receiving horns supplied by DeMornay-
Bonardi were of special design, insofar as the beam pattern they ra-
diated was restricted in the vertical (E) plane and the horns when
mounted on the pyrex test section, as shown in Figure 11, had thecir
focal points adjusted to coincide with the aperture plane of the facing
horn. The Rexolite insert in the mouth of these horns served as a
matching structure. Following a trial-and-error procedure, various
combinations of slot width and depth machined in the Rexolite were
tested until a minimum VSWR of ~ 1. 05 was attained with the horn
mounted to the pyrex test section. For all intents and purposes, then,

the pyrex test section was non-existent insofar as the microwaves

-5

were concerned .
After an initial warm-up period of approximately twenty min-
utes, the klystron's power output and frequency were found to remain

quite stable for extended periods. Variations in power level on the

" Jahn(27) discusses the matching of multi-interface, dielectric slab

structures, and shows that, when properly matched, such structures
could be made "invisible! to the microwaves.
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order of 5 to 7 per cent were observed from run to run (klystron
turned off between runs) and random slow drifts in a band about +3
per cent wide around a nominal value were prevalent during any one
run, These output power-level shifts were random and occurred over
a long enough time scale so that crystal calibrations taken approxi-
mately 5 minutes after the shot indicated power levels which agreed
to within 2 per cent of those recorded at the time of the shock. The
frequency of the output signal exhibited the same general characteris-
tics as the power ‘level, slow random drifts over a range of around 26
Mcps being typical for a time span of about % hour. Differences in the
frequency checked just before the shock and checked again during the
crystal calibration some 5 minutes later usually amounted to less than
15 Mcps. These small variations in frequency made no observable
change in the crystal calibration characteristics or in the matching
characteristics of the circuit to the pyrex test section.

All microwave data were recorded using a Tektronix type M
four-trace plug-in unit to modeulate one beam of a Tektronix model
551 dual-beam oscilloscope. The received signal was displayed at
20 mv/cm (DC) on one trace. The reflected signal modulated two
traces: one trace had an amplification factor of 100 mv/cm (DC); and
the other had 5 time s this amplification, i.c., was displayecd at 20
mv/cm. The fourth, remaining, trace was used to display the output,
at 100 mv/cm amplification, of the photomultiplier tube monitoring
the unfiltered luminosity at the horn station. The second beam dis-
played the output of another photomultiplier tube sensing the horn

station luminosity occurring in a narrow spectral band. These lumi-
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nosity measurements are discussed in Appendix J, The time base
generated by the oscilloscope was found to be (by comparison with a
Tektronix model 180A time-base generator signal) accurate to within
1 per cent over the central 8 em of the CRT diaplay.

Figure 19 1is a reproduction of the microwave data from atyp-
ical run displaying the three microwave and two photomultiplier signal
traces. It is apparent from this figure why the reflected signal is
displayed at two amplifications. The hybrid phase data ("'bumps'’) are
quite pronounced when displayed at 20 mv/cm, but the majority of the
reflected signal is "off-scale.' The reverse is true of the same sig-
nal displayed at 100 mv/cm, that is, the "bumps'" can hardly be dis-
cerned, but the complete history of the reflected signal is exhibited.
All data shown on the oscilloscope CRT face were recorded by a pro-
jected graticule Tektronix C-12 camera on Polaroid type 46-L trans-
parency film to facilitate enlargement. The projected graticule elim-
inates completely all parallax with the trace and therefore permits a
higher level of accuracy to be attained than was possible with the
standard illuminated graticule typical of these oscilloscopes. .'l’his
oscilloscope was triggered by the amplified output of the first photo-
multiplier SPI at a position some 46. 21 cm upstream of the horn sta-

tion.
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APPENDIX J

DESCRIPTION OF THE SHOCK LUMINOSITY
MONITORING SYSTEM

In addition to the microwave diagnostic circuitry used to moni-
tof electron density behind the shock, the visible luminosity as a func-
tion of time was also measured,

After considerable difficulty, a faint spectra of the luminosity
from a Mach 9.5 shock in 5 torr of argon was obtained using a small
Hilger prism spectrograph and Royal Pan X film. Besides hydrogen
Balmerxr lines (from the hydrogen driver gas) there appeared a group
of closely spaced lines centered around 4190 A. These lines were
subsequently identified as arising from transitions between upper ex-
cited states in argon. In particular, the following transitions were
involved:

P - 45 4181, 4191, 4200 A
4P - 45 4198 A .

Because a knowledge of the intensity of radiation occurring at
these wavelengths, as a function of time, would provide an insight in-
to the population levels (in argon) of the states involved, it was de-
cided to measure not only the intensity of the total visible light eman-~
ating from the shocked gases but also the intensity of radiation occur-
ring in a narrow spectral region centered around 4190 A.

The optical system depicted in Figure 25 was used to sense
the total and filtered shocked-gas luminosity. A spatial resolution of
2 mm was selected as providing adequate time resolution (about 1~ 2

usec) and a sufficient volume of gas (about 4.0 cm3) for reasonable
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response levels from the detectors. The slit system shown, com-
posed of two 0. 71-mm wide by 2-cm high slits separated by 21 cm
and positioned as indicated, delineates a trapezoidal field of view hav-
ing the desired dimension in the direction of gas flow. Light from the
glowing shock-heated gases passes normally through the top of the
clear pyrex test section. Affixed to the top of this section and cen-
tercd on thc microwave horns is a light-tight box supporting a front-
surfaced mirror. This mirror is used to turn the light path from a
vertical to a horizontal position. To prevent extraneous outside light
from entering the test section, its surface is covered completely (ex-
cept under the mirror box) by a layer of opaque, black vinyl electri-
cian's tape. Upon being reflected from the mirror, the light passes
through the first slit and into the '"light pipe.' To suppress reflection
of non-axial light rays, the inside of this pipe has been painted flat
black. In addition, a coil of pipe cleaners also painted flat black and
closely conforming to the inside surface has been inserteci. These |
- measures ensure that all light emanating from the second slit has
come directly from the first slit, in conformity to the ray diagram
shown in the figure.,;k Once through the second slit, the light ray is
split into two portions by a half-silvered mirror having neutral spec-
tral characteristics, i.e., transmis‘sion and reflection are constant
throughout the visible spectral region. When adjusted for maximum
reflection (at 90° to the incident beam path), approximately 30 per

cent of the incident energy is transmitted and the same amount re-

S
3R

Diffraction effects associated with thie slit system are quite small
and can be neglected.
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flected in the 90° direction. The light transmitted through this half-
silvered mirror proceeds directly to the photocathode surface of a
RCA model 6655A, 10-dynode photomultiplier tube (labelled as photo-
multiplier no. 1). This photomultiplier therefore responds to the
complete visual spectrum of the shocked gas. The light reflected at
90° from the half-silvered mirror passes through a 2.5 ¢cm by 2, 5-
cm Baird Atomic model B-1 visible, dielectric-interference filter
prior to entering a second RCA 6655A photomultiplier (labelled as
photomultiplier no. 2). The spectral characteristics of this filter
were evaluated using a 3.4 M Jerald Ash spectrograph. Maximum
transmission occurs at 4190 A, 50 per cent transmission between
4170 and 4240 .Zk, and 10 per cent transmission between 4132 and 4288
A. This spectral spread amply covers the observed argon lines. As
far as can be determined, no other species are present in the shocked
gas which could contribute to the radiation in this wavelength range;
therefore, photomultiplier no. 2 monitors only the narrow group of
‘argon transitions lines centered at 4190 A.

Both photomultipliers nos. 1 and 2 used the circuitry shown in
the figure. A John Fluke model 412A regulated power supply was
used to supply about 950 v to these tubes*. At no time did the anode
current of either tube exceed 0. 2 ma. This compared to a bleeder
current of about 1 ma, Therefore, since the ratio of the bleeder to

the anode currents was at least five, the tubes were operating within

" The same power supply also supplied ~950 v to the four photomulti-
plier SPI's, cf. discussion in Appendix F.
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the linear portion of their input-output characteristic curve . The
response time for the circuitry used was calculated to be < 1 ysec,
their observed behavior substantiating this value.

The output of photomultiplier no. 1, as described in Appendix
I, was fed into one channel of a type M plug-in and displayed (at an
amplification of 100 mv/cm DC) as one of the four chopped upper-
beam lraces on a Teklronix 551 dual~beam oscilloscope. The output
of photomultiplier no. 2 was fed into a type D plug-in to modulate the
lower beam of this oscilloscope at an amplification of 2 mv/cm DC,
The polarity of the two traces (photomultiplicrs 1 and 2} is opposite.
Starting from a common zero level, for increasing luminosity the out-
put from photomultiplier no. 1 drives the trace upwards on the CRT
face, while that from photomultiplier no. 2 proceeds downward. This
was done to facilitate data interpretation.

Some noise will be seen on the highly amplified output from
photomultiplier no. 2, shown in Figure 19. It was impractical to
cool these tubes, a measure that would have undoubtedly eliminated
this noise. However, various other strategems were employed to
ensure that noise was held to a minimum. The tubes used were se-
lected for their low noise levels. Both photomultipliers nos. 1 and 2
were encased in ""mu' metal shields floating at the same potential (~
950 v) as the photocathode. In addition, the tube and shield are sur-
rounded by an electrostatically-grounded, light-tight steel shell.

These measures reduced the noise to as low a level as practicable

e
3

Cf. RCA 6655A data bulletin,
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without resorting to cooling to temperatures below the 20°C of the

laboratory in which they were used.
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APPENDIX K

SHOCK TUBE IPRESSURE AND TEMPERATURE
MONITORING INSTRUMENTA TION

Pressure

A Wallace and Tiernan 0~ 20 torr pressure gauge was used to
monitor the gas pressure existing in the tube prior to a shot. Con-
nected by 6 mm (1/4") O. D, tubing to the shock tube at the last port
position (46. 21 cm downstream of the microwave horn), the gauge was
protected from the high pressure behind the shock by a 6 mm (1/4")
Circle Scal valve. This valve was closcd, isolating the gauge, just
prior to the shock, and remained closed whenever the tube pressure
was over 20 torr. At all other times the valve was left open, the
gange and its line therefore heing expased to the hard vacuum existing
in the tube. Isolating the gauge from rapidly changing pressures was
deemed necessary to preserve its calibration characteristics.

Two careful calibrations of this gauge, the second some 11
months after the first, were performed by the Standards Laboratory
of JPL, with accuracies on the order of 0. 01 torr. These tests were
in consistent agreement and showed that the dial reading was almost
0. 50 torr lower throughout the full range of the instrument than the
actual pressure to which the gauge was exposed. Armed with these
“calibrations, it was a trivial matter to convert the indicated dial
readings to the actual readings being sensed. No effort was made to
readjust the dial so that it would yield correct readings, as this
would have been too expensive and time consuming a procedure to be

warranted. Throughout this work, whenever reference is made to
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data taken at ''5 torr' initial gas pressures, the actual pressure was
5. 50 torr, this latter value being used in the data reduction calcula~
tions. Similarly, the actual pressures at which the "3 torr' and "10
torr'' data were taken are 3. 50 torr and 10. 48 torr, respectively.

A CGonsolidated Vacuum Company model GPH-100A discharge
vacuum gauge ('‘cold-cathode' pressure gauge) was used to measure
shock tube pressure in the regime below 25><10"?J torr and above 10_7
torr. This gauge, positioned approximately 3 M downstream of the
driver section (cf. Appendix B) and connected to the tube by a short
(about 8 cm) length of 2 cm (3/4") tubing, was of sufficiently rugged
construction so that it was not necessary to isolate it from the pas-
sage of the shock or from pressures exceeding its operating range.
The gauge was simply shut off whenever one of these conditions was
about to occur. Calibration of this gauge using a large, accurately-
calibrated McLoud gauge as a standard* indicated that it was accur-
ate to within 10 per cent at 5x 10—5 torr, the midpoint of the pressure
range most often measured (that is, 10—5 to 10—4 torr was the normal
range encountered during outgassing tests).

In addition, besides the 0- 1000 psia gauge used to monitor
the driver diaphragm bursting pressure, four other pressure gauges
were employed on the shock tube. A Consolidated Electrodynamics
Corp. type GTC~100, 1-1000 ; thermocouple gauge was used to mon-
itor the pressure just downstream of the diffusion pump (upstream of

the backing pump). A 0-50 torr Wallace and Tiernan pressure gauge

e
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The author is indebted to Dr. Bradford Sturtevant of C.I. T. for
performing this calibration.
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was connected to the line leading from the dump tank to the Hypervac
25 pump used solely to evacuate this tank. This gauge was used to
verify, prior to a shot, that a suitably low pressure had been obtained
in the dump tank (about 100 ). A second gauge in this line, a 10-cm
(4") diameter, 30" Hg to 30 psia range Bourdon tube gauge was em-
ployed for the purpose of indicating when atmospheric pressure was
reached during the post-run pressurization procedure (using Cl'l' ar-
gon). As soon as the indicated tube pressure was above atmospheric,
the tube could be "opened" and the diaphragms changed without danger
of having atmouspheric air contaminating the shock tube. A 0-500 cimn
Hg Heise gauge is used in conjunction with the research~gas flow sys-

tem flowmeter,as previously discussed in Appendix D.

Temperature

The shock tube was situated in a completely air-conditioned
laboratory., With the laboratory thermostats set at ZOOC, it was ob-
served that the mean air temperature usually fluctuated, on a day to
day basis, within the range 19. 5 to 22, 5°¢. Tempe rature variation
during the course of a run, i.e., over a pefiod of approximately one
hour, rarely exceeded 1/2°C and never was greater than 3/4°C.

Temperature was monitored at a number of points along the
shock tube by precision mercury-bulb thermometers. A 0- 50°C
thermometer, graduated every O. 1°C, was mounted on the shocktube
just upstream of the diagnostic section; the pre-shock gas tempera-
ture was taken to be equal to the temperature indicated by this ther-

mometer. Two -20°-+110°C the rmometers (graduated every IOC),
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one on the shock tube at the driver section and the other immediately
upstream of the joint separating the two 3 M sections of the shock
tube, were used primarily during the heating cycle. Because of pos=-
sible damage to the Buna-N O-rings located at these stations, if their
temperature were to exceed lOOoC, a careful check on these ther-
mometers was maintained during and immediately after a heating cy-
cle. A 0-360°C (1°C graduations) thermometer was located midway
along the first 3 M length of the shock tube. The bulb of this ther-
mometer was inserted through the fiberglass insulating layer and
miade intimate contact with the shock tube's outer surface, thereby
accurately reflecting the maximum temperature condition attained
during a heating cycle. Three ~100°-+50°C (1OC graduations) ther-
mometers were used in conjunction with the refrigeration system.
These thermometers were located on the refrigerated line from the
roughing pump (Hypervac 25) to the shock tube; on the jacketed, re-
frigerated flow line from the shock tube to the settling tank; and on
" the 5-cm (2') diameter cold-trap manifold line between the gate valve

and the diffusion pump.
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APPENDIX L

EXPERIMENTAL PROCEDURE
Having discussed the shock tube and its associated instrumen-
tation and sﬁbsidiary accoutrements (Appendices B through K), we
shall now document the manner in which they are used. This is best
accomplished by describing the various steps involved in making a
run, i.e., collecting one data point.

Pre~-Run Conditions

The mechanical roughing pump {Hypervac 25) is used to '"back
up't the 5-cm (2") diffusion pump (PCM no. 115 using Dow Corning
DS705 fluid). These two pumps are in continuous operation and, ex-
cept for servicing, have been since installed on the tube. Also in
continuous operation is the 1/4-ton refrigeration system which is, be-
tween runs, used to cool the 5-cm (2") line between the gate valve (on
the shock tube) and the dry-ice cold trap connected to the diffusion

pump. The rough pumping line between Lhe 2-cin (3/4") Circle Seal
valve (near the gate valve) and the Hypervac 25 is also cooled by this
refrigeration system (cf. Figure ). The diffusion-pump, dry-ice
(plus acetone) cold trap was always at lcast partially full, the me-
chanical refrigeration system serving to reduce the consumption of
dry ice by the cooling it provides. To ensure uniformly low outgas-
sing rates and ultimate tube pressure, the laboratory was thermo-
statically maintained at ZOOC, no shots being made when, for various
reasons, the ambient temperature exceeded 23OC,

The ultimate pressure in the tube was, for the first run after

a heating cycle, in the range 2.0 - 2, 6X 10-6 torr. For the second or
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third run  after a heating cycle, this pressure rises somewhat to

slaals
SE

2.5 - B, ()><10'-6 torr. This is attributed to contamination  of the
walls of the tube by the shock and the shorter pumping time (about 3
hours) between the first and second (and second and third) run as
compared to at least 16 hours of pumping the tube undergoes while

being heated and then cooled prior to the first run.

Sequence of Preparatory Events

The first operation involves switching the cold-cathode gauge

on and allowing it to warm up, the warm-up time being some 5 to 10
minutes. Immediately after having turned on this gauge, the valves
in the refrigeration system are manipulated so that the refrigerant is
no longer permitted to cool the 5-cm (2'") gate-valve line or the 2-cm
(3/4') line to the Hypervac 25, but rather the full capacity of the Sy s-
tem is used to cool down the jacketed, 2-cm (3/4") I. D. line in the
flow system. As seen in Figure 1 , this line is connected to the

tube via a check valve and a 2-cm (3/4") Circle Seal valve. Gases
flowing through this line enter a settling tank, which serves to reduce
flow pulsation, and thence to the Hypervac 25 pump (which is also
used in the flow system). As it usually requires some 25 minutes for
this line to reach a desired temperature of at least -42°C, it is essen-
tial that the switchover of the mechanical refrigeration system occur

as a first step in the initiation of a run.

FON
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A maximum of three runs could be made in any 24-hour period, the
pumping time between runs and the outgassing rate being the limiting

factors.

Aleals
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That is, gases driven into the shock-tube walls by the passage of
the shock wave.
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As soon as the refrigeration system has been adjusted, the
power to both oscilloscopes (551 and 535), the raster unit, saw-
tooth generator unit, the photomultiplier, power supply, and theklys-
tron power supply is turned on. After a suitable warm-up period (~
20 sec), all of these instruments, except for the klystron power sup-
ply, automatically come up to voltage and start to stabilize. In an ef-
fort to prolong the life expectancy of the 2K50 reflex klystron, the
klystron power supply is allowed to 'idle'' under no load conditions
for a few minutes. During this time, only the klystron filament and
cavity hea.ter;:< are drawing power. While this process is occurring,
the square wave output from the microwave scope (Tektronix no. 551}
is used to check the reset level of the ADFF box. All amplifiers are
adjusted so that when a %—mv square-wave input is applied, the re-set
light remains off, indicating that the flip-flops associated with each of
the amplifiers have not produced a pip. When a l-mv square wave is
used as an input to the individual amplifiers, the adjustment is such
that the re-set light comes on and a pip is produced by the flip-flop
unit. By this procedure, which requires about 4 minutes, all fold,
one is assured of consistent, uniform performance from the ADFF
box. As soon as this check is completed, the klystron reflector and
beam voltages are adjusted to their ope rating levels and the klystron
begins to oscillate., At this point, approximately 5 minutes have
elapsed since operations were commenced. Approximately 10 to 15

minutes are required for the klystron to stabilize in power output and

ale
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The Bendix 2K50 klystron can be electrically tuned over a narrow
frequency range by means of thermal expansion or contraction of its
cavity.



~116-

frequency.

The photomultiplier calibration unit, cf. Figure 7 , is ap-
plied successively to each of the four photomultiplier shock-position
indicators (SPI's). By adjustment of the variable output resistor, the
output of each of the SPI's, in response to the calibrator, is made
equal to some pre~selected value. The SPI outputs are observed on
the Tektronix 551 scope. Prior to connecting the outputs of the SPI
to the ADFF box, a 1-mv amplitude square wave is fed to the two
amplifiers, whose outputs are used, in part, to trigger the two oscil-
loscopes. This provides assurance that the oscilloscopes will trigger
correctly. Upon connecting the SPI's and the film gauge (used to trig—
ger the raster scope) outputs to the ADFF box, the SPI's are placed
in their pre-positioned mountings and adjusted so that their collimat-
ing slits are vertical and therefore parallel to the shock front as it
passes.

For the next 5 minutes, during which the Megavac back~up
. pump has been turned on and is pumping down, an outgassing rate is
recorded. This is accomplished by closing the gate valve and.observ-
ing the rise in tube pressure via the cold-cathode gauge. At the close
of the 5-minute period, with the gate valve still closed, the valve con-
necting the Megavac pump to the diffusion pump is opened. With both
the Megavac and the Hypervac pumps backing up the diffusion pump,
the gate valve is opened and the tube reduced from around 10“4 torr,
the pressure level reached at the end of the outgassing, to its ultimate
pressure of about 2x 10-6 torr. This requires about 3 minutes, dur-

ing which time the 6 mm (1/4") valve which isolates the Wallace and
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Tiernan pressure gauge from the tube is actuated a number of times.
This serves to dump any gas that may be trapped around the barrel of
the valve into the tube, where it is exhausted. By doing this, extra-
neous gas is prevented from contaminating the test gas, when just be-
fore the shot, this valve is closed to protect the Wallace and Tiernan
gauge from the high pressure existing behind the shock.

A the tube is once again at its ultimate pressure level, a
valve between the Hypervac 25 and the diffusion pump is closed. The
diffusion pump is now being "backed up'' solely by the Megavac pump,
and the Hypervac pump can be used for the flow system. At this time
the Hypervac 25 pump is used to evacuate the driver section of any
gas which might have leaked in since it was initially evacuated after
the previous test run. Once this is completed, the tube is nearly in a
state where data can be taken.

The output frequency of the klystron is checked and adjusted if
necessary. Approximately 25 minutes have elapsed since the proce-
dure was initiated, and the refrigerated flow line from the shock tube
to the Hypervac 25 is at its equilibrium temperature of appro;%imately
-43°C. In preparation for the shock, the valve on the research-grade
gas bottle is opened, as is the diaphragm valve on the regulator. The
research gas is prevented from entering the tube by another dia-
phragm control valve in the line from the regulator, which is located
immediately adjacent to the shock tube proper.

Just prior to the introduction of the research~grade gas into
the shock tube, the ultimate shock-tube pressure is recorded and the

cold-cathode pressure gauge electronics are turned off. No attempt
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is made to isolate the gauge element from the shock-heated gases.
The construction of the gauge is rugged enough to permit this, no
- damage or alteration in performance being evidenced in nearly 400
runs while using this procedure.

Immediately after this, the temperature of the refrigerated
flow line to the Hypervac 20 is noted,as is the klystron output frequen-
cy. The oscilloscope displays are checked, the oscilloscopes being
then set for triggered operation. The battery box supplying power to
the film gauge is turned on and the re-set bﬁtton depressed, thereby
returning 2ll the flip-flop units in the ADFF box to a ''pre-fire' con-

dition.

Shock

Because of the dispersed positions of the [low control valves
(being located at both ends of the tube, about 10 M apart) and the de~-
sire to utilize most effectively the expensive research-grade gases,
the actual firing of the tube requires two operators*, One operator is
stationed at the driver section, the other at the diagnostic Sect_ion.
While the oscilloscopes are made ready to trigger, etc., some of the
driver gas is admitted to the driver section, until the pressure is ap-
proximately 1/3 of the predicted bursting pressure.

The shot can now be made. At a signal, the operator at the

driver end slowly closes the gate valve to the diffusion pump. The

ot ale
SRR

gate valve is closed  in the same manner, i.e., in the same length

sl

The author is indebted to Frank "Ty'" Linton, who has assisted in
the collection of all the shock-~tube data contained herein.

e
B

The gate valve is closed over a period of approximately 10 seconds.,
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of time, as when the outgassing rate was taken. This ensures that
the outgassing rate will be a meaningful measure of the contaminant
level of the test gases*. Immediately upon complete closure of the
gate valve, the research-grade gas is introduced into the tube and a
stop watch is started to record the length of time between closure and
shock passage, therefore permitting an estimate of purity level to be
made. When the tube pressure reaches about 3 torr, the 2-cm (3/4”)
valve to the refrigerated flow line is opened. The research-grade
gas flow rate is adjusted to give a desired tube pressure. It requires
approximalely 40 secouds for the pressure to be 'fine' adjusted to a
pre-determined level, at which time the flowmeter reading and the
flowmeter input pressure are recorded. During this time the driver
pressure has been allowed to slowly increase to from 60 to 80 per
cent of bursting pressure, Once the tube pressure has stabilized,
the 6 mm (1/4") Circle Seal valve to the Wallace and Tiernan 0- 20
mm pressure gauge used to monitor the tube pressure is closed. The
electronics (oscilloscopes and amplifier box) are re-set if they have
spuriously triggered, the oscilloscope cameras' shutters opeﬁed, and
the command to fire given. To ensure uniformity of operation, the
driver pressure is then allowed to increase at a uniform rate of ~ 30
psi/sec until the diaphragm bursts. This usually occurs within 5 sec~-
onds of the command to fire. The driver-gas control valves are

closed immediately upon the occurrence of the shot.

bed

It has been observed that the slower the gate valve is closed the
lower the pressure will be immediately upon closure. With a 10 sec
closure time, tlée observed pressurc at the instant of complete clo-
sure is ~ 9x107~ torr.



~-120-

Post-Shock Events

Immediately after the passage of the shock, the research-
grade gas flow-control valve is closed, the stop watch stopped, and
the cameras closed. The Polaroid film is pulled through the cameras
initiating the development process, and if this is the last shot of the
day, all the electronics are shut off except the klystron power supply
and the microwave scope (551). If other shots are to f[ollow, ouly the
film-gauge battery box is shut off, the rest of the electronics remain-
ing on. The research-grade cylinder's valve and the valve on its
regulator are securely closed and the pressure indicated by the Wal-
lace and Tiernan gauge is recorded. Immediately thereafter, the re-
frigeration system is returned to its initial state, that is, the flow of
refrigerant to the jacketed flow line is stopped and the wvalves to the
cooling coils on the 5-cm (2') gate-valve line and the 2-cm (3/4'") line
from the shock tube to the Hypervac 25 pump are opened. The 2-cm
(3/4") valve to the jacketed (refrigerated) flow line is closed at this
time, the shocked gases being prevented from leaving the tube by a
shock=-actuated check valve in this line. |

The temperatures existing at various stations along the tube
now are recorded and the klystron frequency is rechecked and re-
corded, as is the flow time from the stop watch. By this time (about
2 minutes after the shock), the Polaroid 46-L transparencies have
developed and are removed from the cameras. The microwave
crystals are now calibrated, a procedure requiring approximately 8
minutes. During this time, the refrigeration system has reduced the

temperature of the 2-cm (3/4") line between the tube and the Hyper-
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vac 25 to an equilibrium value of about -35°C. Once this tempera-
ture is attained, the tube can be pumped out without contamination
from the pump oil occurring. It is necessary to eva.cu,a.’ce;:= the tube
because either hydrogen or a hydrogen-helium mixlure is the usual
driver gas. This gas is exhausted through a line which terminates
well outside of the laboratory, a purge of nitrogen gas being used to
dilutc the efflusx as a safety measure. When helium or a combination
of helium and argon is used as the driver gas, the tube need not be
evacuated and can be immediately brought up to atmospheric pressure.

Dry argon (99. 995 per cent pure) is used to pressurize the
tube. When the tube pressure is up to atmospheric pressure, the
rear diaphragm (2 mil aluminum) separating the dump tank from the
shock tube is changed and the dump tank resecured to the shock tube.
As soon as the diaphragm is secured in place, a separate Hypervac
25 pump situated near the dump tank is used to evacuate it. The
driver diaphragm is removed and a new pre-cut and pre-scribed dia-
phragm emplaced. When the driver section is tightly clamped in po-
sition, the shock tube and driver section are evacuated by the'Hyper-
vac 25 pump used in the flow system. Here again, the line from the
shock tube to this pump is refrigerated (around -32°C). It requircs
only 3 xxlizlut;es for the shock tube to be purnped to 10_3 torr. When
this pressure is attained, the shock tube and the driver section are
isolated from the Hypervac and the valve between this pump and the
diffusion pump opened. With both the Megavac and the Hypervac

pumps now backing up the diffusion pump, the gate valve is opened.

ale
b

Rough pumped to about 10—1 torr.
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The tube pressure now drops quite precipitously, reaching 2><10"5
torr some 10 minutes after the gate valve to the diffusion pump is
opened, It requires some 15 minutes for the dump tank to attain ~
10_1 torr, at which time pumping is stopped and the tank isolated.
The Megavac pump is now stopped, the Hypervac continuing to back
up the diffusion pump. The tube is once more in a pre-run condition.
It rcquires 1 1/4to 1 1/2 hourse for the complete sequence of

operations involved in collecting one data point to be completed.

Heating Cycle

Portions ot the shock tube are heated. Five 380-watt heating
tapes are wrapped around the tube and are covered with a layer of
fiberglass insulation, this in turn being covered with aluminum foil,
as seen in Figures 2 and 4 . These tapes are usually in operation
for approximately 70 minutes, during which time the diffusion pump
continues to evacuate the tube. A maximum temperature of ZOOOC* is
rcached at the center of the tape-wrapped regions; the tube joint, the
driver end, and the shock-position indicator and film-gauge portions
of the tube being maintained at temperatures below 85°C. This is
mandatory in order to prevent the O-rings in these positions from
decomposing.

At the close of the heating period, the pressure in the tube
rises to about 5. 5><1()_5 torr, the pressure dropping as the tube cools,

until around 12 hours after the heating cycle, ambient temperature is

again reached and the ultimate tube pressure reattained. Heating

" The tube elongates some 2.2 cm after about 70 minutes of heating.
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usually occurs after the last run of the day, so that by the next morn-

ing the tube is oncc again rcady to resumec normal operation.
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APPENDIX M

INTERPRETATION OF SHOCK-POSITION DATA

The details of the shock velocity determination instrumentation
system are discussed at length in Appendices F through H. The rai-
son d'etre of this elaborate system is, of course, the production, for
each shot, of a permanent record of the times at which the shockiront
passed accurately known stations in its flight along the shock tube., A
reproduction of an example of such a record, i.e., the output of the
"raster scope'’, is shown in Figure 9 . We shall now discuss the
procedure involved and the assumptions employed in the extraction of
mean shock velocity and shock attenuation information from these
data.

To facilitate this discussion and to codify the symbols used
herein, reference should be made to the accompanying schematic di-
agram showing the arrangement of the shock-position indicators (SPI)

“in relation to the shock-tube diagnostic test section.

(ALL DIMENSIONS IN CENTIMETERS)
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Mean Shock Velocity at Y = 0

Considering that the distance between SPI o and & is less than
one meter, it is not unreasonable to assume that the shock velocity,

US » can be represented as

Us = U0(1+OLY),

where C(.(M-l) is the constant attenuation factor (o < 0 for attenuation).
The time increment required for the shock front to traverse the dis-

tance between any two SPI stations is

dx

U‘H'I'Hli 7

t..
J3

9

i
where 1=q,8,v, j=8,v,0; tﬁa being the time of flight for passage
from SPI ¢ to SPI 3, YB, Y(1 their respective positions, and Uj—f the
mean velocity of the shock wave, i.e., the indicated shock velocity at

the position (YJ.-Yi)/Z *.

Performing the indicated integration, we have
1 1+0,YJ.
t.. = 2n ( ) .
ij og,Uj—i- 1+cx,§fi

Expanding the logarithmic term and recognizing that Y6 ==Y , Y =

Y
-Y 'M, then
B |
Y.-Y, 2 v3-v,3
t, = —3—= [1l+0 (a Lo )
ji ﬁﬁ 3 Yj- ' :

* When j=96 and i=¢q, or j=y and i=§, U]._—.= Uo’ the indicated
average velocity of the shock front at the horn dtation (Y = 0).

alwate
2RER

The adoption of this equality introduces an error of, at most, 1
part in 2600,
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For the extreme case where o = 0. 05, Yj -Yi = 0. 462, the
second term in the bracket amounts to 1, 8x 10_4 and can be neglected,

" so that
_0.9243 0. 5240
o =t °Y T —
6p

oq,
In all instances, the mean velocity (Uo) used in the calculation of the

U M/sec.

horn station Mach number (MS = M0 at Y = 0) was computed using the
data from SPI ¢ and & (i. e., Uo = 0. 9243 /tﬁa,)" The mean velocity
computed using the shorter base line (i.e., Uo = 0. 5240 tYp) was util-
ized solely as a check. In this regard, the velocities calculated using
these two independent sets of data were in quite reasonable agreement.
Using a sampling consisting of 154 of the most recent runs, virtually
all (94. 8 per cent) exhibited agreement to within one per cent; some 62
per cent of the sample were within 0. 4 per cent, and of these 53 per
cent were within 0. 2 per cent. An agreement of 0. 2 per cent in veloc-
ity for a Mach 8 shock in argon corresponds to a difference in velocity
.of about 5 M/sec.

Coincidence tests were conducted wherein two SPI's were posi-
tioned on opposite sides of the shock tube so that each would monitor
the same station. The results of these tests indicated that shock pas-
sage time could be determined with an accuracy of some 0.3 ysec.
Again using the example of a Mach 8 shock in argon, the 0.3 pysec un-
certainty in shock passage time corresponds to about 0, 12 per cent
error in velocity calculated using data from SPI @ and §, and some
0. 21 per cent uncertainty in velocity computed on the basis of SPI B

and y data. For this case, the two velocities could therefore be ex-
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pected to agree within a RMS uncertainty of some 1/4 per cent, or
about 6 M/sec, which is in reasonable agreement with observation.
From this it is straightforward to demonstrate that approximately 2/3
of ‘all mean velocity data calculated using SPI o and § are accurate to

within 0. 15 per cent, and the remainder to within 1/2 per cent.

Shock Attenuation Calculations

As with the estimation of the mean shock velocity, shock atten-
uation was computed in two different ways. For all the data analyzed,
the shock attenuation factor was first computed by comparing the mean

shock velocity between SPI g and B with its indicated velocity between

SPI v and 8. For comparison, the shock attenuation factor o
computed by comparing the velocities between SPI ¢ and y with that
between § and 6. This comparison was performed more as a means
for checking the validity of the numerical computation than as a deter-
mination of the accuracy of the system. This is necessarily the case,
as both procedures use the same sets of data and therefore are not in-
dependent determinations of the attenuation factor a .

The mean velocity of the shock in the interval between SPI ¢
and P can be written

Y.-Y oY 2-v %) 2 3.y 3

= B a B "m B "a
U-BR- 1 I—ZY_G, +—§~—Y-E:Yq—-.a .

pa P

Similarly, the mean velocity for the interval Y _ — Y5 is

Y
Y.=-Y YZ-YZ 2 Y3-Y3
= & Tyl a6 "y \,o (,A,i#l%
2 Y. -Y 3 Y.~Y
& v 6 Ty

Recognizing that, to a high degree of accuracy, YOL = - Y6 and Y, =

p
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- YY » the velocity difference {AU) between the mean positions

(Yon+Yf3)/2 and (Yy-l-Y&)/Z is then

11 “(sz'Yaz) 11
Av = Upa- Uy T (Yﬁ'Ya)(tm "ty )' 2 (tm - tﬁy>
2,03 3
+auﬁ-Y“)(1_ 1) .
3 Toy  toy

Retaining only the first term and neglecting the remainder introduces
no more than 2 per cent error (for the extreme case of ¢ = 0.05) in
the estimation of o .

Therefore, the shock attennation factor o , defined as %%/Uo'
can be written in terms of the known passage time and SPI separation

distances as:

« = (0. 2986)(%9- - —tﬂ) .
Y

tﬁa
For a Mach 8 shock in argon, where the attenuation factor a = 0,035,
it is straightforward to demonstrate that a 0. 3 ysec uncertainty in the
- shock passage time could lead to indicated values for o from 0. 014 to
0. 057, i.e., a range of + 60 per cent about the true value. This is
due largely to the relatively close spacing of the SPl's, a factor which

was fixed by prior decision.

Calculation of Mach Number (at the Horn Station Y = 0)

Having determined the mean velocity at Y = 0 (Uo)’ the cor~
responding Mach number (MO) can be calculated once the acoustic ve=-
locity is known. Using the values of acoustic velocity presented by
Cook(ZS) for the pure noble gases, the following formulas, corrected

for temperature variation in the range from 18°C to 23°C, were
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derived:
a ., = 318.94+ 0.5439 AT M/sec
a, . = 220.7+0, 376 AT M/sec
a_o = 174+ 0.296 AT M/sec

where AT = T-293.16°K, The small variation in velocity due to pres~
sure variation (in the range 3 to 10 torr) was neglected as being negli-
gible. |

Using the perfect gas law and the known pure-gas acoustic ve=
locities for argon and xenon, the appropriate velocity of sound for mix=

tures of argon and xenon was calculated from the expression

=

{ Nxe "2
a'rnixtu_re - aar \1 + N +N (2. 2871)}
xe ~ar

ar+ xe

where Nar > Nxe are the particle densities of argon and xenon, re=

spectively. In the limit Nar = 0, the velocity of sound calculated us-

ing this relationship yields a result about one per cent higher than the
. accepted value for pure xenon. Since the largest ratio of xenon to

total gas used as a test gas was 0, 20, the above expression was

deemed to be sufficiently accurate, considering that the acoustic ve=-

locity of xenon is only known to three place accuracy.

During any one run, a number of temperatures along the shock
tube were recorded (cf. Appendix K). Because of the relatively well-
regulated temperature condition prevailing in the laboratory, the pre-
cision mercury-bulb thermometer (0. 1°¢ graduations) used to moni=-
tor the shock~tube temperature at a station just upstream of the pyrex

diagnostic section was assumed to also provide an accurate measure



-130-

of the test gas temperature,

Translational Temperature of the Shocked Gases

For an ideal un-ionized polytropic gas, the ratio of the tem-
perature (TZ) immediately behind a shock of strength M0 to that of the

quiescent gas in front of the shock (Tl) is, from the Rankine~Hugoniot

relation,
T 1 [, y-1 2 2][, y-1 2

o
For a monatomic gas, the ratio of specific heats (y) is equal to 5/3,
and the temperature of the shock~heated gases can then be written as

2 2
5 (M 7-0.2)(M “+3)

T, = T.( ) o
2 1'16 Moz

The energy absorbed by a monatomic gas when shock heated is
manifested as an increase in the translational temperature and an in-
crease, if any, of the internal energy of the atoms which have under-
. gone inelastic collisions (i.e., excitation and ionization). In all in=-
stances encountered, the relative ionization level of the gases being
scrutinized never exceeded 10-4. Furthermore, the exceptionally
small amounts of visible radiation associated with the atom=-atom
ionization process leads one to assert that the above relation repre-
sents to a high degree of accuracy the translational temperature of the

als
>

shocked monatomic gases used in this study.ﬂ

" This is true insofar as the Rankine-Hugoniot relations can be con-~
sidered to be valid. There is a vast body of literature substantiating
their validity, in particular, the paper by Clauston, Gaydon, and
Glass, "Temperature Measurements in Shock Waves, " Proec. Roy.
Soc. London A 248, 429 (1958), should be consulted.
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If we realistically assume that the quiescent gas temperature
T, can be measured with an error of * 0. 1°C, and that the mean
shock velocity (Uo) has an uncertainty of approximately + 10 M/sec
associated with its measurement, then for a Mach 8 shock in argon,
the post-shock gas temperature is determined to within about 0, 8 per
cent, i.e., 6120 + 50°K. Interms of 1/kT, , this uncertainty is ex-

+0. 0141 -1
pressed as 1, 8967 _0.0135 &V~
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APPENDIX N

THEORY OF MICROWAVE INTERACTION WITH A
PLASMA SLAB

We shall consider the interaction of a plane, plane-polarized
monochromatic electromagnetic wave, incident normally on a homo-
geneous, isotropic plasma slab as an idealization of the shock-tube
microwave diagnostic system described in Appendix I. The design of
this system was indeed dictated by a desire to simulate, as closely as

possible, the theoretical model we have outlined. This model is ana-

o
T~

lytically quite tractable and well documented in the literature , it be-
ing one of the most straightforward instances of electromagnetic
wave - plasma interaction presenting some semblance of physical re-

(26, 27) 1311 pe

ality. In the ensuing development, the work of Jahn
followed, these references being at once concise and completely ap-
plicable to the problem at hand. While repetitious of the earlier work
cited, the following discussion is presented not only to ensure some
" degree of completeness but also to stress the various assumptions im-
plicit in the theory and to prescnt a basis for the devclopment of vari-
ous corrections tothe theory, which make it a more faithful replica
of the actual physical situation.

Because of the large mass differential existing between elec-

trons and ions, an electromagnetic wave will interact virtually exclu-

sively with the free electrons present in a plasma. We are implying

KN
R

E. g., Tevelow, Curchack, '"Shock Tube Microwave Propagation

Measurements Using the Dielectric Slab Approximation, "' Diamond
Ordnance Fuze Labs, TR-962 (1961).
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here a magnetically unbiased (isotropic), ''quasi-neutra n* plasma
media. For plasmas of interest (kT ~ 1 ev), the mean velocity of the
electron will be very much less than the velocity of light; therefore(26)
the electric.ﬁeld (E) of the wave will be the primary agent by which
interaction with the electron occurs. Having restricted our discus-

sion to non-relativistic plasmas we can write, employing MKSQ units

throughout, for the electronic equation of motion, the following:

* _ L =it _
rnexd-rrnevcxd = ele . (N-1)

In this equation, we are essentially considering not an individ-
ual electron but rather an "ensembled averaged' electron. Accord-
ingly, ¥4 is taken to be the averaged directed drift velocity from
which we may define the averaged current associated with the particle.
The electric field of the electromagnetic wave is, as assumed, har-
monic, and together with the electronic charge e forms the forcing
function shown on the right hand side of the relation. As is usual, m
- represents the electronic mass. The quantity Vs OF effective colli-
sion frequency, can be taken as defined by this expression. It repre-
sents the damping of the (ensemble averaged) electron's motion due to
momentum exchange collisions with the more massive constituents of
the plasma, i.e., atoms and ions. An extensive discussion of this

(40)

equation and the attendant quantity Ve is found in Ginzburg's book,

Chapter II. For the purposes of this development, v, can be viewed

as an experimentally determinable quantity, i.e., a quantity which is

e
8

As defined by Ginzburg(4o), i. e., total overall electrical neutrali-
ty.
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to be determined along with the electron density, the primary parame-
ter of interest. Nevertheless, it should be noted that from kinetic
theoretical considerations the effective collision frequency can be ap-
proximately related to the single particle momentum-transfer cross
section Qd averaged over an appropriate electron distribution func-
tion, viz.,

Ve = Z Nj (m) (N-2)

] ]

where we specify Nj as the number density of the jth specie of heavy
particles present in the plasma.

Recognizing that although equation (N-2) is only an approxima-
tion to the equation of motion of an electron under the action of an
electromagnetic field and possesses only limited validity, there is suf-
ficient justification to be found in the references cited to state that,
for the purposes for which we shall now apply it, no significant ad-
vantage could be accrued from the use of a more elaborate represen-

tatiom.

Writing Ohm's law as J = 0%E , herc defining 0% as a scalar
complex conductivity, and recognizing that from the steady-state so-
lution of (N-1) the current density (J) can be written as J = —Neezd ,

Ne being the electron density, we write:

Nee2 (wp )2 eo(\)c-i-itu)
o% = —-(———- = —- 3 (N'3)
MetVe iw) Y 1+ (\)C/w)z )
S N eZ‘ 2
where _ is the electron plasma frequency defined by @ _ = ( < ) s
P P m.e,

Al
3R

That frequency at which an isolated electron would oscillate if dis-
placed and released from its "mean' position within the plasma.
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€, is the permittivity of free space, and w is the frequency of the

electromagnetic wave.

The wave equation in phasor notation (E = Ee-iwt) for the
propagation of a monochromatic electromagnetic wave in an isotropic,
quasi-neutral, sourceless media having finite conductivity (0%*) is

written as

2~ 2 ig®
vCE+xk @ +3E)® = 0
—_ [e] we b
Here, ko represents the propagation constant of vacuo, = ZTr/KO s }Lo

being the free space wavelength of the wave.
Defining the propagation constant in plasma as k¥ = kr + iki s
we have

(1)

_ 2 ig*
= (k)7 + —

. (N-4)
v,
For future convenience, we further define a relative propagation con-
stant n* as k*/ko and n_= kr/kO » n, = ki/ko . Carrying through the
albegra, we can cast the real (nr) and imaginary (ni) components of

the relative propagation constant in terms of the parameters wp/w

and \Jc/w as follows:

k. 2, .2 2.1 .4
ot J{(I-P)+|[(1-P) +P (v _/w)" 1% }° (N-5)
n, = o = ;{-(1-P)+|[(1-P) +P (v _/w) 12|12 (N-6)
(o]
where
P = (wp/w)z/(l-l- (\)C/w)Z)- (N-7)

It should be recognized that the ratio kr/ko =n is equivalent

to XO/AP » the ratio of free space to plasma wavelengths.
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We now consider a plasma slab (isotropic and homogeneous)
extending over the region 0 < z < mko (where m is a positive integer,
1, 2, ...), of infinite lateral extent (-0 < x,y < ) , and irr;adiated,
for convenience, by a monochromatic wave propagating from z=- -o0
in the positive z direction, the E vector of magnitude E lying in the
x, z plane. It is a straightforward, albeit tedious, exercise to derive
the following expressions for the plane waves reflected from and

transmitted through the slab:

R Rle R = (Lomi®)(e AT o TR, (N-8)
B - 127Tmn® w2 —iZ2mmn*
o (14n%*) e -(l-n¥)"e
oL o)t T . e o)
o (L+n)“e™ T _(1onx)“e 7M1

In principle, then, there are four detectable (measurable)
quantities, the relative amplitudes of the reflected and transmitted
signals, |R{ and [T| , respectively, and the relative phases of the

reflected and transmitted signals, OR and ¢

T -
The actual quantity measured is the output of a detector. At
the frequencies involved in these studies (K band), and becausé of the
necessity for rapid response, it is necessary to use so-called
"square law'' crystal detectors. These devices respond to the inci-
dent electromagnetic wave by producing a voltage which is essentially
proportional to the square of the wave's electric field and therefore
linearly with the energy of the wave. For convenience, we shall in-

troduce the following definitions

_ 2
1SR = 1R! (N-10)
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These quantities can range between 0 and 1, having been normalized
to the maximum signal measured. The reflected crystal detector out-
puf is a2 maximum for a completely saturated plasma, i.e., U;p Z> W,
while the transmitted crystal detector output is a maximum for the
case of no plasma as wp < w.

Rather than measuring the phases op and D directly by use
of a bridge circuit, it is more convenient from a practical standpoint
to add (or interfere) the transmitted and reflected waves with a refer-
ence signal and detect the resultant output from a crystal detector in
response to these composite waves. We call these '"the measurable

phase quantities'" P, and P, where

R T
PR = 1+ SR + ZN/SR cos Pp (N-12)
PT = 1 +ST+ ZVST cos ®p . (N-13)

Figures 12,13 , 14 , and15 represent the quantities ISR s
1ST s PR R PT » respectively as a function of Ne/Np for variéus val-
ues of the parameter \)C/w and m =4. Here, N is the electron
density at which g = wp , Np equalling 7, 14><1013 cm-3 for a frequen-
cy of 24, 000 GCPS,

Any two of these detectable quantities, when simultaneously
measurable, will suffice to unambiguously determine the two unknowns
of interest, viz., Ne and Ve o Primary among the considerations in-
fluencing the selection of which of the four quantities to be measured

was a desire for as wide a range of detectable electron density con-

sistent with an unsophisticated circuit design so as to permit reliable
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operation.

.Ia.hn(27) has shown that, for m = 4 and values of \)C/w greater
than approximately 0. 07, the range of electron densities detectable by
measuring iSR and IST is equal to or larger than that detectable by
measuring PR and PT . The circuitry necessary to measure PR
and PT is more involved than one designed to measure ISR and IST
because of the need in the latter instance for a reference signal and
means for adding the reference wave to the waves that have interacted
with the plasma. It is only for values of \)C/UJ less than approximate-
ly 0. 07 that the use of PR and PT would allow a larger range of elec-
tron density, as contrasted to the range detectable by 1SR and 1ST
measurements, to be made.

Virtually all of the plasmas observed in the shock tube experi-
ments have exhibited values of \;c/w of 0. 07 or greater, therefore
justifying the a priori choicé of the simple microwave diagnostic cir-
cuitry shown in Figure 11. This circuit was specifically designed to
measure the quantities 1SR and lST as discussed previously. In ad-
dition to these two measurements, a third, the so-called hybrid phase
or "bump', measurement can he made to yield a definitive measure

of electron density (Ne ). The basis for this measurement is discussed

in Appendix U.
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APPENDIX O

MICROWAVE CRYSTAL DETECTOR CHARACTERISTICS
An extensive series of IN26 crystal detector calibrations were

conducted both at the Jet Propulsion La,boratory(41)

and with the shock
tube microwave circuitry at the California Institute of Technology. In
both instances, the same frequency, 24 gcps, was used and the output
of the crystal correlated to the setting of a precision~-calibrated atten-
uator {(DeMornay-Bonardi model DBE-410). The precision attenuator
was calibrated, in turn, with a compensated thermistor head (FXR
model no. K218AF), the two agreeing to within 3 per cent over the
range of the attenuator.

Although the IN26, K band, crystal detectors used in the shock
tube microwave circuit are called square law detectors, implying an
output linear with the magnitude of the incident microwave energy, it
was found that their behavior is only approximately square law, and
then only for output levels less than around 400 mv. Above this level,
" which corresponds, by actual comparison to a matched calibrated
thermistor head, to an input microwave power of 0. 16 mw, signifi—
cant deviations from "'square law' behavior are to be expected.

A typical calibration chart is shown in Figure 18. The data
shown are for a transmitted (i.e., received) signal detector, hcnce
the subscript T . The VSWR of all detectors so calibrated was on the
order of 1.05 or less. On this plot, the normalized crystal output,
typically terminated in the 1 megohm impedance characteristic of a
Tektronix letter-series oscilloscope plug-in unit, is denoted by oST .

The corresponding ''actual" normalized energy, read from the cali-
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brated precision attenuator, is denoted by 1ST .
It was found that these calibration data could, in general, be

empirically represented by a bi-linear curve on a log-log scale, each

scgment of the curve being representable as

K

_ T
lsT B AT (oST)

where both AT and KT are constants, AT is, of course, unity for
the upper segment in all cases. Values of KT were found to vary be-
tween 0.8 and 1. 5 for outputs below 400 mv, with the usual range of
KT being from 0.9 to 1. 2. Values of KT varied from one calibration
to the next for the same crystal and environmental conditions, some-
times by as much as 0. 15 or more.

It has been shown(42)

that for the IN23B crystal detector (which
is quite similar to the IN26 but operated at a lower frequency, 2-11
gcps), the application of a constant reverse bias applied to the crystal
would greatly enhance fhe crystal's ''square law' behavior. Rather
~than do this, it was decided that calibration of the crystal for each
test run would be advisable. It should be mentioned that various de-
vices were used to record crystal output. These included Speedomax
recorders, galvanometers, and oscilloscopes. In all cases, the im-
pedance seer by the crystal was at least 104 ohms. The type of re-
cording device used apparently had no measurable effect upon the
crystalls calibration behavior, thereby providing assurance that the
characteristics discussed are truly associated with the crystal and

not with the method of recording its output.

It is assumed that the calibration characteristics of these
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crystals under dynamic conditions, where the signal varies rapidly
with time, are the same as undexr static conditions, Tests conducted

at the Jet Propulsion Laboratory (41)

using a mechanical chopper to
modulate the input microwave power to the crystal detector undergoing
test indicated that there was no measurable (3 per cent accuracy)
change in the calibration behavior for modulation frequencies up to 10
keps.

Numerous instances have been recorded where the crystal
output in response to a shock-wave generated plasma has varied over
50 per cent in less than 4 microseconds, with no evidence of capaci-
tive effects. For these tests, the crystal output was fed directly into
a Tektronix type M plug-in via approximately 6 feet of RG 58/ U cable.
Modulation of the klystron's reflector voltage by a signal having a rise
time to maximum of approximately 1 microsecond produces a crystal
output having the same rise time. From these tests then, we con~
clude that the crystal response is less than 1 (sec.

These tests lend credence to the assumption that the steady-
state crystal calibration is representative of the device's input - out-
put characteristics under the dynamic conditions encountered in this

study.
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APPENDIX P

ANALYSIS OF MICROWAVE FIELD PATTERN EFFECTS

In the basic theory of electromagnetic wave interaction with a
weakly ionized plasma developed previously, the electromagnetic field
was characterized as being a plane wave. Such waves, by their very
definition, have surfaces of constant phase which are planar, normal
to the direction of propagation, and infinite in lateral extent. This
carries the implication that the source of these waves is at infinity or,
at the very least, at a sufficient distance {in terms of wavelength 1)
from the point of observation that,for limited regions of interest, the
wave fronts can be considered planar.

In the vast majority of experiments (and the one considered
here is no exception), where microwaves are used for the investiga-~
tion of plasma properties, the plasma under scrutiny at any one in=-
stant possesses dimensions comparable with the free space wavelength
of the probing microwave beam. Therefore, in order to duplicate the
conditions of the idealized theory, particularly the assumption of an
infinite plasma slab, the microwave energy has to be suitably éon-
strained so that the majority of the beam energy is restricted to pass
through an area whose dimensions are equal to or smaller than those
of the plasma under study. By use of quasi~optical techniques(43’ 44)
it has recently been shown to be possible to focus a micronave beam
so that its lateral dimensions in the focal region are on the order of
lko » the wave front in this region being almost plane. The stratagem
of producing a relatively plane wave over a small area was applied to

a limited extent in the design of the antennae used in this experiment.
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Each of the horns (cf. Figure 11) was adjusted to have its focal point
coincident with the aperture plane of the other when separated by the
shock-~tube pyrex diagnostic section. Estimates of the wave front
curvature in'dicate a 1/16 )\0 deviation from planarity in the x-z
plane.

Due to their close proximity, which is required for efficient
coupling of the microwave energy to the plasma, the transmitter and
receiver horns are within each other's near fieldsik Even though the
horns and the dielectric (test section) were matched so that only negli-
gible reflection occurs when no plasma is present, there is consider-
able internal reflection of energy between the horns. That this is so
is shown quite conclusively in Figure 16. Here we see the output of
the receiver crystal detector versus horn separation distance along an
axis coincident with the centerline of both horns. Fozr this test, the
horns were covered by quartz plates having the same electrical char=
acteristics as the pyrex channel.and the crystal output has been nor-
malized to the value existing at nominal channel separation, 5 cm.
The existence of the standing wave pattern is indicative of the internal
reflections existing between the transmitter and receiver horns and
the adjacent portion of the channel. By way of comparison, one would
expect no interference pattern for a pure plane wave, i.e., the trace

would be constant {unity) for all channel widths.

" The region in which effects due to the finite dimensions of the aper-
ture are significant. The near field is commonly taken as extending
from the plane of the aperture {of characteristic dimension 2), a dis-
tance (24°)/%g . For our case, the near field extends ~ 10 cm from
the horn's aperture.
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As the electron density increases in the channel, the wave=-
length of the microwaves in the plasma also increases (cf. eq. (N-4),
Appendix N). As a consequence, if we were to follow a suggestion by

(45) and scale the field pattern in terms of )\O/Kp >'<, that is to

Harris
say the apparent horn separation distance varied in proportion to
)\O/KP » we would expect to observe evidence of this oscillatory behav-
ior on the transmitted signal. Close perusal of numerous records
similar to that shown in Figure 19 does indeed show some influence
of the field pattern, While it is hard to discern an oscillatory contri-
bution to the general OST versus T test record, undoubtedly because
of attenuation effects, the first peak of the pattern occurring at d/do =

)\O/)\P ~ 0. 95 is evident on the trace as a "hump' in the region 25< T

< 50. Since this "hump' occurs at almost precisely the same time as

aleats
s

the first bump  appears, it was at first stipulated that the mismatch
purposely put into and bucked out of the microwave circuit (for the ex~
press purpose of causing the '"bumps'), while small, was affecting the
transmitted signal. Approximately ten test shots were made where no
measurable mismatch was present, the "hump' in the transmitted
signal remaining very much in evidence. Because it does occur co-
incidentally with the first "bump, it is reasonable to stipulate that

the "hump, " like the '""bump, ' is caused by interference effects.

(46)

This is consistent with the analysis of T. Soejima , who treats
the case of the gain of two horns in each other's near field, For typ-
ical rectangular horns,and for the dimensions of our apparatus, he
shows that the gain is an almost linear function of a parameter §
where & = \d/aperture area, d being the horn separation distance.

alants
RS

Cf. Appendix U.
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The problem of a uniform plasma slab being irradiated by the
far field of an antenna has been investigated(47). However, the more
~realistic problem of near field irradiation of a plasma slab even with-

out the presence of a second horn (the receiver) is not to be found in
the literature. A cursory examination of this problem reveals its
great complexity, and an attempt at solution would not be warranted
within the context of this endeavor.

The approach that is pursued is based primarily on the obser-
vation that the interference effects are apparently small, i.e., the
"hump' amplitude is small compared (o the mean signal level over
which it is superposed. Because of this, we shall postulate that the
interference effects can be treated as a perturbation on the transmit-
ted signal,as little if any interference effect is to be noticed on the re-
flected signal because of attentuation effects and because reflection
occurs primarily at the first plasma-surround interface. Also, the
transmitted signal is used as our primary measurement (cf. Appendix

V).

Since the interference effects are relatively small, it should
be possible to construct a crude theoretical model having the essential
features of the actual physical situation and apply the result as a cor-
rection to the idealized theory of Appendix N, This is precisely the
approach employed. We first seek to construct a simple one~dimen-
sional model of the two horns such that we can approximate the radial
field pattern shown in Figure 16. We when will introduce a plasma
between the horns. To this one-dimensional representation we add,

in an approximate fashion, multi-dimensional effects such as refrac=-
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tion and diffraction. The result of this is a correction factor labeled
es/ep » the ratio of the received energy calculated on the basis of fhe
synthetic field pattern (es) to that calculated assuming plane waves, ’
etc. (eé), The application of this correction factor will be described
in Appendix T.

The one-dimensional model used to synthesize the field pat -

tern is shown below:

PSEUDO REFLECTORS

: ‘ BLACK BODY
SOURCE - d - RECEIVER

/

!

ﬂ—wahhi’ J "_—.“Q—"

v
SHOCK TUBE

- ) | -
| In order to simplify the analysis, but not to the exclusion of essential
features, a number of assumptions were made. Because the radial
field pattern was taken along an axis coincident with those of the
horns, we have restricted out attention to the one-dimensional case.
The source is assumed to be a simple dipole whose radiation field is
poetulated to consist only of traneverce E and H components, i.e., we
consider only the far-field radiation pattern along the z axis. It
would be straightforward to carry along the effects of the radial field
components, but this added complication is not warranfed aposteriori

by the résults we derive from this crude model or by the use to which
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these results will be applied.
In phasor notation, the E field along the 7 axis from this di-

k pole can be written as
> ikoz
-E .k "e
170

Z
€0

E =

where E1 is the dipole strength P(l) divided by 4w (cf., Stratton, pg.
434 5£138)),

The two pseudo-reflectors are assumed to be symmetrically
placed with respect to the dipole and the receiver, which is consistent
with the symmetry inherent in the actual microwave transmitting and
receiving horn arrangement. The reflectors are called pseudo-
reflectors insofar as they reflect only a portion of the energy incident
upon them with no phasc change and no absorption. For instance, the
E field incident on the first reflector from the left (from the dipole) is
of magnitude E1 . The wave that is reflected has an electric field
strength of magnitude pE 1 and the transmitted wave of magnitude
(}L-p)E1 . Here, p denotes the reflectivity factor of the pseudo-
reflector. In keeping with the approximate nature of our model, we
further assume that multiple reflections beyond the first are negligi-
ble. In other words, we only take into account the wave that gets to
the receiver via a route that involves Being partially reflected four
times and which traverses a path length of 34~4a and neglect, as be-
ing negligible, those contributions due to waves partially reflected 6,
8, or more times,

In keeping with the meticulous manner in which the receiving

crystal detector mount was tuned for minimum VSWR, we assume
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that the receiver is a blackbody, i.e.,all incident energy is absorbed.
Consequently, there can be no reflected signal from this station.
By dividing through the by free space wavelength XO s we can
define the following dimensionless quantities:

a/kofv s &/kOEA s d/xUEé .

where d is the channel width. Furthermore, we postulate that §+2vy
£ A, i.e., the pseudo~reflectors cannot be positioned within the re~
gion occupied by the plasma. It is straightforward to write the follow-
ing expression for the z component of the Poynting's vector of the

wave incident on the receiver:

(1-p%)E K
%VE; :e Al ° {1+(3 >2cos[4'n'('\. Zy)]+(3A ~ )} (P-1)

The normalized receiving power, denoted by ¢ , is derived by
dividing (P-1) by the received power when A = Ao » the normalized
separation distance between transmitted and receiver when & = 60 =

‘mko s, m=1, 2, ... , the nominal channel width. For the shock tube,
m = 4. In addition, from the experimental radial field pattern data
we know that because the system has been matched for minimum re-
flectivity when no plasma is present in the test section (nominal
width), the nominal point will occur at a maxima in the pattern.
Therefore, we specify that the quantity cos 4TI'(AO-Z‘\/) = +1 at this
nominal point. As a consequence:

Z(AO—Zy) = s, s=0, 1, +2, .., - (P-2)

It should be noticed that if the pseudo-reflectors are positioned imme-

diately adjacent to the sides of the channel, then AO— 2y = 4. In gener-
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al, there are only a limited number of discrete positions (values of y)
at which the pseudo-reflectors can be placed in order to satisfy condi-
" tion (P-2). For example, if )\o = 10, then 202 s = 4,
Applying this condition, the normalized received power can be

represented as

2, ) ' 2y 21
] AO)Z {1 + 2(£Lo ) cosTantn-2) 1+ (£l | )
(4 hd —A—_' Z 2 . (P"J)
rl P Ao
1 + 37{0-3;\/

Inspection of this expression reveals that there are three pa-
rameters which we are at liberty to adjust so as to duplicate a given
radial field pattern, viz., the transmitter-receiver spacing, AO , the
positions of the pseudo~reflectors, y , and the reflectivity factor, p .

The normalized mean field line shown in Figure 17 was gener-
ated, as the name implies, by constructing a line that was midway be-
tween the curves representing the loci of the extrema of the plot and
_then normalizing the result. This line should then correspond to
equation (P=3) when p = 0, i.e., e should exhibit an inverse squared
dependence on distance. The correspondence between the theoretical
(p = 0) dependence, (AO/A)Z, and the experimentally determined mean
curve is excellent when A= 8. 55, this value being selected on the
basis of exact agreement at the nominal channel width cl/do = 1 and at

zero channel width d/do =0 'ﬁ. The maximum divergence between the

The following relation exists between the normalized channel width
and A: A= AO-—4(1 - d/do) or A= 4. 55+4-d/d0 ;interms of &, A =

AO-4+8 for do = 4X0 -
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experimental and theoretical mean curves using this value for Ay is
less than 2 per cent within the range of values of d/dc> noted, For
- comparison, the physical distance from the flange of the transmitting
horn to that of the receiver horn is, in terms of wavelength, approxi-
mately 38,

Having determined /\0 » a trial-and~error procedure is used
to determine which one of the discrete y values and its corresponding
p value will provide the closest fit to the complete field pattern
curve. Using the analogy between d/c?tO and )\o/)\P discussed earlier,
a2 "matching'' point was chosen at d/dO = 0.813 *, the theoretical
curve being made to have exact agreement with the experimental data
at this point, This particular value was chosen for two reasons; it is
an extremum of the experimental curve, the value of p for a given vy
being more accurately determinable the further from unity the match
point is; also, d/d0=,>— >‘o/>‘p = 0,813 corresponds to an electron den-
sity level near the upper range of useful values, i.e., Ne: 2. 4% 10]‘2
{cf. Appendix V).

By trial solutions it was determined that of the ten vy vé.lues
possible, the one corresponding, interestingly enough, to a pseudo=
reflector position coincident with the plasma boundary gave the clos=-
est fit to the experimental data in the range 0,813 =< d/do = 1. 000,
Accordingly, vy = 2.275 and p = 0.3095 are the values that most
closely represent the radial field pattern. The synthesized radial
field pattern calculatcd on the basis of these parameters is shown in

Figure 16, For values of d/d_ < 0,8, the synthetic pattern system-
B d/dO = 0.813 corresponds to a A value of Ao~(1—0. 813)4 =17.90 .,
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atically lags behind the actual pattern for decreasing values of the
independent parameter, the amplitude of the extrema being lower than
are observed. This can be attributed to the neglect of the near field,
radial components of the radiation field which become increasingly
important the closer the horns are made to approach one another.

In general, agreement between the synthesized and actual radi-
al field patterns, in the region of concern, is quite satisfactory con-
sidering the simplifying assumptions incorporated in the analysis.
Having restricted our discussion to the one-dimensional case (radial
field pattern), we can make no general statement concerning the actual
three~-dimensional field pattern. However, it appears, from the
quantitative agreement between the results of the model and experi-
ment, that the essential factors characterizing the near field inter-
ference phenomena have been properly taken into account and that the
model can be used to describe, é,t least crudely, higher dimensional
effects.,

Continuing, for the moment, to confine our attention to the one-
dimensional case, we shall now modify the theory to take into .account
a slab of homogeneous, isotropic plasma, characterized by a complex
propagation constant, k*, in the region from y to y+60 . As men-
tioned, the pseudo~reflectors were positioned at the edge of the plas-
ma slab, i.e., at y and y-i-ﬁo . It will be assumed that the plasma,
now in juxtaposition to the reflectors, does not influence their reflec~
tivity. That is, the value of p (0.3095) determined for the free space
case is applicable in the presence of plasma, the reflectors being

viewed as just outside the plasma.
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A wave that is reflected from the plasma boundary will be com-
posed of two components, one due to the discontinuous change in con-
stitutive properties and one arising from the reflector. For values of
Xo/kp Z 0, 7* and %C- < 0.4, the reflected signal from the plasma
interface is so small as to be beyond the limits of detectability of the
microwave circuit used. For all intents and purposes, this contribu-
tion to the reflected signal can be ignored. Therefore, the reflected
wave will be postulated as emanating solely from the pseudo~reflectors.

Any wave traversing the region between y and y+60 will have
a propagation constant equal to k* rather than ko as was used in the
free space case., Waves outside the plasma region will continue to be

governed by the free-space propagation constant. Having already non

dimensionalized the spatial coordinates by dividing by Ao = Z'n'/kO s it
turns out that all that is necessary in order to account for the pres-
ence of the plasma, under the assumption made above, is to apply the
multiplicative factor k*/ko = n +in; to the exponential factors
representing wave propagation in the plasma region.

It is propitious now to account for one of the higher dimension-
al effects alluded to earlier. As indicated, Harris(45) has shown that
in the near field of an antenna the radiation intensity is a function of
the parameter u , the product of the wavelength and the distance from
the antenna aperture to the field point, As postulated by Jahn and
Harwe11(14), but applied not without error to the mean field curve,
will be taken to be a constant representative of the geometry of the
system. The scaling parameter is then

" This corresponds to Ne ~ 3X 1012 cm-3.
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(U = constant = )\odo = Ad . (P-4)

Writing ) = )\p , then Xo/kp =n = d/d0 = A0—4+5 for do = 4X0 .

r
Physically, this implies that the field pattern (in three dimensions)
remains invé.riant as a function of wavelength. In other words, since
the plasma wavelength ?\P is alwavs equal to or less than the free
space wavelength >‘o for a fixed actual separation distance between
transmitter and receiver horn, the apparent separation distance with
regard to the field pattern, i.e., in terms of wavelength, will de-
crease with increasing )‘p . Were the plasma lossless and refraction
effects negligible, the normalized transmitted signal detector output
would appear, as a function of )‘o/)‘p » precisely the same as if the
source and receiver were physically brought closer together as d/d0 =
o/ >Lp .

Accepting the validity of the aforementioned postulate which in
reality is simply a restricted statement of Huygens' principle and
Vshould be adequate for its intended application, wec can write the fol-
lowing expression for eé . We define e's as the received power cal-
culated on the basis of the synthetic field pattern but neglecting refrac~

tion effects, to wit:

(1-p%)E. |? 2 _41n,6
et = 1 1 1 W3u K e i o
s 2 )‘o Ao+an-1)60 o0
r1+2Q‘(:o:3(41'r1’1 5 )Jr(Q')Z} (P=5)
{ r%o

where Q' has the form

-4 niﬁo >
e p (A0+(nr-1)60)

L T(3n -1)8 (P-6)
(o] r O
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Prior to the introduction of refraction effects, we shall nor-
malize this expression to the received power calculated on the basis of
"~ a plane wave interacting with a plane plasma slab, etc. To be con-
sistent, and becausc the restriction is warrantcd, in the clcctron den-
sity and collision frequency regime under study, we shall once more
neglect reflection effects at the boundaries. Denoting the plane wave,
received power by ep » we have

ey = EVe lug B o (P-7)
where Ep is the magnitude of the plane-polarized E field vector. Di-
viding (P-5) by (P~7) and specifying E1 and Ep such that the ratio

e;'s/ep ie unity for the absence of plasma, i.e., k¥ = koﬁ n = 1,

n, = 0 , we derive the following:

ot F A 2 {1+2Q'cos(4nn_35 MR
s ! o r o
e, (R HE T ] z 2 (#-8)
P L‘o T o /\OP
{1+ 1)

We shall now introduce refractive effects into the analysis.
The refraction calculation will proceed by two steps which are as-
sumed independent. We first consider the effects of refraction of the
waves reflected from the pseudo-reflectors into the plasma. Second-
ly, we study the effect of the plasma, free space (surround) interface
upon the non-axial rays of the incident wave.

The model used as a basis for the calculations of the effects of
refraction upon the reflected waves is diagrammed below.

We shall postulate that the pseudo-reflectors are endowed with

the ability to collect energy over an aperture of characteristic half
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A

PSEUDO REFLECTOR

\ J

~
¥ PLASMA BOUNDARIES

width w and to re-radiate the reflected portion of the wave as a point
source (a dipole). This is, of course highly fictitious, but should
serve to permit order-of -magnitude estima tes of the refraction effect
to be made. In keeping with the spirit of this postulate is the further
presumption that geometrical, i.e., ray, optics is appiicable. Recail

that the pseudo-reflectors are situated just outside the plasma slab.

Gp T
w
DIPOLE ] ?H l
| /
<KS§s - So -
PLASMA

The averaged E field from the dipole can be written as

E = Xl f cosB8dp = Xl sine,H
’ 0

where Xl is a constant and eH is the maximum angle a ray can have
and still intercept the collection aperture. We apply Snell's law, i.e.,

SmeH) - ET_ - A
K

( ¥-9)

sinfg

o
7
T lo
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Then

E = xl(kolxp)sinep . (P-10)

A word of explanation is called for insofar as equation (P-9) is
Snell's law for non-conductive media. In the regime where n, << n_

and nr is of order unity, i.e., plasmas of interest, Snell's law for

(47)

conductive media canbe approximated by the form shown to a high

degree of accuracy {much higher accuracy than is consistent with the
other as sumptions).*

The correction factor which we shall apply to account for the
refraction effects of the reflected waves will be written as the ratio of

the average E field received with plasma present to that when no plas-

ma is present, or simply

—
~

Epla.sma. X1O‘o/)\l:»)smep =2
—_— Xl(l)sinep o "p
vacuo

It is easily demonstrated that we need only multiply Q' by the
square of xo/)\P to account for refraction., The resultant quantity is
denoted as Q :

Q = (ko/xP)ZQ' : (P-11)

The square in this expression arises because the correction is applied
twice, once for each reflection in the plasma, the refraction of the in-
itial incident wave being considered below.

There is one further consequence of the refraction phenomena
that should be considered; the increased attenuation of the wave due to

the added path length of the refracted wave. To account for this

e
>3

Cf, Stratton(47), ¢ 9.8,
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diminution in signal strength, we should properly write

8

= T e (s - 1)

E = le e cospdp (P-12)
0

rather than equation (P-10). This integral is quite involved, and
since w , upon which the path length is dependent (through GH ), is to
a large extent indeterminate and subject to whimsey, the following
procedure, which is quite in keeping with this analysis, will be used.
We define an incremental, averaged additional path length as 060 R

where now

-Z-rrnicso
= Xl € SineH (P"l3)

t=R |

and 0 is an adjustable parameter. The length w is,of course, ficti~
tious and related loosely to the actual physical dimensions of the horn
aperture. The vicinity of the horn aperture is the most probable
source of the interference reflection; accordingly one could surmise
that 0= ¢ = % . From a practical point of view, it was found, when
applying the field pattern correction formula to the interpretation of
test data, that it was more convenient to set & = 0 and to vary the
quantity n; - This was done by selecting an appropriate value for
\)c/uo . Whereas the test data indicated values of \)C/w in the range of
0.07 - 0. 15 as being representative of the gases tested, a value of
\)C/m = 0. 30 when applied to the calculation of the field pattern correc-
tion appeared to be most satisfactory. Figure 17 illustrates the rel-
atively small difference in form between the field correction curves
calculated using \)C/w = 0. 15 and 0, 30. In all that follows, we shall

therefore assume o =0.
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The last effect we shall take into account is that associated
with the incident wave. The model applicable to this investigation is

diagrammed below.

Gp T
g
W
DIPOLE )
i h
2 ' -
L 1 -
K- So -
Writing Snell's law again
smeH/sinep = }‘o/)‘p s
where
sinfyy = — Pk and sing = — 2=k . (P-14)

P
NCIEX Viw-h)*+s °
As )\O/)\p decreases (Ne increasing), there is a corresponding
decrease in SH . For physically realistic values of w, e.g., w< 2,

a reasonable a.pproximation is to let sineH ~h/y . For convenience,

we let U= (W +6 )'2 , and write:

L@ R e e

where the sign preceding the radical was selected so that as )\O/)\p—» 0,

h- 0. The averaged E field is then
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Normalizing to 1 at )\O/kp = 1, we derive the correction factor
which represents the effects of refraction upon the initial incident

wave, i.e,,
' A A z A 2
<—%+f>-V<%+f>-4x§%
= 2.

——+1> ‘\/(U+1)

Expanding the radicals and retaining only the first two terms,

. (P-17)

the accuracy of this procedure being consistent with the preceding

steps, we write:
(2 + )
G = —(TEXTX_;_; r;‘ oz (%J:/g np - (P-18)
' Y >‘p
This correction factor is applied as [ollows:
€
e—s = ¢ ( ) (P-19)
where now es/e is the complete field pattern correction factor to be
.applied to the normalized transmitted signal, and e:‘s/ep is the field
pattern correction factor (equation (P-8)), wherein the refraction of
the initial incident wave was not taken into consideration.

The field pattern correction factor G is a weak function of the
magnitude of the parameter w, the characteristic width of the appar~
ent receiving aperture, A constant value of w = 3/2 was selected as
being the most realistic and consistent with the assumptions of the
analysis. All data have been subsequently reduced using this value
for w. The application of the complete field pattern correction fac-

tor, E:S/eP , is discussed in Appendix T.
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APPENDIX Q

DISCUSSION OF THE INFLUENCE OF BOUNDARY LAYER
EFFECTS UPON MICROWAVE MEASUREMENTS

In the microwave~-plasma theory developed in Appendix N, the
plasma slab was considered to be homogeneous and isotropic. Conse-
quently, a sharp, discontinuous transition in electron density between
the plasma and the surrounding space was implied. In reality,
rather than a discontinuous electron density profile at the plasma-
surround interface, an transition region (where the electron density
varies continuously from essentially zero at the shock-tube wall to
some large value in the "core' of the flow) will exist. Because the
plasma generated by the shock tube is of finite extent not only in a di-
rection normal to the plasma flow direction and parallel to the micro-~
waves' propagation direction (z), but also in a direction mutually per-
pendicular to both of these directions (that is, in the x direction), the
microwave beam will propagate parallel to the boundary layer gradi-
ents in the z direction and perpendicularly through those existing in
the x direction.

In addition to these two electron density gradients, there is a
third that should be considered, viz., the electron density gradient
that exists normal to the microwaves' propagation direction but paral-
lel to the plasma flow direction. This gradient exists as a conse-~
gquence of the ionization relaxation effects dominant in the shock-
heated gas and will be considered in Appendix R.

Because of the symmetry of the cross section of the shock

tube that exists in the x and z directions, and therefore of the plas-
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ents. As a matter of reference, for \)C/(,U = 0,10 and m = 4, SR’ ST’

P and PT can be measured simultaneously for only a very limited

R’
range(27) of electron densities, about 0,60 < Ne/Np < 0.67 . Having
restricted our experimental program to the determination of 1SR and
IST , we shall therefore estimate the electron density gradients exist-
ing under typical shock-tube conditions. From these estimates, the
effect of the boundary layers upon the microwaves can then be approx-
imated.

As part of his study of heat transfer from ionized argon behind

50)

a shock wave, Jukes( considered the form of the argon positive-ion
concentration profile near the shock tube wall. Since the approximate
equilibrium model he developed to portray conditions far from the
shock front assumed quasi-neutrality, the positive ion and electron
profiles are identical. He concludes that far from the shock* the ion
(electron) boundary layer has a characteristic thickness (68) which is
independent of distance behind a shock and can be written as
Va&li A/G

where @iA is the argon positive-ion diffusion coefficient, and G is
the ratio of ion concentration (in the core) to ion generation rate.

The shock tube, as discussed in Appendix C, can generate
shock waves having Mach numbers from approximately 7 to 10 when
heating 5 torr of argon. For these two extreme Mach number condi-

tions, using the observed electron-generation rates and the electron

P
2

Defined as the distance behind the shock front £ >> U /G, U_ be-
ing the shock velocity and G as defined above. In terms of par?icle
time tp , we have tp >>1/G.
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densities occurring either when the electron-atom regime becomes
dominant (for Mq ~ 10) or the cold front occurs {Ms ~ T), coupled
with appropriate values of AgiA , we find:
5.5 1/3 mm for M_= 10 for t_>> 100 ysec ,
s s P
and

&_~ 23 mm for M_= 7 for t_>> 10,000 ysec.
s s s}

For comparison, for the strongest shock strengths generated (MS ~
10), the atom-atom regime is completely dominated by the electron-
atom ionization process for values of tp > 80 ysec., For the weakest
shocks, the cold front influences the ionization process when tp ~
1000 ysec.

From this we can conclude that under the most adverse condi-
tions the electron-density boundary layer would at most be about Zmm
thick. As is discussed in Appendix V, the correct value of \)C/m was

determined by matching the transmitted data S, to the hybrid phase

T

("bump'') data, to the exclusion of the use of S, data. As the S

R R
data were rarely used (the atom-atom regime invariable being com-
pleted prior to the reflected signal becoming detectable), and then on-
ly as an added check of the data, wc need not consider the effects of
the boundary layer upon it.

Referring to Albini and Jahn’s(49)

study of trapezoidal elec~-
tron density gradients, we find that for the case where the ramps ex-
tend over a distance of some 0. 25 >‘o (}\0 = 1,25 cm at 24 gcps), the
transmitted signal will differ from the corresponding discontinuous

interface plasma slab by two to three per cent. This is true even for

electron density profiles that deviate from being linear ramps. This
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estimate was made using a value of nr+ini (corresponding to Albini's
parameter K) equal to 0. 8+0i . This value is consistent with an
electron density of 2. 6X 1012 and \)C/w = 0, 10, under the not unrealis-
tic approximation that the imaginary part n, (which equals 0. 022 for
this case) can be satisfactorily taken as zero.

It should be remarked that the electron density level quoted
corresponds approximately to the third malching "bump, " and is
therefore representative of the maximum electron-densitylevel used
in the determination of electron generation rates.

From these considerations, we conclude that the electron-
density boundary layer present when 5 torr of argon is shock heated
by Ms 7 to 10 shock waves will not significantly affect the interpre-
tation of the experimental data. As a general truism, the closer to
the shock front one makes observations, the less significance the
boundary layer will have. In all cases then, data were taken as

close to the front as was possible consistent with desired levels of

accuracy.
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APPENDIX R

DISCUSSION OF THE INFLUENCE OF LATERAL
ELECTRON DENSITY GRADIENT EFFECTS UPON
MICROWAVE MEASUREMENTS

The microwave horns used in this experiment were specifically
designed to produce a field pattern that is well collimated in the verti-
cal (x}, i.e., polarization, direction. This design, while ensuring
that the majority of the microwave energy would pass through the
plasma (whose x dimension is 5 cm}, has relatively poor collimation
characteristics in the y direction, i.e., in a direction transverse to
the plane of polarization but parallel to the axis of the shock tube,
Measurements made inside Lhe pyrex test section indicate that the ra-
diated field pattern sensibly extends over a distance of some 7 cm in
the y direction. Clearly then, the changes in the microwave signals
attributable to the presence of a plasma in the diagnostic section, are
averaged quantities that arise from interaction of the microwave field
-with a volume of plasma whose x,y,z dimensions are approximately
5cm X 7cm X 5cm. The values of electron density and effective col=-
lision frequency calculated from these signals must also, of necessity,
be "volume' averaged quantities. We shall attempt here to evaluate,
in a most qualitative manner, the effect an electron density gradient
in the y direction would have on the transmitted microwave signal,
assuming that gradients in the x and z directions (due to boundary
layer effects, discussed in Appendix Q) can be neglected.

The y gradient in electron density is the very factor that this

experiment was designed to measure, that is, the electron generation
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rate occurring behind the shock wave. The tacit assumption has been
made that the electron generation rate is sufficiently low so that while
an electron density gradient does exist in the y direction, the actual
variation of electron density over the 7 cm breadth of the field pattern
is small enocugh to be neglected. For example, experiments with 5
torr of argon involved shocks having Mach numbers ranging from 7.9
to 9, 4. The electron density differential existing across the 7 cm of
the field pattern, for a shock near the midpoint of this Mach numbexr

range (I\/[s ~ 8.6), was found to be about 0. 07X 1012 g cm_3, or approx~

imately one per cent of the electron density level at which "<:u,1;-off"*>"<
of the transmitted microwave signal would occur. For runs conducted
at higher Mach numbers, i.e., M ~ 9. 4, the electron density differ-
ential calculated from the data increased to about 0. 6><1012 m'3, or
just about 10 per cent of the cut-off electron density level, The 3-torr
argon shot shown in Figure 19 had a differential amounting to about 6
per cent of the saturated electron density level. Even in the extreme
case of an electron density differential of around 10 per cent of the

saturation level, the transmitted signal strength differential for a typ-

ical value of \)C/w » i.e., 0,10, would be only about one per centdr,

* We are discus sing here conditions which occur immediately after the
passage of the front, i.e., the atom-atom regime wherein the electron
density, in the absence of shock attenuation, increases linearly with time.

e ot
PROR

"Cut-off'" occurs when the so~called plaqma frequency (w,) equals
the probing microwave frequency &w = 2.'er24><10 ); e.g., for J‘E'hls exper-
iment, @ = ®p when N = 7, 14x10l

T Based on computations made assuming a homogeneous, 1::()1:0}510
plane slab, cf. Figure 13 and N_~0.3x101%4, For Ng ~ 3%10~12, the
signal strength differential due fo the gradient would be around 20 per

cent,
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which would appear to be acceptable. However, a curious effect,
which was observed to be associated with high electron density gradi-
- ents, indicated that the effect of these gradients possibly was greater
than the calculated change in sigual strengih quoted above would im-
ply. This effect, a momentary rise in the transmitted signal strength
to levels above 100 per cent, taking place near the shock front, is to
be seen in the figure noted. The amplitude of the rise in this example
is not as great as those observed in other instances where the electron
density differential was higher(e. g., around 10 per cent of the satu-
rated electron density level rather than about 6 per cent for the case
shown). The details of this anomaly were somewhat difficult to ob-
serve because the transmitted signal was displayed as a chopped trace
(one channel of a type M plug-in, 1 ysec display every 4 ysec). In
spite of this difficulty, it was possible to establish the gross charac-~

teristics of this phenomenon. These are presented in the sketch below.

— 4 -8 M sec,
MAX. OST-» 4 +—]
oo7=1.0
!
770 T

SHOCK POSITION

A literature survey was conducted to determine whether the
idealized problem of a plane wave incident on a plasma slab possess-
ing a lateral electron density gradient had been solved for the charac-

teristics of the shadow zone, i.e., the near-field diffraction pattern
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of the transmitted radiation., While futile, the search did reveal the
great inherent complexity of the problem and showed that a meaning-
ful solution would require more effort than was warranted within the
context of this study. The problem that came closest to representing

(51)

the rudiments of the phenomenon was Sommerfeld's analysis of
electromagnetic wave diffraction by a perfectly conducting wedge.
Geometrical optics were employed in this analysis to represent the
diffraction of plane electromagnetic waves by the edge of the wedge,
the far-field diffraction pattern being determined. The use of geo-
metrical optics for the solution of the idealized inhomogeneous plasma-
slab, plane electromagnetic wave problem is, of course, not warrant-

ed; none the less, the characteristic features of Sommerfeld's solu-

tion, shown in the sketch below, bear a striking similarity to the

anomaly observed.
[/ SCREEN
o
POINT %
SOURCE
PERFECTLY CONDUCTING
WEDGE -

INTENSITY

From this, the assertion is made that the anomalous behavior
of the transmitted microwave signal, occurring at high Mach numbers,
is due to the lateral electron~density gradient that exists across the

field pattern of the horn. This explanation is consistent with another
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observation. The atom-atom electron generation rates determined
from high Mach-numbcr shots arc uniformly lower than they should
‘be to be consistent with the large bulk of data taken at lower Mach
numbers (cf.. the Arrhenius plots of Chapter V). This depression of
the data points is explainable in terms of the intensity overshoot in
that the higher the value for oST the lower the corresponding indicat-
ed Ne value. Consequently, the indicated electron generation rate
should be lower than is actually the case. In these instances, the nor=
mal* electron density versus time plot, wherein the electron density

rises linearly (atom-atom regime) and then (as the electron-atom re-

e als

SN

gime)> is seen to be modified somewhat, The trace exhibits a slight
undulation for electron density levels from about 0. 5X1012 to about
0. 8X1012, a region where the electron density gradient has a more
pronounced effect upon the transmitted signal than it does at the lower

electron density levels associated with the region closer to the shock.

ala
b

As observed at medium or low Mach numbers.

afeats
2858

This is modified by the shock attenuation effects. When shock at-
tenuation is present, the electron density rises smoothly and mono-
tonically with time,
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APPENDIX S

DISCUSSION OF THE INFLUENCE OF MICROWAVES
UPON PLASMA PROPERTIES

In order to experimentally determine plasma properties, it is
a truism to say that one must physically interact insome manner with
the plasma or its emanations. Microwaves, used as a plasma diag-
nostic device, interact almost exclusively with the free electrons
present in the plasma, Therefore, one is led to question the manner
in which this interaction occurs and to inquire as to whether the inter-
action affects those quantities heing measured to the extent that the
results could be spurious.

In the absence of the microwave diagnostic signal, we shall as-
sume that the free plasma electrons have a Maxwellian velocity distri-
bution, and we shall seek to determine the maximum microwave signal
level which, while interacting with these electrons, will not signifi-
cantly distort their velocity distribution.

(52)

Margenau has studied this problem and has established the

following criterion:

M(eE/rn)2

g
e 6w”
where T = plasma temperature, M = mass of gas étom, m = mass of
the electron; E , @ are the amplitude of the electric field and the fre-
quency of the incident electromagnetic wave, and k and e have their
usual meanings, i.e., Boltzmann's constant and electric charge of
the electron. For typical shock-tube conditions, thatis, kT ~ 2/3 ev,

M = mass of the argon atom, and @ = 2WX24x 109 , we find that for the
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Maxwellian velocity distribution of the electron gas to remain unaf-
fected, it is necessary to restrict the intensity of the electromagnetic
wave such that E < 27 volts/meter.

The model 2K50 klystron used as a microwave generator in
these experiments generated up to 8 milliwats of useful power (ci.
Appendix I). Taking into account the 3 db loss of power in the direc-
tional coupler and the 6 db power loss in the attenuator* but neglect-
ing losses in the ferrite isolator, stub- and E/H plane-tuners, wave
guides, and the flanges, it is not unrealistic to assume that the total
power emanating from the transmitting horn is, at most, one milli-
watt. The physical aperture of the transmitting (and receiving) horn
is rectangular, 2 cm by 5 cm. Again being conservative, it will be
assumed that the microwave cnergy does not diverge but rather tra-
verses the diagnostic section as a tightly-collimated beam having the
same cross-sectional area (10 cmz) as the horn aperture. There-

fore, the energy per unit érea per second, i.e., Poynting's vector,
would be 1 watt/rn2 , corresponding to an amplitude of the electric
field vector of about 20 volts/meter.

Clearly then, the criterion established by Margenau is satis-~
fied, and the microwave diagnostic beam used in these experiments
will not significantly alter the characteristics of the electron velocity
distribution. As a point of reference, the mean thermal velocity of a

free electron in a plasma of temperature ~ 2/3 ev is approximately

" The nominal attenuator setting corresponded to -6.00 db, which
limited the received crystal detector output level to the desired level,
that is, about 70 mv.
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6 . . . .
0.5x10" M/sec, while the maximum directed velocity of these elec-
trons interacting with the 20 valt/meter electric field of the micro-

wave beam is only about 22 M/sec.
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APPENDIX T

DESCRIPTION OF THE MICROWAVE DATA-REDUCTION
COMPUTER PROGRAM

Three separate but related IBM 7090 data-reduction programs
have been written to provide an accurate, rapid means of interpreting
the shock-produced microwave crystal-detector data in terms of elec-
tron density (Ne) and effective collision frequency (\)C/m). Three pro-
grams were initially thought to be necessary because of the various
electron density regimes wherein either the transmitted and reflected
signals are both simultaneously observable, the transmitted signal,
or only the reflected signal is detectable. These programs were de-
noted as Plasma I, Plasma II, and Plasma III, respectively. In
Plasma I, the transmitted and reflecled signals are both used as in-
put data, electron density and effective collision frequency being cal-
culated. In Plasma II, the transmitted signal plus an assumed value
for \)c/w are used as inputs and the electron density is calculated.
Plasma III essentially is identical to Plasma II in that the reﬂgcted
signal, in addition to an assumed value of \)C/w is utilized as input
and the electron density is calculated as output.

Only the details of Plasma II will be discussed, as all of the
shock tube data were reduced using this program. It should be noted
that Plasma II and Plasma III are identical except for the field-pattern
correction slubroutine required for the interpretation of the transmit~
ted signal data (Plasma II) but not for reflected signal data (Plasma
III). At the relatively high collision frequencies encountered in the

shock tube, there was no observable overlap of the transmitted and
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reflected signals(27), therefore obviating the need for the Plasma I
program. DBecause of this, we shall restrict our discussion to the
details of the Plasma II program.

Perhaps the most straightforward way to describe this pro-

gram is to discuss the input, the operations performed on these data,

and the resultant output.

Input

For each run, the following data are supplied as input: the
transmitted signal data normalized but uncorrected for vagaries in
the crystal calibration characteristics (OST) is listed, in tabular
form, as a function of a so-called indepepdent parameter. The inde-
pendent parameter is the particle time (tp ), that is, the point in shock
coordinate time at which oST was measured. In order to account for
the crystal calibration characteristics, a table of oST versus 1ST is
also supplied as input. This table can have up to 80 entries and is

~ but one of two ways this correction factor can be fed into the program.
The alternative method is by way of the empirical, bilinear (on log-
log scale) representation of the calibration characteristics (cf. Ap-
pendix O). In the latter case, a short table consisting of two values
of AT , two of KT , and the value of 0ST at which the two linear
segments of the calibration curve join, is used as input. The field-
pattern correclion factor is also supplied as a table. In Lhis table,
the factor es/sp (see Appendix P) is listed, in one-to-one corre-
spondence with values of )‘o/)‘p . In addition to these data, the free

space wavelength, Ay o the correcsponding microwave probe frequen-
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cy, w, and the plasma slab thickness factor, m (slab thickness in
terms of }‘o)’ are supplied. Fﬁrthermore, an assumed value of
\)C/w is specified, together with appropriate alphanumeric informa-
tion to adequately identify the data being reduced. An initial value of
electron density (Ne), the utility of which will be described below, is

also specified.

Basic Block Diagram

Figure 20 represents, in block diagram form, the basic oper-
ational features of the Plasma Il program. Because of the complexity
of the theoretical expression relating the ideal (plane wave, plane
plasma slab, ...) normalized transmitted signal, here denoted as

/S\ , to the properties of the plasma slab and microwave probe (i.e.,

1-T

Ne s \)C/UU , T, W )'P, an iterative method of solution was deemed

S als
SRR

preferable. To start the iteration, a small value of Ne " is intro-
duced as input, this value being selected to be less than the least val-
ue of Ne anticipated. Using this value and the assumed value of
\)C/w , the corresponding ''ideal' magnitude of the transmitted signal
is calculated by using egn. {N-9), Appendix N . The machine si-
multaneously computes )\O/)\p » using the same values for Ne and
\)C/w , etc., via eqn. (N-5), Appendix N . From this value for
)"O/Kp , a value of the field-pattern correction factor, es/ep » 1s in~

terpolated from the tabulated field-correction factor which is supplied

Cf. Appendix N.

als sla
R

The initial value of N was specified as 0. 5x10'0 cm™, a level
so low as to be undetectable by the K-band (24 gcps) microwave

probe.
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A
as input. As diagrammed, the "ideal' transmitted signal lST is

multiplied by the field correction factor es/ep to yield the "'actual"

normalized transmitted signal denoted as lgT . That is, lgT =
le_ |8
°s ep 1°T°

Having calculated the 'actual' normalized transmitted signal
that one would expect to observe from a plasma having the initial as-
sumed electron density and the specified effective collision frequen-
cy, it is, of course, necessary to effect a comparison with the ex-

perimental data used as input (symbolically written as S Before

o T)'
making the comparison, the cyrstal-calibration characteristics have

to be taken into account. The given value of C)S for which we are

T °
computing Ne , is fed into the crystal calibration block. We shall
discuss only the case wherein the crystal calibration data is in tabu-
lar form, i.e., OST versus 1ST , where 1ST is the true normalized
magnitude of the transmitted signal. Because the calibration data in
all instances was such as Lo loosely defline one (or Lwo conlinuous)

| straight lines on a plot of log OST versus log lST » it was decided to
apply this fact to the interpolation of the tabular crystal-correction
input data. On the log-log calibration plot (cf. Figure 18 ), the inter-
polation would appear to be linear, i.e., a straight line being con-
structed between the bracketing calibration points. Analytically, this
was performed by using the bracketing points to define the coefficients

K

AT and KT in the expression IST = AT(OST) T Were the value of

OST , for which a value of IST is desired, to fall below the lowest
value in the calibration table, K, was taken as unity. That is, a

truly linear interpolation was effected for values of oST from zero
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to the lowest value on the table. This introduced negligible error, as
the calibration typically extended over a sufficiently large range so
that such values of OST would correspond to Ne values outside the
realm of interest {or utility).

Having determined the true normalized transmitted signal,
lST , for which the appropriate Ne value is sought, the program can
now proceed with the comparison. The sign of the quantity
(IST—lgT)/lsT is determined. For the initial iteration, the sign is
negative. This then triggers the increment block where, for a nega-
tive comparison sign, the electron density used for the next iteration
is incremented so as to be ten times as large as the previous level.

This procedure continues until the sign of the comparison be-
comes positive, indicating that the desired value of Ne has been sur-
passed. At such time, the electron density level of the previous itexr-
ation (wherein the comparison sign was negative) is again applied;
however, it is now incremented by 1/10 the previously used value.
This increment in Ne is applied for successive iterations until the
sign again becomes positive, the increment for the next round of iter-
ations being further reduced by a factor of ten.

The process continues through successive iterations and is
terminated when the incremental change in Ne (i.e., ANe) is some
small fraction of N:, or 40 iterations have occurred. By way of

reference, the desired level of accuracy was usually attained, on the

aleats
bt

average, in about 25 and seldom required more than 35 iterations.

* ANe/Ne was arbitrarily chosen to be < 0.0001.

s

sl ot
SRR

When using the field-pattern correction curve denoted as corre-
sponding to vc/w = 0.30 on Figure 17.
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Instances where the result failed to converge were rare, occurring
in about 0. 7 per cent of the cases run. In such circumstances, the
value of Ne corresponding to the last (40th) iteration is printed out.

Although indirect, this method of solution was remarkably
fast, requiring on the average* 0. 195 seconds per case.

In addition to the calculation of Ne , the Plasma II program
was written in such a manner that the corresponding values of the
normalized reflected signal, 1SR , and the two measurable phases,
PT and PR , were also computed for each input value of oST . This

provided an added degree of flexibility insofar as interpretation of the

reduced data was concerned.

Qutput

Figure 21 is a reproduction of one page (one run, one value of
\)C/w) of output print-out from the Plasma II program. As this pro-
gram was developed prior to the codification of the symbols used in
this work, we shall briefly discuss the various quantities shown
whose meaning may not be self-evident.

In the first line, besides the run number and test gas, is
printed the field-correction table number (FCT 430) used in the data
reduction. Field-correction curve no. 430 is seen in Figure 17 ;
here, diffraction and refraction effects have been taken into account,
the value of \)C/w selected to be 0. 30 as discussed in Appendix P.
Under the input parameter headingis listed the microwave probe

frequency denoted as W (rad/sec), the factor M (plasma slab thick-

e
3

Defined as the number of cases (1 value of osT and \)C/w) divided by
the computation time, whichincludes input read~-in and output write-out.
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ness in terms of wavelength }\O), and the free space wavelength )“p in
centimeters. Under "Table Values for Xtal Calibration' is the input
transmitted-signal crystal-calibration data OST and IST , denoting
oST and 1ST » respectively,

The first column (index) here shows the run number, the added
flexibility it provides for labeling individual data points not being uti=
lized. Column 2, labeled T2(O), denotes the uncorrected normalized
data (oST)' The next column, T2, represents the quantity (from the
final iteration) we have previously labeled IST , the normalized
transmitted signal from a plane slab irradiated by a plane wave, etc.
The meaning of the heading VC/W is obvious (\)C/w), as is the one to
its right, NE (Ne). R2 is the calculated normalized reflected signal
to be expected from the idealized plane-wave interaction with a plas-
ma slab having the indicated values of Ne and \)C/w . Theta T and
Theta R correspond to the measurable transmitted and reflected
phases, again for the idealized case, which have been previously
labeled as PT and PR s

plasma wavelength is labeled Lambda O/P ; again, the value shown

respectively. The ratio of the free space to

is for the final iteration. The column labeled F lists thc numer of
iterations required for the computation of Ne to converge to within
the limit specified earlier. As mentioned, the independent parame-
ter here is the time in particle coordinates (tp) at which the meas-~

urement of T2(O) (or rather, _S..) was made. The last column is

oT)

used as a convergence indicator. A zero denotes convergence of the

value of electron density,to within the desired accuracy level, occur-
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ring in less than 40 iterations. A one in this column shows that con-
vergence failed to occur in 40 iterations; the values shown for Ne s

etc., are then those associated with the 40th iteration.
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APPENDIX U

DISCUSSION OF THE MICROWAVE HYBRID PHASE
(BUMP) MEASUREMENTS

Background

The microwave diagnostic circuitry used in this study was
specifically designed to generate and to detect the amplitude of the
electromagnetic waves transmitted through and reflected from the
shock producéd plasma. As has been discussed in Appendix I, the
measurement of the signal amplitudes requires less sophisticated cir-
cuitry than would be required for the measurement of relative phases
(interferometric techniques) or the measurement of a combination of
an amplitude and a phase. Furthermore, it has been shown that for
the relatively high values of the effective collision frequency encount-
ered in the experiments, the range of detectable electron density us-
ing this circuit is equal or superior to that which can be sensed by
the necessarily more elaborate circuitry rcquirced for phase determi-
nation.

Jahn(27) was the first to observe that this simplest of micro~
wave diagnostic systems had the ability of providing a third measure-
ment, the so-called '"hybrid phase' or ''bump' signal. The hybrid
phase signal arises from an interference effect, and while it does not
extend the range of electron densities which can be measured, it does
provide a unique determination of electron density in the range where
the transmitted signal is fast approaching zero and the reflected sig-
nal is just beginning to become evident. In addition to bridging these

two signal ranges, the hybrid phase, as we shall see, provides a
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measure of electron density which is a relatively weak function of the
effective collision frequency. It thereby allows this parameter to be
 determined accurately. This is particularly true for low temperature
plasmas where the cold front occurs before the electron density has
increased sufficiently to yield a measurable reflected signal.

In his thesis Harwe11(53)

» following Jahn's analysis, presented
an approximate relationship governing the position of the extremum of
the hybrid-phase bump signal and the parameters of interest, viz.,
Ne s \)C/;u . Heretofore, the quantity \)C/w was determined by match-~
ing the Ne versus tp data, as determined [rom the Lransmilled data
(for a fixed \)C/w ), to the data, at higher values of Ne , derived from
the reflected signal (for the same \Jc/w). The hybrid phase measure-
ments were used in a subsidiary capacity as a check. An independent
evaluation of this procedure revealed that in general, for those por-
tions of the shock-produced plasma where the reflected signal is be-
coming prominent, the transmitted signal being saturated, the elec-
tron density increases so ra.pidly* as to make the unambiguous deter-
mination of Vc/w unreliable. As a reasonably accurate determination
of \JC/(,U is necessary for the evaluation of initial ionization rates, it
was therefore necessary to rely upon the hybrid phase (bump) data to

be used in concord with the transmitted signal information. The en-

suing analysis was conducted to provide a reliable basis for the in-

e
b

This electron density regime (> ~ 3X 1012) apparently corresponds,
for the gases of interest and under the temperature and pressure con-
ditions prevalent, to ionization rates dominated by the electron-atom
ionization process 1),
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terpretation of these bump data.

Theory

The transmitter and receiver horns are meticulously matched
to the pyrex test section of the shock tube so that the microwaves are
cssentially unaffected by the presence of the dielectric slabs thr ough
which they propagate. A small reflected signal is generated by mis-
matching the tunable crystal detector affixed to the receiver horn, cf.
Figure 11. A bhucking signal of equal amplitude but opposite phase is
provided by the stub tuner, immediately preceding the transmitter
horn. These two signals, in the absence of a plasma between the
horns, are such as to just cancel, the net reflected signal being once
again negligible. When plasma is present, the small mismatch wave
reflected from the receiver crystal mount is attenuated and its phase
altered so that it is no longer precisely cancelled by the small but in-
variant bucking signal reflected from the stub tuner. A series of low
~amplitude interference "bumps" can then be observed superimposed,
as a perturbation, on the reflected signal which, in the range where
the bumps are dominant, is just barely detectable. Figure 19, a re-
production of an actual test record, clearly shows these interference
bumps on the 5-times amplified reflected signal trace. In essence,
then, the circuit-acts as a crude interferometer in a narrow electron

density range (~ 0. 7><101‘2 = Ne N 4><1012 for w = 21T><24X109 sec_l

).
An idealization of the portions of circuitry involved in the gen-
eration of the hybrid phase signal is shown below, where the various

plane waves assumed present are labeled by the magnitude of their
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associated electric field vectors.

RECEIVER
STUB CRYSTAL
TUNER ¥ E MOUNT
STUB /// // P sTuB

Ey

E

L~ o

/

BLACK BODY
RECEIVER

#°0

As is implied by the diagram, we shall consider the one-
dimensional problem of an incident plane, plane-polarized wave inter-
acting with two idealized stubs and a plasma slab having the same
characteristics as assumed for the analysis of Appendix N.

Adjustment of the position and insertion depth of the stub in-
corporated in the tunable receiver crystal mount permitted its‘ VSWR
to be reduced to about 1. 02. 1In the idealization, then, the receiver is
considered to be a blackbody, i.e., reflectionless, the stub here rep-
resenting the additional length of insertion necessary to produce the
intentional mismatch discussed above, Because of the excellent
match of the horns to the test section, the stub of the stub tuner is
inserted only for the purpose of generating the bucking signal.

For convenience, we shall neglect the higher order modes

which are generated by the presence of the stub in the wave guide.
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These would undoubtedly contribute to the signal level at the detectors,
but it is assumed that their contribution is small in comparison to the
dominant TE10 mode in the wave guide. It should be noted that the
indicated positions of the stuby (z = 0, ¢c) have very little relationship
with their actual position, as free space is assumed to exist between
the outer surface of the plasma and the stubs in this analysis. In ac-
tual fact, the test section, hormns, and wave guide possess propagation
characteristics which, while different from those of free space,
should be adequately represented by the model chosen.

The idealized stubs are assumed to be characterized by a re-~
flectivity factor, o, for the stub at z = 0 and B for one at z = c .
These iactors are defined as the positive real ratio of the magnitude
of the reflected signal's E field to that of the incident signal at the

stub point, i.e., a=(E,/E) and f= (E,/E;) . The 180°

7 z=0 z=c
phase shift occurring when an electromagnetic wave is reflected by
an excellent conductor, such as the silver plating on the stubs, is
‘taken into account by the minus sign in equations (U-2) and (U~4) be-
low.

A further simplification is introduced into the analysis by re-
stricting the reflectivities o and B to small values, i.e., @ <
8(10"1). This restriction, in effect, allows us to ignore all second-
ary reflections and is in keeping with reality. We shall, for example,
neglect the small fraction of E3 reflected from the stub at z = 0 as
being negligible in comparison to the wave E7 .

Phasor notation will be employed, the suppressed time de-

pendence being understood to be oLt . The E field vector is as-
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sumed parallel to the x axis and the H field vector to y, for all
waves considered.

We shall now seek to determine the composite reflected signal

~ 3R

here defined as £+ E . From the definitions

field strength ER ; 3 7

we wrille
ik z

~ EOE_G 0 e—lwt - Eoe—lwt - ﬁ e e—lwt (U-1)

15
o

at the first stub, z = 0, then
—ikoz
E,7 = - G'Eoe (U-2)

and, considering the reflection process at the stub surface to be ideal-

> ik =
ﬁfl ="\/1-q Eoe © . (U-3)

Similarly, for the stub at z = ¢,
~ iZkoc -ik =z
E, = -BEge e °, (U-4)

6
~f. .2
Eg =T\f1-p Es“ ‘ .(U-5)

At the first plasma=-surround interface, z = b , satisfying the require-

ly lossless,

and

ment that the tangential E and H fields be continuous, we write

ik b -ik b "
‘\(Laz E e 0+E3e ° - E,e ¥ E4e'1k‘b , (U=6)

" The microwave reflected-signal crystal detector mounted on the 3-
db directional coupler produces an output which is proportlona.l to the
energy of the wave incident upon it, i.e.,

..r-
(B + E)x (B, +H)T,

where the dagger here denotes a complex conjugate quantity.
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ik b -ik b .
o o _ . ik¥b -ik*b
1 l-a Eoe -E3e = n.EZe -n.E4e , (U-7)
where, as before (Appendix N), we have defined n* = k*/kO . At the
second plasma-~surround interface, z = b+d , we can similarly write

. . ik (b+d) 2k c -ik (b+d)
elkn(b+d)+E e—lkn(b+d) s o o o

E, 4 5[e -3e e 1 (U-8)
and
. i2k ¢ -ik (b+d)
. . ik (b+d), . %o o
D E elkt(b-i-d)__n*E e—1kn(b+d) “E e +Be e 7.
2 4 5~
(U-9)

It should be recognized that for physical situations of current
interest the plasma thickness (d) is typically restricted to an integral
number of free space wavelengths., This is done to facilitate the in-

terpretation of the microwave data., Therefore, we let

d = mko or d = ng wherem =1, 2, 3, ... * (U~10)
o
Consequently,
j—_ikod +iZmm
e = e = +1 .

Since the quantities b and ¢ are essentially arbitrary, we
can, in keeping with the symrnetrica,lﬂ\ placement of the stubs in the
microwave circuit used in this experiment, specify that

c = d+ 2b . (U-11)

Rewriting equations (U-8) and (U-9) using (U-10) and (U-11),

we have
o i ik 2b ik b
Ezelk (b+d)+E4e ik¥*(b+d) _ E5[l—f3e °© "1e © (U-12)
and
. . ik 2b ik b
n>l<Eaelk‘(b+d)-n>:<E4e-lk‘(b+d) = E5[l+ﬁe ° ]e © . (U—13)

1.

# Symndetrical with respect to the centerline of the plasma slab.
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Eliminating E_ from (U-12) and (U~13), we can relate E2 to E

5 4"
: i2k b

_ -2k*(btd) L(1l+n%*)+Be (1-n%)]
E, = -Ege 2Kk b

[(1-n*)+[3e e (]_-]-n:}:)]

(U-14)

Substituting equation (U-14) into equations (U-6) and (U-7) permits us

to express E3 in terms of the constant incident signal strength E

> 2ik b
Vi-a“ e © (A+n*B)

0 :

E, = (AnFE) (U-15)
where ‘
i2k b i 21k i2zk b
A= [(1-n¥)tpfe (l4n*)]-e [(1+n¥)}+Be @ (1-n%)7, (U-16)
iZkob ~-i2k*d i2k b
B = [(1-n¥)+pe (1+n%*)J+e [(l4n*)+pe  © (1-m*)].(U-17)

Finally, we can express the composite reflected signal (nor-
malized to the incident signal) and evaluated for convenience at z = 0

as

~ 2ik b
T2
E tEg - e © (A+n*B)-a(A-n*B)

— P : (U-18)

0

In the absence of plasma, i.e.,, k¥ = ko or n¥ =1, the com~

posite reflected signal, as represented by equation (U-18), has to be

zero. Setting n* = 1, we can write
E,+E ‘ i4k b
T =/1-a® e ©° 4q = O . (U-19)
0 n¥=1

Having specified that the reflectivities «, f are positive real quanti-
ties, we conclude that
i4kob

e = -1,

or



-189-

b = ——— where s =0, +1, +2, ... (U-20)
and

B = a/Vi-a® . (U-21)

The separation distance between the stubs is then, in terms of

2 .
Szl + Zm)X . The wave that is re-
(6]

free space wavelength, Zb+d = (
flected from the receiver crystal mount stub and travels back to the

first (stub-tuner) stub, traverses a distance of 2(2b+d) =
(ZS+1
2

with respect to the wave reflected at the [irst stub., Since each wave,

+ Zm))‘o . In other words, its phase is shifted exactly 180°

upon reflection by the highly conductive stub, undergoes a phase
shift of 1800, there is no net effect due to this reflection process.

For complete reflection at the receiver stub, i.e., =1,
the maximum corresponding value of o is l/'\/—Z_‘; therefore,

0s<ps1,

0<as< 142 .

There is a slight ambiguity in the application of condition (U-
izk b :
20), ive., e ° = +i- { Ts s even ' gince the final result should
- -» 8 odd i2k b

. . . o]
be invariant as to whether s is odd or even, we shall use e =

(U-22)

+1i, thatis, s even,
We can now rewrite (U-16), (U~17), and (U=-18) in terms of

these parameters:

E‘3+E{7 i1 -ccz (A+n*B)-g(A-n*B) (U-23)
= (A-nFB)
0

where now
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A= [(L-n#)-(L4n#)e T4y 410 pogpni (1onk)e  HTRRY

1-” (U-24)
and
B = [(1-m)+(Lbn)e ™ M 4 I8 (i (1omge TR
- (U-25)

In the limit o« - 0, i.e., no mismatch, equation (U-23) re-
duces* to equation (N- 8 ), Appendix N, the expression for the reflect-
ed signal from a plane slab of plasma, etc., as indeed it should.

As mentioned, the bump signal actually observed is propor-
tional to (ﬁ3+ﬁ7 ¢ E3+E7 )T . In practice, the extrema of this signal
are used as data points. These maxima and minima of the signal are
relatively easy to discern and to correlate with the time base. There-

fore, one would ideally like to have an analytic expression for the de-

rivative

~

ACEN L)

0

oN

e v [w
C

and thereby be able to correlate the various maxima and minima with
electron density (Ne) fpr various values of \)C/w . Because of the in-
volved nature of n* (cf. equation (N-4 ), Appendix N), the evaluation
of the derivative was not pursued but rather the values of Ne corre-

sponding to the first two maximums and the first two minimums werse
numerically determined for values of \)C/w between 0 and 0.4 . The

same physical parameters characterizing the plasma slab and the

ale
s

To within an arbitrary phase factor which is of no consequence.
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9

microwave, as previously used, that is, m = 4, w= 2wx24X107, ... ,

an
i

were employed. The results of these computations are shown graph-
ically in Figure 23.

We commented earlier that the bump points were relatively
weak functions of the parameter \)C/w . As shown in thc figure, this
is particularly true for values of \)C/w less than ~ 0. 15, which hap-
pily coincides with values encountered when shock heating most gases

of interest.

ale
3R

Mr, Gary Clinard carried out these tediaqus calculations.
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APPENDIX V

PROCEDURE USED TO DETERMINE \)C/w FOR EACH RUN

As a first step in the reduction of the data taken during any
oné run, 8-;:'.'><11” photographic enlargements are made of the Polaroid
46-1 transparencies used to record the outputs of the '"raster" and
"microwave'' oscilloscopes. A rgproduction of one set of such en-
largements is shown in Figures 9; and lé, In order to reduce the
microwave data to a form suitable for use with the IBM 7090 comput-
er program described above, it is necessary to ''digitize' the trans-
mitted signal, i.e., reduce the continuous trace of the record to a
table of discrete values of 0ST .

The shock front, as evidenced by the leading edge of the light
spike on the photomultiplier traces, is taken as the origin of the time
(1) base*. Errors associated with the establishment of the position of
the shock front are unimportant insofar as the determination of \)C/w
is concerned, as both the transmitted and reflected microwave sig-
nals use the same time reference. Were the shock position to be in-
correctly chosen, it would have the effect of displacing the initial,
lincar (atom-atom regime) portion of the Ne versus T (or tp ) curve
so that it would fail to pass through the origin. This is simply cor-
rectable and in no way affects the accuracy of the data.

Once the time base is established, it is necessary to deter-
mine the zero level of the transmitted signal. For the particular run
depicted in Figure 19 , the transmitted signal becomes saturated (0

per cent transmission) well before the occurrence of the cold fronmt,

als

" Refer to the discussion of the '"light spike' in Appendix F.
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the zero level of the signal thereby being directly established. For
those data where, because of weak interaction, the transmitted signal
does not saturate prior to the occurrence of the cold front, the crystal
calibration data is used to establish this da.tum*. As no use (outside

of the interference bumps) is made of the reflected signal, it is not

necessary to determine the saturated (100 per cent) amplitude of this

ale s
b

trace .

Lines parallel to the zero (and 100 per cent) transmitted signal
level, spaced at convenient intervals (usually 5 per cenf) of the total
signal level, are overlayed on the enlargement. The horizontal dis-
tance of the points of intersection of these lines with the signal trace
from the estimated shock-front position is then measured with divid-
ers and referred to the closest (of the two) horizontal time-base grat-
icules. Using a linear interpolation, the time (7) corresponding to a
particular value of OST can then be determined to within t 1 ysec.
This procedure reduces to a minimum the effects of scale distortion

introduced by the film and the enlargement process.

From the reduction of the raster data, the Mach number is de-

ate
EY

In all instances where the transmitted signal has '"cut off, ' the am-
plitude as determined from the enlargement has agreed to within 2
per cent of the value derived from the post-run crystal calibration.

This 1s easily done, however, by inserting a metallic reflector in-
to the wave guide and correlating the signal which is reflected to that
which would be reflected by a fully saturated ( S, ~100 per cent) plas-
ma. It has been delermined that the completefy cut-off plasmna (100
per cent OSR) reflects ~ 65 per cent of the energy reflected by an alu-
minum platé covering the wave guide at the transmitting horn flange.
To within experimental error, the same result is attained if a metal
bar having the same cross section as the shock tube and a few wave-
lengths in extent is inserted into the test section.
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termined. The ratio of tp/’,‘ is calculated (see Appendix W) and the
data put in the form of a table of OST versus t_, suitable for ma-
chine reduction. The output of the computer program is shown in
Figure 21.

The same procedure as outlined for the determination of oST
as a function of tp is followed in the reduction of the interference
"bump' data. Using an assumed value of \JC/UJ and Figure 23, a
short table of Ne versus tp is constructed for these data.

Figure 22 is a plot on log-log paper of both the transmitted
microwave data reduced for various values of \)C/w and the interfer-
ence bump data. A value of \)C/w = 0. 08 apparently gives the closest
fit to the "bump'' points, the estimated uncertainty in this quantity,
A(\)C/w), being + 0. 01l. The use of log-log paper for the presentation
was dictated by a desire to accurately represent the full range of var-
iation of Ne and tp on one graph and the fact that(in the absence of
shock attenuation) the data points corresponding to the atom-~atom
ionization regime (Ne oc tp) should lie on a straight line of slope 1.
As can be seen, the data do indeed exhibit this characteristic, the
electron~atom ionization phase for the run in question becoming dom-
inant for Ne ~ 1012 cm_?’u

The effective collision frequency v, can be interpreted in
terms of a cross section Qt , representing the total elastic momen-

ala
=

tum exchange of the electron with the neutral specie' , l.e., we write

o
b

The effect of ions is neglected, as their calculated contribution to
this collision frequency is approximately two orders of magnitude
smaller than the observed value, cf. Chapter V.
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as an approximation to the interpretation of Ve presented in Appen-
dix N,

\ :N:/:Q
C e t

Since the neﬁtral particle density and the atom temperature (Ta) and
presumably>k the mean electron velocity Ve are virtually constant
throughout the portion of the plasma being investigated, the use of a
constant value of Ve here is entirely justified.

Appropriate values of \)C/w and therefore Qt are determined

for all runs of a given gas mixture wherein "bump' signals are pres-
1 1

ent. These data are then plotted as a function of B ¢ = (kTa)z (which
is proportional to -;e under the assumption of Te = Ta. )s cf..v Figs, 32
to 36 and Chapter V. A line representing the most probable behavior
of Qt versus p“% is drawn through the data points. This serves to
reduce some of the uncertainty associated with the determination of

Q

o @s witnessed by the relatively large error brackets accompanying
.the data, and perinits reasonable estimates of Q‘t to be made for
those lower Mach-number runs where ""bump' points were not in evi-
dence. Again applying the equation for Qt and using the inferred re-
lation betwcen Qt and ﬁ-% as a guide, the appropriate value of \)C/w
for each run of the series is calculated.

Once the above has been accomplished, it is possible to pur-
sue the final goal of this analysis, the determination of the initial,

atom-atom ionization rates as a function of temperature, cf. Appendix

X.

e
L

We are here assuming that the electron temperature equals the
atom temperature.
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APPENDIX W

DISCUSSION OF THE SHOCK ATTENUATION
CORRECTION FACTOR

N__Versus tp -- Corrected for Shock Attenuation

For any given test gas, once the empirical relationship be~-
tween QT and [3-% has been established, one can proceed directly to
the construction of N_ versus tp plots (on linear graph paper) for the
individual runs comprising the test series.

For many tests there occurred a pronounced monotonic in-
crease in the Ne versus tp trace, no portion of the curve exhibiting
the linear time dependence demanded by the atom-atom ionization
process of Chapter II. The cause of this anomaly, shock attenuation,
was first correctly explained by Jahn(l4), Therefore, before one can
proceed with the determination of an initial electron generation rate,
it is necessary to develop a correction factor which will adequately

compensate for this effect.

Shock Attenuation Correction

As shown in Chapter III, the atom=-atom ionization rate is ex-
ponentially dependent upon the temperature at which the process is
. . —E>'< /kT
occurring, that is, Ne ~e . The larger the ratio of the "ac~-

tivation! energy of the process, E is in comparison to the energy

sk ?
at which the reaction is occurring, kT , the more pronounced the ef-
fect of variations in the reaction temperature will be upon the reaction
rate. For a given relative variation in temperature, AT/T , where

AT/T << 1, the variation of the relative reaction rate, ANC/I'\Te can

be approximately represented as:
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E
. * AT
A‘Ne kT T
p— @ -1 .
N
e

For the gases and the temperatures attained in the shock tube
used in these studies, E, ~10ev, kT ~ 2/3, and E*/kT ~ 15, Con-
sequently, if AT/T ~0.01, then ANe/Ne ~ 0.16 . The temperature
of a mass of shock-heated gas is, in the strong shock limit, approxi-
mately proportional to the square of the Mach number. Therefore, it
is quite obvious that for even modest variation in the Mach number of
a shock wave traversing a body of gas, relatively large variations in
the reaction (i.e., ionization rate) céuld be anticipated. Consequent-
ly, it is necessary to consider, in detail, the effect of variations in
Mach number, that is, shock attenuation effects, upon the observed

ionization rate.

The familiar "y-7"diagram for an attenuating shock wave is

\ _

Q
N
S ReGION 2 REGION |

shown below,

T
A
2
i
¥Y=0 Y
OBSERVATION
STATION

It is easily seen that for an attenuating shock, the temperature
of the gas immediately behind the front, as viewed at the observation

station (at laboratory time T = 0) will be lower than that of the gas
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viewed at succeeding instances (T > 0). These latter portions of the
gas flow have been passed over further upstream (in the shock tuhe),
and because of attenuation effects the Mach number and therefore the
temperatu_re. were higher. We have neglected, and shall continue to
neglect, the effect of heat transfer to the walls of the tube and longi-
tudinally within the body of gas.

Reterring to Chapter lLl, the electron generation rate for
single specie atom-atom ionization is written as

: 2 2 1202 -PE

N, = NG\ (g)  (24BEy)e

where the symbols have the same connotation as previously defined.
Considering an incremental volume of gas at a time tp (particle co-
ordinates), after the passage of the shock, and which initially (1:P = 0)

possessed an electron density Ne(O)’P, we can write

2.~ [2 ) 312 -PE,

It has been implicitly assumed, iu the derivation of this equation, that
not only is there no heat transfer but that there is no flow of electrons
due to the electron concentration gradient into or out of the gas vol-
ume heing considered. Further, no attempt has been made to take in-
to account the slight variation in neutral particle density N that would
occur due to Mach number variation along the volume of shocked gas.
The shock velocity US is assumed to exhibit the following lin-

ear dependence on distance (y) as measured {rom the observation sta-

B3

This factor is included for completeness. An initial electron-den-
sity level could be due to photoionization at the shock front or electron
diffusion ahead of the shock., In all the work that follows, Ne(O) is
considered negligibly small in comparison with Ne(tp) for the values
of tp used.
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tion (y = 0):

US = Uo(1+a,y)

where UO = shock velocity at the observation station; and o = attenua-
tion coefficiént, M"1 (a0 > 0=> acceleration; g < 0=> attenuation).
The assumption of a linear velocity profile is consistent with
the manner in which the shock attenuation was experimentally deter-
mined {sece Appendix H), the application of a more sophisticalted pro=-
file being unwarranted. Precautions were taken to ensure that those

portions of the unshocked gas in which the ionization process would be

s
b

observed were at a uniform temperature . Consequently, the acous-
tic velocity (ao) is a constant, and

1\/IS = Mo(1+c¢y) , where Mo = Uo/aO . (W-1)

It is now necessary to relate the position y at which a given volume
of gas was initially heated by the shock wave to the time, tp , associ-
ated with its passage to the observation station. The ideal shock re-
_lationships will be assumed to be valid and adequately precise repre-
sentation of the behavior of the shock wave. Furthermore, siﬁce we
have restricted our experimental program to the study of the noble
gases and their mixtures, in all that follows it will be understood that
the ratio of specific heats y will be equal to 5/3. Since the ionization
level in those regions of the gas of interest did not exceed 10—4,using
this value for y is completely justified. From the ideal shock rela-

(54)

tions » the bulk gas velocity behind the shock front and before the

sl

b

The initial unshocked gas temperature (T} was uniform to within
3°C along the portion of the shock tube where the observed ionization
process was initiated, i.e., over a distance extending ~ 3 meters up-
stream of the observation station.
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cold front, U, , is
2 2
M "-1
_ 3 5
U, = Z(“"M“‘"s ) 2, (W-2)

and the time of flight of the heated gas between the station -y and the

observation station y = 0 is

0
dy
U,y) »
-y

Substituting the equation relating U2 to M)S , and using the assumed

expression relating MS to Mo , it is straightforward to demonstrate

that
; M 23 > (MO +3 )
vy o2 (__.._._ [1-aU t (—2—— Y1  (W-3)
4 p o M Z op M Z
o o]
where terms of order aZUOZ'tPZ ¥ or smaller have been neglected in

comparison to unity. Once again applying the ideal shock relations,
the functional dependence of particle time tp on laboratory time T is,
to the samc level of approximation as applied above, written as:

g

M %43
(0]

For an ideal shock in a monalomic gas of low ilonization level,
the ratio of the temperature behind the shock front T2 to that of the

quiescent gas into which the front is propagating Tl , is

2 2
T2 5 (Ms ~-0. 2.)(MS +3.0)

T1 16 Msz

" For cases of interest, o~ 0.02, U_< 3000, t, = 2x107° |

2
antp < 0.1, and (aUOtP) ~ 0,01,
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which can now be written as

T 0. 6(1+3qU 1
| -,f-i- ~ 1_56 [MOZ —%aUOtpMOZ+2. 8 - (:faU ! + G(ocUotp)Z :
° (W-4)
Recognizing that, for MO =2 7, which is consisten{it})vifh the operational
regime in which all experiments were conducted —;4—92-13 << o(,UotpMO2 s
and is of order (antp)Z , we write ©
T, = o T,[M°- %A:_%Jr 2.8 - 5 aUOtpMOZ] :
o

We wish ultimately to normalize all data (i.e., Ne as a func-
tion of T, tp) so that the effects of shock attenuation are removed,
permitting the "true' electron generation rates of the shocked gé.ses
to be observed. This is accomplished by referring all conditions to
those prevailing immediately behind the shock front as it passes
through the observation station, i.e., at T = tp = 0. As the increase
in gas temperature with time (at the observation plane) due to shock
attenuation will be accompanied by an increase in electron density, as
previously described, we in essence normalize to the temperature ex-
isting at 71 =0, I\/IS = Mo . To this end, we define the correction fac-

tor a as follows:
ieigz((:);;?l\k = alt ) , where a =1 for o= 0.
e 2 p o e p

Multiplication of the observed electron density at time T (or tp ) by
this factor then effects the normalization to constant temperature,
zero shock attenuation conditions.

By use of the previously derived relationships, it is possible,

to a level of approximation consistent with these expressions, to cast
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a(tp) into the following form:

3 2 2
- ZCLUotpMo 4. 8E OLUotpMo (W-5)
a= 2 0.6 €XP| TT Z 0.6 2 B
(M LA 8) 1m0 8>
© Mo ° 1VIo

For convenience, the dimensionless quantity (non-dinmensional particle

time)

Al
b

B = e
N le CLaotp

will be used rather than tp as the independent parameter. As the
second term in the pre-exponential factor is small in comparison to
unity (but not so small as to be neglected), it is possible to make a
further approximation when converting the expression for a to a func-
tion of § . For the cases of experimental interest, 8 < Eaﬁ 12 and
292 < Tl < 296°K . Then, for the second term in the pre-exponential
factor, it is justified to set E,=10ev and ’I‘1 = 293°K,

The final result is

5 Mg 4.80 M6
a = |1+ 1.8947x10 57 exp — |
M- =2+2.8 2 0.6
o 3 2 M - +2.8
o) ° M0

(W-6)
In Figure 24 we see a graphical representation of this expres~-
sion, where a is plotted, for various values of the initial (tp = 7= 0)

Mach numbcr Mo » as a function of the dimensionless particle time 8,
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APPENDIX X

PROCEDURES USED IN THE DETERMINATION OF
INITIAL ELECTRON GENERATION RATES

For the test case used as an example (cf. Figure 19), the rel-
atively minor influence of shock attenuation effects, due largely to the
low values of tp involved, makes the determination of the initial slope
virtually a trivial matter. For runs where the data have been more
clearly inﬂuenced by shock attenuation effects, a trial-and-error pro-
cedure is applied. Various shock attenuation factors (a) correspond-
ing to assumed values of the shock attenuation parameter (-a) are ap-
plied to the data. In all instances, the value of o which corrected the
data so that the linear dependence of electron density on time was ex-=
hibited was less than or equal to, but never greater than, the value of
o determined by the shock-position indicator data. It appears that
heat transfer and electron diffusion effects, the former being the most
probable, are responsible for this consistent disparity between the
‘two values of .

Upon application of the appropriate shock-correction faétor, it
was found that the majority of data intersected the abscissa within
about 15 ysec (tp » which corresponds to around 4 ysec in laboratory
time 1) of the origin. For the run exhibited, the shock position was
assumed to be coincident with the peak of the light spike, the initial
linear slope intersecting the origin.

The slight undulatory bchavior of the clectron densi.ty versus
particle time trace in the range 80 < tp < 200 ysec exhibited by the

test case, i.e., during the initial stages of the electron-atom ioniza-
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tion regime, is attributed to the approximate manner in which the
field-pattern correction factor compensates for the effects of three-
dimensionality of the actual microwave field pattern. Below about
80 sec and above about 200 ysec, this correction appears to be quite
adequate. In the region noted, 0.97 < )‘n/'xp < 0.91, the radial field
pattern exhibits a pronounced minimum (cf. Figure 19). The field-
pattern correction factor, as described earlier, was computed on the
basis of a value of \Jc/w = 0.30, this value being chosen for its ability
to eliminate the undulatory behavior of the observed Ne versus t
data in the vast majority of cases. In a few instances, for high Mach
number runs where lateral diffraction effects (see Appendix R) pre-
sumably are of importance, as apparently they are in the case under
discussion, the depression of the calculated electron-density trace is
observed. Because of this, only those data wherein }\O/xp = 0.97 are
considered for use in the determination of the initial slope.

Because of variations in particle density due to variation of
the temperature (from ZOOC) of the unshocked gas, initial gas pres-
sures somewhat higher or lower than planned, and the slight change
in density ratio as a function of Mach number, all ionization rate data

were normalized to particle density of 4. 414)(1017, 6. 957X 1017, or

13, 2.56><1017 cm—3, depending upon whether the initial nominal pres-
sure was 3 torr, 5 torr, or 10 torr, respectively. This was done by
assuming that the quadratic relationship between electron generation
rate (Ne) and neutral particle density (NZ), predicted by theory (Chap-

ter III), was valid. This is justified by the uniformly small magni-

tude of the correction required: it never exceeds 5 per cent of the
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uncorrected* initial ionization rate, and by the fact that the data does
indeed exhibit the required quadratic pressure dependence.

The contribution of the electron-atom ionization process to
the initial electron-generation rate has been estimated by using the
same cross-sectional slope constant employed by Petschek and

(1), viz., 7X10-18 cmZ/ev. These estimates were made by

Byron
neglecting the elastic-energy exchange processes postulated by

Petschek and Byron, and therefore overestimate the effect of this
process. Even so, the influence that the electron-atom ionization
process has upon the ionization rates for the times and conditions

studied in all instances amounted to less than 5 per cent of the elec-

tron density observed.

>33

Uncorrected for particle density variation.
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Fig. 3. A View of the Diagnostics Section of the Shock Tube
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A View of the Driver Section End of the Shock Tube

Fig, 4,
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'Fig. 9. Photographic Enlargement of a Typical Oscilloscope Raster
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