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ABSTRACT

There is currently a clear gap between control-theoretical results and the reality of robotic implementation, in the sense that it is very difficult to transfer analytical guarantees to practical ones. This is especially problematic when trying to design safety-critical systems where failure is not an option. While there is a vast body of work on safety and reliability in control theory, very little of it is actually used in practice where safety margins are typically empiric and/or heuristic. Nevertheless, it is still widely accepted that a solution to these problems can only emerge from rigorous analysis, mathematics, and methods. In this work, we therefore seek to help bridge this gap by revisiting and expanding existing theoretical results in light of the complexity of hardware implementation.

To that end, we begin by making a clear theoretical distinction between systems and models, and outline how the two need to be related for guarantees to transfer from the latter to the former. We then formalize various imperfections of reality that need to be accounted for at a model level to provide theoretical results with better applicability. We then discuss the reality of digital controller implementation and present the mathematical constraints that theoretical control laws must satisfy for them to be implementable on real hardware. In light of these discussions, we derive new realizable set-invariance conditions that, if properly enforced, can guarantee safety with an arbitrary high levels of confidence. We then discuss how these conditions can be rigorously enforced in a systematic and minimally invasive way through convex optimization-based Safety Filters. Multiple safety filter formulations are proposed with varying levels of complexity and applicability. To enable the use of these safety filters, a new algorithm is presented to compute appropriate control invariant sets and guarantee feasibility of the optimization problem defining these filters. The effectiveness of this approach is demonstrated in simulation on a nonlinear inverted pendulum and experimentally on a simple vehicle. The aptitude of the framework to handle a system’s dynamics uncertainty is illustrated by varying the mass of the vehicle and showcasing when safety is conserved. Then, the aptitude of this approach to provide guarantees that account for controller implementation’s constraints is illustrated by varying the frequency of the control loop and again showcasing when safety is
In the second part of this work, we revisit the safety filtering approach in a way that addresses the scalability issues of the first part of this work. There are two main approaches to safety-critical control. The first one relies on computation of control invariant sets and was presented in the first part of this work. The second approach draws from the topic of optimal control and relies on the ability to realize Model-Predictive-Controllers online to guarantee the safety of a system. In that online approach, safety is ensured at a planning stage by solving the control problem subject for some explicitly defined constraints on the state and control input. Both approaches have distinct advantages but also major drawbacks that hinder their practical effectiveness, namely scalability for the first one and computational complexity for the second one. We therefore present an approach that draws from the advantages of both approaches to deliver efficient and scalable methods of ensuring safety for nonlinear dynamical systems. In particular, we show that identifying a backup control law that stabilizes the system is in fact sufficient to exploit some of the set-invariance conditions presented in the first part of this work. Indeed, one only needs to be able to numerically integrate the closed-loop dynamics of the system over a finite horizon under this backup law to compute all the information necessary for evaluating the regulation map and enforcing safety. The effect of relaxing the stabilization requirements of the backup law is also studied, and weaker but more practical safety guarantees are brought forward. We then explore the relationship between the optimality of the backup law and how conservative the resulting safety filter is. Finally, methods of selecting a safe input with varying levels of trade-off between conservativeness and computational complexity are proposed and illustrated on multiple robotic systems, namely: a two-wheeled inverted pendulum (Segway), an industrial manipulator, a quadrotor, and a lower body exoskeleton.
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Chapter 1

FOUNDATIONS

1.1 Introduction

Safety is arguably one of the most critical issues hindering the democratization of autonomous systems. Even though safety is fairly well understood at a theoretical level, solutions that are both rigorous and practical have yet to be realized [17, 52, 70]. In this work, we will explore approaches to help us design and build safer systems.

At the core of System Design is the concept of requirements and specifications. There are many approaches to requirements [54], but they all converge on the idea of a hierarchy between requirements and specifications. A design always begins with "high-level" requirements expressing the purpose of the system, and how it shall behave. Finding a physical realization of the system that satisfies requirement is what the bulk of the design work is about. The precise nature of this realization is captured into specifications about the different physical components constituting the system. Controller Design constitutes one level in the requirement/specification pyramid. The idea of controlling a system arises when the system’s behaviors are dynamic. This is, for example, the case with autonomous cars, as their behaviors are highly dynamic and it is necessary to have a way to regulate these behaviors to avoid potential disasters. Closed-loop control—simply referred to as control from now on—leverages interactions between parts of the system and its environment to achieve desired behaviors. Figuring out what this coupling needs to be in order to achieve the desired behaviors is what Control Theory tries to achieve by relying on mathematical abstractions of reality and rigorous deduction to translate high level behavior requirements into precise specification on the coupling between parts of the system. Ways to physically realize this coupling can vary widely and mechanical solutions have progressively made way for electro-mechanical and digital ones. With the advent of general purpose computing, the possibilities for what this coupling can be are becoming almost endless. One must however be careful and realize that the mathematical descriptions of this coupling—namely control laws—bake weight on the entire physical realization of the
system. As we will see later, there is a tight coupling between the knowledge of the system’s dynamics, the control law implementation (the controller), and the control law itself.

It is possible to classify requirements about the behavior of a system into two categories: performance and safety. Performance requirements address what a system shall do, and safety what it shall not do. The naming of these two categories can be controversial as safety is usually associated with the idea of not causing harm to living beings. But for simplicity’s sake, we will use this term here in a more generic way and describe any undesirable behavior as unsafe.

To design safe systems, the most common approach is to choose performance requirements that are intrinsically safe—meet the safety requirements. Then all one has to focus on is make sure the performance requirements are met. This approach is satisfactory when the desired behavior of the system is fixed and known at the design state. This is for example the case of most industrial manipulators that only have to repeatedly follow prescribed trajectories that have been designed ahead of time by an expert so as to avoid any collision with its surroundings. But what about autonomous cars for which the trajectory and the environment is not known at design time? There lies the issue of this approach: if the desired behavior of the robot changes, these trajectories have to be re-designed and re-validated to be safe, which is difficult and time consuming. This approach is therefore not viable when trying to design dynamic systems where desired behaviors and environments change constantly, hence the current confinement of most autonomous robots to repetitive tasks in factories. To be able to design and operate robotic systems in truly dynamic contexts, we have no choice but to decouple the enforcement of safety from the quest for performance. Instead of finding a special case of safe behaviors satisfying the performance requirement, we need to characterize the essence of all safe behaviors for a given system and find a way to enforce safety on the fly, in a way that maximizes the performances of the system—follow the desired trajectory as closely as possible, for example. This approach to safety of controlled systems is known as Run-time Assurance.

At a mathematical level, this approach is associated with the concept of set invariance [14]—given a desired safety set, ensuring safe system operation is equivalent to making sure that this system remains inside a safety set at all times. This is usually done in two stages. First, the parts of the safety set
from where future safety violations are unavoidable are identified, which is done by computing a control invariant subset of the safety set [8, 13, 14]. Many approaches have been proposed for finding such a subset: discretized solutions of Hamilton-Jacobi equations [64], SOS optimization [88], sampling [28], and many others [62]. Secondly, a control law that renders the control invariant subset forward invariant is designed. In this second step, two different approaches are usually considered. In [10, 58, 74], a control structure is proposed that switches between a nominal controller designed for performance and a "safe" controller designed for set-invariance. Whereas in [4, 5, 85], continuous optimization-based filtering of the control input is performed so as to enforce set invariance in a minimally invasive way. Regardless of the chosen approach, all strategies realise, at a fundamental level, the enforcement of Nagumo’s subtangentiality condition [8] with varying degrees of conservatism.

What we set to achieve is fundamentally deductive: derive a specification that, if satisfied, guarantees the satisfaction of the safety requirements. However, we know that one can only reason inductively about reality—predictions can only be extrapolation of observations. The hard truth is that we cannot prove anything about reality. We can only observe reality over a small region of space-time and extrapolate what it most likely will be in a region of space-time we have not explored yet. This is the idea of creating a model of reality. Such models are therefore fundamentally uncertain, and the confidence in a theoretical prediction made from a model is fundamentally correlated to the confidence we have in the validity of the model itself. Despite solid theoretical underpinnings, the practical effectiveness of the body of work on controlled invariance is hindered by the use of idealistic models and assumptions. Inclusion of more realistic representations in the context of set invariance is a hard problem and has not yet been fully addressed. Additive uncertainty has been considered [68, 72], as well as generic parametric uncertainty [38], including for hybrid models [20], whereas [21, 65] deals with sampled data models. But even with these robust approaches, systematic and unfailing run-time assurance has yet to be demonstrated on real hardware, although there have been promising cases of experimental success through reasonable usage of the aforementioned methods [38, 84].

To achieve the goal of translating theoretical guarantees to hardware, we argue that these aforementioned approaches must be revisited in light of the com-
plexity of reality and the constraints it imposes on control laws for them to be realizable. To that end, we begin by making a clear conceptual distinction between a system and a model, and outline how the two need to be related for guarantees to transfer from the latter to the former.

1.2 Modeling Cyber-Physical Systems
While physical systems, control systems, and models of systems are treated interchangeably in much of the existing literature, at the core of this work is the clear distinction between these fundamentally different concepts.

1.2.1 Control Systems as Abstractions of Physical Reality
Before talking about models of systems, we need to understand what we mean by system. It all begins with the Physical Reality. Its essence is inaccessible to us—at least for now, and probably forever—but we can nonetheless interact with it, and from these experiences, we can create representations of the Physical Reality that make sense to us: Homo Sapiens. We will talk about the physical system to refer to the part of the physical reality we are focusing on.

Science strives to provide a coherent representation and description of this physical reality. At the core of this enterprise is the notion of measurement, which is our only rigorous access point to Reality. A measurement is the process of mapping elements of Reality to mathematical objects. Depending on the physical system, some mathematical representations are more relevant than others. Most of the physical systems we care about in engineering are of macroscopic scale, where reality is mostly Euclidean and deterministic, and can therefore be represented fairly well with real numbers and their evolution with time. But at the microscopic level, probability distributions are better suited to represent phenomena as the field of quantum mechanics illustrates in the case of elementary particles. When a measurement is sufficiently representative of reality we talk about a physical quantity. Let us now define the notion of a Control System.

**Terminology 1.** A Classical Control System $\Sigma = (\bar{x}, \bar{u})$ is a collection of values $\bar{x}$ and $\bar{u}$ resulting from the perfect and continuous measurements of some physical quantities.

**Terminology 2.** We will call state of the system the function $\bar{x} : \mathbb{R} \rightarrow \mathbb{R}^n$
and **input of the system** the function $\bar{u} : \mathbb{R} \rightarrow \mathbb{R}^n$.

The word classical is used here to imply that the state and input are finite dimensional vectors of real numbers and that they can be defined uniquely with respect to time. Indeed, when measuring a physical quantity, the result of this measurement is always tainted with noise and uncertainty. But if the measurement is representative of the physical reality, successive measurements of the same reality tend to aggregate around a unique value. It is this value we refer to as the result of a **perfect measurement**. The notion of time is also fundamental in this definition. The word classical is therefore also used to imply the continuity and monotonicity of time in the physical system we are trying to represent, hence the notion of **continuous measurement** as the limit of a series of individual measurements when the time interval between them becomes infinitesimally small.

The split between states and inputs can seem somewhat arbitrary as they both are of the same nature: physical quantities. The choice of this split is driven by the physical reality of the system we want to control. Controlling a system is choosing a coupling between the states and input in such a way that the system will exhibit the desired behavior. However, some couplings are easier to realize than others, hence the importance of the choice of states and inputs. Some physical quantities are also more fundamental than others, and most of the physical quantities at a macro-level tend to be aggregate of micro-level ones. The quality of a system’s physical quantities to be representative of reality will be referred to as the **representativity of the system**. Understanding the representativity of a system is the first key in translating mathematical results into practical ones.

### 1.2.2 Models of Control Systems

Once a control system has been defined, one is then naturally interested in the **dynamics** of that system, i.e. how it evolves with time and how these variations are coupled with the values of the state and input. We will therefore define a **model of a system** as a mathematical representation of the evolution of the state of that system.

There exist many types of models, depending on the system we are trying to describe. In this work, we focus on engineering systems whose behaviors unfold on fairly uniform timescales. For such systems, the dynamics are usu-
ally described by an Ordinary Differential Equation (ODE). However, such ideal representation can only approximate the true system’s behavior and are therefore not suited to effectively translate mathematical guarantees into practical ones. We will therefore focus on models that can capture the system’s behavior.

**Terminology 3.** A Classical Model \( \mathcal{M} = (\mathcal{X}, \mathcal{U}, F) \) of a control system \( \Sigma \) consists of sets \( \mathcal{X} \subseteq \mathbb{R}^n \) and \( \mathcal{U} \subseteq \mathbb{R}^m \) and a set-valued function (also called map) \( F : \mathcal{X} \times \mathcal{U} \rightarrow \mathbb{R}^n \) describing the effect of the state and input over the variation of the state with respect to time. We refer the reader to [9] for more details on set-valued analysis.

**Terminology 4.** The map \( F \) will be called the dynamics of the control system.

**Terminology 5.** The set \( \mathcal{X} \times \mathcal{U} \) will be called the domain of definition of model \( \mathcal{M} \). It represents the values of the states and inputs for which the dynamics is well defined from a mathematical standpoint.

We will use the term of solutions of the model to refer to the possible trajectories described by the model.

**Terminology 6.** A practical solution of a model \( \mathcal{M} \) is a trajectory pair \( (x, u) : \mathbb{R} \rightarrow \mathcal{X} \times \mathcal{U} \), with \( x \) piecewise differentiable and \( u \) piecewise locally Lipschitz continuous, that satisfies the differential inclusion \( \frac{dx}{dt} \in F(x, u) \) for almost all \( t \in \mathbb{R} \).

We will denote by \( S(\mathcal{M}) \) the set of practical solutions of model \( \mathcal{M} \).

**Terminology 7.** Functions \( x \) and \( u \) that are solutions of the model will be respectively called a state and input of the model.

**Remark 1.** If their is no ambiguity on whether we are talking about model’s state/input or system’s state/input, we will abbreviate and talk about state/input.

Solutions of a model are abstract mathematical objects and have no intrinsic value to describe the system. We will therefore use the notion of validity to describe the quality of a model in describing the behavior of a control system.
Terminology 8. A model $\mathcal{M}$ is a valid representation of control system $\Sigma$ over $X \times U$ if for all system’s state $\bar{x} \in X$ and inputs $\bar{u} \in U$ the following holds:

$$\frac{d\bar{x}}{dt} \in F(\bar{x}, \bar{u}).$$  \hspace{1cm} (1.1)

Remark 2. The set $X \times U$ will be called the domain of validity of model $\mathcal{M}$.

The validity of a model is a property that can only be verified experimentally through measurements. But like any experimental result, it is uncertain, and the validity can only be verified probabilistically. One can therefore never be certain about the validity of a model and can only have a finite level of confidence in this validity.

Note also that the ability to determine the validity of a model is fundamentally coupled with the quality of the chosen states to represent the complexity of the reality of the system. We will use the term of relevance to describe the quality of a system to represent a given reality in the sense that the choice of states and inputs is sufficiently rich to allow for precise models to be derived with high levels of validity.

To summarize, a control system is a mathematical representation of a physical system, and a model is a mathematical description of the behavior of a control system. A classical control system has a unique state and input given by the perfect and continuous measurements of the physical quantities of interest, whereas a model can have many possible states and inputs. A model is valid if the system’s state and input are a solution of the model. In the rest of this work, we will use the notation $\hat{x}$ to refer to the system’s state, $\bar{x}$ to refer to an estimate of the system’s state, and $x$ to refer to a state of a model of the system (and similarly for $u$).

1.2.3 Uncertainty in Models
1.2.3.1 Precision of models

Since we can not hope to obtain an exact mathematical description of the behavior of control systems, we resort to the idea of finding models that over-approximate it. Constructing an over-approximating model for a real system is of course a very challenging task that involves a trade-off between the confidence in the validity of the model and the precision of the model.
Definition 1. A model $\mathcal{M}_1 = (X_1, U_1, F_1)$ is less precise than (or equivalently over-approximates) a model $\mathcal{M}_2 = (X_2, U_2, F_2)$, written $\mathcal{M}_1 \succeq \mathcal{M}_2$, if there exist (projection) maps $\Gamma^X$ and $\Gamma^U$ such that $X_1 \supseteq \Gamma^X(X_2)$, $U_1 \supseteq \Gamma^U(U_2)$ and for all $x \in X_2$ and $u \in U_2$,

$$F_1 \left( \Gamma^X(x), \Gamma^U(u) \right) \supseteq T_x \Gamma^X \left( F_2 \left( x, u \right) \right),$$

(1.2)

where $T_x \Gamma^X$ is the tangent map of $\Gamma^X$ at $x$.

Combined, these conditions imply that the dynamics of $\mathcal{M}_2$ via the projection maps can be embedded in the space of $\mathcal{M}_1$ in a way so that all behaviors of $\mathcal{M}_2$ are captured also by $\mathcal{M}_1$.

Terminology 9. A model will be called exact when its dynamics $F$ are single valued, and inexact when they are not.

Terminology 10. Models that are either exact or inexact but valid will be called respectively perfect and imperfect models.

1.2.3.2 White-box modeling

Often in engineering, models can be derived from domain specific laws. These laws are usually exact models that have been validated up to high enough levels of confidence. However, models derived this way require parameters that represent physical properties of the system in question. But even if assuming that there exists such an exact description of the behavior of the system, finding the exact values of these parameters is fundamentally impossible. So the first step in building a model that has a chance of being valid is to acknowledge the uncertainty about these model parameters and consider their probable values.

In particular, let us consider an exact dynamical model of the form $\frac{dx}{dt} = f(x, u, p)$, with $p$ the parameters of the model. As it is hard if not impossible to find values for the parameters that make this model valid, we can consider a model of the form $\frac{dx}{dt} \in F(x, u)$ where:

$$\forall x \in X, \forall u \in U, \ F(x, u) = \{ f(x, u, p) \mid p \in P \}.$$  

(1.3)

It is important to understand that the size of $P$ can be driven by both uncertainty and design choices. In the context of a commercial aircraft, for example,
the parameters could be the mass of the aircraft, but also the drag coefficient of the aircraft or the force and direction of the wind. The first one is variable as the aircraft burns fuel, the second is fixed but uncertain, and the third one is variable and uncertain. In the first case, the choice of $P$ would come from an educated knowledge about the system and its operation. In the second case, $P$ could come from testing in wind tunnels and associated measurement uncertainty. And in the third case, the choice of $P$ would come from a decision on the allowed operational conditions for this aircraft. The larger $P$ is, the more likely the model is to be valid, but the more conservative we will have to be in the control strategy as we will discuss in more detail.

When the model dynamics is described in such a way, we will denote the resulting model by $\mathcal{M} = (X, U, P, f)$. Note that we use $X$ instead of $\mathcal{X}$ to indicate that we consider the model over its domain of validity only.

### 1.2.4 Digital Controller Implementation

Control system models describe the effect of the state and input on the behavior of the system. Our goal being to regulate this behavior, we are interested in finding how we can couple the input to the state in a way that achieve the desired behaviors. A mathematical relation between the model input and state will be called a control law. When the desired behavior is not fixed at design time, it needs to be considered as an external input of the control law itself. We will call it the command, and denote it by $cmd(t)$. The command $cmd$ is a mathematical representation of a desired behavior, and in most cases will be a vector of real numbers representing a desired state to be reached. The control law then needs to be designed such that the behavior of the system corresponds to the one represented by the command. We usually work with static control laws of the form $u(t) = k(x(t), cmd(t))$, but ones depending on the history of the system can also be considered.

Designing a control law consists in characterizing what the coupling between state and input need to be to achieve the desired behavior. To make use of a control law on the physical system, this control law has to be implemented. The result of this implementation is a controller, i.e. a physical realization of the control law. In this sense, control laws are just models of controllers, even though we do not usually think of them in this way. Nevertheless, it is fundamental, like with system models, to understand the relation between control
laws and their physical counterparts. From a control design perspective, this is captured by the idea that not all control laws are realizable, and it is important to be aware of the technological reality of controller implementation and how it translates to realizability constraints for the control laws.

### 1.2.4.1 Sensing and Actuation Uncertainty

The first constraint on control law realizability is the fundamental one about uncertainty. If state and input are defined by perfect measurements, getting access to the values of these perfect measurements is impractical, if not impossible. The best we can hope for is to be able to capture the values of the states and inputs. For the purpose of providing results applying to the control system, we will consider the following implementation assumptions.

**Assumption 1.** If the state of the system is \( \bar{x}(t) \in S \), we have access to an estimate \( \tilde{x}(t) \) of that state such that:

\[
\bar{x}(t) \in \tilde{x}(t) \oplus \Delta_x, \quad \Delta_x \subseteq \mathbb{R}^n.
\] (1.4)

**Remark 3.** Here \( \oplus \) will be used to denote the Minkowski addition of two sets:

\[
A \oplus B = \{a + b \mid \forall a \in A, \forall b \in B\},
\] (1.5)

and \( \ominus \) will denote the Minkowski difference of two sets:

\[
A \ominus B = \{a - b \mid \forall a \in A, \forall b \in B\}.
\] (1.6)

If the set on the left is a singleton, we will write \( \{a\} \oplus B \) as \( a \oplus B \) for simplicity.

This assumption relates directly to the accuracy of the sensors, as well as to the accuracy of the state estimation method. And similarly to model validity, these assumptions can only be met probabilistically. For linear systems, it is known how this type of robust state-valued observers can be synthesized [76], but optimal observers can be arbitrarily complex whereby more practical alternatives have been proposed [15]. In this setting, the resulting probability distribution can be converted into a chance constraint set \( \Delta_x \) with \( \mathbb{P}[\tilde{x}(t) - \bar{x}(t) \in \Delta_x] \geq 1 - \delta \), and \( \Delta_x \) can be taken as the state estimate. This results in guarantees that hold with high probability.

The next assumption reflects noise and unmodeled dynamics between the controller output \( \tilde{u}(t) \) and the actual value of the system input \( \bar{u}(t) \).
Assumption 2. For a desired input $\tilde{u}(t)$ to the system, the actual system’s input $\bar{u}(t)$ is such that:

$$\bar{u}(t) \in \tilde{u}(t) \oplus \Delta_u, \quad \Delta_u \subseteq \mathbb{R}^m.$$  \hspace{1cm} (1.7)

There are many reasons as to why a desired input might not be perfectly achievable on the physical system. For instance, in many cases the computed input is passed to an Electronic Control Unit (ECU) that acts as a closed-loop controller around the property of interest (e.g. servo angle, torque, or speed). In that case, transients in the ECU control loop might cause the input to deviate from the desired value. In low-powered embedded systems there may also be quantization effects that result in small but sometime significant discrepancies between the desired and actual inputs.

1.2.4.2 Time Quantization and Delays in Digital Computing

If one were to try to implement a control law of the form $\tilde{u}(t) = k(\tilde{x}(t))$, he would need to have access to continuous measurements of the state and have the capability to continuously modify the inputs. This is certainly possible through means of analog electronics, however, the flexibility and performances provided by digital electronics overwhelmingly outweigh the continuity benefits of such an analog controller. With digital controllers, estimates of the states are available only at discrete time instances, and the input is modified at discrete points in time. Furthermore, the time between receiving a state estimate and applying a computed control input is non-negligible. Therefore, we need to account for this constraint when designing control laws that have to be digitally implemented. For that, we consider the typical timing structure of digital control systems depicted in Fig. 1.1 and assume the following.

Assumption 3. The digital controller implementation operates at a fixed loop frequency $1/\Delta_t$. Each control loop starts at time $t_k, \ k \in \mathbb{N}$ with an estimate
\( \tilde{x}_k = \tilde{x}(t_k) \) of the state as in Assumption 1. This estimate is then used to compute a subsequent control action \( \tilde{u}_k \) that is realized at time \( t_k + \alpha \Delta t \) for \( \alpha \in [0, 1] \).

With this approach, the continuous time assumption is replaced by a more realistic validity assumption on the timing of the control loop. Rather than incorporating these discrete components into the model of the system, we choose to address them at the control law level and provide results with respect to continuous-time control systems (cf. Sampled Data Systems). We refer the reader to the real-time computing literature for more details on the complex issue of guaranteeing a bounded computing time [24].

### 1.3 Outline

This work is divided into two main chapters. In the first part, we derive new realizable set-invariance conditions that, if properly enforced, can guarantee safety with arbitrarily high levels of confidence. We then discuss how these conditions can be rigorously enforced in a systematic and minimally invasive way through convex optimization based Safety Filters. Multiple safety filter formulations are proposed with varying levels of complexity and applicability. To enable the use of these safety filters, a new algorithm is presented to compute appropriate control invariant sets and guarantee feasibility of the optimization problem defining these filters. Finally, the proposed framework effectiveness is demonstrated in simulation on an inverted pendulum and experimentally on a Segway vehicle. The aptitude of the framework to handle system’s dynamics uncertainty is illustrated by varying the inertial proprieties of the vehicle and verifying that safety is maintained. Then, the aptitude of the framework to provide guarantees that account for controller implementation’s constraints is illustrated by varying the frequency of the control loop and observing that safety is also conserved.

In the second part, we propose to unify set-based and trajectory-based safety critical control approaches and show that they are really just two sides of the same coin. We present a safety critical control framework that combines the strengths of both approaches to deliver efficient and scalable methods of ensuring safety for complex dynamical systems. First, we show how it is possible to systematically define a control-invariant subset of the safety set, namely a Safe Backward Image (SBI) of the backup set. This set is defined
implicitly from a backup control law and a backup set, and the implementation
details of a safety filter in that context are then presented. We then show that
one can relax the stability requirement on the backup control law and still
get meaningful albeit weaker safety guarantees. In a following section, we
explore the relation between optimality of the backup control law and size of
the Safe Backward Image. In the case of linear systems, we show that it is
possible to implement and couple a Model Predictive Controller and a Safety
Filter to obtain the largest possible Safe Backward Image. Finally, methods of
selecting a safe input with varying levels of trade-off between conservativeness
and computational complexity are proposed and illustrated on relevant systems
and applications, namely: a two-wheeled inverted pendulum (Segway), an
industrial manipulator, a quadrotor, and a lower body exoskeleton.
2.1 Set Invariance Conditions

We are now properly set to start reasoning rigorously about the system and its behavior. In this work, we will focus on safety and define it as follow:

**Definition 2.** Given a safety set \( \bar{S} \subseteq \mathbb{R}^n \), a control system \( \Sigma = (\bar{x}, \bar{u}) \) is safe at a time \( t \) if its state at that time \( t \) is in the safety set, i.e. \( \bar{x}(t) \in \bar{S} \).

As discussed in the introduction, our goal is to characterize what needs to be done for the system to stay safe during its operation. Therefore, we first need to derive sufficient conditions under which the system is safe.

2.1.1 Control Invariant Sets

In order to understand the nature of these conditions, we need to understand the structure of safety sets. The following results will be given without proof and we refer the reader to [8, 14] for more details.

We will denote by \( \mathcal{L}_U \) the set of piecewise locally Lipschitz continuous scalar functions taking values in set \( U \) and start by introducing these ideas in the case where we have access to an exact model of the system and without any consideration about realizability. Let us therefore consider an exact model \( \mathcal{M} = (X, U, F) \) with single valued control affine dynamics:

\[
F(x, u) = f(x) + g(x)u. \tag{2.1}
\]

For any given input \( u \in \mathcal{L}_U \), there is a unique state \( x \) forming a practical solution to \( \mathcal{M} \) and defined for all time [26].

**Remark 4.** In this work, we will derive all results for control affine models, but the results can be extended to more generic models.

If the safety set \( \bar{S} \) is chosen arbitrarily, then there will almost always exist a subset \( S_u \) of \( \bar{S} \) that has finite escape time, i.e. if \( x(t_0) \in S_u \), \( \implies \forall u \in \mathcal{L}_U \), \( \exists t_e \geq t_0 \), \( x(t) \notin \bar{S} \). In other words, if the system finds itself in \( S_u \), then no control policy can constrain solutions of \( \mathcal{M} \) to remain inside \( \bar{S} \) for all times.
in the future. The main difficulty in controlling the system to remain in $\bar{S}$ is therefore to avoid this dangerous subset of the safety set.

The largest subset of a given safety set that does not contain any such dangerous region is usually referred to as the viability kernel [8]. This property of a set to not contain dangerous states is called controlled invariance. Remaining in the safety set for all time is therefore equivalent to staying inside the viability kernel for all time.

**Definition 3.** A closed set $S$ is **control invariant** for an exact model $M$ if for any $x(t_0) \in S$, there exist a control input $u \in \mathcal{L}_U$ such that the associated state solution to $M$ satisfies: $\forall t \geq t_0$, $x(t) \in S$.

**Definition 4.** A closed set $S$ is **invariant** for an exact model $M$ under a policy $u \in \mathcal{L}_U$ if for any $x(t_0) \in S$, the associated state solution to $M$ satisfies: $\forall t \geq t_0$, $x(t) \in S$.

Staying inside the viability kernel of the safety set is necessary to remain safe, but staying inside a control invariant subset of the safety set is sufficient. And as we will now see, having access to a control invariant subset of the safety set is actually the key that will allow us to characterize safe input law.

### 2.1.2 Regulation Map for Exact Models

Let $\mathcal{T}_S(x)$ denote the contingent cone to a set $S$ at $x$ as defined in [8, 14]:

![Diagram showing the sub-tangentiality condition for exact models.](image)
Definition 5 (Contingent Cone). Given a closed set $S$, the contingent cone to $S$ at $x$ is given by:

$$
T_S(x) = \left\{ z \in \mathbb{R}^n \left| \lim_{\tau \to 0} \inf \frac{\text{dist}(x + \tau z, S)}{\tau} = 0 \right\} \right., \quad (2.2)
$$

with:

$$
\text{dist}(y, S) = \inf_{w \in S} \| y - w \|_*, \quad (2.3)
$$

for any relevant norm $\| \cdot \|_*$.

The contingent cone is therefore the set of directions that "point towards the inside" of set $S$. It is empty outside of $S$, equal to $\mathbb{R}^n$ in the interior of $S$, and only non-trivial on the boundary of $S$. With that in mind, we can present Nagumo’s theorem.

Theorem 1. Given model (2.1) and a control input $u \in \mathcal{L}_{U}$, a set $S$ is invariant if and only if for any $x(t_0) \in S$ and almost all $t \geq t_0$:

$$
f(x(t)) + g(x(t))u(t) \in T_S(x(t)). \quad (2.4)
$$

This subtangentiality condition is actually fairly intuitive as it essentially means that the dynamics has to be "pointing" towards the "inside" of the set $S$ (cf. Fig. 2.1). Nagumo’s theorem therefore gives us a local condition relating state and input and can hence be used to design safe control laws. Indeed, if the set $S$ is a control invariant subset of the safety set, then it is possible to find inputs that regulate a safe solution for model (2.1), and these inputs are the one satisfying (2.4). It naturally follows the definition of a regulation map (the term regulation map being borrowed from [8] and specialized for our application).

Definition 6. The regulation map of a closed set $S$ for a model $M$ is defined by:

$$
\mathcal{U}_S(x) \triangleq \{ u \in U \mid F(x) + G(x)u \subseteq T_S(x) \}. \quad (2.5)
$$

In the exact model case, it is given by:

$$
\mathcal{U}_S(x) = \{ u \in U \mid f(x) + g(x)u \in T_S(x) \}. \quad (2.6)
$$

Therefore, as long as the input takes values in the regulation map of subset of the safety set, the state is guaranteed to remain inside that set. This regulation
map is however non-empty in all of $S$ only if $S$ is a control invariant set, hence the necessity of considering control invariant subsets of the safety set. The notion of safe input follows naturally.

**Definition 7.** Let $\mathcal{M}$ be a model of a control system $\Sigma$ and $S$ be a closed subset of the safety set $\bar{S}$. Then $u$ is a safe input at time $t$ if $u(t) \in \overline{U_S}(x(t))$ for some solution $(x, u)$ of $\mathcal{M}$.

*Remark 5.* If $\bar{u}(t) \in \overline{U_S}(\bar{x}(t))$, we will say that the system’s input is safe at time $t$.

Finally, if the model is valid, safe inputs can be used to guarantee safety of the system itself.

**Proposition 1.** Let $\mathcal{M}$ be an exact model of a control system $\Sigma$ and $S$ be closed subset of the safety set $\bar{S}$. If $\mathcal{M}$ is valid, $\bar{x}(t_0) \in S$ and for all $t \geq t_0$, the system’s input $\bar{u}$ is safe, then for all $t \geq t_0$, $\Sigma$ will be safe.

*Proof.* From the Def. 7 of a safe input, and Thm. 1, we know that state solutions to $\mathcal{M}$ starting in $S$ at $t_0$ and whose associated input is safe, are themselves safe for all $t \geq t_0$. Since $\mathcal{M}$ is valid, $(\bar{x}, \bar{u})$ is a solution of $\mathcal{M}$, so because $\bar{x}(t_0) \in S$ and for all $t \geq t_0$, the system’s input $\bar{u}$ is safe, then $\bar{x}$ is safe for all $t \geq t_0$.

We now understand why it is important for $S$ to be a control invariant subset of the safety, as otherwise $\bar{u}$ can never be chosen safe and the conditions of Prop. 1 can never be met. Similarly and as we have already discussed, it is essentially impossible to verify that an exact model is valid. Therefore, we need to revisit this set invariance condition in the more relevant case of inexact model.

### 2.1.3 Robust Invariant Sets

Let us consider an inexact model $\mathcal{M} = (\mathcal{X}, U, F)$ with control affine dynamics:

$$F(x, u) = F(x) + G(x)u. \quad (2.7)$$

**Definition 8.** A closed set $S$ is robust control invariant for a model $\mathcal{M}$ if for any $x(t_0) \in S$, there exist a control input $u \in \mathcal{L}_U$ such that all the associated state solutions to $\mathcal{M}$ satisfies: $\forall t \geq t_0$, $x(t) \in S$. 


Definition 9. A closed set $S$ is robust invariant for a model $\mathcal{M}$ under a policy $u \in \mathcal{L}_U$ if for any $x(t_0) \in S$, all the associated state solutions to $\mathcal{M}$ satisfies: $\forall t \geq t_0, \ x(t) \in S$.

2.1.4 Regulation Map for Inexact Models

We can now present the robust counterpart of Nagumo's theorem (cf. [8] for more details and proof).

**Theorem 2.** Given model (2.7) and a control input $u \in \mathcal{L}_U$, then a set $S$ is robust invariant if and only if for any $x(t_0) \in S$ and almost all $t \geq t_0$:

$$F(x(t)) + G(x(t))u(t) \subseteq \mathcal{T}_S(x(t)).$$

(2.8)

Again, this robust subtangentiality condition is fairly intuitive and can be visualized in Fig. 2.2. It essentially means that all the possible single valued dynamics captured by the model have to be "pointing" towards the "inside" of the set $S$. Similarly to the exact model case, if the model is valid, these safe input laws can be used to guarantee safety of the system.

Definition 7 remains valid in this imperfect model case and Prop. 1 becomes:

**Proposition 2.** Let $\mathcal{M}$ be a model of a control system $\Sigma$ and $S$ be a closed subset of the safety set $\bar{S}$. If $\mathcal{M}$ is valid, $\bar{x}(t_0) \in S$ and for all $t \geq t_0$, the system’s input $\bar{u}$ is safe, then for all $t \geq t_0$, $\Sigma$ will be safe.

Proof. From the Def. 7 of a safe input, and Thm. 2, we know that state solutions to $\mathcal{M}$ starting in $S$ at $t_0$ and whose associated input is safe, are
Figure 2.3: Illustration of the realizable subtangentiality condition for inexact models.

themselves safe for all \( t \geq t_0 \). Since \( \mathcal{M} \) is valid, \((\bar{x}, \bar{u})\) is a solution of \( \mathcal{M} \), so because \( \bar{x}(t_0) \in S \) and for all \( t \geq t_0 \), the system’s input \( \bar{u} \) is safe, then \( \bar{x} \) is safe for all \( t \geq t_0 \).

The confidence we can have in the safety of a system is therefore no lower than the confidence we have in the validity of its model.

2.2 Realizable Set Invariance for Cyber Physical System

2.2.1 Realizable Regulation Map

The safety guarantees provided by Prop. 2 are contingent on the system’s input being safe. But as discussed in Sec. 1.2.4, guaranteeing safety of the input is not that simple, and one has to account for many physical and technological constraints.

So to benefit from the safety guarantees claimed by Prop. 2, one needs to design control laws such that once implemented:

\[
\bar{u}(t) \in \overline{U_S (\bar{x}(t))}, \quad \forall t \geq t_0, 
\]

which is essentially a validity constraint on the control law as a model of the controller. We therefore need to define a new type of regulation map in light of the implementation constraint discussed in Sec. 1.2.4 to make it realizable. In particular, we do not have access to the state and input of the system, but only to imperfect measurements of these physical quantities. Let us therefore
design a regulation map that is only expressed as function of such estimates $\tilde{x}$ and $\tilde{u}$.

**Definition 10.** The realizable regulation map of a closed set $S$ for a model $\mathcal{M}$ with state uncertainty $\Delta_x$ and input uncertainty $\Delta_u$ is defined by:

$$\tilde{U}_{S,\Delta_x,\Delta_u}(x) \triangleq \{ u \in U \mid \forall \varepsilon_x \in \Delta_x, F(x + \varepsilon_x) + G(x + \varepsilon_x)u_{\Delta} \subseteq \mathcal{T}_S(x + \varepsilon_x) \},$$

(2.10)

where $u_{\Delta} \triangleq u \oplus \Delta_u$.

We can now use this realizable regulation map to ensure the system’s input safety from state estimate and desired inputs.

**Proposition 3.** If $\tilde{u}(t) \in \tilde{U}_{S,\Delta_x,\Delta_u}(\tilde{x}(t))$, $\mathcal{M}$ is valid, and assumptions 1 and 2 hold, then the system’s input is safe, i.e. $\tilde{u}(t) \in \overline{U}_S(\tilde{x}(t))$ for all time.

**Proof.** The proof follows directly from definition 10 of realizable regulation map and assumptions 1 and 2. Indeed, if $\tilde{u}(t) \in \tilde{U}_{S,\Delta_x,\Delta_u}(\tilde{x}(t))$, then for all $\varepsilon_x \in \Delta_x$ and $\varepsilon_u \in \Delta_u$:

$$F(\tilde{x} + \varepsilon_x) + G(\tilde{x} + \varepsilon_x)(\tilde{u} + \varepsilon_u) \subseteq \mathcal{T}_S(\tilde{x} + \varepsilon_x).$$

(2.11)

If assumptions 1 and 2 hold, then there exists $\varepsilon_x \in \Delta_x$ and $\varepsilon_u \in \Delta_u$ such that $\tilde{x} = \tilde{x} + \varepsilon_x$ and $\tilde{u} = \tilde{u} + \varepsilon_u$. So in particular:

$$F(\tilde{x} + \varepsilon_x) + G(\tilde{x} + \varepsilon_x)(\tilde{u} + \varepsilon_u) \subseteq \mathcal{T}_S(\tilde{x} + \varepsilon_x),$$

(2.12)

hence:

$$F(\tilde{x}) + G(\tilde{x})\tilde{u} \subseteq \mathcal{T}_S(\tilde{x}),$$

(2.13)

and $\tilde{u}(t) \in \overline{U}_S(\tilde{x}(t))$. $\square$

Ensuring that the desired inputs always belong to the realizable regulation map is therefore sufficient for the system’s input to belong to the regulation map and to get the safety guarantees provided by Prop. 2. This result is also fairly intuitive and illustrated in Fig. 2.3, the idea being to ensure safety of the system’s input for all possible values of the state at a given instant.

Note however that for this realizable regulation map to be usable, it must never be empty, which constrains what the set $S$ can be. We will call the sets for which the associated realizable regulation map is never empty realisable robust control invariant set. We will see in Sec. 2.4 how one can compute such a set.
2.2.2 State Uncertainty for Digital Implementation

As discussed in Sec. 1.2.4.2, when control laws are implemented using digital computers, the state estimates are only known at discrete times, and changes to the input can only be made with a non-zero delay after the state sample times. Therefore, it is impractical to directly enforce that \( \tilde{u}(t) \in \tilde{U}_{S,\Delta x,\Delta u}(\tilde{x}(t)) \) for all \( t \geq t_0 \).

The issue in terms of input safety is that decisions taken at discrete instants have to carry over these safety guarantees to the time intervals between the discrete state sampling instants. In other words, the input has to be safe for all states along the system’s trajectory between these discrete instants.

In order to achieve such guarantees, we will consider the realizable regulation map formulation (10) with an added state uncertainty corresponding to the possible variations of the system’s state due to its evolution between the discrete sampling instants.

To characterise these possible variations, we will utilize reachable sets (see [61] for methods to compute such sets).

Definition 11. The **reachable set** for a model \( \mathcal{M} \) with input \( u \in L_U \), denoted \( \mathcal{R}^{U}_{=t}(\Delta) \), is the set of states reachable from \( \Delta \) in time \( t \):

\[
\mathcal{R}^{U}_{=t}(\Delta) \triangleq \{ x(t_0 + t) \mid \forall t_0 \in \mathbb{R}, \forall (x, u) \in S(\mathcal{M}) \text{ s.t. } x(t_0) \in \Delta \}. \tag{2.14}
\]

Similarly:

Definition 12. The **interval reachable set** for a model \( \mathcal{M} \), denoted \( \mathcal{R}^{U}_{\leq t}(\Delta) \),
is the set of states reachable in time up to $t$, i.e.:

$$\mathcal{R}_{\leq t}^U (\Delta) \triangleq \bigcup_{\tau \in [0,t]} \mathcal{R}_{\leq t}^U (\Delta).$$  \hfill (2.15)$$

Let us now introduce the idea of the local reachable set.

**Definition 13.** The **Local Reachable Set** over a set $S$ for a model $M$ with input $u \in L_U$ and for a time horizon $\Delta_t$ is the set:

$$\mathcal{R}_{S,\Delta_t}^U \triangleq \bigcup_{x \in S} (\mathcal{R}_{\leq \Delta_t}^U (x) \ominus x).$$  \hfill (2.16)$$

In other words, the local reachable set is the largest neighborhood that can be visited by the system over an interval $\Delta_t$ for any states in $S$. It is therefore easy to see that the following proposition holds.

**Proposition 4.** If given a valid model $M$ such that assumptions 1, 2, and 3 hold, and for some $k \geq 0$:

$$\bar{u}_k \in \bar{U}_{S,\Delta^+_t,\Delta_u} (\bar{x}_k),$$  \hfill (2.17)$$

with:

$$\Delta^+_x \triangleq \Delta_x \oplus \mathcal{R}_{S,(\alpha+1)\Delta_t}^U,$$  \hfill (2.18)$$

then for all $t \in [t_k + \alpha \Delta_t, t_{k+1} + \alpha \Delta_t]$:

$$\bar{u}(t) \in \bar{U}_S (\bar{x}(t)).$$  \hfill (2.19)$$

**Proof.** From assumption 1 and 3, and from Def. 13, we know that for all $t \in [t_k, t_{k+1} + \alpha \Delta_t]$, $\bar{x}(t) \in \bar{x}_k \oplus \Delta^+_x$, hence this holds in particular for all $t \in [t_k + \alpha \Delta_t, t_{k+1} + \alpha \Delta_t]$. So if $\bar{u}_k \in \bar{U}_{S,\Delta^+_t,\Delta_u} (\bar{x}_k)$, then for all $\varepsilon_x \in \Delta^+_x$ and $\varepsilon_u \in \Delta_u$:

$$F (\bar{x}_k + \varepsilon_x) + G (\bar{x}_k + \varepsilon_x) (\bar{u}_k + \varepsilon_u) \subseteq T_S (\bar{x}_k + \varepsilon_x),$$  \hfill (2.20)$$

and therefore for all $t \in [t_k + \alpha \Delta_t, t_{k+1} + \alpha \Delta_t]$ and $\varepsilon_u \in \Delta_u$:

$$F (\bar{x}(t)) + G (\bar{x}(t)) (\bar{u}_k + \varepsilon_u) \subseteq T_S (\bar{x}(t)).$$  \hfill (2.21)$$

From assumptions 2 and 3, we know that for all $t \in [t_k + \alpha \Delta_t, t_{k+1} + \alpha \Delta_t]$:

$$\bar{u}(t) = \bar{u}_k + \bar{\varepsilon}_u$$  \hfill (2.22)$$
Figure 2.5: Safety filtering control structure.

for some $\varepsilon_u \in \Delta_u$, so for all $t \in [t_k + \alpha \Delta_t, t_{k+1} + \alpha \Delta_t]$:

$$F(\bar{x}(t)) + G(\bar{x}(t)) \bar{u}(t) \subseteq T_S(\bar{x}(t)).$$

(2.23)

This proposition (illustrated in Fig. 2.4) gives a way to ensure safety of the system’s input over the entire trajectory of the system by only having to change the desired input at discrete instants. It also characterizes the necessary trade-off between controller frequency and added conservatism as if $\Delta_t$ increases, so does the size of $\mathcal{R}_S^{U}$, which in turn makes the size of $\tilde{U}_{S,\Delta_t}$ decrease.

### 2.3 Safety Filtering

The controller design task generally consists of finding a control policy that maximizes some performance criteria while ensuring safety of the system. Finding a high performing policy that is safe by construction is difficult. System performance and safety are often conflicting goals, and guarantees on safety of the system generally become much more challenging to get as complexity of the controller increases. As an alternate paradigm, we consider the control structure depicted in Fig. 2.5. The idea here is to decouple performance from the enforcement of hard safety constraints in such a way that prioritizes the latter over the former. Given a nominal controller that processes commands and focuses on performing the desired task, a safety filter can be used to preempt these desired inputs in a way that ensures safety of the system when necessary (see [16, 38, 85] for application examples). Ideally, the filter is minimally invasive to the desired input, i.e. $u_{des}$ is left unmodified as long as the signal is not compromising to system safety. We will now present a way to realize such a filter.
2.3.1 Sub-Regulation Map for Exact Models

As discussed in the previous section, for a safety filter to be effective at guaranteeing safety of the system, it has to constrain the system’s input to remain safe, i.e., to be inside the regulation map. Depending on the type of set considered, there are different ways of expressing the regulation map. Practical sets—as defined in [14]—are suitable for most realistic cases and make it convenient to express the contingent cone. To describe such sets, one only needs to consider $N_s$ continuously differentiable functions $h_i : \mathbb{R}^n \rightarrow \mathbb{R}$ such that:

$$S = \{ x \in \mathbb{R}^n | \forall i \in [1, N_s], \ h_i(x) \geq 0 \}$$
$$\partial S = \{ x \in S | \exists i \in [1, N_s], \ h_i(x) = 0 \}.$$

(2.24)

For such sets, the contingent cone can be expressed as:

$$T_S(x) = \{ z \in \mathbb{R}^n | \forall i \in \text{Act}(x), \ \nabla h_i(x).z \geq 0 \},$$

(2.25)

with:

$$\text{Act}(x) \triangleq \{ i \in [1, N_s] | h_i(x) = 0 \}.$$  

(2.26)

In that case, the subtangentiality condition (2.4) can be written as

$$TC_i(x, u) \triangleq L_f h_i(x) + L_g h_i(x)u,$$

(2.27)

for all $x \in \partial S$, and $i \in \text{Act}(x)$. Here, $L_f h$ and $L_g h$ denote the Lie derivatives of $h$ along $f$ and $g$, respectively. The regulation map then becomes:

$$\mathcal{U}_S(x) = \{ u \in U | \forall i \in \text{Act}(x), \ TC_i(x, u) \geq 0 \}.$$  

(2.28)

The subtangentiality condition is however not very practical as it only defines a non-trivial set of admissible inputs when the system is on the boundary of $S$, i.e., $\text{Act}(x) = \emptyset$ if $x \notin \partial S$, which leads to a discontinuous regulation of the control input. Furthermore, it is not defined outside of $S$ which makes any real implementation essentially impossible. One solution to smooth out the regulated input and make the safety filter implementation possible is explored in [8]—further developed in [5]. It consists of considering a strengthening term in (2.27) and of imposing barrier conditions:

$$BC_i(x, u) \triangleq L_f h_i(x) + L_g h_i(x)u + \alpha_i(h_i(x)),$$

(2.29)

1See [14, p. 103] for all conditions under which $S$ is practical.

2$[m, n]$ will denote the set of integers from $n$ to $m$
for all $x \in S, i \in [1, N_s]$ with the extended class $\mathcal{K}$ strengthening functions $\alpha_i : \mathbb{R} \to \mathbb{R}$. This barrier condition defines a sub-regulation map $U_S$ of admissible inputs:

$$U_S(x) \triangleq \{ u \in U \mid \forall i \in [1, N_s], \ BC_i(x, u) \geq 0 \}.$$  \hspace{1cm} (2.30)

In the rest of this work, we will use the term sub-regulation map (borrowed again from [8]) to refer to any map whose image is contained inside a particular regulation map.

Because for all $x \in S, U_S(x) \subseteq U_S(x)$, enforcing that the input stays inside a sub-regulation map is therefore sufficient to ensure safety of the input, and this holds for any sub-regulation map, i.e. map whose image is a subset of the regulation map.

Note, however, that special care must be take to ensure that a sub-regulation map does not take empty value, otherwise it will not be usable for filtering desired inputs. In this particular case, one has to choose the strengthening functions $\alpha_i$ accordingly, as discussed in [8, 38], which is always possible under the present assumptions.

### 2.3.2 Safety Filter as a Quadratic Program

In light of these results, it is now possible to realize a safety filter that can enforce input’s safety, hence system’s safety, synergistically with the performance goals of the system. Given a desired input $u_{\text{des}}$ provided by a nominal controller (cf. Fig. 2.5), enforcing safety in a minimally invasive way can be naturally formulated as the following quadratic program:

\[\begin{align*}
\text{Safety Filter QP} \\
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\end{align*}\]

If $S$ is control invariant, $U_S$ has non-empty compact convex values, but it is not necessarily the case for $U_S$. As discussed before, this can be addressed by either choosing a control invariant set $S$ and then finding the $\alpha_i$ functions accordingly so as to ensure that $U_S$ is never empty, or by first choosing the $\alpha_i$ functions and then computing a set $S$ over which $U_S$ is never empty.
Alternatively, given a control invariant set $S$, barrier conditions can be used along with their smoothing action without having to carefully choose the $\alpha_i$ by using the following safety filter formulation. Given $\alpha_{\text{des},i}$ desired smoothing factors and a relaxation penalty factor $M \gg 0$, we can define a relaxed safety filter:

\[ \overline{u}_{\text{act}}(t,x) = \arg\min_{u \in U} \|u_{\text{des}}(t) - u\|^2 + M \sum_{i=1}^{N_s} (\alpha_{\text{des},i} - \alpha_i)^2 \]
\[ \text{s.t. } L_f h_i(x) + L_g h_i(x) u + \alpha_i h_i(x) \geq 0 \]
\[ \forall i \in [1, N_s]. \] (2.32)

This way, the slowing down effect of a barrier condition can be chosen and followed if possible, but otherwise relaxed in a way that still ensures that the resulting filtered input is in $\overline{U}_S$. Note also that it is possible to only consider a single $\alpha_i$ to relax all of the constraints at once, this way reducing the size of the resulting QP which can be beneficial on embedded systems with limited computational capabilities.

### 2.3.3 Safety Filter for Inexact Models

Let us now look at how to express the sub-regulation map for inexact models, and in particular for parametric models as defined in (1.3). In this case, a robust barrier condition can be defined of the form:

\[ RBC_i(x,u,p) \triangleq L_f h_i(x,p) + L_g h_i(x,p) u + \alpha_i(h_i(x)), \] (2.33)

and the associated sub-regulation map is:

\[ U_S(x) = \{ u \in U \mid \forall i \in [1, N_s], \forall p \in P, \ RBC_i(x,u,p) \geq 0 \}. \] (2.34)

Therefore, an associated robust safety filter can be formulated as:
Robust Safety Filter

\[ \overline{\mathbf{u}}_{\text{act}}(t, x) = \arg\min_{u \in U} \| u_{\text{des}}(t) - u \|_2 \]
\[
\text{s.t. } RBC_i(x, u, p) \geq 0, \quad \forall i \in [1, N_s], \forall p \in P.
\] (2.35)

This optimization problem, however, belongs to the class of robust optimization problems[11, 12]. In general, the dependency in the uncertainty terms is nonlinear making the problem numerically intractable. The fundamental idea that will allow us to overcome this issue is that by over-approximating the effect of uncertainty on the barrier condition, we can under-approximate the sub-regulation map.

The key to this approach is the following Lemma.

**Lemma 1.** Let \( f : \mathbb{R}^m \to \mathbb{R} \) and \( g : \mathbb{R}^n \to \mathbb{R}^m \) be any two continuous functions. Let \( A \subseteq \mathbb{R}^n \) be a compact set and:

- \( B \triangleq \{ g(x) \in \mathbb{R}^m \mid x \in A \} \)
- \( C \triangleq \{ f(y) \in \mathbb{R} \mid y \in B' \supseteq B \} \)
- \( D \triangleq \{ f \circ g(x) \in \mathbb{R} \mid x \in A \} \),

where \( B' \) is compact, then:

\[
\left[ \max_{y \in B'} (f(y)) \right] \leq 0 \quad \Rightarrow \quad \left[ \max_{x \in A} (f \circ g(x)) \right] \leq 0.
\] (2.36)

Since:

\[
\forall p \in P, \quad RBC_i(x, u, p) \geq 0
\quad \iff \quad \left[ \max_{p \in P} (-Lg h_i(x, p)u - Lf h_i(x, p) - \alpha_i(h_i(x))) \right] \leq 0,
\] (2.37)

given maps \( A^P_i \) and \( B^P_i \) such that for all \( x \in S \):

\[
A^P_i(x) \supseteq \left\{-Lg h_i(x, p)^\top \mid \forall p \in P \right\}
\]
\[
B^P_i(x) \supseteq \left\{-Lf h_i(x, p) - \alpha_i(h_i(x)) \mid \forall p \in P \right\},
\] (2.38)
it follows from Lemma 1 that:

\[
\begin{bmatrix}
\max_{a_i \in A_i^p(x)} (a_i^\top u + b_i)
\end{bmatrix} \leq 0, \\
\implies \begin{bmatrix}
\max_{p \in P} \left(-L_y h_i(x, p)u - L_f h_i(x, p) - \alpha_i(h_i(x))\right)
\end{bmatrix} \leq 0.
\]

(2.39)

The key to making a robust and tractable safety filter is therefore to find \(A_i^p\) and \(B_i^p\) maps that have polytopic images. If one is able to provide such an over-approximation, then the difficult optimization problem (2.35) can be transformed into a QP with polytopic constraints that is easy to solve using available numerical solvers as in such case, it is possible to rewrite this linear program as:

\[
c_i^*(x) = \max_{c_i} \left( c_i^\top v \right)
\text{s.t. } D_i(x) c_i \leq d_i(x),
\]

(2.40)

where \(c_i \triangleq [a_i^\top | b_i]^\top\) and \(v \triangleq [u | 1]^\top\), and with \(d_i(x)\) and \(D_i(x)\) encoding the polytopic constraints \(a_i \in A_i^p(x)\) and \(b_i \in B_i^p(x)\).

Assuming (2.40) is a feasible linear program, strong duality holds and:

\[
c_i^*(x) = \min_{\lambda_i \geq 0} \left( \lambda_i^\top d_i(x) \right)
\text{s.t. } \lambda_i^\top D_i(x) = v^\top.
\]

(2.41)

Therefore, we have that:

\[
\begin{bmatrix}
\min_{u \in U} \|u_{\text{des}}(t) - u\|^2 \\
\text{s.t. } c_i^*(x) \leq 0, \\
\forall i \in [1, N_s]
\end{bmatrix} = \begin{bmatrix}
\min_{u \in U} \|u_{\text{des}}(t) - u\|^2 \\
\text{s.t. } \lambda_i^\top d_i(x) \leq 0 \\
\lambda_i^\top D_i(x) = v^\top \\
\forall i \in [1, N_s]
\end{bmatrix},
\]

(2.42)

which allows us to define the following robust safety filter that guarantees input safety and is tractable:
Robust Safety Filter QP

\[
\overline{u_{\text{act}}}(t,x) = \underset{u \in U}{\arg\min} \|u_{\text{des}}(t) - u\|^2 \\
\text{s.t. } \lambda_i^T d_i(x) \leq 0 \\
\lambda_i^T D_i(x) = v^T \\
\forall i \in [1, N_s].
\]

(2.43)

One must be careful now since the polytopic sub-regulation map defined by (2.43):

\[
U_S(x) = \{ u \in U \mid \forall i \in [1, N_s], \forall a_i \in A_i^P(x), \forall b_i \in B_i^P(x), \ a_i^T u + b_i \leq 0 \}
\]

(2.44)

has images strictly smaller than the ones of the regulation map not just in the interior of \( S \), but also on the boundary of \( S \), i.e. for all \( x \in \partial S \), \( U_S(x) \subset U_S(x) = \overline{U_S}(x) \). It is therefore impossible in general to find \( \alpha_i \) functions that make (2.43) feasible everywhere in \( S \).

To ensure feasibility of (2.43), one needs to find a subset of the safety set \( S \) where there exists function \( \alpha_i \) such that the sub-regulation map is non-empty. We will call such a set a Regulation Kernel, and it immediately follows that regulation kernels are also robust control invariant sets. We will see in Sec. 2.4 how to compute such sets when using interval arithmetic \([66]\) to define the \( A_i^P \) and \( B_i^P \) maps.

Finally, note that a relaxed version of (2.43) can be formulated without any added difficulty. For that, let us define modified versions of the maps (2.38):

\[
A_i^P(x) \supseteq \{-L_g h_i(x,p)^T \mid \forall p \in P\} \\
B_i^P(x) \supseteq \{-L_f h_i(x,p) \mid \forall p \in P\}.
\]

(2.45)

In this case, the top inequality in (2.39) can be written as:

\[
\max_{a_i \in A_i^P(x)} \left(a_i^T u + b_i\right) \leq \alpha_i h_i(x),
\]

(2.46)

and so (2.43) can be written as:
Relaxed Robust Safety Filter QP

\[
\overline{u}_{\text{act}}(t, x) = \arg\min_{u \in U, \lambda \geq 0} \|u_{\text{des}}(t) - u\|^2 + M \sum_{i=1}^{N_s} (\alpha_{\text{des},i} - \alpha_i)^2 \\
\text{s.t. } \lambda_i^T \delta_i(x) \leq \alpha_i h_i(x) \\
\lambda_i^T \mathcal{D}_i(x) = v^T \\
\forall i \in \left[1, N_s\right] 
\]  

(2.47)

which is indeed a QP where \( \delta_i \) and \( \mathcal{D}_i \) now encode the polytopic constraints \( a_i \in \mathcal{A}_P^P(x) \) and \( b_i \in \mathcal{B}_P^P(x) \).

2.3.4 Realizable Safety Filter

Let us now look at how to express the realizable sub-regulation map (2.10). The difficulty in this case comes from expressing the uncertainty in the contingent cone at a given point of the regulation map resulting from state uncertainty: \( \mathcal{T}_S(\tilde{x} + \Delta x) \). In particular, for a given state measurement \( \tilde{x} \), the dynamics have to be contained in the intersection of all the possible tangent cones in the neighborhood of \( \tilde{x} \):

\[
\mathcal{U}_{S,\Delta x,\Delta u}(\tilde{x}) = \\
\{ u \in U \mid \forall x \in \tilde{x} \oplus \Delta x, \forall i \in \text{Act}(x), \forall p \in P, \forall \varepsilon_u \in \Delta u, \\\nL_f h_i(x, p) + L_g h_i(x, p)(u + \varepsilon_u) \geq 0 \} \).  

(2.48)

Similarly to the inexact model case, this sub-regulation map is in general not polytopic because of the nonlinear dependence in parameters \( p \), but moreover because of the nonlinear dependence in state \( x \). We, therefore, define the following polytopic realizable sub-regulation map:

\[
\mathcal{U}_{S,\Delta x,\Delta u}(\tilde{x}) = \\
\left\{ u \in U \mid \forall a \in \mathcal{A}^{P,\Delta x,u}(\tilde{x}), \forall b \in \mathcal{B}^{P,\Delta x,u}(\tilde{x}), a^T u + b \leq 0 \right\},  
\]  

(2.49)

with:

\[
\mathcal{A}^{P,\Delta x,u}(\tilde{x}) \supseteq \left\{ -L_g h_i(x, p, \varepsilon_u)^T \mid \forall x \in \tilde{x} \oplus \Delta x, \forall i \in \text{Act}(x), \forall p \in P, \forall \varepsilon_u \in \Delta u \right\} \\
\mathcal{B}^{P,\Delta x,u}(\tilde{x}) \supseteq \left\{ -L_f h_i(x, p, \varepsilon_u) \mid \forall x \in \tilde{x} \oplus \Delta x, \forall i \in \text{Act}(x), \forall p \in P, \forall \varepsilon_u \in \Delta u \right\}.  
\]  

(2.50)
The resulting safety filter is given by:

\[
\overline{u}_{\text{act}}(t, \tilde{x}) = \arg\min_{u \in U} \| u_{\text{des}}(t) - u \|^2 \\
\text{s.t. } \lambda^\top \tilde{d}(\tilde{x}) \leq 0 \\
\quad \lambda^\top \tilde{D}(\tilde{x}) = v^\top
\]  

which is a QP with a single constraint where \( \tilde{d} \) and \( \tilde{D} \) now encode the polytopic constraints \( a \in \tilde{A}^{P,\Delta_x,u} \) and \( b \in \tilde{B}^{P,\Delta_x,u} \).

Contrary to the regulation map (2.28) for ideal models, (2.48) and (2.49) are non-trivial on a neighborhood of \( \partial S \) and not just on the boundary itself, which makes (2.51) practical. However, the region where the sub-regulation map is non-trivial is essentially of size \( \Delta_x \), which one would want to keep as small as possible for minimum conservatism, which conflicts with having a large region where the regulation map is non-trivial for maximum robustness of implementation.

Therefore, we propose a more practical realizable safety filter that provides more control over the behavior of the system inside of \( S \):

\[
\overline{u}_{\text{act}}(t, \tilde{x}) = \arg\min_{u \in U} \| u_{\text{des}}(t) - u \|^2 + M \sum_{i=1}^{N_i} \epsilon_i^2 \\
\text{s.t. } \lambda^\top \tilde{d}(\tilde{x}) \leq 0 \\
\quad \lambda^\top \tilde{D}(\tilde{x}) = v^\top
\]

where:

\[
BC_i^m(\tilde{x}, u) \triangleq L_fh_i(x, p^m) + L_g h_i(x, p^m)(u + \varepsilon_u^m) + \alpha_{\text{des},i}(h_i(x)),
\]

for some mean values of the uncertainties \( p^m \in P \) and \( \varepsilon_u^m \in \Delta_u \). Indeed, in this safety filter formulation, the constraints \( BC_i^m(\tilde{x}, u) \geq -\epsilon_i \) can be arbitrarily
relaxed, so if \( \tilde{U}_{S,\Delta_x,\Delta_u} \) is never empty in \( S \), \( (2.52) \) is always feasible. Therefore, by choosing \( M \) and \( \alpha_{\text{des},i} \) properly, it is possible to control the behavior of the system inside of \( S \) and not just near its boundary, while guaranteeing feasibility of the safety filter.

### 2.3.5 Scalable Safety Filter

Even though the sub-regulation map \( (2.29) \) has many advantages over the regulation map \( (2.28) \), as we talked about, it has one major inconvenient over the latter, namely that when the number \( N_s \) of parts of \( S \) gets large, the QP \( (2.31) \) becomes more time consuming to solve. Indeed, with this formulation, all the parts of \( S \) are considered in the QP, even though all that is necessary for safety is to consider the active set of parts of \( S \) when the system is on the boundary of \( S \), which in practice consist of much fewer parts.

To address this issue, let \( \tilde{N}_s \) be a number greater than the maximum number of active constraints for any given point in \( \partial S \):

\[
\tilde{N}_s \geq \tilde{N}_{s,\text{max}} \triangleq \max_{x \in \partial S} |\text{Act}(x)|. \tag{2.54}
\]

Then:

\[
\tilde{U}_S (x) \triangleq \{ u \in U \mid \forall i \in \text{Act} \tilde{N}_s (x), BC_i (x, u) \geq 0 \}, \tag{2.55}
\]

with \( \text{Act} \tilde{N}_s (x) \) being the set of indices of the \( \tilde{N}_s \)-th smallest elements in the set \( \{h_1 (x), \ldots, h_{N_s} (x)\} \), is a sub-regulation map. Therefore, the advantages of \( (2.55) \) are that it is defined everywhere and piecewise smooth like \( (2.29) \), and also that it leads to a safety filter QP with a fixed and small number of constraints \( \tilde{N}_s \) which makes its implementation very efficient:

---

**Scalable Safety Filter QP**

\[
\bar{u}_{\text{act}} (t, x) = \operatorname*{argmin}_{u \in U} \left\| u_{\text{des}} (t) - u \right\|^2 \quad \text{s.t. } BC_i (x, u) \geq 0, \forall i \in \text{Act} \tilde{N}_s (x). \tag{2.56}
\]

---

The same approach can be carried out without additional difficulty for a relaxed safety filter \( (2.32) \), a robust safety filter \( (2.43) \), a relaxed robust safety Filter \( (2.47) \) and a relaxed realizable safety filter \( (2.52) \).
2.4 Regulation Kernel Algorithm

2.4.1 The Viability Kernel

As discussed in the previous section, in order to use a safety filter, we need to find control invariant subsets of the safety set that are as large as possible, the largest possible subset being the Viability Kernel. As explained in [8], states that are inside the safety set but outside the viability kernel have finite escape time, i.e. for each of these dangerous states, all the possible emerging trajectories leave the safety set after some finite time.

The viability kernel can therefore be characterized as the solution to a reachability problem [64]. In particular, it is a solution to a continuous differential game where the player is trying to reach the complement of the safety set and an adversary is trying to keep the system inside the safety set through the system’s control input. In this same paper, it is shown that the viability kernel can therefore be described as the solution to an Hamilton-Jacobi partial differential equation [64] in terms of the sublevel set of a function \( v: X \times \mathbb{R} \rightarrow \mathbb{R} \):

\[
\text{Viab} = \lim_{t \rightarrow -\infty} \{ x \in X \mid v(x, t) \leq 0 \},
\]

that is solution to the terminal value HJI PDE:

\[
\frac{\partial v(x, t)}{\partial t} + \min\left[ 0, H \left( x, \frac{\partial s(x, t)}{\partial x} \right) \right] = 0,
\]

with terminal condition:

\[
v(x, 0) = \overline{h}(x),
\]

for any function \( \overline{h} \) describing the safety set:

\[
\overline{S} = \{ x \in X \mid \overline{h}(x) \geq 0 \}.
\]

Here, the Hamiltonian for (2.1) is given by:

\[
H(x, z) = \min_{u \in U} z^T (f(x) + g(x)u).
\]

In this next section, existing approaches for computing the viability kernel, or at least a large control invariant subsets of the safety set, are reviewed.

2.4.2 Existing Computational Approaches

2.4.2.1 Level Set Methods

A level set toolbox for MATLAB\textsuperscript{®} was designed to directly find solutions to (2.58), hence allowing it to approximate viability kernels for generic non-linear
systems [63]. The main drawback of this method is its exponential scaling with the dimension of the system, due to the required gridding of the state-space.

2.4.2.2 Parametric Methods

More recent algorithms based on parametric set representations, shown in [62], have also been used to approximate viability kernels of higher-dimensional linear systems. The general idea behind the algorithm is to begin with an over-approximation \( \mathcal{K}_r \) of the viability kernel \( \mathcal{K} \), and iteratively decrease the size through the following:

\[
\mathcal{K}_{n+1} = \mathcal{K}_0 \cap \{ x_0 \mid \exists u, x(\rho) \in \mathcal{K}_n \}.
\]

(2.62)

2.4.2.3 SOS Optimization Methods

Another recent approach to compute control invariant sets is SOS optimization. Interested readers can find more details in [47, 59, 80]. A polynomial \( p \) is a sum of squares (SOS) if there exist polynomials \( \{ q_i \}_{i=1}^N \) such that \( p = \Sigma_{i=1}^N q_i^2 \). Using the Lyapunov asymptotic stability theorem, we can characterize a region of attraction by:

\[
B \triangleq \{ x \in \mathbb{R}^n \mid V(x) \leq \gamma, \text{ and } \nabla V(x) f(x) \leq 0 \},
\]

(2.63)

with \( V(x) \) a positive definite function. Therefore, given a polynomial Lyapunov function and dynamics, one can formulate an SOS program that checks if:

\[
\forall x \in \{ x \mid V(x) \leq \gamma \}, \nabla V(x) f(x) \leq 0,
\]

(2.64)

for a given \( \gamma > 0 \). The positivstellensatz characterization of polynomials (or S-procedure) tells us that if there exists a polynomial \( s \) that is SOS such that:

\[
-(\nabla V(x) \cdot f + s(\gamma - V(x))) \text{ is SOS},
\]

then the contractiveness condition (2.64) is satisfied. Checking that a polynomial is SOS being equivalent to solving an SDP program, the problem is therefore a convex program. MATLAB® toolboxes such as SOSTOOLS and SPOT exist for these methods, which convert SOS or modified SOS constraints into an SDP problem. However, SDP solvers are still relatively slow and better-scaling method of checking SOS based on diagonally-dominant sum of squares optimization are presented in [60].
Similarly to viability algorithms, it is interesting to try and find the largest ROA possible. In that case, the problem becomes non-linear, but iterative approaches exist to try and overcome this increase in complexity by sequentially searching for a Lyapunov function and a region of attraction \([47]\).

### 2.4.3 Regulation Kernel Algorithm

As discussed above, we need to find the largest subset of the safety set such that the sub-regulation map (2.44) is never empty. The main issue with all these approaches is that they do not factor in the added conservativeness of sub-regulation maps. They therefore cannot be used in the context of a robust safety filter for example. To find a regulation kernel, we propose a nonlinear optimization problem formulation that directly accounts for sub-regulation maps relying on interval arithmetic \([66]\).

To that end, we first need to choose a type of set representation. In this work, we choose to work with polytopic sets \(S\) that are compact and convex (cf. Fig. 2.6). This representation makes it easy to express \(S\) as in (2.24) where:

\[
h_i(x) = 1 - n_i^\top (x - s_0),
\]

(2.65)
for all facets of $S$ and with $n_i^\top$ being an outward facing normal of that facet satisfying $n_i^\top(x - s_0) = 1$ for any $x$ on that facet and given a chosen center for $S$: $s_0 \in \mathbb{R}^n$ (cf. Fig. 2.6).

As explained in the previous section, the barrier condition constraints that make $S$ a regulation kernel only matter on the boundary of $S$, as the $\alpha_i$ functions can be chosen to arbitrarily relax the barrier conditions in the interior of $S$. Therefore, a regulation kernel is a set for which the sub-regulation map (2.44) is non-empty on the boundary of $S$.

The benefit of such a set representation is that it is easy to divide $\partial S$ into finitely many elements where the associated active constraints set 2.26 is constant. In particular, these elements are all the faces of the polytope and the associated constraint sets correspond to their respective incident facets.

Let:

$$FT^S \triangleq [1, N_{ft}],$$

be the set of facet indices of $S$ and:

$$F^S \triangleq [1, N_f],$$

be the set of face indices of $S$. Let furthermore:

$$FT^S_i \triangleq \{ x \in i\text{-th facet of } S \},$$

denote the $i$-th facet of $S$ and:

$$F^S_i \triangleq \{ x \in i\text{-th face of } S \},$$

denote the $i$-th face of $S$. Let finally $V^S_i$ denote the set of vertices of face $i$ and $VT^S_j$ denote the set of vertices of facet $j$.

Then for all face indices $i \in F^S$ and for all $x \in F^S_i$:

$$\text{Act}(x) = \{ j \in FT^S \mid FT^S_j \cap F^S_i \neq \emptyset \},$$

which does not depend on $x$ along that face. We will therefore denote by $\text{Act}_i$ the set of active constraints for face $i$. Note that for all $i \in F^S$ and for all $j \in \text{Act}_i$:

$$V^S_i \subseteq VT^S_j.$$
Finding a regulation kernel can be achieved by finding a set for which for all face indices \( i \in F_S \), there exist an input \( u_i \in U \) such that for all \( j \in \text{Act}_i \):

\[
\max_{x \in F^i_S} \left( a_j^\top u_i + b_j \right) \leq 0,
\]

in the context of (2.38). In particular, for \( S \) defined by (2.65) we have that for all \( x \in F^i_S \):

\[
a_j(x, p)^\top = n_j^\top g(x, p) \\
b_j(x, p) = n_j^\top f(x, p).
\]

To formulate the associated optimization problem, it is necessary to choose a parameterization of \( S \). There exist multiple ways to parameterize polytopes, but in this work we will focus on a vertex-based parameterization for reasons that will become clear later. For the rest of this work, \( N_v \) will denote the chosen number of vertices of \( S \).

One could at first be tempted to use the cartesian coordinates of the vertices as optimization variables. However, such a parameterization not only scales poorly with the state-space dimension, but also requires the constant re-computation of a triangulation of the vertices to determine what are the faces and facets of \( S \). To avoid such repeated costly computations, we limit ourselves to a simpler parameterization where each vertex is defined by a fixed unit vector \( v_i \in \mathbb{R}^n \) and a variable radius \( r_i \geq 0 \) (cf. Fig. 2.6). This way, a triangulation of the vertices for \( r_i = 1 \) for all \( i \in [1, N_v] \) is still valid for any combination of \( r_i \geq 0 \). Let us now present the different steps of the algorithm.

### 2.4.3.1 Algorithm Inputs

The inputs to the algorithm are as follow:

- **Input bounds vectors**: \( u_{\min} \in \mathbb{R}^m \) and \( u_{\max} \in \mathbb{R}^m \)
- **Safety set state bounds vectors**: \( x_{\min}^S \in \mathbb{R}^n \) and \( x_{\max}^S \in \mathbb{R}^n \)
- **Dynamics of the system and their gradients**: \( f, g, Df, \) and \( Dg \).
- **Description functions of the safety set and their gradients**: \( h_i^S \) and \( Dh_i^S \), \( i \in [1, N_s] \).
2.4.3.2 Initialization

- Our algorithm therefore starts by generating the set of unit vectors \( v_i \in \mathbb{R}^n \). There exist multiple ways to do so, the most basic one being to randomly pick vectors on the unit sphere.

- Then, upper bounds \( r_{\text{max},i} \) are computed for the optimization variables \( r_i \) such that for all \( i \in [1, N_t] \):

\[
0 \leq r_i \leq r_{\text{max},i} \Rightarrow \quad x_{\text{min}}^S \leq s_0 + r_i v_i \leq x_{\text{max}}^S
\]  

\[(2.74)\]

- Then, the face lattice is generated [49]. This is accomplished by first generating a triangulation of the vertices, and then enumerating the polytope faces of lower and lower dimensions recursively. Several pieces of information are precomputed at this stage for later algorithmic efficiency like the face to incident facets map and some matrices inverse to compute the normal vector of the facets for given radiuses.

- Upper bounds \( r_{\text{max},i} \) on the radiuses \( r_i \) are also computed from \( x_{\text{min}}^S \) and \( x_{\text{max}}^S \) to accelerate the optimization.

- Convexity constraints are prepared. In particular, for every facet, the indices of the vertices exactly one edge away in the face lattice are determined.

- The radius optimization variables \( r_i \) are initialized to the same value: the smallest \( r_{\text{max},i} \).

- Finally, all the vertices of the input bounds box are explicitly determined and the input optimization variables \( u_i \) are initialized so as to minimize the left side of \((2.72)\).
2.4.3.3 Nonlinear Optimization Problem

Given the chosen setup, finding the largest regulation kernel can be formulated as the following conceptual nonlinear optimization problem:

\[
\begin{align*}
\text{maximize} & \quad \sum_{i=1}^{N_v} r_i^2 \\
\text{s.t.} & \quad \text{all vertices of } S \text{ are in } \bar{S} \\
& \quad S \text{ is convex} \\
& \quad \text{(2.72) satisfied on all faces.}
\end{align*}
\]

**Containment Constraint.** Constraining \( S \) to be a subset of \( S \) is imposed by the bounds on \( r_i \) (2.74) and by the constraints:

\[
h^S_j(s_0 + r_i v_i) \geq 0,
\]

for all \( i \in [1, N_s] \) and \( j \in [1, N_\bar{s}] \). The gradient of this constraint with respect to \( r_i \) is:

\[
Dh^S_j(s_0 + r_i v_i) v_i.
\]

Note that these constraints are sufficient to ensure that \( S \subseteq \bar{S} \) only if \( \bar{S} \) is convex. Otherwise, the right side of (2.76) has to be a strictly positive value carefully chosen.

**Convexity Constraint.** Constraining the set \( S \) to be convex can be achieved by ensuring that for all facets of \( S \), all vertices of \( S \) be on the inner side of that facet, as any points in \( S \) is a convex combination of its vertices. However, this formulation leads to a very high number of constraints. Fortunately, it can be showed that imposing for every facet that vertices exactly one edge away from the facet be on the inner side of that facet is sufficient. More formally, \( S \) must be such that for all \( i \in FT_s \) and for all \( j \) in the set of neighbouring vertices of facet \( i \):

\[
n_i^\top r_j v_j \leq 1.
\]

This way, the number of constraints necessary to express convexity is drastically reduced. The gradient of this constraint with respect to \( r_i \) is \( n_i^\top v_j \).

**Subtangentiality Constraint.** The key constraint imposing that \( S \) be a regulation kernel is (2.72). As discussed in Sec. 2.3, it is fundamental for the maps \( A_j \) and \( B_j \) to have polytopic images. Furthermore, it is important
that these maps can be evaluated explicitly quickly. To that end, a tool of choice is Interval Arithmetic [66] (abbreviated IA). IA is a numerical approach that allows one to evaluate an over-approximation of the image of an interval through any function. In particular, IA tools allow to quickly compute a hyper-box containing the image of any nonlinear function. For our algorithm, we will use Affine Arithmetic (abbreviated AA), which is a variation of IA that reduces some of the conservativeness of IA at the expense of slightly longer computation times (see [22]).

One other benefit of IA is that it makes it easy to find an upper bound on the left side of (2.72). Therefore, at the cost of added conservatism, it is possible to enforce constraints (2.72) by enforcing that:

\[ STC_{i,j}(r, u_i) \leq 0, \]  
(2.79)

where:

\[ STC_{i,j}(r, u_i) \geq \max_{x \in F_S^i} (a_j^T u_i + b_j) \]  
(2.80)

is computed quickly using AA for all faces \( i \in F_S \) and \( j \in \text{Act}_i \). Note that we will denote the vector of radiuses by:

\[ r \triangleq [r_1, \ldots, r_{N_s}]^T. \]  
(2.81)

In order to compute \( STC_{i,j}(r, u_i) \), it is however necessary to express the sets \( F_S^i \) in terms of intervals. Indeed, the basic definition of a face \( i \) is:

\[ F_S^i = \left\{ s_0 + \sum_{j \in V_S^i} \lambda_j r_j v_j \mid \forall j \in V_S^i, \lambda_j \in [0, 1] \right\}, \]  
(2.82)

which is not suited for computing \( STC_{i,j}(r, u_i) \) using IA or AA. Therefore, we choose to represent a face \( i \) as:

\[ F_S^i = \left\{ s_0 \oplus X F_{V_S^i}^{i} -1 \right\}, \quad X F_1^i = \left\{ v_{(V_S^i)_1} \right\}, \text{ and} \]

\[ X F_{j+1}^i = \lambda_j X F_j^i \oplus (1 - \lambda_j) v_{(V_S^i)_j}, \forall \lambda_j \in [0, 1] \}. \]  
(2.83)

One issue with this approach though is that neither (2.72) nor (2.79) are smooth with respect to the decision variables \( r_i \) and \( u_i \). Therefore, (2.75)
is not a smooth optimization problem. This is not fundamentally an issue
as there exist numerical solvers that can handle such non-smooth nonlinear
problems. As an alternative, we also propose a sequential solving approach
that has been observed to work well for this algorithm.

2.4.3.4 Sequential Solving

In order to solve the non-smooth problem (2.75), we propose to solve a se-
quence of smooth nonlinear optimization problems (NLP) whose solutions con-
verge to the solution of (2.75). In particular, we substitute the sub-tangentially
constraint (2.72) for the following smooth one where for all face indices \( i \in F^S \),
\( j \in \text{Act}_i \):

\[
STC_{ij}^m(r, u_i) \triangleq n_j^\top f(x_i^m, p^m) + n_j^\top g(x_i^m, p^m)u_i \leq -\varepsilon_{i,j}, \tag{2.84}
\]

where \( p^m \in P \) is a constant value of the parameters in the parameter set \( P \) (for
example the center of \( P \)), \( \varepsilon_{i,j} \) is a constant value whose purpose will become
clear later, and where \( x_i^m \) is the middle of face \( i \):

\[
x_i^m = s_0 + \frac{1}{|V_i^S|} \sum_{j \in V_i^S} r_j v_j. \tag{2.85}
\]

Because for any \( j \in FT^S \):

\[
n_j = M_j^{-1} R_j, \tag{2.86}
\]

where:

\[
R_j = \begin{bmatrix}
1/r(V_{T_j}^S)_1, & \cdots, & 1/r(V_{T_j}^S)_{|V_{T_j}^S|}
\end{bmatrix}, \tag{2.87}
\]

and:

\[
M_j^\top = \begin{bmatrix}
v(V_{T_j}^S)_1, & \cdots, & v(V_{T_j}^S)_{|V_{T_j}^S|}
\end{bmatrix}, \tag{2.88}
\]

the gradient of (2.84) can be expressed as:

\[
\frac{\partial STC_{ij}^m(r, u_i)}{\partial u_i} = n_j^\top g(x_i^m, p^m), \tag{2.89}
\]

and for all \( k \in VT_j^S \):

\[
\frac{\partial STC_{ij}^m(r, u_i)}{\partial r_k} = F_{ij}^m(r, u_j)^\top \frac{\partial n_j}{\partial r_k} + n_j^\top \frac{\partial F_{ij}^m(r, u_j)}{\partial r_k}, \tag{2.90}
\]

where:

\[
F_{ij}^m(r, u_j) \triangleq f(x_i^m, p^m) + g(x_i^m, p^m)u_i. \tag{2.91}
\]
Therefore, for all $k \in V_i^S$:
\[
\frac{\partial F^m_i(r, u_j)}{\partial r_k} = \frac{1}{|V_i^S|} v_j^\top (Df(x^m_i, p^m) + Dg(x^m_i, p^m)u_i),
\] (2.92)
and for all $k \in VT_j^S$:
\[
\frac{\partial n_j}{\partial r_k} = -(M^{-1})^\top \frac{1}{r_k^2},
\] (2.93)
where $(M^{-1})^\top_{*,K}$ is the $K$-th column of $M^{-1}$ for $K$ being such that $(VT_j^S)_K = k$.

It is therefore easy to solve (2.75) where (2.72) is replaced by (2.84):
\[
\begin{aligned}
\text{maximize} & \quad \sum_{i=1}^{N_v} r_i^2 \\
\text{s.t.} & \quad \text{all vertices of } S \text{ are in } \bar{S} \\
& \quad S \text{ is convex} \\
& \quad (2.84) \text{ satisfied on all faces}
\end{aligned}
\] (2.94)
as it is now a smooth optimization problem.

Given a solution:
\[
S^* \triangleq \{r_{1*}, \ldots, r_{N_v*}, u_{1*}, \ldots, u_{N_f*}\}
\] (2.95)
to (2.94), it is now possible to evaluate $STC_{i,j}(S^*)$, which will evidently be strictly positive for some $i$ and $j$ if $\varepsilon_{i,j} = 0$.

The idea is therefore to begin with $\varepsilon^0_{i,j} = 0$, compute $S^*_{0}$, and then let:
\[
\varepsilon^\iota+1_{i,j} = STC_{i,j}(S^*_{\iota}) - STC_{i,j}(S^*_{\iota}) + \frac{\epsilon}{2},
\] (2.96)
where $\epsilon > 0$ is a chosen tolerance for the convergence of the algorithm. By proceeding this way recursively, $STC_{i,j}(S^*)$ will in practice converge to values $\varepsilon^*_{i,j} \in [-\epsilon, 0)$, although we do not provide any guarantees it will do so. The algorithm is considered to have successfully converged when all $\varepsilon^\iota_{i,j} \in [-\epsilon, 0)$.

Finally, note that in some cases, the convergence of this scheme has been observed to be more reliable by choosing $\varepsilon^0_{i,j}$ to be strictly positive and gradually decreasing these values over the first couple of iterations until resuming the recurrence relationship (2.96).
Figure 2.7: Illustration of the sets of neighboring facets to consider for the realizable regulation kernel algorithm.

2.4.3.5 Algorithm Output

The output of this algorithm is the normal vectors $n_i$ describing a regulation kernel $S$ as in (2.65). The interest of the safety filter formulation (2.56) becomes apparent in this case where one would want to use as many vertices as possible to describe $S$.

2.4.3.6 C++ Implementation

This algorithm and the next one have been implemented in C++ to produce the results presented in the following sections. It uses the CGAL library [81] to perform the random sampling of points on the unit sphere and the initial triangulation. The nonlinear solver used is IPOPT [83]. The affine arithmetic library used is Libaffa [27]. The linear algebra library used is Eigen [29].

2.4.4 Realizable Regulation Kernel Algorithm

The algorithm presented above can be extended to find realizable regulation kernels, but first we need to choose expressions of $\tilde{A}^{P,\Delta_x,u}$ and $\tilde{B}^{P,\Delta_x,u}$ that can be evaluated in real time for the safety filter. In this case, we will define
them as follow. Let $F^S_{\Delta_x}(\tilde{x})$ be the set of facet indices intersecting the state uncertainty set for a given state measurement $\tilde{x}$:

$$F^S_{\Delta_x}(\tilde{x}) \triangleq \{ i \in F^S | (\tilde{x} \oplus \Delta_x) \cap F^S_i \neq \emptyset \} , \quad (2.97)$$

and:

$$\tilde{A}^{p,\Delta_{x,u}}(\tilde{x}) = \{ - L_{ghj}(x,p,\varepsilon_u)^T \mid \forall i \in F^S_{\Delta_x}(\tilde{x}), \forall x \in FT^S_i, \forall j \in \text{ActFT}_i, \forall p \in P, \forall \varepsilon_u \in \Delta_u \} , \quad (2.98)$$

$$\tilde{B}^{p,\Delta_{x,u}}(\tilde{x}) = \{ - L_{fhj}(x,p,\varepsilon_u) \mid \forall i \in F^S_{\Delta_x}(\tilde{x}), \forall x \in FT^S_i, \forall j \in \text{ActFT}_i, \forall p \in P, \forall \varepsilon_u \in \Delta_u \} , \quad (2.99)$$

where:

$$\text{ActFT}_i = \{ j \in FT^S \mid FT^S_i \cap FT^S_j \neq \emptyset \} \quad (2.100)$$

is the set of possible active constraints for states on facet $i$.

The main difficulty in this extension resides in the fact that enumerating all possible combinations $F^S_{\Delta_x}(\tilde{x})$ for all $\tilde{x} \in S$ is totally impractical given how big this number is even for sets with a modest number of facets. We will therefore formulate the regulation kernel algorithm in a way that is practical, at the obviously expense of added conservatism.

Let us restrict ourselves to $N_{ft}$ sets $FTN_i$ comprised of all facet indices $j \in FT^S$ for which there exist $\tilde{x} \in S$ such that (cf. Fig. 2.7):

$$FT^S_i \cap (\tilde{x} \oplus \Delta_x) \neq \emptyset \quad \text{and} \quad FT^S_j \cap (\tilde{x} \oplus \Delta_x) \neq \emptyset . \quad (2.101)$$

Computing these sets is achieved by checking, for each facet $i$, the feasibility of the $N_{ft} - 1$ linear programs for all facets $j \neq i$:

$$\min \begin{cases} 0 \\ 0 \leq \lambda_k^1 \leq 1 \\ 0 \leq \lambda_k^2 \leq 1 \end{cases} \quad (2.102)$$

\begin{align*}
\sum_{k=1}^{n} \lambda_k^1 &= 1 \\
\sum_{k=1}^{n} \lambda_k^2 &= 1 \\ \left( \sum_{k=1}^{n} \lambda_k^1 v_{(i)^S} \right)_k - \sum_{k=1}^{n} \lambda_k^2 v_{(j)^S} \right)_k &\in 2\Delta_x,
\end{align*}
where $2\Delta_x = \Delta_x \oplus \Delta_x$.

It is easy to see that for any $\tilde{x} \in S$ such that $F_{\Delta_x}^S(\tilde{x}) \neq \emptyset$, there exist $i \in FTNS$ such that $F_{\Delta_x}^S(\tilde{x}) \subseteq FTNi$. We can therefore find a regulation kernel for a realizable sub-regulation map defined by (2.98) by imposing that for $i \in FT^S$, there exist an input $u_i \in U$ such that for all $j \in FTNi$ and for all $k \in \text{ActFT}j$:

$$\max_{x \in FT_i^S} (a_k^T u_i + b_k) \leq 0,$$

where:

$$A_k^{P,\Delta_u}(x) = \{- Lg h_k(x, p, \varepsilon_u) \ddagger \forall p \in P, \forall \varepsilon_u \in \Delta_u\}$$

$$B_k^{P,\Delta_u}(x) = \{- Lf h_k(x, p, \varepsilon_u) \ddagger \forall p \in P, \forall \varepsilon_u \in \Delta_u\}.$$

Therefore, it is possible to use the same approach as above, and by replacing (2.72) with (2.103), compute a realizable regulation kernel. The derivation of $STC_{m,i,j,k}(r, u_i)$ is in this case identical to (2.84) and below, only with different sets of facets and constraints to consider.

An important point to address in this realizable version of the regulation kernel algorithm is that the $FTNi$ sets depend on the values of the radiuses $r_i$ defining $S$. It is therefore impossible to precompute the $FTNi$ sets as they change during the optimization process and so the constraint bound update law (2.96) cannot be implemented as is. To address this issue, the sequential solving approach of Algo. 1 is proposed.

Note finally that by considering $\Delta_x = \{0\}$, this version of the algorithm can be used to reduce the computation time for computing a simple regulation kernel (i.e. not realizable) at the obvious expense of added conservatism.

### 2.5 Simulation of an Inverted Pendulum

#### 2.5.1 Problem Setup

We will now apply this framework to a simple example of nonlinear inverted pendulum. This system is defined by the state $x = [\theta, \dot{\theta}]^T$ and the dynamics:

$$\dot{x} = \begin{bmatrix} \dot{\theta} \\ \sin(\theta) + p \cdot u \end{bmatrix},$$

with a saturated input $u \in [u_{min}, u_{max}]$ with $u_{min} = -1.5$ and $u_{max} = 1.5$. Here, $p \in P$ is a constant parameter. This pendulum is upright at an unstable
Algorithm 1: Sequential NLP solving

Data: $\epsilon$ and $\iota_{\text{max}}$

Result: Radiiuses $r_i^*$ of Realizable Regulation Kernel $S^*$

1. Initialize $r_i$, $u_i$ and $FTN_i$;
2. $\iota \leftarrow 0$;
3. while true do
   4. $\epsilon_{i,j,k} \leftarrow 0$;
   5. while true do
      6. $r_i$, $u_i \leftarrow$ NLP (2.94) solution;
      7. Compute $STC_{i,j,k}$ from $r_i$ and $u_i$;
      8. Update $\epsilon_{i,j,k}$ as in (2.96);
      9. if $-\epsilon \leq \max(\epsilon_{i,j,k}) \leq 0$ then
         10. Determine new $FTN_i'$ from new $r_i$;
         11. if $\forall i$, $FTN_i' \neq FTN_i$ then
            12. Compute $STC_{i,j,k}$ from $r_i$ and $u_i$;
            13. if $-\epsilon \leq \max(\epsilon_{i,j,k}) \leq 0$ then
                14. Return $r_i$;
            15. end
            16. $FTN_i \leftarrow FTN_i'$;
         11. end
      9. end
   5. go to 21;
20. $\iota \leftarrow \iota + 1$;
21. if $\iota > \iota_{\text{max}}$ then
22.   Return Failure;
23. end
24. end
25. end

equilibrium when $\theta = 0$. The safety set $\overline{S}$ is chosen to be a box centered at the origin and of edge size $2\pi$ (cf. Fig. 2.8).

In the following simulations, the safety filters are implemented in C++ using the OSQP solver [79] and run on an Intel i7-6820HQ processor.

2.5.2 Exact Model Results

For this example, we first assume an exact model: $P = [1.0, 1.0]$. The algorithm is initialized as discussed in Sec. 2.4.3.2 with a set $S_0$ centered at the origin and made up of 150 vertices uniformly spread over the unit circle. The result of this initialization phase is showed in Fig. 2.8. As expected, not all $STC_{i,j}(S_0)$ are negative at this stage. The sequential optimization approach
Figure 2.8: Set $S$ for an exact model (2.105) after the initialization phase. The safety set is in red. The facets and vertices of $S$ are displayed with colors corresponding to the maximum value of the subtangentiality condition for that face. The arrows correspond to the directions of the dynamics at the vertices for the initial inputs $u_i$. discussed in 2.4.3.4 is performed with $\epsilon = 10^{-6}$ and the result of this process after convergence can be seen in Fig. 2.9. As expected, all $STC_{i,j}(S^*)$ are sticky between 0 and $-\epsilon$, and the resulting set is close to the largest possible convex set contained inside the viability kernel for this setup. Note that for this particular example, the algorithm takes on average 2s and 9 sequential NLP solving steps to converge.

Given this control invariant set, relaxed safety filters (2.32) are implemented with a single relaxation term $\alpha_{des}$ and different values of $\alpha_{des}$. The relaxation
penalty factor is chosen to be $M = 1$. The pendulum is initialized at $x(t_0) = [0.5, 0]^T$ and left to fall freely: $u_{des} = 0$. The resulting system trajectories are shown in Fig. 2.10. As expected, the system remains inside the safety set, and the smaller $\alpha_{des}$ is, the more invasive the resulting filtering is. It can also be seen that $\alpha$ is also relaxed at times because of the small chosen value of $M$. Higher values of $M$ would result in less relaxation, but still guarantee feasibility of the filter inside the regulation kernel.
2.5.3 Inexact Model Results

In a second phase, the uncertainty associated with $p$ is increased and the resulting regulation kernels can be seen in Fig. 2.11 for various sizes of that uncertainty. As expected, the higher the uncertainty is, the smaller the resulting kernel becomes. Note also that increasing the uncertainty does not have any perceptible effect on the convergence time of the algorithm.

Given the regulation kernel associated with $P = 1.0 \pm 0.2$, a relaxed robust safety filter (2.47) is implemented with a single relaxation term $\alpha_{\text{des}} = 5$. The relaxation penalty factor is chosen to be $M = 50$. The pendulum is initialized at $x(t_0) = [0.5, 0]^\top$ and left to fall freely: $u_{\text{des}} = 0$. The resulting system trajectories are shown in Fig. 2.12 for different actual values of $p$. As expected, the system remains inside the safety set for all values $p \in [0.8, 1.2]$.

Then, given this same regulation kernel associated with $P = 1.0 \pm 0.2$, relaxed robust safety filters (2.47) are implemented with different uncertainty associated with $p$, while the actual value of the parameter is set to $p = 1.0$. Again, the relaxation term is chosen to be $\alpha_{\text{des}} = 5$, the relaxation penalty factor is chosen to be $M = 50$, and the pendulum is initialized at $x(t_0) = [0.5, 0]^\top$ and left to fall freely: $u_{\text{des}} = 0$. The resulting system trajectories are shown in Fig. 2.13. As expected, the regulation kernel associated with $P = 1.0 \pm 0.2$ is also a regulation kernel for smaller size of uncertainty associated with $P$. The system therefore remains inside the safety set for all the different values of the uncertainty associated with $p$ while being more conservative when this uncertainty set is large.

Finally, given this same regulation kernel associated with $P = 1.0 \pm 0.2$, scalable relaxed robust safety filters (cf. Sec. 2.3.5) are implemented with different values of $\widehat{N}_s \geq 2$ as in this 2D case, the maximum number of active constraint is $\widehat{N}_{s,\text{max}} = 2$. Again, the parameter is set to $p = 1.0$, $\alpha_{\text{des}} = 5$, $M = 50$, and the pendulum is initialized at $x(t_0) = [0.5, 0]^\top$ and left to fall freely: $u_{\text{des}} = 0$. The resulting system trajectories are shown in Fig. 2.14. As expected, the system remains inside the safety set for all the different values of $\widehat{N}_s$, and larger values of $\widehat{N}_s$ yield smoother input filtering, but at the expense of computational time.
2.5.4 Realizable Results

Finally, the effect of state uncertainty on safety filtering is showcased. In particular, state uncertainty $\Delta_x$ is introduced and the resulting realizable regulation kernels for $P = 1.0 \pm 0.1$ can be seen in Fig. 2.15 for various sizes of that uncertainty. As expected, the higher the uncertainty is, the smaller the resulting kernel becomes. Note also that this time, increasing the uncertainty does have a noticeable effect on the overall convergence time of the algorithm as the higher the uncertainty is, the more constraints the successive NLPs have.

As discussed previously, the realizable kernel algorithm 2.4.4 can be used to more quickly compute simple regulation kernels at the expense of added conservatism. This is showcased in Fig. 2.15 where the black set computed with the simple algorithm 2.4.3 is larger than the blue set computed with the realizable algorithm 2.4.4 for a state uncertainty set $\Delta = 0$.

An example of realizable safety filter using these computed sets can be seen in Fig. 2.16. In this case, the inverted pendulum is controlled by a realizable safety filter based on an inexact measurement of the state. In particular, the measurement $\tilde{x}(t)$ is smooth, but different from $x(t)$ by at most $\pm 0.2$. As can be seen in these graphs, a realizable formulation of the safety filter is effective at keeping the system safe inside the regulation kernel.

In order to evaluate the $\tilde{A}^{P,\Delta_x,u}$ and $\tilde{B}^{P,\Delta_x,u}$ maps online, one need to be able to evaluate $F_{\Delta_x}^S(\tilde{x})$. This is done in 2 steps. First, facets that potentially constitute $F_{\Delta_x}^S(\tilde{x})$ are determined by checking for intersection between $\tilde{x} + \Delta_x$ and the bounding boxes of all the facets of $S$. Then, the actual $F_{\Delta_x}^S(\tilde{x})$ set is determined by checking the feasibility of the following LP for all of these pre-selected facets $i$:

$$\min_{0 \leq \lambda_k \leq 1} 0 \quad \text{s.t.} \quad \sum_{k=1}^n \lambda_k = 1$$
$$\sum_{k=1}^n \lambda_k v(S)_{k} \in \tilde{x} + \Delta_x.$$  \hspace{1cm} (2.106)

The importance of the realizability of the filter is highlighted in Fig. 2.17 where trajectories of the inverted pendulum presented in the previous section can be
observed for a robust safety filter and a realizable safety filter working with a realizable safety kernel. In this scenario, the control loop rate is $\Delta t = 0.1s$ and as expected, a simple robust safety filter fails in preventing the system from leaving the regulation kernel. On the other hand, a realizable safety kernel is effective at keeping the system safe despite this low control loop rate.

The behavior of realizable safety filters with different control loop rates can be seen in Fig. 2.18 for a given realizable regulation kernel.

2.6 Hardware Implementation

2.6.1 Hardware Setup

The Segway platform used here began as a Ninebot E+. All of the electronics, including sensors and motor controllers, were removed, as well as the steering column. The steering column and human rider were replaced by a steel column with adjustable weights and height at its top. The original motor controller was replaced by a set of Elmo Gold Solo Twitters, which provide direct current control of the motors (cf. Fig. 3.10). The onboard state estimation is performed using wheel encoders and a VectorNav VN-100 IMU.

A Teensy 3.5 reads and processes the sensor data and sends the state information to the main computer onboard, a Jetson TX2, which computes the control action that is sent to the motor controllers. The TX2 runs Ubuntu 18.04 LTS and the ERIKA3 real-time operating system concurrently through the Jailhouse hypervisor. The Linux OS runs ROS, which allows external communication and logging of all of the necessary data. The real-time operating system handles the communication with the Teensy and the computation of the state observer and control actions. These two operating systems are able to share information through a shared memory interface. The safety filters implementation is the same as the one used for the simulations of the inverted pendulum.

2.6.2 System Identification

In order to translate these simulation results to hardware, confidence in the validity of the model is fundamental as discussed presently. To that end, we developed two test beds to accurately identify the inertial parameters of the segway vehicle (cf. Fig. 2.20). The first test bed (on the right in Fig. 2.20) is able to measure the position of the center of mass of any object in a given plane by using 3 load-cells whose positions are accurately known. The second
test bed (on the left in Fig. 2.20) is able to measure the inertia of any object along a given axis by measuring the oscillations of that object when attached to a rotational spring. Then, by combining several such measurements for various orientations of the object on the test beds, it is possible to estimate all the inertial properties of this object (mass, position of the center of mass, inertia matrix) with a high level of accuracy.

This process was therefore carried out for the segway vehicle in order to derive the models that will be used in the rest of this work (cf. Fig. 2.21 and Fig. 2.22).

2.6.3 Model and Formulation

For this demonstration, the Segway is fitted with a 3rd wheel and only controlled longitudinally so that it can be modeled as a double integrator with viscous friction. The state is therefore defined by longitudinal position and velocity of the vehicle \( x = [p, v] \) with input \( u \in [-20, 20] \) being the total motor current. The identified model is:

\[
\dot{x} = \begin{bmatrix}
    \frac{k}{m} & \frac{v}{m} \\
    \frac{k}{mR} & -\frac{f}{m}
\end{bmatrix} u - \frac{k}{m} v,
\]

(2.107)

where \( m \in 73 \pm 1 \) kg is the equivalent mass of the vehicle (accounting for wheel inertia), \( R \in 0.2 \pm 0.01 \) m is the wheel radius, \( k \in 1.2 \pm 0.1 \) Nm/A the wheel level torque constant, and \( f \in 23 \pm 2 \) N/(m/s) the global friction coefficient.

The safety set is defined as \( p \in [-3, 3] \) m and \( v \in [-3, 3] \) m/s.

2.6.4 Robustness to Mass Variability

First, the effectiveness of the robust approach is demonstrated by computing a regulation kernel assuming the identified measurements and bounds \( m \in [70, 75] \) kg and running a scalable relaxed robust safety filter (2.47) assuming these same bounds. Two runs are performed, one with the vehicle empty, and one with the vehicle loaded with a 57kg weight (cf. Fig. 2.19). For each run, the vehicle is started at the origin of the state space and the desired input is set to a constant \( u_{\text{des}} = 20 \) A. The results of these experiments are reported in Fig. 2.23. As expected, when the vehicle is empty and the identified model is (most likely) valid, the vehicle remains inside the regulation kernel and therefore the safety set. However, when the model is not valid, the system cannot be kept
inside the regulation kernel and safety set. Note that when the safety filter becomes infeasible in this latter case, the input is set to $u = -20 \cdot \tanh(10v)$.

When a safety kernel is computed assuming $m \in [70, 130]$kg, the safety filter is effective at keeping the system safe with or without additional mass as reported in Fig. 2.24. For the case with no additional mass, two safety filters assuming respectively $75$kg and $135$kg maximum vehicle mass are tested on the $m \in [70, 130]$kg safety kernel, and as expected, both perform well with minimal performance difference. Note that for all these experiments, the safety filter is ran at 800Hz.

### 2.6.5 Robustness to Controller Frequency

Now, the effectiveness of the proposed framework to address state uncertainty is showcased with the same experimental setup and scenario as previously. In particular, the capability of this framework to explicitly account for time sampled sensing and control is highlighted by altering the frequency at which the safety filter is ran.

At first, a realizable safety kernel is computed for the identified model (2.107) with $\Delta t = 0.01s$ which correspond to $\Delta^+_x = \{\pm 0.031, \pm 0.028\}^\top$. Scalable realizable safety filters (2.52) are implemented with a variable loop rate satisfying $\Delta t < 0.01s$, and with a fixed loop rate $\Delta t = 0.1$ in its relaxed and non-relaxed version.

As can be seen in Fig. 2.25, the system is only kept inside the regulation kernel when $\Delta t < 0.01s$, as anticipated. The result of the same experiments but for a realizable safety kernel corresponding to $\Delta t = 0.1s$ can be seen in Fig. 2.26. As expected, all the trajectories remain safe in this case.
Figure 2.10: Relaxed safety filter for an exact model (2.105) with $M = 1$ and various values of desired relaxation factor $\alpha_{des}$. The circular markers along the trajectories are spaced 1s apart. The safety set is in red and the regulation kernel in blue.
Figure 2.11: Regulation kernels for various inexact models (2.105) after convergence of the proposed algorithm. The safety set is in red.
Figure 2.12: Relaxed robust safety filter for an inexact model (2.105) assuming $P = 1.0 \pm 0.2$, and with $M = 50$ and $\alpha_{des} = 5$. The regulation kernel in blue corresponds to $P = 1.0 \pm 0.2$. The different trajectories correspond to various actual values of the parameter $p$. The circular markers along the trajectories are spaced 1s apart. The safety set is in red.
Figure 2.13: Relaxed robust safety filters for an inexact model (2.105) assuming different values of $P$, and with $M = 50$ and $\alpha_{des} = 5$. The regulation kernel in blue corresponds to $P = 1.0 \pm 0.2$. The actual value of the parameter is $p = 1.0$. The circular markers along the trajectories are spaced 1s apart. The safety set is in red.
Figure 2.14: Scalable relaxed robust safety filter for an inexact model (2.105) assuming $P = 1.0 \pm 0.2$, and with $M = 50$, $\alpha_{des} = 5$ and $p = 1$. The regulation kernel in blue corresponds to $P = 1.0 \pm 0.2$. The different trajectories correspond to various values of $\hat{N}_s$. The reported $dt$ correspond to the average computation time for the safety filters on an Intel i7-6820HQ. The circular markers along the trajectories are spaced 1s apart. The safety set is in red.
Figure 2.15: Realizable regulation kernels of inexact models (2.105) with $P = 1.0 \pm 0.1$ and various value of state uncertainty $\Delta x$. The safety set is in red. In black is the regulation kernels computed with the regulation kernel algorithm 2.4.3. The dotted squares in the middle correspond to the size of the state uncertainty set $\Delta x$. 
Figure 2.16: Realizable safety filter and scalable relaxed realizable safety filter with $varDelta_x = \pm 0.2$, $\widetilde{N}_s = 5$, $M = 50$ and $\alpha_{des} = 1$. 
Figure 2.17: Realizable vs Robust-only safety filters.
Figure 2.18: Trajectories of an inverted pendulum under various realizable safety filters and with various sampling frequencies.
Figure 2.19: Picture of the segway vehicle used for implementation.
Figure 2.20: CAD models of the inertial measurement test beds.
Figure 2.21: Picture of the segway vehicle on the center of mass test bed.
Figure 2.22: Picture of the segway vehicle on the inertia test bed.
Figure 2.23: Implementations of a Scalable relaxed robust safety filter with valid models and non valid models for 2 different system. $\hat{N}_s = 5$, $M = 50$, and $\alpha_{des} = 5$. 
Figure 2.24: Implementations of a scalable relaxed robust safety filter with valid models for 2 different systems. The value of $m_{\text{max}}$ correspond the model used for the safety filter, $\tilde{N}_s = 5$, $M = 50$, and $\alpha_{\text{des}} = 5$. 

Regulation Kernel for $m \in [70, 135] \text{kg}$
Figure 2.25: Implementations of a scalable realizable safety Filter with various control loop timing resulting in valid and non valid control law realizations. \( \hat{N}_s = 2, M = 100, \) and \( \alpha_{des} = 15. \)
Figure 2.26: Implementations of a scalable realizable safety filter with various control loop frequencies resulting in valid control law realizations. $\hat{N}_s = 2$, $M = 100$, and $\alpha_{des} = 15$. 
3.1 Introduction

As discussed in the previous chapter, finding explicit representations of large control invariant sets makes it easy to then filter unsafe inputs. Unfortunately, these algorithms take substantial time to run and can only handle high dimensional systems at the expense of conservative results, leading to small operational regions and degraded performances for the system. However, computing viable sets is only one possible approach for ensuring safe operation of a system. Another popular class of methods relies on predicting systems’ trajectories to guarantee safety. A backup strategy is chosen, and the trajectory of the system under that backup control law is computed online at every instant. Guaranteeing safety of the system can then be achieved by switching between the nominal and backup controller intelligently based on the safety of the backup trajectory [10, 42]. Multiple backup strategies can also be chosen from on the fly with a similar underlying switching strategy [57, 67]. Furthermore, the backup strategy can be determined on the fly so as to adapt to the situation and be as minimally invasive as possible [44, 71, 74]. This last methodology is at the heart of path planning and optimal control research, but even though it potentially yields the best system performances, its complexity makes practical applications favor the simpler alternatives discussed before.

In this chapter, we propose to unify both set-based and trajectory-based approaches and show that they are really just two sides of the same coin. We present a safety critical control framework that combines the strengths of both approaches to deliver efficient and scalable methods of ensuring safety for complex dynamical systems. First, we will present the safety-filtering methodology from a set-based perspective. We will then show how it is possible to systematically define a control-invariant subset of the safety set, namely a Safe Backward Image (SBI) of the backup set. This set is defined implicitly from a backup control law and a backup set, and the implementation details of a safety filter in that context are then presented. We then show that one can relax the stability requirement on the backup control law and still get mean-
ingful albeit weaker safety guarantees. In the following section, we explore the relation between optimality of the backup control law and size of the Safe Backward Image. In the case of linear systems, we show that it is possible to implement and couple a Model Predictive Controller and a Safety Filter to obtain the largest possible Safe Backward Image. Finally, methods of selecting a safe input with varying levels of trade-off between conservativeness and computational complexity are proposed and illustrated on relevant systems and applications, namely: a two-wheeled inverted pendulum (Segway), an industrial manipulator, a quadrotor, and a lower body exoskeleton.

3.2 Implicit Safety Filtering
The key to our approach is to realise that, in practice, an explicit representation of a control invariant set $S$ is not necessary. If $S$ is practical and can be defined as in (2.24), then one only needs to be able to numerically evaluate $h_i(x)$ and $\nabla h_i(x)$ for any given state $x \in S$ quickly enough for the safety filter to run in real-time. We therefore propose a way to systematically define a control invariant subset of $S$.

3.2.1 Implicit Control Invariant Set
Our approach for defining such a set is inspired by [46]. The idea is to start with a “seed of safety”: the backup set, that is easy to compute explicitly and provide infinite time horizon guarantees, i.e it is control invariant. Ideally, this backup set would be big enough so that we can use it directly for safety filtering, but as discussed previously, explicit safe sets are hard to compute which leads to conservative results and poor performance for high-dimensional systems. Therefore, we chose to “implicitly expand” the backup set over an additional finite time horizon through the flow of the system under a carefully chosen backup control law. This way, if this implicit expansion is constructed properly, we get access to a larger control invariant subset of the safety set without going through the time-consuming process of computing an explicit representation of this large set. We will call this implicit expansion of the backup set the safe backward image of the backup set. Indeed, as we are about to see, the key for defining a set that is control invariant is to consider all the states that can safely reach the backup set.

For the exposition of this framework, we will only address the perfect model case. Let therefore start with some further assumptions about the perfect
model:

**Assumption 4.** The functions \( f \) and \( g \) defined on a compact set \( X \subseteq \mathbb{R}^n \) are continuously differentiable. The control policies are restricted to be functions \( u : \mathbb{R}^+ \times X \rightarrow \mathbb{R}^n \) Lipschitz continuous in state over \( X \) and piecewise continuous in time over \( \mathbb{R}^+ \). We furthermore define by \( U \subseteq \mathbb{R}^m \) the compact and convex set of admissible inputs for this system, i.e. \( \forall x \in X \) and \( \forall t \in \mathbb{R}^+ \), \( u(t, x) \in U \).

**Assumption 5.** Let \( U \) be the set of all continuously differentiable backup control laws taking values in the set of admissible inputs: \( u_b : \mathbb{R}^n \rightarrow U \). Under Assumptions 4, we know that for all \( u_b \in U \), there exists a solution to (2.1) that is unique and defined for all times when solutions to (2.1) stay in \( X \). Therefore, one can define \( \phi^{u_b} : [0, T_X] \times X \rightarrow \mathbb{R}^n \) to be the flow of (2.1) under the control law \( u_b \). Under all these assumptions, the map \( \phi^{u_b}_t : X \rightarrow \mathbb{R}^n \) defined by \( \phi^{u_b}_t(x) \triangleq \phi^{u_b}(t, x) \) is a homeomorphism of \( X \) (cf. [53]) for all \( t \in [0, T_X] \). We will denote by \( S_b \subseteq \overline{S} \) the non-empty compact backup set as depicted in Fig. 3.1. We furthermore assume that \( S_b \) is practical and can be represented as the super level set of a smooth function \( h_b : \mathbb{R}^n \rightarrow \mathbb{R} \).

**Definition 14.** We define the safe backward image of the backup set to be the set \( S_T^{u_b} \triangleq R_T^{u_b} \cap \Omega_T^{u_b} \) where:

\[
R_T^{u_b} \triangleq \{ x \in X \mid \phi_T^{u_b}(x) \in S_b \}
\]  

(3.1)

is a set encoding the reachability of the backup set under the backup control law and:

\[
\Omega_T^{u_b} \triangleq \{ x \in \overline{S} \mid \forall t \in [0, T], \phi_t^{u_b}(x) \in \overline{S} \}
\]  

(3.2)

is a set encoding the safety of the corresponding backup trajectory.

Because \( R_T^{u_b} = (\phi_T^{u_b})^{-1}(S_b) \) and \( \phi_T^{u_b}(R_T^{u_b}) = S_b \), the definition of forward invariance can be reformulated in terms of the flow. Indeed, \( x(t_0) \in S \Rightarrow \forall t \geq t_0, \ x(t) \in S \) is equivalent to \( \forall t \geq 0, \phi_t^{u_b}(S) \subseteq S \). Hence the following propositions.

**Proposition 5.** If \( S_b \) is forward invariant under \( u_b \in U \), then for all \( T \geq 0 \), \( R_T^{u_b} \) is forward invariant.
Proof. Let us reason by contraction and assume that $R_{T}^{u_{b}}$ is not forward invariant. That means there exist $x^{*} \in R_{T}^{u_{b}}$ and $t^{*} \geq 0$ such that $\phi_{t^{*}}^{u_{b}}(x^{*}) \notin R_{T}^{u_{b}}$. Let $\tilde{x} \triangleq \phi_{t^{*}}^{u_{b}}(x^{*})$. By property of the flow, $\phi_{T}^{u_{b}}(\tilde{x}) = \phi_{t^{*}}^{u_{b}}(\phi_{T-t^{*}}^{u_{b}}(\tilde{x}))$. But $\phi_{T-t^{*}}^{u_{b}}(\tilde{x}) = \phi_{T}^{u_{b}}(x^{*}) \triangleq x_{b} \in S_{b}$. So $\phi_{T}^{u_{b}}(x_{b}) \in S_{b}$ since $S_{b}$ is forward invariant. This implies that $\tilde{x} \in R_{T}^{u_{b}}$, hence the contradiction that proves the proposition.

Proposition 6. The set $S_{b}$ is forward invariant under $u_{b} \in \mathcal{U}$ if and only if $S_{b} \subseteq R_{T}^{u_{b}}$ for all $T \geq 0$.

Proof. Let us first assume that for all $T \geq 0$, $S_{b} \subseteq R_{T}^{u_{b}}$. By definition of $R_{T}^{u_{b}}$ and because $\phi_{T}^{u_{b}}$ is a homeomorphism, $\forall T \geq 0$, $\phi_{T}^{u_{b}}(R_{T}^{u_{b}}) = S_{b}$. So for all $T \geq 0$, $\phi_{T}^{u_{b}}(S_{b}) \subseteq S_{b}$ which proves the necessity of forward invariance. The sufficiency of forward invariance follows directly from Prop. 5, as for all $T \geq 0$, $\phi_{T}^{u_{b}}(R_{T}^{u_{b}}) = S_{b}$ and $\phi_{T}^{u_{b}}(R_{T}^{u_{b}}) \subseteq R_{T}^{u_{b}}$ so $S_{b} \subseteq R_{T}^{u_{b}}$.

These two propositions are actually fairly intuitive as they indicate that if the backup control law stabilizes the backup set, then the backward reachable set of the backup set is an invariant set larger than the backup set. Let us now see how we can analytically describe this set.

Proposition 7. Given $u_{b} \in \mathcal{U}$ and a forward invariant set $S_{b} = \{x \in \mathbb{R}^{n} \mid h_{b}(x) \geq 0\}$, then:
\begin{equation}
R_{T}^{u_{b}} = \{x \in \mathbb{R}^{n} \mid h_{b} \circ \phi_{T}^{u_{b}}(x) \geq 0\}. \tag{3.3}
\end{equation}

Proof. Consider $x \in R_{T}^{u_{b}}$, then $\phi_{T}^{u_{b}}(x) \in S_{b}$. So $h_{b}(\phi_{T}^{u_{b}}(x)) \geq 0$, hence $x \in \{x \in \mathbb{R}^{n} \mid h_{b}(\phi_{T}^{u_{b}}(x)) \geq 0\}$. Let us now consider $x \in \{x \in \mathbb{R}^{n} \mid h_{b}(\phi_{T}^{u_{b}}(x)) \geq 0\}$, then $\phi_{T}^{u_{b}}(x) \in S_{b}$, hence $x \in R_{T}^{u_{b}}$.

The description for $\Omega_{T}^{u_{b}}$ is similar.

Proposition 8. Given $u_{b} \in \mathcal{U}$ and $\mathcal{S}$ described as in (2.24), then:
\begin{equation}
\Omega_{T}^{u_{b}} = \bigcap_{t \in [0,T]} \{x \in X \mid h_{i} \circ \phi_{t}^{u_{b}}(x) \geq 0, \ i \in [1,N_{a}]\}, \tag{3.4}
\end{equation}

or equivalently:
\begin{equation}
\Omega_{T}^{u_{b}} = \{x \in X \mid h_{S_{T}^{u_{b}}}(x) \geq 0\}, \tag{3.5}
\end{equation}

with:
\begin{equation}
h_{S_{T}^{u_{b}}}(x) \triangleq \min_{t \in [0,T]} \min_{i \in [1,N_{a}]} h_{i} \circ \phi_{t}^{u_{b}}(x). \tag{3.6}
\end{equation}
Proof. This follows directly from the definition of $\Omega^u_T$ and the expression of $\overline{S}$ as a practical set.

We can now state the core theoretical proposition of this work.

**Proposition 9.** If $S_b \subseteq \overline{S}$ is forward invariant under $u_b \in U$, then for all $T \geq 0$, the safe backward image $S^u_T$ is a subset of $S$ that is forward invariant under that control law.

Proof. The fact that $S^u_T \subseteq S$ follows trivially from the definition of $\Omega^u_T$. Let us reason by contradiction and assume that $S^u_T$ is not forward invariant. This means that there exist $x^* \in S^u_T$ and $t^* \geq 0$ such that $\phi^{u}_{t^*} (x^*) \notin S^u_T$. But from Prop. 5, we know that $R^u_T$ is forward invariant so $\phi^{u}_{t^*} (x^*) \notin \Omega^u_T$. This implies that there exists $t^# \geq 0$ such that $\phi^{u}_{t^#} (x^*) \notin S$. But $x^* \in \Omega^u_T$, so $t^# > T$, i.e. there exists $t' > 0$ such that $\phi^{u}_{t'} (\phi^{u}_{t^#} (x^*)) \notin S$. But $x^* \in R^u_T$, so $\phi^{u}_{t'} (x^*) \in S_b$ and because $S_b$ is forward invariant, $\phi^{u}_{t'} (\phi^{u}_{t^#} (x^*)) \in S_b$, which contradicts $S_b \subseteq S$. 

It trivially follows from this last proposition that $S^u_T$ is a control invariant subset of $\overline{S}$, so it can be used to define a non-empty sub-regulation map $U^u_{S^u_T}$. The challenge now is to be able to evaluate this regulation map, as it only has an implicit expression inherited from the implicit nature of the construction of $S^u_T$. Let us now see how we can tackle this issue.

### 3.2.2 Implicit Safety Filter

#### 3.2.2.1 Implicit Sub-Regulation Map

In order to realize a safety filter, one must be able to evaluate the regulation map $U^u_{S^u_T} (x)$. This is easy if $S$ has an explicit representation, which is why so much effort has been focused on finding such a representation. In our framework however, $S^u_T$ is defined as a function of $\phi^{u}_{t}$ for which we do not have an explicit representation, hence the implicit nature of $S^u_T$.

The sub-regulation map $U^u_{S^u_T}$ evaluated at a current state $x_0$ is equal to the set of $u \in U$ such that:

\[
\begin{align*}
\nabla h_b (x_T) D\phi^{u}_{T} (x_0) f_0(u) + \alpha_b (h_b (x_T)) \geq 0 \\
\nabla h_i (x_{t_b}) D\phi^{u}_{t_b} (x_0) f_0(u) + \alpha_i (h_i (x_{t_b})) \geq 0,
\end{align*}
\]

(3.7)
for all $i \in [1, N_s]$, all $t_b \in [0, T]$, and with $x_{t_b} \triangleq \phi_{t_b}^{u_b}(x_0)$ and $f_0(u) \triangleq f(x_0) + g(x_0)u$.

Two issues arise at the sight of this expression of the sub-regulation map. First, the gradient of the flow—whose existence is guaranteed from the smoothness assumptions in 4 and 5—needs to be computed. Second, because $t_b$ lives in the interval $[0, T]$, the images of $U_{S_b}^{u_b}$ are formed by an uncountable set of constraints, which elevates the safety filter’s underlying optimization problem into the class of robust optimization problems, which is hard, if not impossible to solve in real-time. Let us therefore see how we can address these issues.

### 3.2.2.2 Numerical Approximation of the Sub-Regulation Map

The practical solution to these issues is to recourse to numerical integration tools. By numerically integrating (2.1) forward in the interval $[0, T]$ under the backup law $u_b$, $\phi_{t_b}^{u_b}(x_0)$ can be numerically evaluated a discrete times $\{t_{b,0}, \ldots, t_{b,N_b}\}$. It is therefore possible to approximate $U_{S_b}^{u_b}(x_0)$ by considering the countable set of constraints at these different times $t_{b,k}$; the more points being considered, the tighter the approximation becomes.

Then, to compute $D\phi_{t_b}^{u_b}(x_0)$, one only needs to integrate along with (2.1) a sensitivity matrix $Q(t_b, x_0)$. As explained in [75], the square matrix $Q(t_b, x_0)$ solution of the following differential equation:

$$\frac{dQ(t, x_0)}{dt_b} = Df_{cl}(\phi_{t_b}^{u_b}(x_0)) Q(t_b, x_0), \quad (3.8)$$

with $Q(0, x_0) = I$ and where $f_{cl}(x) \triangleq f(x) + g(x)u_b(x)$ is exactly the Jacobian of the flow $\phi_{t_b}^{u_b}$ at $x_0$:

$$Q(t_b, x_0) = D\phi_{t_b}^{u_b}(x_0). \quad (3.9)$$

Note that it is important for the backup control law used to smooth, which means that in the case of finite input bounds, a smooth saturation function has to be used for the expression of $u_b(x)$.

### 3.2.2.3 Under-Approximation of the Sub-Regulation Map

We now turn to the issue of having an infinite number of functions defining the set. In practice, we can only enforce positivity of a finite number of the
functions in (3.7), and therefore propose a safety filter that enforces positivity of a finite subset of \( \epsilon \)-tightened constraints evenly spaced in time:

\[
\nabla h_b(x_T)D\phi_T^u(x_0)f_0(u) + \alpha_0(h_b(x_T)) \geq 0, \tag{3.10a}
\]

\[
\nabla h_i(x_{t_{b,k}})D\phi_{t_{b,k}}^u(x_0)f_0(u) + \alpha_k(h_b(x_{t_{b,k}}) - \epsilon_i) \geq 0, \tag{3.10b}
\]

for \( i \in [1, N_s] \) and \( k \in [0, N_b] \).

Although this just enforces positivity of a finite number of constraints, under some regularity conditions and appropriate margins \( \epsilon_i \), we expect that this should be sufficient to guarantee positivity of the whole family of functions. We make this more precise below via the following lemma.

**Lemma 2.** Let \( L_h \) be the Lipschitz constant of a function \( h \) with respect to the Euclidean norm and let:

\[
L_\phi = \sup_{x \in S} \|f(x) + g(x)u_b(x)\|_2, \tag{3.11}
\]

be the maximal velocity of the backup vector field. Then:

\[
|h \circ \phi^u_t(x) - h \circ \phi^u_s(x)| \leq L_h L_\phi |t - s|. \tag{3.12}
\]

**Proof.** Assume WLOG that \( t \geq s \) and let \( y = \phi^u_s(x) \). Then:

\[
|h \circ \phi^u_t(x) - h \circ \phi^u_s(x)| \leq L_h \left\| \phi^u_t(y) - \phi^u_s(x) \right\|_2 \\
= L_h \left\| \phi^u_{t-s}(y) - y \right\|_2 \leq L_h L_\phi |t - s|,
\]

since \( L_\phi \) is the maximal velocity of the vector field.

It follows that invariance of \( S^u_T \) can be enforced via the finite subset of constraints in (3.10) provided that the times \( t_{b,k} \) are spaced tightly enough.

**Theorem 3.** Let \( \eta_i = \max_{k \in [1, N_i]} t_{b,k+1} - t_{b,k} \) be the granularity of the time discretization. If for all \( i \) it holds that \( \epsilon_i \geq L_h L_\phi \frac{\eta_i}{2} \), then (3.10) enforce invariance of \( S^u_T \).

**Proof.** By the same reasoning as before, the constraints (3.10) imply that \( h_i(x_{t_{b,k}}) = h_j \circ \phi^u_{t_{b,k}}(x) \geq \epsilon \) for all \( k \in [1, N_i] \) for all times. Therefore, by Lemma 2, we can for each \( t \in [0, T] \) find a \( k^* \) such that:

\[
|h_i(x_t) - h_i(x_{t_{b,k^*}})| \leq L_h L_\phi \frac{\eta_i}{2}, \tag{3.13}
\]
meaning that:
\[ h_i(x_t) \geq \epsilon - L_{h_i} L_{\phi} \frac{\eta}{2} \geq 0. \]  
(3.14)
Thus all the functions defining \( S^W_T \) are positive, and hence \( S^W_T \) is invariant.  

### 3.2.3 Numerical Example

We now illustrate these ideas on a simple example of nonlinear inverted pendulum. This system is defined by the state \( x = [\theta, \dot{\theta}]^\top \) and the dynamics:

\[
\dot{x} = \begin{bmatrix}
\dot{\theta} \\
\sin(\theta) + u
\end{bmatrix}
\]  
(3.15)
with a saturated input \( u \in [-u_{max}, u_{max}] \) with \( u_{max} = 1.5 \). This pendulum is upright at an unstable equilibrium when \( \theta = 0 \). The safety set is chosen to be a box centered at the origin and of edge size \( 2\pi \) (cf. Fig. 3.2).

The first step is to choose a backup control law and a backup set. In this example, we consider linear backup laws that stabilize the system to the origin:

\[ u_b(x) = -K.x \]  
(3.16)
for some gain vector \( K \). A backup set can then be carefully chosen as a level set of a quadratic Lyapunov function of the linearized dynamics of the system around the origin. As hinted at before, higher backup gains yield in general a larger SBI, as illustrated in Fig. 3.2. It is therefore important to choose a \textit{good} backup law as we will discuss further in Sec. 3.4.

Given a backup control law, a backup horizon \( T \) has to be chosen. As one can expect, the larger this time horizon is, the larger the resulting SBI also is, as illustrated in Fig. 3.3.

Given a choice of backup law, set, and horizon, a safety filter can be implemented using numerical integration as explained in Sec. 3.2.2.2. At each safety filter iteration, the dynamics of the system are integrated under the backup law over a time horizon \( T \). From the discrete values of the state and sensitivity matrix over this backup trajectory, a set of linear constraints approximating the regulation map can be constructed. Finally, a quadratic program can be solved to find the best input satisfying the safety constraint encoded by the regulation map. Some trajectories of the system under this safety filter can be seen in Fig. 3.4. In this illustration, the pendulum is started from various initial angles with zero velocity.
The value of the backup horizon therefore has a crucial impact on the applicability of the method as one has to be able to do the numerical integration and the QP solving fast enough for the safety filter to run in real time. Note also that the computational complexity of the backup law and the dynamics of the system have a non negligible impact on the speed of the safety filter computations as they have to be evaluated numerous times for the integration of the backup trajectory.

Finally, it is important to note that, although we compute the SBI explicitly in this example for the purpose of illustration, at no point it is required to do so for the safety filter to operate. Through the numerical scheme we propose, we can render the SBI forward invariant without having to find an explicit representation of it. This makes this framework applicable to nonlinear systems and does not require any particular analytical structure for the dynamics of the system. As we will see in Sec. 3.6, not having to explicitly compute a control invariant set has important advantages in practice.

3.3 Finite Time Safety Guarantees

So far, the backup policy and the backup set cannot be chosen arbitrarily as the former has to be invariant under the latter, which still hinders the scalability of the proposed approach. This comes from our desire for the safe backward image to be a control invariant set, i.e. a set in which the system can remain and evolve forever. In practice however, safety requirements often do not necessitate that the system be able to run forever, but only that the system be able to safely stop or terminate. In this section, we discuss an extension to the proposed approach that allows a safety filter to be used to enforce such safety requirements. As we will see, this extension allows for the backup controller and backup set to be chosen independently which makes our approach truly scalable in this case.

3.3.1 Reformulation of the Reachability Constraint

The idea here is to relax the reachability constraint of $R_{ub}^T$. For that, we will restrict ourselves to backup sets that can be represented as the upper level-set of a single function $h_b$ twice differentiable. In that context, we define the notion of time to safety.

Definition 15. Given a backup control law $u_b \in U$, the time to safety
\( T_b : X \to \mathbb{R} \) is given by:

\[
T_b(x) = \min \{ t \geq 0 : h_b(\phi^u_b(x)) = 0 \}.
\] (3.17)

When \( x \in S_b \), we choose \( T_b(x) = 0 \), and when \( x \notin S_b \) and a solution to (3.17) does not exist, we choose \( T_b(x) = +\infty \).

Let us now consider the set \( \overline{R}^{mb}_T \) given by the closure:

\[
\overline{R}^{mb}_T \triangleq \{ x \in X \mid 0 < T_b(x) \leq T \},
\] (3.18)

with \( T > 0 \) and \( u_b \in \mathcal{U} \).

The interest of considering such a set becomes clear when realizing that if \( S_b \) is not invariant under \( u_b \), \( S_b \) is not a subset of \( \overline{R}^{mb}_T \) (cd. Fig. (3.1c)). This makes the set \( \overline{R}^{mb}_T \) unusable as it is not even guaranteed that \( \overline{R}^{mb}_T \cap \overline{S} \neq \emptyset \) and that \( S^{mb}_u \) is not empty. The set \( \overline{R}^{mb}_T \) on the other hand will at least contain part of the boundary \( S_b \) (provided the backup set is not completely repulsive) and to grow monotonically with \( T \) (cf. Fig. (3.1d)).

### 3.3.2 Augmented Regulation Map

Similarly to Sec. 72, we would like to regulate safe solutions using the sub-regulation map \( \mathcal{U}_S \) while utilizing this new set \( \overline{R}^{mb}_T \). The barrier condition (2.29) for set \( \overline{R}^{mb}_T \) evaluated at a state \( x_0 \in \overline{R}^{mb}_T \) for a given backup control law \( u_b \in \mathcal{U} \) is given by

\[
- \nabla T_b(x_0) \tilde{f}(x_0, u) + \alpha (T - T_b(x_0)) \geq 0,
\] (3.19)

where \( \tilde{f}(x_0, u) \triangleq f(x_0) + g(x_0)u \). As demonstrated in [41]:

\[
\nabla T_b(x_0) = -\frac{\nabla h_b(\overline{x}) \cdot D\overline{x}(x_0)}{\nabla h_b(\overline{x}) \cdot \tilde{f}(\overline{x}, u_b(\overline{x}))},
\] (3.20)

with \( \overline{x} \triangleq \phi^u_{T_b(x_0)} \). One will immediately notice that this gradient is only defined when \( \nabla h_b(\overline{x}) \cdot \tilde{f}(\overline{x}, u_b(\overline{x})) \) does not vanish. States for which this happens should therefore be avoided to allow the regulation of safe solutions using \( \mathcal{U}_S \) with \( \overline{R}^{mb}_T \). Let us therefore consider the following extension of the safe backward image of the backup set—the safe backward reachable set of the backup set:

\[
\overline{S}^{mb}_T = \overline{R}^{mb}_T \cap \Omega^{mb}_T \cap C^{mb}_T,
\] (3.21)

where \( \overline{R}^{mb}_T \) is the closure of \( R^{mb}_T \).
with
\[
C^\text{ub}_T \triangleq \left\{ x_0 \in \overline{R}_T^w \mid \widetilde{\cos} (x_0) \geq \varepsilon_b \right\},
\]
(3.22)
a small constant \( \varepsilon_b > 0 \), and
\[
\widetilde{\cos} (x_0) \triangleq \frac{\nabla h_b (\overline{x}) \tilde{f} (\overline{x}, u_b (\overline{x}))}{\| \nabla h_b (\overline{x}) \| \left\| \tilde{f} (\overline{x}, u_b (\overline{x})) \right\|}.
\]
(3.23)

**Proposition 10.** If \( \overline{R}_T^w \) is not empty, then for all \( x_0 \in \overline{S}_T^w \setminus S_b \), there exist strengthening functions \( \alpha_i \) such that \( U_{\overline{S}_T^w} (x_0) \neq \{ \emptyset \} \).

**Proof.** First, note that \( \nabla T_b \) is not defined on \( \partial S_b \), hence considering only states in \( \overline{S}_T^w \setminus S_b \). Then, \( U_{\overline{S}_T^w} \) evaluated at a given state \( x_0 \in \overline{S}_T^w \setminus S_b \) is equal to the set of \( u \in U \) such that
\[
\begin{cases}
\nabla h_i (x_{t_b}) D\phi^\text{ub}_{t_b} (x_0) \tilde{f} (x_0, u) + \alpha_i (h_i (x_{t_b})) \geq 0 \\
-\nabla T_b (x_0) \tilde{f} (x_0, u) + \beta (T - T_b (x_0)) \geq 0 \\
\nabla \widetilde{\cos} (x_0) \tilde{f} (x_0, u) + \gamma (\widetilde{\cos} (x_0) - \varepsilon_b) \geq 0
\end{cases}
\]
(3.24)
with \( i \in \{1, \ldots, N_s\} \), \( t_b \in [0, T_b (x_0)] \), \( x_t \triangleq \phi^\text{ub}_{t_b} (x_0) \), \( \beta \) and \( \gamma \) extended class \( \mathcal{K} \) functions, and \( \tilde{f} (x_0, u) \triangleq f (x_0) + g (x_0) u \). Firstly, as \( D\overline{x} (x_0) \tilde{f} (x_0, u_b (x_0)) = \tilde{f} (\overline{x}, u_b (\overline{x})) \), we have
\[
\nabla T_b (x_0) \tilde{f} (x_0, u_b (x_0)) = -1.
\]
(3.25)
This is fairly intuitive as (3.25) is the time derivative of the time to safety when the system is evolving along the backup trajectory. Secondly, because for all \( t_b \in [0, T_b (x_0)] \), \( \overline{x} (\phi^\text{ub}_{t_b} (x_0)) = \overline{x} (x_0) \),
\[
\nabla \widetilde{\cos} (x_0) \tilde{f} (x_0, u_b (x_0)) = 0.
\]
(3.26)
Finally, because \( x_0 \in \overline{S}_T^w \supset \Omega_T^w \), for all \( t_b \in [0, T_b (x_0)] \), \( \phi^\text{ub}_{t_b} (x_0) \in \overline{S}_T^w \). So by continuity of all the functions involved, the \( \alpha_i \) can be chosen (cf. [5, 38]) such that for all \( x_0 \in \overline{S}_T^w \):
\[
\nabla h_i (x_{t_b}) D\phi^\text{ub}_{t_b} (x_0) \tilde{f} (x_0, u_b) + \alpha_i (h_i (x_{t_b})) \geq 0.
\]
So all conditions in (3.24) can be simultaneously satisfied in \( \overline{S}_T^w \) by choosing \( u (x_0) = u_b (x_0) \), hence \( U_{\overline{S}_T^w} \) is well defined and non-empty over all of \( \overline{S}_T^w \). \( \square \)

**Remark 6.** The extended class \( \mathcal{K} \) functions \( \beta \) and \( \gamma \) can be chosen arbitrarily.
Remark 7. Computing $\nabla \tilde{\cos}(x_0)$ requires the evaluation of the hessian of $h_b$ at $x_0$, but that otherwise $U_{S_T}^{Sb}$ can be evaluated using the same technique as in Sec. 3.2.2 without any change in complexity of the algorithms. Also note that this new formulation of the sub-regulation map creates additional algorithmic challenges in reliably finding $\bar{x}$ but the details of these numerical issues are outside the scope of this paper.

3.3.3 Weaker but Practical Safety Guarantees

Let us now study what guarantees we get when regulating the system in $\overline{S_T^{Sb}}$ using $U_{S_T}^{Sb}$.

**Theorem 4.** If $\overline{R_T^{Sb}}$ is not empty, $x(0) \in \overline{S_T^{Sb}}$, and for almost all $t \in \mathbb{R}^+$, $u(t,x(t)) \in U_{S_T}^{Sb}$, then there exist $T_s \in [0, +\infty]$ such that for all $t \in [0, T_s)$, $\phi_{t}^{u(t,x(t))}(x) \in \overline{S_T^{Sb}}$. Furthermore, if $T_s < +\infty$, $\phi_{T_s}^{u(t,x(t))}(x) \in S_b$.

**Proof.** From Prop. 10, we know that $U_{S_T}^{Sb}$ is non-empty on $\overline{S_T^{Sb}} \setminus S_b$ so the sub-tangentiality condition is satisfied on the boundary of that set. Hence from [8, Prop. 4.3.7], we know that the system will never cross the boundary of $\overline{S_T^{Sb}} \setminus S_b$. So if the system ever leaves the compact set $\overline{S_T^{Sb}}$ it will be through $\overline{S_T^{Sb}} \cap S_b$ which is never empty $\overline{R_T^{Sb}}$.

Concretely, this means that regulating the inputs using $U_{S_T}^{Sb}$ (with safety filter (2.31) for example) will guarantee that—if the system starts in $\overline{S_T^{Sb}}$ but outside of $S_s$, it will either stay in $\overline{S}$ and within reach of the backup set $S_b$ within a finite time $T$, or reach the backup set in finite time (cf. Fig. 3.1d). These guarantees may seem weak compared to the ones in (3.2), but they are actually very relevant in practice.

For autonomous systems for example, the priority is (almost) always given to the avoidance of human casualty over the integrity of the system. Being able to safely terminate the system is often all that is requested (cf. [1] for more details in the case of UAVs). For commercial aviation and transoceanic flights, being able to safely reach an airfield within a set amount of time is the safety criterion used by the Federal Aviation Administration (cf. ETOPS). In this case, the modality of landing the plane—what happens once the system has reached the backup set—can be handled separately.
Finally, it will not be proven here but, it is easy to verify that \( \overline{R_{Tb}^u \cup S_b} \supseteq R_{Tb}^u \) and that under some mild assumptions, when \( S_b \) is forward invariant under \( u_b \), \( \overline{R_{Tb}^u \cup S_b} = R_{Tb}^{u_b} \) (cf. Fig. 3.1b). Therefore, when \( S_b \) is forward invariant (and \( \varepsilon_b \) small enough), the present approach yields the original safety guarantees of Sec. (3.2), i.e. the system remains in \( \tilde{S} \) for all times. Hence the soundness of this approach that provides *weak but practical* safety guarantees without the challenge of having to verify the forward invariance of the backup set under \( u_b \), but also provides *strong* safety guarantees when the backup set is actually forward invariant under \( u_b \) (cf. Fig. 3.1).

### 3.3.4 Numerical Example

We now illustrate this approach on the nonlinear inverted pendulum of Sec. 3.2.3. In this case, we assume that the pendulum shall not go past \( \theta = -\frac{\pi}{2} \) on one side, but that there is a hard stop on the other side at \( \theta = \frac{\pi}{2} \) that the system can run into to safely stop. The backup set is therefore chosen to be a narrow band around \( \theta = \frac{\pi}{2} \), and the safety set is a rectangle with edges \( \theta = -\frac{\pi}{2} \) and \( \dot{\theta} = \pm \frac{\pi}{3} \), so opened towards the edge \( \theta = \frac{\pi}{2} \) (cf. Fig. 3.5). The backup policy is chosen to be \( u_b(x) = 10 \left( \frac{\pi}{10} - \dot{\theta} \right) \) such as to drive the system back towards the hard stop.

In this case, the backup set is certainly not invariant under the backup policy, so it is not the safe backward image of the backup set as illustrated in Fig. 3.5. The safe backward reachable set on the other end is well suited for this scenario where only finite time safety is required. Indeed, as can be seen in Fig. 3.5, the safe backward reachable set fully captures the set of safe states and allows for safe operations. As illustrated in Fig. 3.6, if the pendulum is left to fall towards negative \( \theta s \), the associated safety filter slows it down so that it stops before \( \theta = -\frac{\pi}{2} \), but if it is left to fall towards positive \( \theta s \), the filter makes sure the system safely reaches the backup set.

### 3.4 Optimality of the Backup Controller

#### 3.4.1 Model Predictive Backup Controller

In light of the results illustrated in Fig. 3.2, a natural question that arises is “what is the *best* backup control law to choose”, that is, a control law that maximizes the size of the safe backward image for a given backup set and backup horizon.
To address this question, let us consider the control law \( u^* \) given by
\[
   u^* (x_0) = u^*_{x_0} (0)
\]
with \( u^*_{x_0} \) being the control policy solution to the following optimal control problem:

\[
\begin{align*}
   u^*_{x_0} & \triangleq \arg\max_{u \in \mathcal{U}_T} J (x(t), u(t)) \\
   \text{s.t.} & \quad \dot{x} = f(x) + g(x)u \\
   & \quad x(0) = x_0 \\
   & \quad u(t) \in U, \quad \forall t \in [0, T] \\
   & \quad x(t) \in \mathcal{S}, \quad \forall t \in [0, T] \\
   & \quad h_b (x(T)) \geq 0
\end{align*}
\]
for some cost function \( J \) and where \( \mathcal{U}_T \) denotes the set of all piecewise continuous control policies.

**Remark 8.** The time in (3.28) is shifted so that \( x_0 = x(t_0) = x(0) \) as only time-invariant control systems are considered in this section.

**Remark 9.** Solutions to (3.28) might not be unique for a given \( x_0 \), in which case the right-hand side of (3.28) is chosen to be any element in the set of solutions.

It immediately follows that
\[
S^u_T = \left\{ x_0 \in X \mid \exists u \in \mathcal{U}_T, \text{s.t.} \quad x_{x_0} (t) \in \mathcal{S}, \forall t \in [0, T] \quad \text{and} \quad x_{x_0} (T) \in S_b \right\},
\]
where \( x_{x_0} (t) \) is the solution to (2.1) starting at \( x_0 \) at \( t = 0 \) under the time based control policy \( u(t) \).

Therefore, for all \( u_b \in U \), \( S^u_T \subseteq S^u_{T^*} \). We can therefore conclude that \( u_* \) is an optimal backup law in the sense that it yields an upper bound on the largest possible safe backward image for a given backup set, as illustrated in Fig. 3.7. However, \( u_* \) is not well suited for the current framework.

A couple of points are important to address if one wants to use the \( u^* \) law in the proposed framework. First, the cost function \( J \) has to be chosen preferably
so as to stabilise $S_b$ (see [46] for such conditions). Secondly, $u^*$ must be smooth (or at least continuous if one uses the filtering approach of Sec. 3.5), which is rarely the case in general. Finally, if one is able to make $u^*$ smooth, solving a nonlinear MPC online is not an easy task, and is even harder when one has to compute the gradient of the flow under $u^*$ along with the optimal trajectory.

In some cases, these issues can be successfully addressed and an MPC backup controller can be used directly as showcased in [37]. Nevertheless, in the general case, it is not possible to use an MPC backup controller online, and we have to default to a more offline approach. In particular, it is possible to get near-optimal safe backward images by finding a smooth explicit approximation of the optimal backup control law.

### 3.4.2 Neural Network Approximation of the MPC

In practice, one can use any functional basis of choice to fit the optimal backup policy, provided that it is fast enough to numerically compute along with its gradient. A smooth functional basis for approximating complex functions can be found with feedforward neural networks, whose recent popularity has made the associated tools very efficient. In particular, evaluating gradients of feedforward neural network is computationally easy.

Indeed, for simple neural networks with recursion law:

$$y_{i+1} = f(w_i y_i + b_i),$$

the gradient of the entire neural network can be computed in the same forward pass with the following recursion law:

$$dy_{i+1} = \text{diag} \left( \frac{df(y_{i+1})}{dx} \right) w_i dy_i,$$

with $dy_0$ being the identity matrix of size $n$ (state dimension).

Referring back to the nonlinear inverted pendulum of Sec. 3.2.3, we can see in Fig. 3.7 that the optimal safe backward image is larger than the largest SBI we found using linear feedback for the backup controller (cf. Fig. 3.2).

We first solve the OCP (3.28) with the cost function:

$$J(x(t), u(t)) = \int_0^T \left( 0.1u(t)^2 + 10\theta(t)^2 + \dot{\theta}(t)^2 \right) dt$$

over a grid of size $200 \times 200$ using GPOPS-II [69]. We then fit a neural network with 2 hidden layers, each of size 35, and with a hyperbolic tangent activation
function over the generated data. The resulting safe backward image of this approximately optimal policy, as can be seen in Fig. 3.7, captures most of the optimally of the OCP, but, is actually usable in the proposed framework. This method is applied on a larger dimensional system in Sec. 3.6 and similarly strong results are observed.

3.5 Scalable Implicit Safety Filter
So far, we have been able to use an optimization-based safety filter by relying on our ability to numerically evaluate the sub-regulation map at any given state. Although this approach is optimal in terms of filtering, it comes at the cost of having to compute the gradient of the flow along the backup trajectories. The dimension of the system to integrate is therefore $n + n^2$, which can become a computational bottleneck for higher dimensional systems. It is however, possible to sacrifice optimally of the safety filter for better scalability. The key is that by construction, the backup law evaluated at the current state is always an element of the image of the regulation map for that state. In other words, if the backup policy is followed for the initial conditions inside $S_{ub}^T$, the system will remain in the safety set for all time.

3.5.1 Smooth Switching to the Backup Control Law
This idea is at the core of a lot of alternative approaches to safety filtering [10, 42, 44, 57, 67, 71, 74]. In most of these methods though, the safety filter just operates a simple switch between nominal and backup controller until the system has reached the backup set, which in practice is fairly intrusive. The natural evolution of this idea is to implement a smooth transition between desired and backup inputs. To that end, let us look at the following proposition.

**Proposition 11.** Given a nonlinear control system (2.1) with a corresponding backup controller $u_b \in U$ and a continuous function $\alpha : \mathbb{R}^+ \times \mathbb{R}^m \times X \times \mathbb{R} \to U$, the control law defined by

$$
u_f(t, x) \triangleq \alpha \left( t, u_{des}(t), x, h_{S_{ub}^T}(x) \right)$$

is a continuous selection of $\overline{U_{S_{ub}^T}}$ if for all $t \geq 0$ and $x \in S_{ub}^T$, $u_{des}$ is continuous and:

$$\alpha \left( t, u_{des}(t), x, 0 \right) = u_b(x).$$

(3.34)
Proof. This follows trivially from the fact that for all \( x \in S_T^{\omega} \), \( u_b(x) \in \overline{U_{S_T^{\omega}}} \) and that \( \overline{U_{S_T^{\omega}}} \) is non-trivial only when \( h_{S_T^{\omega}}(x) = 0 \). \( \square \)

This means that by choosing a switching function \( \alpha \) appropriately, it is possible to mimic the behavior of a QP-based safety filter without the added computational complexity. Note, however, that this approach is fundamentally more conservative than with a QP-based filter as when \( h_{S_T^{\omega}}(x) = 0 \), it enforces \( u_{\text{act}}(x) = u_b(x) \) whereas with a QP-based filter, \( u_{\text{act}}(x) \in U_{S_T^{\omega}} \), which is in general larger than the singleton \( u_b(x) \). Nonetheless, it is possible with a proper choice of filtering function to get good performances in practice. Especially since on a significant part of the boundary of the viability kernel of \( \overline{S} \), \( U_{S_T^{\omega}} \) is actually reduced to a singleton [64].

### 3.5.2 Numerical Example

We now illustrate this approach on the nonlinear inverted pendulum of Sec. 3.2.3. The safety specifications are the same as in Sec. 3.2.3. The switching function is first chosen to be a basic ramp up of the backup input near the boundary of the safe backward image:

\[
\alpha \left( t, x, h_{S_T^{\omega}}(x) \right) = \left( 1 - h_{S_T^{\omega}}(x) \right)^6 u_b(x). \tag{3.35}
\]

Some trajectories of the system under this scalable safety filter can be seen in Fig. 3.8. As expected, this safety filter is more conservative than the QP-based one of Fig. 3.4, which often translates into an oscillatory behavior near the boundary of the safe backward image. However, it is possible to mitigate this behavior with a better choice of filtering function. For example, let us consider the switching function defined by:

\[
\alpha \left( t, x, h_{S_T^{\omega}}(x) \right) = \sigma_0^1 \left( \lambda(x) + (1 - \lambda(x)) \lambda_d(t) \right) u_b(x) \tag{3.36}
\]

with

\[
\lambda(x) \triangleq \left( 1 - h_{S_T^{\omega}}(x) \right)^6, \tag{3.37}
\]

\[
\lambda_d(t) \triangleq -\xi \frac{dh_{S_T^{\omega}}(x(t))}{dt}, \tag{3.38}
\]

and \( \sigma_0^1 \) the saturation function between 0 and 1. As illustrated in Fig. 3.9, adding such a damping term can help reduce the oscillatory nature of such scalable filters. A further approach for enhancing the performance and applicability of these scalable safety filters will be presented in Sec. 3.6.4.
3.6 Applications

3.6.1 Two-Wheeled Inverted Pendulum (Segway)

3.6.1.1 Hardware Setup

The Segway platform used here began as a Ninebot E+. All of the electronics, including sensors and motor controllers, were removed, as well as the steering column. The steering column and human rider were replaced by a steel column with weights near the top, to simulate the mass and inertia of a human. The original motor controller was replaced by a set of Elmo Gold Solo Twitters, which provide direct current control of the motors. The onboard sensing is performed using wheel incremental encoders and a VectorNav VN-100 IMU. A Teensy 3.5 reads the sensor data and acts as the state observer for the robot.

The Teensy sends the state information to the main computer onboard, a Jetson TX2, which computes the control action that is sent to the motor controllers. The TX2 runs standard Linux and the ERIKA3 real-time operating system concurrently through the Jailhouse hypervisor. The Linux OS runs ROS, which allows external communication and logs all of the necessary data. The real-time operating system handles the communication with the Teensy and the computation of the control actions. These two operating systems are able to share information through a shared memory interface. All of the code running on the Segway is written in C++.

3.6.1.2 Segway Test

In order to test the implicit safety filter on the Segway, a model of the dynamics is required. The equations of motion are derived via Newton-Euler method, treating the Segway as a two-wheeled inverted pendulum with torque inputs at each wheel. For this experiment, the planar model is used, consisting of four states: position \( p \), velocity \( \dot{p} \), pitch angle \( \psi \), and angular rate \( \dot{\psi} \) (cf. Fig. 3.10a). Since the motor controllers command current, the motor torque constant is estimated via system identification. The other necessary parameters, including the mass and inertia properties of the Segway frame and wheels, were measured using various testbeds.

The next step is to define the safety set for the test. This is simply defined as bounds on all of the states, with \( p \in [-1, 1] \) m, and \( \psi \in [-\frac{\pi}{6}, \frac{\pi}{6}] \) rad. The input bounds are \( u \in [-20, 20] \) A.
After identifying the system dynamics and determining a safety set, a backup set and backup controller must be generated. The backup set must be a subset of the safety set that is invariant under the backup controller. Thus, we choose a backup controller that stabilizes the Segway to the origin at its equilibrium angle. This is achieved with a simple LQR controller. To obtain the backup set, we compute a small region of attraction for this controller about the origin in the form of a level set of a quadratic Lyapunov function of the linearized dynamics of the system.

To implement the safety filter, a C++ implementation of the proposed safety filter was developed. The library requires an expression for the dynamics, the backup controller, the gradient of the closed-loop dynamics, the backup set, the safety set, and the gradient of the safety set. The library integrates the dynamics using an Euler scheme. The resulting quadratic program is solved using a modified version of OSQP [79] that can be compiled on the real-time operating system.

To showcase the effectiveness of the proposed approach, a simple scenario is executed on the Segway with and without an implicit safety filter. The nominal controller is a simple LQR that can be commanded a desired position. A sequence of desired positions outside of the safety set are commanded, and as can be seen in Fig. 3.12 and Fig. 3.11, without safety filter, the system blithely breaches the safety set to the point where it falls to the ground when the command is too aggressive. On the other hand, with the proposed implicit safety filter, the system stably remains inside the safety set despite the unsafe desired inputs. Note that for this experiment, the filter ran at 800Hz on the embedded hardware with a backup horizon $T = 1s$ and an integration time-step of 0.01s. A video of this experiment can be found in [31].

### 3.6.2 Industrial Manipulator in Time Varying Environment

Next, we apply the infinite-time implicit safety method described in Section 3.2 to the problem of collision avoidance in a dynamic environment. The global industrial robot market has more than doubled in the past five years, and the International Federation of Robotics expected almost two million new robot installations in factories by 2020 [45]. However, concern for the safety of their human counterparts grows along with the density of robots in factories. As a result, in heavy manufacturing, machines and humans are mostly separated.
This makes the process rigid: it becomes spatially constrained and manual intervention in the vicinity of a robot may require halting the process altogether. To reduce downtime and allow for more human-robot interaction, we would like to be able to ensure that these robots cannot collide with human operators under any circumstances while also avoiding having to stop the robot altogether when a worker is in its vicinity. More information about this work can be found in [77].

### 3.6.2.1 Problem Formulation

This problem is complex because human workers can move around the robot in a somewhat unpredictable manner. In order to guarantee that no collision can occur with such dynamic and uncertain targets, there is no choice but to assume all possible movements of the workers and avoid all of them. In other words, the safety set in this scenario has to be the complement of the forward reachable set of the human workers. Such a set spans space and time, so the state of the system has to be augmented to include this time dependency. Furthermore, the forward reachable set, and so the safety set, has to be periodically updated to account for the actual movement of the worker and avoid very punitive conservativeness.

A major advantage of our implicit safety filtering over explicit safety filtering is that the safety set can be changed on the fly without any additional computations, whereas with an explicit safe set approach, if the safety set changes, a new safe set has to be computed, which is time consuming and represent a real bottleneck that hinder the capability of these explicit approaches to handle practical scenarios such as this one.

Let us consider the 6-link IRB 6640 manipulator from ABB depicted in Figure 3.13 that has six degrees of freedom. The dynamics of this robotic arm can be written in a classic manipulator equations form:

\[
M(q)\ddot{q} + C(q, \dot{q}) \dot{q} + G(q) = \tau, \tag{3.39}
\]

where \( q \) describes the joint angles and \( \tau \) is a vector of applied torques.

For manipulators with many degrees of freedom, the explicit expressions for \( M(q) \), \( C(q, \dot{q}) \) and \( G(q) \) are very complicated. As an alternative, they can be evaluated at given points via the Articulated Body Algorithm (ABA) that steps over links of the manipulator in a recursive fashion [25]. Only having
“black-box” access to the equations of motion would pose a problem for most methods for finding invariant sets, but the implicit method proposed in this paper only requires access to the numerical values of the dynamics and its derivatives. As discussed above, the state of the system is extended to contain time which makes the overall system’s state 13-dimensional:

\[ x = [q, \dot{q}, t]^T. \]  

(3.40)

A point in the Cartesian and time space will be denoted by:

\[ k = [a, b, c, t]^T. \]  

(3.41)

### 3.6.2.2 Safety and Backup Sets

The backup set is considered to be a vertical tube around the robot. In practice, this would be a small closed-off area that is inaccessible to the human. For this implementation, it is described by angle constraints on the second and third joints (the joints being enumerated from the base to the end effector):

\[
S_b = \left\{ x \in \mathbb{R}^{13} \right\} \quad \begin{aligned}
q_2 &\in \left[ -\frac{\pi}{12}, \frac{\pi}{12} \right] \\
q_3 &\in \left[ -\frac{7\pi}{12}, -\frac{5\pi}{12} \right]
\end{aligned}
\].

(3.42)

The safety set is then simply the union of the backup set and complement of the reachable set of the human in space-time over the duration of the backup maneuver. For the purpose of this demonstration, the human is modeled as a single integrator with a maximum velocity \(v_{\text{max}}\), meaning that the size of its reachable set grows linearly in time. By adding time as a state, we prevent the filter from being overly conservative, which would be the result if we only used the reachable set of the human over the time horizon of the backup controller.

If \((a_0, b_0)\) is the current horizontal Cartesian position of the human, the reachable set of the human can be simply expressed as an n-cylinder [51] centered at \((a_0, b_0, H/2)\) in Cartesian space, where \(H\) is the height of the human. We can then write this set as the lower-level set of a time-dependent differentiable function \(h_r : \mathbb{R}^4 \to \mathbb{R}\) defined by:

\[
h_r(k) = (a - a_0)^2 + (b - b_0)^2 \\
+ \frac{(c - \sqrt{H})^2(r_0 + v_{\text{max}}t)^2}{H} \\
- (r_0 + v_{\text{max}}t)^2.
\]

(3.43)
Thus, for the robot to not come in contact with the human, \( h_r(k) \) must be positive for all physical points \( k \) along the robot. However, because the dynamics of the robot are defined in joint space and the safety set is defined in Cartesian space, one must be careful when using the \( h_r \). Let us denote our forward kinematics function that takes a point from joint and time space to Cartesian and time space, by \( K: \mathbb{R}^{13} \to \mathbb{R}^4 \). The gradient of \( h_r \) with respect to the states is:

\[
\frac{\partial h_r(k)}{\partial x} = \frac{\partial h_r(K(x))}{\partial x} = \frac{\partial h_r(K(x))}{\partial k} \frac{\partial K(x)}{\partial x},
\]

(3.44)

where:

\[
\frac{\partial K(x)}{\partial x} = \begin{bmatrix} \frac{\partial K}{\partial \theta q} & \frac{\partial K}{\partial \dot{\theta q}} & \frac{\partial K}{\partial \dot{t}} \\ \tilde{0} & \tilde{0} & 1 \end{bmatrix},
\]

(3.45)

with the kinematic Jacobian \( J \) being computed numerically.

The safe set \( h \) is then defined as the union of \( h_r \) and the backup set, \( S_b \), in order to avoid issues with the reachable set of the human intersecting with the backup set, which is not possible in reality.

Finally, as the system evolves, the reachable set of the worker gets larger in the Cartesian space. It is therefore important to update this reachable set when a new measurement \((a_0, b_0)\) is available so as to avoid the reachable set filling the entire work envelope of the robot. A fundamental constraint for this update to be possible is that the resulting safety set must be larger after the update than before. In our case, this is guaranteed by the fact that any new position of the human will be contained in its reachable set (cf. Fig. 3.14), so the safety set grows in the full state space, even though it does not when only looking at Cartesian space.

### 3.6.2.3 Backup Controller

For the backup controller, we leverage the power of the Recursive Newton-Euler Algorithm (RNEA) [50], which provides the necessary joint torques to generate desired joint accelerations. The flexibility of this method is again showcased by the fact that we do not need an analytic expression for the backup controller, as long as we know its gradient.

There are only two joints that require actuation to reach the backup set. A simple PD controller is used to obtain desired joint accelerations for these
joints, which is fed into the RNEA that generates the control inputs, as well as their gradient. The controller is of the form:

\[
a_{\text{des}}(q, \dot{q}) = -k_p(q - q_d) - k_d(\dot{q}), \\
u_b(q, \dot{q}) = \text{RNEA}(q, \dot{q}, a_{\text{des}}(q, \dot{q})).
\]  

(3.46)

The gradient of this backup controller, which is required to evaluate the sub-regulation map, is described by:

\[
\frac{\partial u_b}{\partial q} = \frac{\partial \text{RNEA}}{\partial q} + \frac{\partial \text{RNEA}}{\partial a_{\text{des}}} \frac{\partial a_{\text{des}}}{\partial q} = \frac{\partial \text{RNEA}}{\partial q} - k_p \frac{\partial \text{RNEA}}{\partial a_{\text{des}}}, \\
\frac{\partial u_b}{\partial \dot{q}} = \frac{\partial \text{RNEA}}{\partial \dot{q}} + \frac{\partial \text{RNEA}}{\partial a_{\text{des}}} \frac{\partial a_{\text{des}}}{\partial \dot{q}} = \frac{\partial \text{RNEA}}{\partial \dot{q}} - k_d \frac{\partial \text{RNEA}}{\partial a_{\text{des}}}, \\
\frac{\partial u_b}{dt} = 0.
\]

Since the RNEA provides the exact torques needed to achieve desired joint accelerations, the forward invariance of the backup controller is guaranteed under the proper choice of desired joint accelerations.

### 3.6.2.4 Simulation

The rigid body algorithm library used for this simulation is Pinocchio [19]. This C++ library has been shown to be the fastest of its kind, with the Table 3.1 showcasing the average computation times of each necessary expression for the robot.

A ROS environment was created to simulate the system, with V-REP used as a visualizer. The ROS package consisted of five nodes: the robotic arm (PLANT), the task giver (TASK), a nominal controller (CONT), the human (HUMAN), and the safety filter (ASIF), connected as shown in Figure 3.15. Each component of the system ran at 200 Hz on a desktop PC with an Intel 8700k processor. The dynamics were integrated in the plant node via the

<table>
<thead>
<tr>
<th>Expression</th>
<th>Time (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Affine forward dynamics ($f(x)$ and $g(x)$)</td>
<td>4</td>
</tr>
<tr>
<td>Gradient of closed-loop forward dynamics</td>
<td>42</td>
</tr>
<tr>
<td>Backup controller</td>
<td>5</td>
</tr>
<tr>
<td>Gradient of backup controller</td>
<td>31</td>
</tr>
</tbody>
</table>

Table 3.1: Computation time for IRB 6640 in Pinocchio
ODEint C++ library, with the runge_kutta_dopri5 scheme over a timestep of 5 ms.

The controller node tracked a sequence of desired end-effector positions given to it by the task giver node. Once the system reached the desired position, the task giver would send a new desired location to the system to mimic a typical operational cycle for such robot. The RNEA approach is also used for this tracking controller. The human node allowed the user to joystick a human, modeled as a single integrator, around the factory floor.

Lastly, the safety filter node handles safety for the system. It takes in the state from the robot and the desired inputs from the controller, and outputs the actual inputs that is used for integration by the plant.

The ASIF uses an adaptive-step RK4 scheme for integration under the backup controller, and the resulting quadratic program is solved by the OSQP library [79].

Figure 3.16 shows the value of the ASIF when a human attempts to pass through the working area of the arm. This image well illustrates the minimally invasive property of the ASIF, as the filter keeps the value of $h(x)$ just barely above zero. For a video demonstration of the filter’s capabilities, please see [32].

### 3.6.3 Variable Assistance for Lower Body Exoskeletons

Next, we apply this framework, and more specifically the approach of Sec. 3.5, to the problem of variable assistance for lower body exoskeletons. Contrary to most common applications of this framework, this particular one is not about safety. The main focus of this application is exoskeleton technology aimed at restoring locomotion for people with a leg pathology. A general review of control strategies for lower-limb assistive devices is given in [6, 48, 82].

Most current approaches to control powered leg devices are driven by finite-state machines with each phase defined using heuristic parameters. These approaches typically require the use of additional stability aids such as arm-crutches. Recently, dynamically stable crutch-less exoskeleton walking has been demonstrated for patients with paraplegia by leveraging the full nonlinear dynamics of the system and generating dynamically stable gaits [36]. While this approach enables crutch-less exoskeleton walking, it is no longer optimal when exoskeleton technology is extended to patients who are recovering muscle
functionality.

For patients who are trying to strengthen recovering muscles, partial assistance would be more appropriate than full assistance. A previous study showed that permitting partial assistance and variability during step training enhanced stepping recovery after a complete spinal cord transection in adult mice [18]. As we are about to see, the framework presented in this paper can be used to enable assist-as-needed strategies while guaranteeing coherence of the walking pattern. The method presented here allows users to control their own motions when they are performing well, but intervene when they are not, so as to maintain a functional walking pattern. More details about this method can be found in [30].

3.6.3.1 Atalante Exoskeleton Design

The exoskeleton used for this work, named Atalante, was developed by the French startup company Wandercraft and has already demonstrated its ability to perform crutch-less dynamic walking with patients with paraplegia [36]. As shown in Fig. 3.18, this lower-body exoskeleton has 12 actuated joints. Each leg of the exoskeleton consists of three actuated joints controlling the spherical motion of the hip, a single actuated joint for the flexion/extension motion of the knee, and two actuated joints for the hinge motion (inversion/eversion, dorsiflexion/plantarflexion) at the ankle. The joints controlling the motion of the hip and the knee are each actuated by a brushless DC motor. The ankle joints have a more complex actuation mechanism that provides rotation in the sagittal plane and about the henke axis. The position and velocity of each actuated joint is measured using a digital encoder. Additionally, the exoskeleton has four Inertial Measurement Units (IMUs) that are positioned on the torso, the pelvis, the left shank, and the right shank. These IMUs are used to provide additional information about the attitude of the robot with respect to the world. To detect ground contact, four 3-axis force sensors are attached to the bottom of each foot. All of the actuators and sensors are controlled by an embedded computer unit running a real-time operating system.

Other components of the exoskeleton include secure loops for mounting the exoskeleton to an overhead hoist, buttons to change the operating mode of the exoskeleton, a connection port to connect the exoskeleton to a computer, handles on either side of the exoskeleton for the operator to assist the exoskeleton
if needed, thigh and shank harnesses to secure a patient to the exoskeleton, thigh and shank length adjustments to change the dimensions of the exoskeleton to match that of a patient, and a torso harness that a patient wears to secure their torso to the exoskeleton (cf. Fig. 3.17).

3.6.3.2 Patient-Exoskeleton Model Generation

A model of each patient is generated to account for each person’s unique physical characteristics. Key measurements of each patient are made such as: height, mass, thigh length, and shank length. The thigh length is approximated by the measurement between the gluteus maximus and the patella when the patient is in a seated position. The shank length is approximated as the measurement between the femoral condyles and the ground when the patient is in a seated position. The measured thigh length and shank length are used to adjust the leg lengths of the exoskeleton to match that of the patient. The patient model is then created as follows. First, the total height of the patient is used to extrapolate the length of each segment of the patient model. The segments were chosen to be: Head, Arms and Trunk (HAT); Pelvis; Left Thigh; Left Shank; Left Foot; Right Thigh; Right Shank; Right Foot. These extrapolations were first derived by Drillis and Contini [23]. Using these segment lengths, the center of mass (COM) and inertial for each body segment are then calculated using anthropometric data [87]. The inertia and COM of each segment is given with respect to the proximal end of that segment. The inertia and COM of each segment are then combined with those of the corresponding segments of the rigid body exoskeleton model to form the patient-exoskeleton system.

This combined human-exoskeleton system can be mathematically represented as a rigid body system. A floating-base generalized coordinate system is constructed as \( q = (p, \phi, q_b) \in Q \in \mathbb{R}^{18} \), where \( p \in \mathbb{R}^3 \) and \( \phi \in \mathbb{SO}^3 \) denote the position and orientation of the exoskeleton’s base frame with respect to the world frame. The relative angles of the actuated joints are denoted by \( q_b \in \mathbb{R}^{12} \). In total, the system has 18 degrees of freedom, and is fully actuated when one foot is flatly in contact with the ground.
3.6.3.3 Variable Assistance Framework

As discussed in [18], the correct muscle activation pattern is an important criterion for the spinal learning process. To that end, we utilise the proposed set invariance framework to precisely control how much freedom is granted to the user, as the better the motricity of the patient is, the more he or she can be relied on to execute a stable walking pattern. First, we choose joints that we want to let the user control: the assisted joints. All the other joints will be rigidly controlled. In this work, we choose to only assist the sagittal hip and sagittal knee of the swing leg (cf. Fig. 3.18).

The architecture of the variable assistance framework, as shown in Fig. 3.19, contains four main components. First, a nominal gait is obtained from a neural network based library built from PHZD trajectories (cf. [2, 3, 36, 39, 40, 86]). This trajectory is modulated by a deadbeat mechanism. This deadbeat mechanism is critical in this case because the nominal joint trajectory will not be followed very accurately when the user is in control of the assisted joints.

The filtered trajectory \( q_{des}(\cdot) \) is then fed into two separate controllers. One is the baseline controller that plays back the trajectory and generates position and velocity targets \( q_{des}(t - t_i) \) and \( q'_{des}(t - t_i) \) for the PID controllers that in turn generate tracking torques \( u_t(t) \). The flatfoot ankle controller separately computes targets for the swing leg ankle that are then substituted in place of the nominal ones.

The other controller is the variable assistance controller. This controller is the heart of this variable assistance approach and leverages the proposed controlled invariance framework. The variable assistance controller has three subcomponents: joint idealization, feedforward assistance, and virtual guide filter.

The joint idealization component computes the torques required to compensate for gravity and friction in the assisted joints. The goal is to make these joints as transparent as possible such that when there is no assistance, the user does not feel any resistance that would impede his ability to walk freely. This joint idealization component is, however, not sufficient to make the exoskeleton fully transparent as the inertia of the exoskeleton is not compensated for, which makes the user’s legs harder to move. The feedforward assistance component therefore provides feedforward torques \( u_f(t) \) – calcu-
lated during the PHZD gait generation process [36] – to obtain a first-order level of compensation for the inertia of the assisted joints. This does not truly compensate for inertia, but at least provides enough assistance for the user to move the exoskeleton legs along the desired trajectory. The intensity of both idealization and feedforward components can be adjusted to produce varying levels of user effort.

The **virtual guide filter** computes the joint torques \( u_v(t) \) required to limit the discrepancy between the actual and desired trajectory of the assisted joints. To that end, we will explore two approaches. First, the discrepancy limit is described by a tube around the desired trajectory: a virtual guide. The shapes and sizes of the virtual guides can be chosen almost arbitrarily. In a second time, the discrepancy will be characterised by the position of the swing foot with respect to a nominal trajectory.

Finally, an impact detection block also records which leg of the exoskeleton is in stance or swing, and generates an "assisted joints selection matrix" that controls which joints are being assisted at a given instant. Only these joints are assigned the assistive torques. The remaining joints are assigned the baseline tracking torques. The merging of these torques comprises the final joint torques \( u(t) \) that are commanded to the exoskeleton.

### 3.6.3.4 Joint-Based Virtual Guide Filter

**Formulation.** In this first approach, each joint is idealized so that it can be handled independently of the rest of the system. We therefore consider the following dynamics for each joint:

\[
J \ddot{q} = u_v + u_f(t - t_i) + u_{ext},
\]

where \( J \) is the inertia at the joint, \( u_v \) is the torque the virtual guide filter can apply, \( u_f(t) \) the feedfoward torque applied to the joint, and \( u_{ext} \) the torque applied by the exoskeleton user on the joint. The state of the system is therefore

\[
x = [q, \dot{q}]^\top.
\]

The virtual guide \( S \) we want to constrain the joint to stay in is characterized by:

\[
h(t, x) = 1 - \left( \frac{q_{des}(t - t_i) - q(t)}{q_{bound}(t - t_i)} \right)^2
\]

(3.48)
for some properly chosen $q_{\text{bound}}$ to achieve the desired shape of the guide (cf. Fig. 3.20 for examples of shapes). Note that this is a time varying set, so the propositions of Sec. 3.5 have to be modified as done in [30].

Because $u_{\text{ext}}$ is not known ahead of time, a robust version of the method presented in 3.5 has to be used. The key is that system (3.47) is monotone [7]. In this case, the safe backward image is characterized by:

$$h^{\Omega}_{T}(t, x) = \min_{\tau \in [0, T-t], u_{\text{ext}} \in \{u^{\text{min}}_{\text{ext}}, u^{\text{max}}_{\text{ext}}\}} h \circ \phi^{u_{b}, u_{\text{ext}}}_{\tau}(q), \quad (3.49)$$

where $u^{\text{min}}_{\text{ext}}$ and $u^{\text{max}}_{\text{ext}}$ are the extreme values of the disturbance the user can generate. So in order to evaluate $h^{\Omega}_{T}(t, q)$, the numerical integration of the dynamics only has to be performed twice each time assuming the extremal values of the disturbance. The backup policy is chosen to be:

$$u_{b}(t, x) = K_{p}(q_{\text{des}}(t - t_{i}) - q) + K_{d}(\dot{q}_{\text{des}}(t - t_{i}) - \dot{q}) \quad (3.50)$$

for some properly chosen gains $K_{p}$ and $K_{d}$. For this work, these gains were chosen to be the same as the one used for the PIDs of the baseline controller.

Finally, the filtering law is given by:

$$u_{v}(t, x) = (\lambda(t, q) + (1 - \lambda(t, q)) \lambda_{d}(t, q)) u_{b}(t, x), \quad (3.51)$$

where $\lambda(t, q) = (1 - h^{\Omega}_{T}(t, q))^{3}$ and $\lambda_{d}(t, q) = \zeta \frac{dh^{\Omega}_{T}(t, q(t))}{dt}$ for some derivative gain $\zeta$. The usage of this derivative term helps dampen the behavior of the safety filter.

**Experiments.** The validation experiments were performed on the empty exoskeleton as it hung in the air in an effort to show the behavior of the filter without user perturbations and without feedforward torque. The plots of the experimental results, shown in Fig. 3.20, illustrate the actual joint angles over 30 steps with each step overlaid on top of each other. It can be seen that for all tube shapes, the actual joint angles remained inside of the bounds and the filter only acts when necessary.

Then, the variable assistance framework was tested with a subject inside the exoskeleton and walking on a treadmill. The required assistive torque as well as the trajectory tracking are presented in Fig. 3.21. It can be observed that when the subject is passive under partial assistance, the joint trajectories tend
to group near the virtual guides as expected. Alternatively, when the subject is active under partial assistance, the actual joint trajectories tend to span more of the virtual guide as the subject is actively trying to avoid hitting the bounds of the guide. In all cases, the trajectories stay contained within the virtual guides. For a video of these experiments please see [33].

3.6.3.5 Feature-Based Virtual Guide Filter

One of the issues with this first approach is that the subject has to follow the nominal trajectory which in practice is not particularly anthropomorphic. This makes it difficult for the subject to perform well. So to make the variable assistance more permissive while still ensuring coherent walking if the subject is not performing well, we propose to extend the previous approach to a feature-based constraint instead of a joint-based one. Here, we propose to constrain the trajectory of the swing foot to ensure a correct ground clearance and forward motion. This way, the user has more freedom on individual joints trajectories which allows him to perform more natural steps.

For this approach, the controller architecture remains the same as in Fig. 3.19. Only the formulation of the virtual guide filter is changed from the previous section.

Formulation. This time, we consider a simplified model of the swing leg as a whole. In particular, we model the swing leg as a double pendulum whose joints corresponds the sagittal hip and knee, the ankle joints being assumed locked (cf. Fig. 3.22). The state of the system is now 4-dimensional: $x = [q, \dot{q}]^\top$ with $q = [q_1, q_2]^\top$, and both hip and knee joint torques are being filtered concurrently. For simplicity, the torso pitch angle $q_0$ is fixed at the desired angle chosen to generate the nominal trajectory. The dynamics can be found using classical Euler-Lagrange formalism and is of the form:

$$M(q)\ddot{q} = u - C(q, \dot{q}) - g(q),$$

where $u = [u_1, u_2]^\top$ is the vector of joint torques.

The virtual guide is now characterized by the forward position of the swing foot with respect to the nominal trajectory (cf. Fig. 3.22):

$$h(t, x) = p_x(q(t)) - p_x(q_{des}(t - t_i)) + \epsilon_x.$$
In other words, the swing foot is constrained to move forward at least as fast as it does in the nominal trajectory.

The backup policy is chosen to be the same as for the joint-based virtual guides—PID tracking of the nominal trajectory—and similarly with the filtering law. The constant $\epsilon_x$ is chosen so as to allow the backup law to steer the system away from the boundary of the virtual guide.

**Experiments.** The validation experiments were performed on the empty exoskeleton as it hung in the air. The plots of the experimental results, shown in Fig. 3.23, illustrate the foot position and constraints over several steps. It can be seen that in the absence of user effort, the proposed formulation results in the actual foot trajectory following closely the nominal one.

Then, this approach was tested with a subject inside the exoskeleton and walking on a treadmill. The results are presented in Fig. 3.24 and 3.25. It can be observed that in this case, the subject can freely execute a gait with longer step length if he desires (cf. Fig. 3.25), while still guaranteeing that a minimum step stride is respected if the subject is not able to perform longer steps (cf. Fig. 3.24).

### 3.6.4 Safe Exploration of Unknown Environments with a Quad- copter UAV

Finally, we apply this controlled set invariance framework to the problem of safe exploration of an unknown environment (note that more information about this work can be found in [78]). This task is particularly relevant for drones whose usage is becoming prevalent for tasks such as autonomous deliveries, aerial surveillance, or disaster relief. Most of these missions involve navigating through unknown or uncertain environments. Due to the altitude of the vehicles and their often exposed propellers, collisions are catastrophic for the drone and might also be dangerous for its surroundings. For this reason, collision avoidance techniques are crucial to further the use of these systems in everyday life.

In typical drone flight, collision avoidance is the topic of navigating safely through an environment. This usually translates into creating and tracking trajectories that take the drone through the surrounding free space and that avoid occupied or uncertain space. While this approach to collision avoidance can be effective in practice, as evidenced in [44, 55, 56], its computational com-
plexity necessitates simplified abstractions of the model and obstacles. Couple to that the inherent uncertainty associated with mapping an environment and it is easy to see why such approaches are typically conservative, which can lead to slow mobility, while still lacking guarantees of collision-free tracking of the trajectories.

The authors therefore believe that trajectory planning is not the most effective layer in which to enforce safety. Planner updates are too infrequent, and there is too much uncertainty stemming from the aforementioned hurdles to be able to provide rigorous guarantees of safety with such a method. Instead, we propose an approach leveraging the proposed set invariance framework to ensure collision avoidance enforced at a control level while relying solely on local sensing information (i.e. no mapping is required). This approach can be applied in conjunction with any planning algorithm (or even a human operator), which means that it allows for planning algorithms that are more aggressive, since they do not need to guarantee collision avoidance or dynamic feasibility.

The planner used for this work is designed to work in tandem with the Octomap mapping library [43] to represent the environment map. The path planning is a basic implementation of the $A^*$ algorithm that searches for a path to a nearby frontier cluster. The search algorithm runs directly on the octomap, which is possible via implementation of algorithms that enumerate neighbors in a 3D octree [73]. Special heuristics encourages the planner to visit large clusters that are close to the current position of the drone. After a global plan is achieved, the local planner creates a spline and continuously updates a target point on this spline in front of the UAV. The position of this target point in the UAV frame is then used as the desired velocity $V_{des}$ for the performance filter (cf. Fig. 3.27).

### 3.6.4.1 Collision Avoidance Framework

The goal of this Collision Avoidance Framework is to allow the vehicle to safely navigate around any unknown environment. As discussed above, we want to only rely on local sensing information, i.e. no mapping will be performed. It is therefore fundamental that the sensing method used allows full 360 degrees coverage of the vehicle surroundings. The goal is to define the safety set as an envelope around the UAV in which we know there is no obstacles.
For this scenario, the environment is assumed to be static, and we will use a point-cloud representation of the environment. We will assume that this point-cloud is obtained from a ray-based method of sensing such that all segments between the vehicle and the points of the point-clouds corresponds to unoccupied space (i.e. does not go through any obstacles). Points therefore correspond to the boundary between free space and either physical obstacles or unknown space (cf. Fig. 3.31). The safety set will hence be described as in (2.24) with:

$$h_i = \|p - p_i\|^2 - \Delta_h^2,$$  \hspace{1cm} (3.54)

where $p$ is the position of the UAV in cartesian space, $p_i$ are the points of the point-cloud, and $\Delta_h$ a hard margin introduced to account for the size of the vehicle (cf. Fig. 3.28).

Most ray-tracing sensors available to date do not enjoy the same high update rate as the sensors necessary for low level control (i.e. IMU, visual odometry, etc...). Therefore, the position of the UAV only has to be tracked between each environment sensor update. This is one of the main advantages of the proposed framework over the ones requiring global planning and positioning. Only local positioning over a duration corresponding to the update period of the environment sensor is required.

Similarly to Sec. 3.6.2, the safety set is continuously changing as the environment gets explored. However, contrary to Sec. 3.6.2, the time dependency of the safety set is not known ahead of time and so the safety set does not necessarily always grow inside the state space (cf. Fig. 3.31). Furthermore, it is not trivial to find an efficient backup policy for all the possible shapes of safety set that can arise during exploration. Finally, embedded systems for UAVs do not quite have the computational capabilities to run a QP-based safety filter as for Sec. 3.6.2, especially at the control rates necessary for such agile vehicles.

To tackle this problem, we will therefore take the same approach as in Sec. 3.6.3 and use the scalable safety filter of Sec. 3.5. The filtering law is chosen to be:

$$v_{safe}(x) = \lambda(x)v_{perf}(x) + (1 - \lambda(x))v_b(x),$$  \hspace{1cm} (3.55)

with

$$\lambda(x) = 1 - e^{-3h_{Sub}(x)/(\Delta_s - \Delta_h)},$$  \hspace{1cm} (3.56)
where $\Delta_s$ is the soft margin (cf. Fig. 3.28).

A key difference with the work presented so far though is that the safety filter is placed before a velocity controller (cf. Fig. 3.27). This velocity controller closes the loop around desired velocities in the world frame. In this work, it is a simple Velocity-Attitude-Rates cascade PID controller, but any controller that can track a desired velocity would work in this framework. This has two effects: first it makes the overall system more robust to model uncertainty. Secondly, it allows us to think about backup policies in a space that is simpler to grasp than the actuator space (in that case a 3D velocity space). Therefore, efficient backup policies can be constructed more easily.

The backup policy chosen for this application is inspired by previous work on a geofencing for civilian UAVs [35]. The idea is to slow down to a halt while steering the vehicle away when getting close to obstacles. This can be achieved by commanding $V_{bak} = 0$ unless the vehicle is between the soft and hard margins, in which case the $V_{bak}$ vector is pointed away from the nearest obstacles as depicted in Fig. 3.29.

The effect of that backup policy in conjunction with the filtering law is depicted in Fig. 3.28. However, even though this approach guarantees safety of the system, it yields poor performances in some circumstances. In particular, it does not allow the system to smoothly glide along obstacles as the backup policy is intermittently switched to and from, leading to very oscillatory behaviors. Therefore, in order to increase the overall performance of the system, another component is used to filter the velocity inputs commanded by the planner in order to minimize the interventions from the safety filter: the performance filter.

The base of this performance filter is the same as the one of the backup policy (cf. [35]). The desired velocity is altered in a way that slows down convergence to the obstacles when getting close to it, and incentivizes divergence when past the soft margin. However, the closest point considered for the filtering of $V_{des}$ is not based on the distance between the current drone position and the obstacles, but the shortest distance between the drone position along the backup trajectory and the obstacles (cf. Fig. 3.30). Furthermore, the distance to this closest point is the shortest distance between the drone position along the backup trajectory and the obstacles. This way, the performance filter is able to better anticipate incoming obstacles which leads to less intrusions.
of the backup trajectory into the soft margin, which in turn leads to less interventions of the safety filter. In the end, these 3 components work together to provide a filter with minimal conservativeness and with guaranteed collision avoidance (cf. Fig. 3.27).

3.6.4.2 Recursive Feasibility

As discussed before, at each update of the environment sensors, a new safety set is redefined. This means that after an update, the system could end up outside of $S^{ub}_T$ as illustrated in Fig. 3.31. To address this use, there are two approaches.

A first approach is to check for each update whether or not the system would end up inside of $S^{ub}_T$ with this new safety set. If it does, then the update can be carried out, otherwise this new safety set is discarded and the current one continues to be used until the next update. This approach carries a non-negligible computational weight as the safety filter has to be ran twice when an update is not successful. One must also be careful because when safety set updates are skipped, the system only relies on localisation data whose drift can become substantial.

A second approach is to rely on the backup policy to bring the system to a stop if the system ends up outside of $S^{ub}_T$ after a safety set update. Indeed, even though the system is outside of $S^{ub}_T$, it is not before the update, which means that the backup policy can safely bring the system to a stop. As the slowing down occurs, the safety set can continue to be updated in hope to regain feasibility of the safety filter. In practice, feasibility is regained quickly and this is the approach we take for the following simulations.

3.6.4.3 Simulation

The simulation environment is a ROS-based C++ environment. The point cloud data is obtained from a modified Velodyne LIDAR sensor inside of the Gazebo simulator at a frequency of 10 hz. The simulation, including visualization in Gazebo and RVIZ, was able to run at a frequency of 300 Hz on a modern laptop computer.

The cave environment to explore was a large 240m by 460m structure with one entrance and one exit (cf. Fig. 3.32 and Fig. 3.26). The cave height
is constant at roughly 3m, but the width is constantly changing, and gets as small as 0.5m with several protruding areas.

The quadrotor was able to explore the entire 240m by 460m cave in just under 28 minutes (cf. Fig. 3.32). The maximum allowable speed from the planner was 5 m/s, which the drone reached during open areas of the cave. The average desired speed sent from the planner was 4.09 m/s, and the average speed of the drone after the safety filter was 3.28 m/s.

A positive value of the barrier functions was maintained throughout, meaning the quadrotor never went closer than the minimum allowed distance from a point in the point cloud, which was set at $\Delta_h = 0.2m$ meters. For a video of these simulations please see [34].

3.6.4.4 Restricted Field of View

So far, we required that the vehicle be equipped with sensors that cover all of the UAV surroundings. Even though this is possible with available technology, such a sensing capability would be fairly expensive and would require a large enough vehicle to carry the sensors as well as an embedded computer capable of processing that much data. Therefore, we propose to extend the proposed approach for vehicle equipped with only partial sensing of the vehicle surrounding. This is for example the case of most UAVs that are equipped with a single forward-facing depth-sensing camera.

In that case, each individual sensor point-cloud is not sufficient to create a safety set that envelops the vehicle as illustrated in Fig. 3.33. It is therefore necessary to implement a mapping strategy to create a safety set envelope that the vehicle can evolve in. Note, however, that for the first iteration of the algorithm, the vehicle is not inside the safety set, so an assumption must be made that the immediate surroundings of the vehicle are safe for this 1st iteration (cf. Fig. 3.33). During subsequent iterations, mapping can be performed based only on new sensor data and a safety set can be progressively built as illustrated in Fig. 3.34.

To implement this approach in a way that leverages the precision and efficiency of a point-cloud representation of the safety set, we propose an algorithm that combines point-cloud and voxel representations of the environment. A naive approach would be to just fusion the point-clouds given by the sensor, however
this would only define the boundary between free and occupied space, but not between free and unknown space. One could therefore rely on a voxel-based representation of the environment, but this would come at the cost of conservatism on the location of the obstacle. One way to address this issue is therefore to combine both approaches.

Point-cloud data is therefore used to generate a voxel map of the environment, but point-cloud data is also conserved to refine the position of the frontier between free and occupied space (cf. Fig, 3.35). Successive point-clouds are merged together and the resulting point-cloud is down-sampled using the generated voxel map such that each voxel contains only one point. The position of this point is then associated with the corresponding voxel. A point-cloud of the safety set envelope is then generated by using the down-sampled point-cloud augmented by another point-cloud of the centers of all voxels on the frontier between free and unknown spaces. The rest of the safety filtering algorithm is the same as in the previous section.

The simulated cave environment is explored again using an Intel Realsense as the only source of environmental data. This time, the yaw of the vehicle is controlled so as to point forward with respect to the path. As expected, the UAV is able to explore the cave safely, but does so more slowly overall.
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Figure 3.1: Safety Set in red, Backup Set in black, and Implicit Control Invariant set in blue. The backup trajectory under the backup control law $u_b$ is in green.
Figure 3.2: Plot of the SBI for different backup gains $K$ with $T = 5$. 
Figure 3.3: Plot of the SBI for different time horizons $T$. 
Figure 3.4: Trajectories of the system with $u_{des} = 0$, $T = 5$ and $K = [3, 3]$. The color of the trajectories indicate the magnitude of $u_{act}$, green corresponding to $u_{act} = u_{des} = 0$ and red to $|u_{act}| = u_{max} = 1.5$. 

Figure 3.4: Trajectories of the system with $u_{des} = 0$, $T = 5$ and $K = [3, 3]$. The color of the trajectories indicate the magnitude of $u_{act}$, green corresponding to $u_{act} = u_{des} = 0$ and red to $|u_{act}| = u_{max} = 1.5$. 
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Figure 3.5: Comparison between safe backward image and safe backward reachable set for $T = 11$ and $u_b(x) = 10\times \left(\frac{\pi}{10} - \dot{\theta}\right)$. 
Figure 3.6: Trajectories of the system with $u_{des} = 0$, $T = 11$ and $u_b(x) = 10 \times (\frac{\pi}{10} - \dot{\theta})$. The color of the trajectories indicate the magnitude of $u_{act}$, green corresponding to $u_{act} = u_{des} = 0$ and red to $|u_{act}| = u_{max} = 1.5$. 
Figure 3.7: Comparison between the safe backward images of a linear backup control law (3.16), the optimal control law (3.27), and a Neural Network approximation of it, with $T = 5$. 
Figure 3.8: Trajectories of the system under a scalable implicit safety filter with $u_{des} = 0$, $T = 5$ and $K = [3, 3]$. The color of the trajectories indicate the magnitude of $u_{act}$, green corresponding to $u_{act} = u_{des} = 0$ and red to $|u_{act}| = u_{max} = 1.5$. 
Figure 3.9: Trajectories of the system under a scalable implicit safety filter with $u_{des} = 0$, $T = 5$, $K = [3, 3]$ and different switching functions. The color of the trajectories indicate the magnitude of $u_{act}$, green corresponding to $u_{act} = u_{des} = 0$ and red to $|u_{act}| = u_{max} = 1.5$. 
(a) General view of the hardware and parameterization of the state

(b) Custom made electronics

Figure 3.10: Segway vehicle used for experiments.
Figure 3.11: Pictures of the implicit filtering Segway experiment.

(a) $t = 3$

(b) $t = 9$

(c) $t = 12.5$

(d) $t = 15$
Figure 3.12: Results of the implicit filtering Segway experiments with and without safety filter. The nominal controller is an LQR driven by a desired position $x_{des}$. 
Figure 3.13: The IRB 6640 robotic arm along with the reachable sets for a human worker at $t = 0s$ in purple and $t = 1s$ in yellow.
Figure 3.14: Illustration of time varying uncertain environment. The obstacle moves with time (red line) but its position is only measured at specific times (0.4,0.8,1.0). The safety set is the complement of the unsafe set, which is the forward reachable set of the obstacle minus the backup set. The system has to remain outside of the unsafe set, which shrinks for each obstacle measurement.
Figure 3.15: Block diagram of the ROS nodes used in the simulations.

Figure 3.16: Value of the Barrier Function with and without ASIF engaged.
Figure 3.17: Exploded view of the Atalante exoskeleton.
Figure 3.18: Schematic representation of the Atalante exoskeleton. In red are the joints that will be used for variable assistance.

Figure 3.19: Architecture of the variable assistance framework.
Figure 3.20: Left hip positions joint angles for the Exoskeleton empty and hanging in the air. The plots corresponds to 30 right steps and each subplot correspond to a different virtual guide shape.
Figure 3.21: Comparison at the joint level between a subject actively trying to walk and being passive under both full and partial assistance of the exoskeleton. Because of early striking, most steps ended before the phase variable reached 1, unlike in Fig. 3.20 where the exoskeleton was in the air.
Figure 3.22: Simplified model of the exoskeleton and its swing leg.
Figure 3.23: Foot level variable assistance for the Exoskeleton empty and hanging in the air.
Figure 3.24: Foot Level Assistance for an able-bodied subject being passive.
Figure 3.25: Foot Level Assistance for an able-bodied subject actively trying to take long steps.
Figure 3.26: Simulation environment. The top shows the desired and filtered velocity commands based on the closest point in the point cloud. The bottom shows the drone navigating through the cave.
Figure 3.27: Safety filtering control structure for UAV exploration.

Figure 3.28: Illustration of the safety filter. From left to right is a depiction of the evolution of the drone as it gets close to the obstacles. In yellow to blue are the backup trajectories. In grey are the hypothetical positions of the drone if it were to follow the backup trajectory. The size of the drone icon corresponds to its velocity.
Figure 3.29: Illustration of the UAV backup law.

Figure 3.30: Illustration of the UAV performance filter.
Figure 3.31: Illustration of the UAV recursive feasibility issue.

Figure 3.32: Pictures of the cave (in red) and the octomap (in yellow) being built throughout the 28 minutes it takes for the drone to completely explore the cave.

Figure 3.33: Illustration of the issue when using a mapping sensor with restricted field of view. An assumption about the safety of the vehicle has to be made at the initialization of the mapping in the form of a bubble of free space around the vehicle. The black line around the UAV represent the boundary between free and either unknown or occupied space.
Figure 3.34: Illustration of the mapping process. The black line around the UAV represent the boundary between free and either unknown or occupied space.
Figure 3.35: Image of the mapping process in the simulation environment. The free space boundary is represented by a point cloud.
4.1 Summary

In this work, we presented a practical approach to run-time assurance to help bridge the gap between theoretical claims and the reality of cyber-physical systems implementation. We began by making a clear theoretical distinction between systems and a models, and outlined how the two need to be related for guarantees to transfer from the latter to the former. We then introduced set-invariance conditions accounting for the complexity and intricacy of cyber-physical system implementation. We then showed how these conditions can be rigorously enforced in a systematic and minimally invasive way through a convex optimization based Safety Filter. To guarantee the feasibility of such safety filter, a new algorithm was presented to compute appropriate control invariant sets. Finally, the effectiveness of this proposed framework was demonstrated experimentally on a two-wheeled inverted pendulum. First, the aptitude of the framework to handle system’s dynamics uncertainty was illustrated by varying the mass of the vehicle and observing that safety is conserved. Then, the aptitude of the framework to provide guarantees that account for controller implementation’s constraints was illustrated by varying the frequency of the control loop and observing that safety is maintained.

In the second part of this work, a Scalable Safety Critical Control Framework is presented. This framework makes it possible to enforce safety for high dimensional nonlinear systems in a minimally invasive way. The trade-off between computational complexity and conservativeness is analysed and approaches with varying levels of scalability are proposed. The idea of composing backup controllers through functional approximation of optimal policies is explored as a potential method of combining the advantages of scalability seen in simpler controllers with the permissiveness characterizing optimal controllers. Finally, the effectiveness of the framework is illustrated with multiple relevant applications. In particular, we show how this framework makes it easy to address safety in both time varying and uncertain environments. We also show how it enables fast and safe exploration of unknown environments. Finally, we show-
case the effectiveness of the framework on hardware through the safe control of a two-wheeled inverted pendulum (Segway), and with the assistive control of a lower body exoskeleton.

4.2 Improvements in Regulation Kernel Computations

Despite achieving the goal of computing regulation kernels, the algorithms as presented here suffers from two majors drawbacks.

Firstly, the proposed formulation restricts itself to convex sets. However, the fundamental constraint that actually needs to be enforced is convexity of the regulation map. In the case of the polygonal parameterization we chose, it is equivalent to the convexity of the set itself. Therefore, if one can find a parameterization where convexity of the regulation map and the set are decoupled, it would make it possible to find potentially larger regulation kernels.

Secondly, for a given number of vertices $N_v$, the number of facets and faces increases very quickly with the dimensions of the system considered. However, the proposed algorithm has the benefit of being highly parallelizable, as most of the optimization time is spent evaluating the constraints for every faces, none of which are coupled.

This scalability issue can also be tackled along with the conservatism issue by performing mesh refinement steps between the resolutions of the smooth non-linear problems (2.94). Indeed, some conservatism is introduced by evaluating each sub-tangentiality constraint over an entire face. The larger the face, the more conservatism is introduced. Therefore, by modulating the size of the faces such that they are small in regions where the dynamics varies a lot, and large where it does not vary much, conservatism can be reduced. Furthermore, a metric of this dynamics variation is already accessible as the width of the computed bounds on (2.72).

Finally, the constraint bound update laws (2.96) and Algo. (1) are fairly simplistic. The robustness in terms of convergence of this two algorithms could most likely be improved by formulating an optimization problem and using an evolutionary algorithm to solve for the $\epsilon^*_{i,j,k}$ that maximize the $\min_{i,j,k} (STC_{i,j,k})$ such that $-\epsilon \leq STC^*_{i,j,k} \leq 0$. 
4.3 Beyond Interval Arithmetic

Aside from the possible improvements to the regulation kernel algorithm, one of the main cause of conservatism in the proposed approach is the interval arithmetic based over-approximation of the different sub-regulation maps. Finding other methods or formulations to generate polytopic over-approximations of the sub-regulation maps that are computationally efficient is a real challenge that, to our knowledge, has yet to be undertaken.

Furthermore, the various safety filter proposed in this work has a tendency to generate filtered input with high frequency oscillatory in certain cases. A formulation allowing to explicitly trade off smoothness of the filter for performance (with a modified cost for example) would be a useful addition to the collection of formulations already proposed.

4.4 More Practical Implicit Safety Filtering

As discussed in the first part of this work, and touched upon in the work of Sec. 3.6.4, the extension of the implicit filtering framework to handle dynamics and sensing uncertainty is key to providing meaningful guarantees for real world safety critical applications.

Another challenge with safety critical control frameworks in general is the issue of representing the environment in such a way that provides meaningful guarantees when used in such framework. In Sec. 3.6.4, a discrete point-cloud representation is used that does not actually provide guarantees of avoidance with obstacles. Indeed, with this representation, only the parts of the obstacles represented by the points of the point cloud will be avoided, which can be an issue if the point cloud is not dense enough. Furthermore, in this same work, a map of the environment that is generated from perfect estimation of the vehicle position is used, which is obviously not realistic. Developing strategies for obstacle mapping that are both dense and truly safe, i.e. guarantee that no obstacles are within the free space while accounting for all sources of uncertainties and that are not too computationally expensive is a real challenge that deserves attention.

4.5 Quantifying Model Validity

From a more fundamental point of view, the guarantees provided by this framework are contingent on the correctness of the model used. As discussed, validity of models can only be verified probabilistically. Therefore, it would be
interesting to quantify the probability of safety from the probability of model correctness in a less crude way than the obvious lower bound we provided.

Following a similar train of thoughts, being able to quantify model and controller validity for a given cyber-physical hardware would be very valuable in practice. Finally, it would be interesting to characterise system representativity and get a grasp on how to choose a good system and model for a given physical system.
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