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ABSTRACT

Recent shifts in congressional funding have prompted the development of methods
for the direct search for extant life within our solar system. In order to look for life
elsewhere in our solar system, it is important to also investigate the broad spectrum
of extant life on Earth. Over millions of years of evolution, life has continually
adapted such that an extreme environment has become a relative term. What is
considered extreme for one type of organism is home to another and vice versa.
Very little is known about the organisms that inhabit these “extreme” environments,
and even less in known about their in situ behavior.

Among our celestial neighbors, the moons of Jupiter and Saturn, Europa and Ence-
ladus, are the most likely to harbor life, if it exists. If life exists, however, it must
have the capability to withstand what Earth-based life would consider extreme en-
vironments. Prior to full flight missions to directly search for evidence of life on
these bodies, understanding life in extreme environments on Earth would shed light
on the types of life that can be expected throughout our solar system.

This thesis describes the development of a novel off-axis digital holographic micro-
scope (DHM) for the direct in situ observation of microscale organisms in extreme
aquatic environments. The hardware developments of this instrument are intro-
duced and validated experimentally as well as software developments including
autonomous particle detection and tracking algorithms. This instrument is then
used in novel laboratory experiments involving the development of optical phase
contrast agents, as well as deployed to multiple field campaigns where off-axis DHM
is used to observe the in situ behavior of microorgansisms in various extreme aquatic
environments.

The primary contributions of this thesis are the achievement of a physical device that
is capable of high throughput/high resolution imaging of extreme aquatic samples in
remote environments, as well as successfully finding evidence of extant life within
these extreme environments. This device shows a proof of concept instrument for
future applications to Earth and flight based research involving the detection and
tracking of microscale organisms.
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NOMENCLATURE

Amplitude Reconstruction. The magnitude of the complex wavefront that is de-
termined as a result of the numerical reconstruction of a holographic image.

Angular Spectrum Method (ASM). A numerical and discrete method to predict
the displacement function of a wave as it passes through a plane, while only
sampling the wave as it passes through a different parallel plane. This method
treats wave propagation as a linear system, where the measured wave at a
plane can be convolved by an impulse function (see Transfer Function of
Free Space) to calculate the displacement function of the wave at a different
plane.

Background Subtraction (aka median or mean subtraction). An image process-
ing technique where stationary artifacts from an image are removed in order
to highlight aspects of an image sequence that are temporally transient.

Band-Pass Filtering. An image processing technique where certain spatial fre-
quencies are removed from an image by multiplying the Fourier transform
of the image with a mask.

Biosignature. Any substance or observation that can provide scientific proof of
past or present life.

Colony Forming Unit (CFU). A unit of measure used to quantify the viability of
a microbial population. See Culture Plate Counting.

Culture Plate Counting. A standard microbiological technique to quantify living
bacterial concentrations in a sample. A known volume of sample is deposited
on a plate containing nutrients. A sufficient amount of time is allotted for the
bacteria in the volume deposited on the plate to grow into discrete colonies.
These colonies are counted and divided by the original volume deposited on
the plate to infer on the original sample concentration. Units are reported in
colony forming units (CFU) per mL.

Data Acquisition (DAQ). The process of digitally sampling and recording a signal.

Depth of Field (DOF). The distance, in the axial dimension, between the nearest
and farthest object imaged in a hologram that is capable of being resolved
with sub-micron resolution.

Differential Interference Contrast (DIC) Reconstruction. A synthetic form of
traditionalDIC,where theDIC reconstruction is defined as the one-directional
lateral (spatial) derivative of a phase reconstruction.

Field of View (FOV). The dimensions of the total observable area of an image.

Flight Qualification. Product or instrument testing in order to prove that it will
withstand the physical stresses of space flight (See Technology Readiness
Level (TRL)).
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Fringe Visibility. The normalized contrast of an interference pattern. Fringe visi-
bility is defined as V = 2

√
I1I2

Ii+I2
=

Imax−Imin
Imax+Imin

.

Fringes (aka interference pattern). The interference of two coherent waves that
manifest as wave intensity oscillations through space or time.

Gouy Phase Shift. A phase shift introduced to a converging wave as it passes
through focus caused by an apparent increase in wavelength as the phase
velocity of the wave surpasses the speed of propagation in the medium.

Hologram (aka interferogram). A two-dimensional imagewith three dimensional
information, which is encoded into the image via the interference of two
coherent waves.

Intensity Reconstruction. The square of the amplitude reconstruction of the com-
plex wavefront calculated as a result of the numerical reconstruction of a
holographic image.

Lysogeny Broth (LB). A nutrient-rich media used for the growth of bacterial cul-
tures. There is no single type or recipe of LB. A typical LB recipe (per 1 L
of distilled water) is as follows: 10 g bacto tryptone, 5 g bacto yeast, 10 g
NaCl.

Microbial Density (aka microbial concentration). The measure of the amount of
microbial life in a sample. This metric usually measured in cells/mL.

Numerical Reconstruction. The numerical analysis and extraction of three di-
mensional data from a hologram. Many methods for this exist, but the most
common and least computationally expensive is the angular spectrummethod
(ASM). The information of the electric field encoded into the hologram is
discretely re-propagated to determine the complex wavefront of the light
before being incident onto the optical detector.

Phase Reconstruction. The phase of the complex wavefront that is determined as
a result of the numerical reconstruction process. This is calculated as the
arc-tangent of the imaginary components of the complex wavefront divided
by the real components of the complex wavefront.

Pixel Pitch. The size of the smallest sampled 2D element in an image.

Pixel Size. The physical size of the detector’s pixels.
Propagation Distance. The distance that the wave propagates in free space. This

term is used in the propagator and describes the extent of diffraction of a
wave from one plane to another.

Reference Beam. In a twin beam interferometer, two coherent beams of light are
used to create interference. The reference beam is the beam in an interfero-
menter that remains undisturbed and acts as a reference to create interference
patterns at the detector.
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Sample Beam. In a twin beam interferometer, two coherent beams of light are used
to create interference. The sample beam is the beam in an interferometer
that interacts with the sample being observed.

Science Traceability Matrix (STM). An organizational tool in the form of a logi-
cal flow diagram. This starts with high level mission objectives and succes-
sively deduces specific requirements of a solution to meet those high level
goals.

Technology Readiness Levels (TRL). A measurement system used and imple-
mented by NASA to quantify the maturity level of a particular technology.
A technology is considered flight qualified if it is designated a TRL of 8 or
above.

Transfer Function of Free Space. Analogous to an impulse function used in the
numerical reconstruction of holograms when employing the angular spec-
trum method. This two-dimensional term describes the phase changes of a
wave as it propagates in free space.

Voxel Size. The size of the smallest sampled 3D element of a z-stack.

Z-slice. (aka z-plane): A reconstruction of a hologram at a particular axial plane.
Denoted by the variable z as light propagates in the positive z direction. A
z-slice is an XY plane evaluated at a particular z location.

Z-stack. A collection of multiple z-slices or z-planes, that when assembled in order,
represent the three dimensional information that is contained in a hologram.
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C h a p t e r 1

INTRODUCTION

Ex astris, scientia. From the stars, knowledge.

From the dawn ofmankind, we’ve learned an unfathomable amount just from looking
up at the stars. From the first astronomical observatory near the current city of Sisian
in the Syunik Province of Armenia called Zorac Qarer (Zorats Karer), which
is estimated to be about 6,000 years old, to Galileo Galilei’s revelation that the
Earth orbits the sun rather than the opposite, knowledge from the stars has shaped
almost every aspect of our modern lives. The earliest observations of the stars led
us to understand the cyclic nature of seasons, so we were able to transition from a
hunter-gatherer to agricultural way of life, which has so deeply impacted the lives
we live today that it is difficult to imagine a reality without this seemingly trivial bit
of knowledge. And where would mankind be, if it weren’t for Galileo’s heresy?

In the relatively recent years, mankind has no longer been limited to observing the
stars from the confines of Earth. We have put tremendous effort in reaching for the
stars and learning every step of the way, not only from the scientific yield of our
space missions, but also from the technological advancements and innovations that
were necessary in reaching our celestial destinations. Modern global positioning
satellites, for example, are a direct fruit of this labor. This technological marvel
helps us navigate the chaotic streets and highways of our cities, monitor our airways
to ensure safe air travel, and even enables us to find the newest and highest rated
restaurants near us at any given moment.

Similarly, a recent push for the direct search for life in our solar system has resulted
in the development of technologies aimed at the direct observation of liquid samples
from our celestial neighbors, namely Europa and Enceladus. In the process, amyriad
of questions has arisen from the highly technical to the deeply philosophical. If we
observe a sample from Europa or Enceladus, would we be able to recognize life if
it were staring us in the face? What do we expect it to look like? These questions
are difficult to answer and are highly subjective to say the least and will be the topic
of debate in the scientific community for years to come. One aspect of this question
that can be answered with a high degree of confidence is that any environment that
we search for life outside of Earth can be considered an extreme environment.
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What is an extreme environment? As will be discussed throughout this thesis,
extreme is becoming more and more of a relative term. There are a plethora of
environmental parameters that can constitute an extreme environment for a partic-
ular species or ecosystem, but this extreme environment is likely home to a highly
specialized ecosystem of organisms. Some environmental parameters that can con-
stitute an extreme environment include, but are not limited to, extreme temperature,
pressure, salinity, pH, liquid water availability, or oxygen availability. Table 7.1,
summarizes these parameters as well as provides some qualitative values for what
might be considered extreme for each environmental parameter.

As more is learned about life in extreme environments, we are realizing how truly
diverse life can be. Our understanding of life as oppose to life as we know it seems
to be ever changing. This is leading to the realization that a meaningful search
for extant life around the world and eventually the solar system requires a more
simplified and general approach.

This simplified and general approach can be elegantly summarized by James Love-
lock in a letter to Nature in 1965, where he said, "at the present stage of technical
development, a visual search [for extraterrestrial life] is probably too complex; it
is nevertheless the most rapid and effective method of life recognition in terms of
orderliness outside the bounds of random assembly" [78]. Of the many subjective
questions related to the search for extant life, the most perplexing is being able to
look for life as opposed to life as we know it. As an Earth-based species, there exists
only a single data point of what we know life to be. James Lovelock, along with
this thesis, makes the argument that searching for extraterrestrial life (not life as
we know it) requires a much more simple and elegant solution. This solution is to
simply look using a microscale optical imaging device.

Approach to Solution
Before there can be a solution, first the problem must be known. In the search for
extant extraterrestrial life on the icy moons of Jupiter or Saturn, it is first necessary
to understand the environments we expect to find there. Europa as an example, is
extremely far from the sun, while experiencing large amounts of tidal heating from
the gravitational pull of Jupiter. With this, we would expect a frozen outer shell
of ice while the tidal heating is capable of maintaining a global sub-surface liquid
water ocean. From the radiative environment of Jupiter, we can also expect high
levels of high energy radiation near the surface. K. Hand, et al. provide an excellent
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review of all relevant environmental parameters as well as an in-depth analysis that
aims to hypothesize the size scale and abundance of any potential life in the ice or
liquid ocean of Europa [55].

This report provides a very in-depth analysis of the various bio-signatures known
on Earth as well as uses these bio-signatures to infer on the possible bio-signatures
expected on Europa. These bio-signatures include: 1) organic indicators, 2) mor-
phological indicators, 3) inorganic indicators, and 4) provenance. This thesis focuses
on addressing the bio-signatures associated with morphological indicators. Visual
observations of microscopic and macroscopic structure have aided in the detection
and study of life in both active and inactive life forms [18, 40] and can be instrumen-
tal in the detection and verification of both extant and extinct life on extraterrestrial
bodies.

Many instruments exist that are capable of studying the morphology of micro and
macroscopic organisms, but this task becomes evenmore complexwhen considering
variables such as the expected concentrations of life as a result of the nutrient levels
in an extreme environment. To shed light on this complex question, a review article
was published comparing various imaging modalities with respect to their efficacy
in extraterrestrial life detection, of which I was co-author [12]. Although K. Hand,
et al. provide a succinct and all-encompassing review of all space flight mission
imaging technologies and their ability to image the spatial frequencies necessary for
life detection, our literature review focuses on the overall state of the art in imaging
technologies while attempting to address other life detection challenges such as the
low biomass expected in extreme environments as well as the physical robustness
needed in an instrument in order to become flight qualified.

As a result of this survey into the state of the art of micro and macroscopic imaging
modalities, it was seen that there currently exists no imaging device that is capable
of space flight while also being sensitive enough to detect microbial life in an
average cubic meter of Earth ocean water. The modalities surveyed were recent
advancements in atomic force microscopy (AFM), fluorescence microscopy, digital
holographic microscopy (DHM), imaging flow cytometry, electron microscopy,
lightfield microscopy, Fourier ptychographic microscopy, as well as the possible
combinations of all of these imagingmodalities to form amultimodal optical sensing
system.

Throughout the course of this technology survey, many candidates for potential
instruments were identified. These instruments either were capable of resolving the
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spatial frequencies necessary for life detection of microscale life, sensitive enough
to detect the low concentrations of life expected, or were physically robust enough
to withstand the mechanical stresses of space flight and landing. In addition to
this, it was argued that morphology alone should not be used as an unambiguous
bio-signature for extinct life because certain minerals have been observed to self-
assemble into biomimetic shapes [49], which can result in potential false positives.

Scientific and Functional Performance Requirements
The report of the Europa Lander science definition team by K. Hand, et al. [55],
provides a very extensive and exhaustive science traceability matrix (STM), which is
a document that establishes all high-level objectives of a proposed project and pro-
gressively defines the various factors involved with accomplishing those objectives.
This document provides a deductive method of explicitly defining performance pa-
rameters that will achieve the high level science goals of a project. This logical
nature of the STM provides a succinct, yet thorough introduction into the design
requirements of the instrument described in this thesis as well as introducing the
reasons behind these performance requirements.

The high-level task, set out in this thesis, is to develop a device to be used in
the search for extraterrestrial life, but also to explore more immediate Earth-based
applications as amicrobiological scientific tool to conduct sophisticated and targeted
experimentation. In order for this high-level objective to be brought to fruition, this
goal must be broken down into its constituent parts that will address the objective as
a whole. In order to infer on the presence of life based on morphological indicators,
these indicators must be able to be identified and characterized. An optical imaging
device is an intuitive modality for the investigation of microscale morphology, so
any optical imaging device that is to accomplish this goal must be able to resolve
morphological features on the spatial scales expected in microscopic life.

K. Hand, et al. [55] and J. Nadeau, et al. [12] provide an in-depth review of the
spatial scales of the known life on Earth which exists on the micron scale. This
involves single celled prokaryotic life which can be as small as 0.2 µm up to tens of
µm in their longest dimension. In order for the morphological features of cells of
this spatial scale to be identified, an optical imaging device must be able to laterally
resolve particles at these spatial scales. For this reason, the optical imaging device
must have a sub-micron lateral resolution (rxy ≤ 0.8 µm), with a field of view no
less than 300× 300 µm2. In addition to resolving these morphological features, it is
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necessary to be able to detect particle motion on these spatial scales. This requires
a temporal resolution of greater than or approximately equal to 10 observations
per second. This temporal resolution is sufficient to provide information of the
movement of particles at the sub-micron spatial scales at speeds of 1-100 µm/s.

In addition to identifying and characterizing microscale morphological indicators
of life, the variable concentration of microbial life must be taken into account.
Depending on many factors, the concentrations of microbial life can vary from
102 objects/mL to 108 objects/mL. This necessitates the optical imaging device
to be able to detect and identify these morphological indicators at ranges of object
concentrations between 102-108 objects/mL. This indirectly necessitates a minimum
depth of field of the instrument as this impacts the sensitivity of the instrument. This
relationship between depth of field and instrument sensitivity will be explored in
Chapter 4.3 as well as [13]. In order to meet the sensitivity requirements, a depth
of field of no less than 600 µm is needed.

Finally, in a heterogeneous population, sub-micron scaled particles can be distin-
guished and discriminated based on properties related to buoyancy. The range of
various mass densities of particles that are to be distinguished are particles with den-
sities ranging from 0.8-3.0 g/cm3. Thus, depending on the physical orientation of
the imaging instrument relative to the gravity vector, the optical imaging instrument
must have an axial resolution of rz ≤10 µm.

Figure 1.1 shows a diagram of the progression of the general scientific goal of this
thesis and traces this goal all the way down to explicit performance requirements of
the optical imaging device. This explicitly defined list of functional performance
requirements will serve as a basis for the quantification of the instrument’s perfor-
mance throughout the thesis. This will ensure that a device is designed with the
most reasonable confidence of addressing the scientific goals of this thesis.

Based on these performance requirements as well as the literature review con-
ducted on the state of the art of microscale optical imaging devices, off-axis digital
holographic microscopy shows the most promise as a device to meet these ex-
plicit performance requirements. Holography is inherently a 3D imaging modality
enabling the imaging of large samples simultaneously without any moving parts.
This instantaneous 3D imaging provides high temporal resolution as well as a large
depth of field. Furthermore, it has been previously shown that diffraction limited
performance is possible with off-axis DHM. This makes off-axis DHM capable of
sub-micron resolution as well as addressing all performance requirements of an
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Figure 1.1 – Performance requirements of the optical imaging device

optical imaging device for the detection of life on the micron scale.

Thesis Statement
This thesis describes the development of both hardware and software techniques
for an off-axis digital holographic microscope (DHM) in order to accomplish the
high-level goal of one day being used in the search for extraterrestrial life, but also
explores more immediate Earth-based applications as a microbiological scientific
tool to conduct sophisticated and targeted experimentation. First, an in-depth anal-
ysis of the problem to be addressed was presented as well as a survey of the current
state of the art in instruments that can shed light on this problem. The solution
as developed in this thesis will then be introduced with explicit definitions of the
expected scientific and engineering capabilities of the instrument. The instrument
will be described in detail including the theoretical operating principle, hardware
and software development, as well as the experimental verification of its perfor-
mance. Next, laboratory experiments are introduced with the instrument involving
the development of a novel optical phase contrast agent for the targeted increase in
optical phase contrast of samples. Lastly, field experimentation with the instrument
is to be introduced where the instrument was used for the in situ study of liquid
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samples in multiple remote and extreme environments. The use of the DHM devel-
oped throughout this thesis to successfully search for, detect, and characterize life
in various extreme environments around the world, shows its utility and value as a
potential instrument for the search for life around the solar system.
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C h a p t e r 2

THEORETICAL OVERVIEW OF HOLOGRAPHY

This chapter will introduce the fundamental theory which allows off-axis digital
holography to be implemented, as well as more specific theoretical information
regarding the properties of the phase of a wave as it travels through a focus. Although
many forms of holography exist, including but not limited to, off-axis, in-line,
coherent, and incoherent holography, this work focuses on the implementation of
coherent off-axis digital holography.

2.1 Off-Axis Digital Holography
Off-axis digital holographic microscopy is performed by the use of optical interfer-
ometry. This technique encodes both the amplitude and phase characteristics of an
object simultaneously. It accomplishes this by the superposition of a reference and
sample light beam. The reference and sample beam are recombined at the detector
plane which then creates interference patterns, or an interferogram. The beams of
an interferometer can be represented as plane waves of identical wavelengths, such
that their displacement functions are

ψ1(x, y, t) = A1(x, y)ei(φ1(x,y)−ωt), (2.1a)

ψ2(x, y, t) = A2(x, y)ei(φ2(x,y)−ωt), (2.1b)

where A1 and A2 are the amplitudes of the electric field as a function of x and y, φ1

and φ2 are the relative phases of waves 1 and 2, respectively, and ω is the angular
frequency of the wave.

The combination of these two waves at the detector plane causes the resultant wave
to be expressed using the superposition principle such that

Ψ(x, y, t) = ψ1 + ψ2 = A1(x, y)ei(φ1(x,y)−ωt) + A2(x, y)ei(φ2(x,y)−ωt). (2.2)

Modern optical detector arrays’mode of operation is by the integration of the electric
field incident on it over a period of time [67]. The measured electric field by the
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Figure 2.1 – Optical schematic of a Young’s Double Slit Experiment. Two point
sources of light located at P1 and P2 propagate to the image plane at the origin.

detector becomes

I(x, y) =
∫ t2

t1
ΨΨ

∗dt = I1 + I2 + 2
√

I1I2 cos(∆φ), (2.3)

where Ψ∗ is the complex conjugate of Ψ, I1 and I2 are the intensities of beams 1
and 2, respectively, and ∆φ is the phase difference between the two waves. It is
within the variable ∆φ that we can modulate the spatial frequency of the interference
patterns, or fringes [21].

The two plane waves that are converging towards each other can be considered as the
two converging waves in a simple Young’s Double Slit Experiment. In this analogy,
illustrated in Figure 2.1, two point sources of light, P1 and P2, are separated by some
distance d. The light from these point sources propagate in the positive z direction,
and are incident to a detector located a distance a from P1 and P2, such that a � d.

Modeling the DHM as a modified Young’s Double Slit Experiment [20] yields a
value for the phase difference between the two beams of the instrument as

∆φ(x) = 2π
λ0

(
nxd

a

)
, (2.4)

where λ0 is the illuminationwavelength of the system, and n is the index of refraction
of the medium through which the light propagates.

This variable is very influential in the practical implementation of a DHM as it
dictates the spatial frequency of the fringes caused by the reference and sample
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beams of light. It is important to match this variable with an appropriately sized
digital detector so that one obtains proper Nyquist sampling of the fringe. For an
in-depth derivation of this variable, see Appendix A.

Numerical Reconstruction of a Hologram
A process of numerical reconstruction is used to digitally propagate the electric
field recorded in the hologram to a desired focal plane. This allows the real time
3D imaging of dynamic samples in both amplitude and phase. An amplitude image
is analogous to a traditional brightfield microscopy image, while a phase image has
no conventional counterpart.

Multiple methods of holographic reconstructions exist based on various optical as-
sumptions. The most common are known as the Fresnel Transform Method (FTM),
the Huygens Convolution Method (HCM), and the Angular Spectrum Method
(ASM). Throughout this thesis, only the ASMwas implemented for reasons that are
to be discussed. Here, a brief overview of the FTM and HCM are provided while
the ASM is described in greater detail.

The FTM involves the use of the Fresnel Transform to reconstruct the electric field
recorded in a hologram. This transform combines the recorded hologram with
Fresnel point spread function (PSF). The reconstructed wavefront (ΓFTM) as a result
of the FTM is

UFTM(x0, y0, z0) = 2πe
ik
2z (x2+y2)

F[I(xS, yS) ∗ SF(xS, yS, z0)], (2.5)

where U is the reconstructed electric field and SF is the Fresnel PSF.

The Fresnel PSF is the optical point spread function using the paraxial approxima-
tion. This approximation is also known as the ’small angle approximation.’ For
more on the FTM, see [66].

TheHCM involves the convolution of the hologramwith the Huygens PSF. TheHuy-
gens PSF is the optical point spread function using the Huygens wavelet principle.
The reconstructed electric field as a result of the HCM is

UHCM(x0, y0, z0) = F−1[F[I(xS, yS)] ∗F[SH(xS, yS, z0)]], (2.6)

where SH is the Huygens PSF. For more on the HCM, see [66].
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The ASM describes the propagation of a wave by decomposing the wave into
it’s angular spectrum (Fourier Transform). This is accomplished by using the
convolution theorem along with the fact that wave propagation is a linear process.
This method, along with other methods for the reconstruction of holographic data
are well reviewed in [66].

If an electric field is sampled by a detector and represented as I(x, y), then the nu-
merical reconstruction process of the ASM would be able to numerically propagate
this electric field by some axial distance z such that the reconstructed electric field
is

UASM(x0, y0, z0) = F−1[F(I(xS, yS)) ∗ H( fx, fy, z0)], (2.7)

where I(x, y) is the hologram, H is the transfer function of free space, and F is the
Fourier Transform operator.

To understand the function and form of the transfer function of free space, we first
must know a bit about our optical system. Off-axis DHM uses a plane wave to
illuminate a sample. Because of this, as well as the fact that the samples we are
interested in imaging are transmissive and relatively sparse, we can assume that we
are to numerically reconstruct a plane wave that has been disturbed slightly by the
sample.

Let’s consider a plane wave propagating in free space in the z direction such that the
plane wave can be expressed by the displacement function

U(r) = Ae−ikr = Ae−i(kx x+ky y+kz z) (2.8)

where A is the plane wave’s amplitude, and k is the wave number that can be
decomposed into its three spatial components kx , ky, and kz.

The wave number k is defined as

k =
2π
λ
= 2πν =

√
k2

x + k2
y + k2

z (2.9a)

kx =
2π
λx
= 2πνx (2.9b)

ky =
2π
λy
= 2πνy (2.9c)
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Figure 2.2 – The Angular Spectrum Method (ASM). The electric field recorded by
the digital detector U+S is acted on by the transfer function of free space H in order
to reconstruct the electric field at a desired axial plane z0

kz =
2π
λz
= 2πνz =

√
k2 − k2

x − k2
y (2.9d)

where λ is the wavelength, and ν is the spatial frequency of the plane wave.

In reality, the plane wave that we are reconstructing is off-axis, so we employ the
paraxial approximation such that we assume that k � kx,y and the direction of the
wave propagation is predominantly in the z direction.

Let us assume that a plane wave is considered at z = 0 such that U(x, y, 0) =
Ae−i(kx x+ky y). At some distance z , 0, the wave will take the form U(x, y, z) =
Ae−i(kx x+ky y+kz z) = U(x, y, 0)e−ikz z.

Because the propagation of a wave through free space is a linear process, we can
consider this a linear system with an input and an output that is created as a result
of a transfer function.

LetU+S (x, y) be the electric field recorded by the digital detector, and letU0(x0, y0, z0)
be the numerically reconstructed electric field at some axial plane z0, as illustrated
in Figure 2.2.

The transfer function for this system is known as the transfer function of free space
as it describes the propagation of a wave in free space.

Employing the ASM, we know that

H( fx, fy, z0) =
A0( fx, fy, z0)

A+S ( fx, fy)
(2.10)
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where A0( fx, fy, z0) and A+S ( fx, fy) are the Fourier transforms (also known as the
angular spectrum) ofU0 andU+S , respectively expressed in units of spatial frequency
fx and fy.

Combining our definitions of U+S (x, y), U0(x0, y0, z0), as well as Equation 2.9d, we
find the transfer function of free space to take the form

H( fx, fy, z) = e−ikz z (2.11)

where kz =
2π
λ

√
1 − (λ fx)2 − (λ fy)2.

Thus, the transfer function of free space at a given axial distance z is

H( fx, fy, z) = exp
(
−2πzi
λ

√
1 − (λ fx)2 − (λ fy)2

)
. (2.12)

Using this definition of the transfer function of free space with the ASM shown in
Equation 2.7, the amplitude, intensity, and phase of the incident light at the plane z

are calculated as

A(x0, y0, z0) = |U0 |, (2.13a)

I(x0, y0, z0) = A2 = |U0 |2, (2.13b)

φ(x0, y0, z0) = arctan
(
Im(U0)
Re(U0)

)
, (2.13c)

where Im(Γ) and Re(Γ) are the imaginary and real components of Γ, respectively.
The expressions in Equation 2.13 describe the fully reconstructed electric field of a
holographic image at a desired focal plane z.

There are multiple reasons why the ASM is used in the numerical reconstruction
of holograms throughout this thesis over the other two methods. The FTM is a
numerical reconstruction method that has the advantage of only needing a single
Fourier Transform. This makes it less computationally expensive, but this method
is difficult to implement for microscopy applications as the paraxial approximation
in concert with the Fresnel PSF breaks down for high numerical aperture optical
systems. The HCM involves the propagation of spherical waves. This causes the
fringe spacing on the optical detector to become non-uniform and depending on
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the size of the detector, the fringe spacing according to the HCM will exceed the
Nyquist sampling limit that the detector is capable of imaging. The ASM involves
the propagation of a plane wave which does not suffer from these limitations. This
plane wave approximation is valid because we design our optical systems such that
a � d as seen in Figure 2.1. Furthermore, the ASM involves the use of two Fourier
Transforms as opposed to the three Fourier Transforms needed in the HCM. For
these reasons, the ASM is more advantageous for the particular implementation of
DHM discussed throughout this thesis.

2.2 Phase Distribution of a Wave as it Travels Through Focus
The intensity of light is very well studied and characterized by the Airy function
(laterally) as well as the point spread function (PSF) in three dimensions. Intensity,
however, only describes one aspect of a wave’s propagation. As off-axis holography
is capable of not only imaging and reconstructing the intensity of an electric field
as it interacts with a sample, but is also capable of reconstructing the phase of the
wave, an understanding of the phase distribution of light as it passes through focus
is necessary.

In 1890, the French physicist Louis Georges Gouy directly observed that a converg-
ing beam of light experiences an axial phase advance as it travels through focus.
Gouy also discovered that this was not a property of light exclusively, but that this
is a property of all converging waves including acoustic waves [52]. Since this first
observation made by Gouy, many theoretical analyses have led to the verification
of this axial phase shift. In 1909, Peter Debye found an exact analytical solution to
the wave equation which also encapsulated the phase shift observed by Gouy [36].
In 1938, Wojciech Rubinowicz explained this phase shift by treating light using
the boundary diffraction theory [101]. In addition, Edward H. Linfoot and Emil
Wolf observed this phase shift while analyzing the phase distribution of light using
the Kirchoff diffraction theory [76]. Since its discovery, the Gouy phase shift has
been observed, both theoretically and experimentally, in many different beam types
including, but not limited to, Gaussian beams, Bessel beams, and photonic nanojets.
An extensive review of the state of the art in research and application of the Gouy
phase shift can be found in Volume 58 of Progress in Optics [64].

Although this phenomenon has been discovered for 130 years now, there is still much
debate in the scientific community as to its origins and even the reason it occurs.
Intuitive explanations of the Gouy phase shift have been provided with respect to a
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spherical convergingGaussian beam, but is only capable of providing an explanation
for the case of a converging spherical wave [24]. In an attempt to provide a
general explanation for one, two, and three-dimensional converging waves, light was
theoretically modelled as an adiabatic propagation through space [25, 54, 112, 117].
Treatments of optical propagation involving the quantum mechanical principle of
Heisenberg’s uncertainty principle were also used in an attempt to explain this
anomaly [35, 45]. The Gouy phase shift has also been characterized as a geometric
quantum effect arising from the uncertainty principle due to the constraints in
physical space available for the propagation of photons through focus [57]. Although
these explanations were successful at capturing the Gouy phase shift, a quantum
mechanical approach is unnecessary as the Gouy phase shift occurs for all waves,
including acoustic waves, which are well characterized by classical mechanics.

Most optical imaging modalities are oblivious to this phenomenon due to the fact
that current optical detectors are only capable of measuring the time integrated
electric field intensity of an incident wavefront. Certain imaging modalities benefit
from the Gouy phase shift, however, either directly or indirectly. Certain methods
of measuring the optical resonance frequency of laser cavities exploit the Gouy
phase shift [21, 111]. Other disciplines that have benefited from imaging devices
that exploit the Gouy phase shift include generic optical metrology [69], coherence
tomography [74], terahertz spectroscopy [44], optical trapping [46, 50, 100], as well
as research into surface plasmon polaritons [130]. Developments in astronomical
interferometry have made it possible to employ this effect in the development of
certain astronomical nulling interferometric instruments such as the achromatic
interfero coronagraph (AIC) [8, 9].

As mentioned above, there is no consensus on a single satisfactory theoretical
origin for its existence. Because of this, in the following section, a brief overview
of a heuristic theoretical approach is offered. This derivation is based on the
convergence/divergence of a spherical wave with Gaussian cross section and sheds
light on the existence of the Gouy phase shift without making claim to its origin.

If a converging/diverging wave of Gaussian cross-section is considered such that the
wave is propagating in the positive z direction and comes into focus at z = 0, the
function Φ(z) can be used to describes the phase distribution of the wave of light
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along the optical axis and is defined as

Φ(z) = arctan

(
λz
πω2

0

)
, (2.14)

where λ is the wavelength of the light, and ω0 is the beam waist at focus (z = 0).
The coordinate system employed here places the point of focus of the Gaussian
beam at z = 0. Thus, by calculating the phase change as light passes through focus
(Φ|z=±∞), we see a phase difference of exactly π, which corresponds precisely to
the predicted phase shift by Gouy [24, 111]. For an in-depth derivation of this
expression, see Appendix A. Figure 2.3 shows an axial slice through a particle that
has been reconstructed in phase. This volumetric slice illustrates the Gouy Phase
Shift as a jump from dark to light pixel values can be seen in the vertical direction
at the center of the particle (located at the center of the slice).

Concluding Remarks
This chapter offered a theoretical background into the basic optical theory which
allows for the implementation of off-axis digital holography. This chapter presented
no new material, but rather introduced the relevant theory as a means of providing
context for the remainder of the thesis. Furthermore, due to off-axis holography’s
ability to image the phase of the electric field, a brief description of the volumetric
phase distribution of light at a focus was described. In the following chapter, this
optical theory will be applied experimentally in the development of bench-top and
field DHM instruments.
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Figure 2.3 – Illustration of the Gouy Phase Shift. This is a volumetric slice (xz
plane) of a single micron-sized gas vesicle cluster that has been reconstructed in
phase with bounds [−π, π]. The particle is located at the center of the figure and
the Gouy Phase Shift can be seen as a change from dark to light pixel values in the
vertical direction through the center. Scale bar represents 1 µm.
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C h a p t e r 3

HARDWARE DEVELOPMENT

The previous chapter introduced an overview of the theoretical background that
allows holography to encode 3D information of a sample simultaneously in a 2D
image. Here, the practical implementation of this theory will be introduced. This
chapter describes the hardware development for the DHM instruments used through-
out this thesis. Select instruments described in this chapter were designed prior to
my involvement with this project, so the optical schematics and performances of the
instruments are only introduced here with their respective publications referenced.
Details of my involvement and contribution to each instrument will be explicitly
outlined throughout the chapter as the instruments are introduced. Using the optical
architecture called the common-mode, a ruggidized field instrument was built for in
situ experimentation of remote and extreme environments. The details as well as my
contributions to this instrument will be introduced. This field instrument motivated
the development of a miniaturized instrument that would have identical optical per-
formance, but with a smaller form factor and power consumption. The design details
of this instrument will also be introduced. Due to the complex wavefront sensing
nature of holography, the quality of sample chamber substrates was also considered
in the design of custom sample chambers. The details of the effects of substrate
types on image quality as well as general sample chamber design information will
be provided in detail in this chapter.

3.1 Optical Design
Throughout this thesis, two optical architectures were used for all subsequent hard-
ware and software development as well as data acquisition. The first architecture
is a traditional Mach-Zehnder interferometer architecture and the second is infor-
mally referred to as the common mode architecture. Each of these operating modes
present various advantages and disadvantages, making one more suitable for certain
situations than the other, as will be discussed further.

TheMach-Zehnder interferometer architecturewas originally developed and verified
in 2014 [71]. The operating principle behind this instrument involves the splitting
of an originally monochromatic and coherent light source via a 50/50 beam-splitter.
The two spatially separated beams of light are then redirected via mirrors where



19

Figure 3.1 – An optical schematic of the Mach-Zehnder DHM instrument as well as
an image of the benchtop instrument

one beam (the sample beam) interacts with the sample being imaged while the ref-
erence beam remains undisturbed. The two beams then travel through separate, but
identical, infinity corrected microscope objective lenses that provide magnification.
The infinity corrected light from the two separate beams then get recombined via a
second 50/50 beam-splitter such that the two beams are incident to a digital detector
at an angle relative to each other. The bench-top instrument of the Mach-Zehnder
DHM is shown in Figure 3.1.

This instrument provides many advantages as well as disadvantages for in-lab and
field use. The main advantage of this instrument is that it provides a spatially
separated reference and sample beam. This physical separation allows for robust
experimentation that may involve bulky sample chamber components. Bulky sam-
ple chamber components can include, but are not limited to, sample temperature
controllers, electronic equipment, and magnetic field sources, all of which can be
used to investigate the behavior of a sample under various conditions. Another
noteworthy advantage is the modular design of the instrument, which allows for the
relatively easy changing of objective lenses in order to suit the needs of the partic-
ular experiment being performed. This instrument has successfully been developed
using four different types of objective lenses and can be adapted to be compatible
with other lenses of different magnification and numerical aperture. See Appendix
E for more details on the specific compatible parameters of an objective lens.

The disadvantages of this instrument stem from the very qualities that provide its
advantages. Because the reference and sample beams are spatially separated by tens
of centimeters, the instrument is incredibly sensitive to misalignment between the
two beams. Events such as physical vibrations or convection in the air can cause
misalignment in the instrument that is time consuming to rectify. In addition to this
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sensitivity, the instrument itself is difficult to align in the first place. The multiple
optical components necessary in its construction (beam-splitters, mirrors, objective
lenses, etc.) all must be precisely aligned, which can be very difficult to establish
and maintain in practice.

In order to address these disadvantages, a novel optical architecture was designed,
which is referred to as the common mode architecture/instrument because although
it has two spatially separated beams of light, it forces the two beams of light to travel
through common optical components. This instrument was originally developed,
built, and verified in 2015 [123]. The operating principle behind this instrument
involves the input of a monochromatic and coherent light source that first travels
through a colimator lens, which produces parallel light from the diverging light
source. This parallel light must then travel through a custom sample chamber
containing two channels that are spatially separated and isolated from each other
(more about these sample chambers later in this section). A custom sample chamber
is necessary to hold the sample that is to be imaged, but also contain an identically
sized channel that can contain reference liquid in order to match optical path lengths
with the sample. Matching optical path lengths is vital to this instrument as it
maintains the coherence of the two beams of light. Once the parallel light has
interacted with the sample and reference liquids, they pass through two, spatially
separated aspheric lenses. After these lenses, a relay lens is used to recombine the
light at a digital detector. The aspheric lenses, in addition to the relay lens, provide
the image magnification and interference created at the digital detector. Figure 3.2
shows an optical schematic of the instrument as well as an image of the bench-top
instrument.

3.2 Field Instrument - Generation I
In 2015, the common mode optical instrument was fitted in a ruggidized and water-
resistant case in addition to a processor, hard drive and all other electronics necessary
for its stand alone operation. This DHM field instrument was informally named the
orangeBox due to its distinct orange color. This instrument was designed and built
in 2015 and had its initial field test, which took place in Nuuk, Greenland in March
of that year.

The details of this instrument as well as the scientific yield of the field campaign to
Nuuk, Greenland have been published in the peer-reviewed journal PLOS One [75],
of which I am third author.
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Figure 3.2 – An optical schematic of the Common Mode DHM instrument as well
as an image of the benchtop instrument

The development of the optical architecture of this instrument was done prior to
my graduate career at the California Institute of Technology. At the time, I was
an undergraduate at the University of California, Riverside and contributed to this
instrument’s development as a research technician. My responsibilities on this
project included the design and fabrication of the sample handling subsystem. This
involved everything that interacted with the sample being imaged by the instrument
as well as all hardware that the human user would interact with.

Figure 3.3 shows the orangeBox instrument and Figure 3.4 shows the microfluidic
sample chambers of the device.
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Figure 3.3 – The orangeBox field instrument

Figure 3.4 – The sample chamber assembly of the orangeBox field instrument, fully
assembled (left) and in use while in Nuuk, Greenland (right) (adapted from [75]).
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3.3 Field Instrument - Generation II
The miniaturization of the orangeBox was motivated by the limitations the size and
mass of the instrument placed on the types of field work possible. The mass of the
orangeBox is about 10 kg, which along with its size qualifies it to be carried on
as baggage on a typical commercial airplane, but presents difficulty in actual field
work that involves carrying the instrument across long distances/rugged terrain. For
these reasons, Stephanie Rider (Caltech) and I, as well as Felipe Fregoso and J. Kent
Wallace at JPL/NASA worked together to redesign the orangeBox field instrument
in order to incorporate hardware and software enhancements based on feedback
from the instrument’s users, as well as technological advances made in computer
electronics and optical detectors.

Stephanie Rider and I worked together to design the entire instrument. Her roles
included themechanical design of the instrument including the sample handling sub-
system, while my role included the design and fabrication of the electrical hardware
and software of the instrument. We worked together on the optical design with help
from J. Kent Wallace, an optical engineer at JPL/NASA. Technical drawings for this
instrument are provided in Appendix E. The electrical schematics for the custom
printed circuit board (PCB) are also described in Appendix E.

The electronics package of the instrument includes a compact computer (UDOO x86
ULTRA), a 128 GB M2 solid-state hard drive, a USB 3.0 powered CMOS camera
(Allied Vision MAKO U-503B), and a custom PCB, which interfaces the computer
with all peripheral devices such as the laser driver (Thorlabs EK1102), thermistors,
moisture sensors, as well as status indicating LED’s.

The electronics of the instrument are controlled by a commercially available com-
puter (UDOO x86 ULTRA). The computer is equipped with one Gigabit Ethernet
port, three USB 3.0 ports, an HDMI output, as well as 16 GPIO pins and a fully em-
bedded Arduino Leonardo. The computer has a rated nominal power consumption
of about 11 W and a maximum consumption (CPU, GPU, and GigE at 100%) of
36 W. The instrument described in this work is normally operated without a display
or constant use of the GigE port, reducing its operating power consumption below
its reported values (<11 W). A 128 GB solid-state hard drive is used for data and
metadata storage. The operating software is Linux Ubuntu 18.04, which is well
supported by data acquisition hardware and allows the user to limit the background
activity of the CPU, further decreasing power consumption and interruptions of data
acquisition.
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The laser driver (Thorlabs EK1102) provides power to the 405 nm pigtailed laser
(Thorlabs LP405-SF10) used as the illumination source in the instrument. The
optical power output of the laser is dictated by a voltage input to the laser driver
(0-2.5 V) that is provided by a PWM-enabled pin of the Arduino Leonardo. This
PWM pin is wired to a low-pass filter on the custom PCB to attenuate the high
frequency oscillations of the PWM prior to interfacing with the laser driver.

The laser driver is provided an excitation voltage of 12 V that is controlled by a TTL
SPDT relay circuit on the custom PCB. This board is signaled using the GPIO pins
of the computer.

Voltage divider circuits are used to read temperatures provided by a thermistor. The
voltage divider circuit is designed to be used with any PT1000 compliant thermistor.

The CMOS camera (Allied Vision Technology Mako U-503B) is powered via USB
3.0 and has a power consumption of 1.9W. This camera was used due to its compact
form factor, low power consumption, low cost, and small pixel size of the detector
(2.2 µm by 2.2 µm). The data acquisition speed of the instrument is ≤14 frames
per second. The original DHM field instrument was built with a digital detector
whose pixel size is 3.45 µm. The Mako U-503B has a detector with a 36.2%
smaller pixel size. According to Equation A.30, this allows the overall length of
the DHM instrument to shrink proportionately. This size reduction, in addition to a
pair of optical mirrors, allows a dramatically smaller optical form factor without any
sacrifice of optical performance of the instrument. Figure 3.5 shows a CAD model
of the optical setup of the field instrument indicating the laser driver, laser diode,
collimating lens, objective lenses, folding mirrors, relay lens, and CMOS detector.

The DHM operating software is written in a combination of Python and C++. A
shell script is used to launch a main python wrapper function at initial startup of
the computer. The software architecture is based on a publish-subscribe pattern
where each module of the software is both a publisher of information and/or a
subscriber to information from other modules. This scheme allows for the software
to remain flexible in order to accommodate expansion, which is expected as the
instrument usage and capabilities grow. Felipe Fregoso, a software engineer at
JPL/Caltech led the main effort of this software development. The communication
between the python publisher(s) and subscriber(s) occurs through TCP ports, which
allows for wireless transfer of live data. A host computer (user operated laptop),
can connect to the instrument’s on-board UDOO computer and stream live data
via TCP port, rather than use a hard-wired Ethernet connection. Felipe wrote the
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Figure 3.5 – Optical setup of the miniaturized DHM field instrument.

functional software to interface with the camera as well as display data, but I along
with a summer intern, developed the software architecture that allows for real time
data streaming. In addition to this, because the peripheral electronic hardware of
the device is controlled by a combination of the UDOO’s native GPIO pins as
well as the embedded Arduino Leonardo, I developed a python-based virtual server
that subscribes both the UDOO and Arduino as virtual clients in order to facilitate
communication to and from both.

Metadata of the instrument is periodically monitored and recorded to a diagnostic
file as well as sent to the host server via UDP port.

The system as a whole consumes roughly 15 W and requires an excitation voltage
of 12 Vdc.

Figure 3.6 shows the fully functional miniaturized DHM field instrument next to
the first generation field instrument (orangeBox). Showing them next to each other
highlights the reduction in size between the two generations. It is important to
note that because of the smaller pixel camera used, the size of the instrument
was reduced drastically, while still maintaining sub-micron resolution (no loss of
optical performance). At the time of the writing of this thesis, the exact instrument
shown in Figure 3.6 is on a field deployment to a roughly 2 km deep salt mine
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Figure 3.6 – The second generation DHM field instrument. (A) The full working
prototype of the miniaturized DHM field instrument besides the first generation
DHM field instrument (orangeBox). (B) The electronics side of the miniaturized
field instrument (key for scale).

in Ireland for a two-week field campaign. This prototype also helped secure a
collaboration with Britney Schmidt of the Georgia Institute of Technology and
her work with the ICEFIN Autonomous Underwater Vehicle (AUV). This work
is in close collaboration with the Schmidt Lab as well as Andy Mullen, a NASA
Astrobiological post-doctoral scholar, and involves amulti-year campaign to develop
a submersible DHM instrument to be integrated into ICEFIN in order to explore
sub-glacial seawater in Antarctica.

3.4 Sample Chamber Design and Fabrication
In the use of off-axis DHM to image liquid samples, much attention must be paid
to the design and fabrication of the sample chambers that contain these sample
liquids. Many factors are involved with the design of such sample chambers. In
the design of sample chambers for off-axis DHM, optical quality, flow physics,
reusability/disposability, and general user experience considerations must be made.

In addition to these considerations, custom sample chambers are necessary for the
common mode instrument due to its novel design which places the reference and
sample beam of the instrument parallel and in close proximity to each other. In the
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particular implementation of the commonmode instrument that was used throughout
this thesis, the reference and sample beams are spatially separated by 6 mm.

This section discusses in detail the optical considerations that have been made in
ensuring high image quality of holographic images obtained using the common
mode instrument. This consideration involved the experimental quantification of
errors introduced by various sample chamber substrates. The relevant flow physics
involved with the design of these microfluidic sample chambers as well as more
practical considerations including efforts in designing higher quality/reusable sam-
ple chambers versus lower quality/disposable sample chambers are discussed in
detail in Appendix E. In addition, Appendix E contains all technical drawings for
the sample chambers discussed in this section as well as all sample chamber design
iterations with references to digital CAD files.

Optical Considerations for Sample Chamber Design

In designing an instrument to readily image thick biological samples that do not
appreciably absorb or scatter light such as microorganisms [37, 89], much attention
must be paid to various sources of noise in the system that can otherwise attenuate
the signal of the sample. In the case of sample chambers, a large source of noise is
from the substrates that are used to construct the sample chamber itself.

Currently for traditional light microscopy, which is only concernedwith the intensity
of light passing through a sample, microfluidic sample chambers are routinely
constructed out of moldable polymers such as polydimethylsiloxane (PDMS) [2,
51]. Although the effects of polymers on the optical quality of a traditional light
microscope are negligible, off-axis holography is capable of not only imaging the
intensity of light passing through a sample, but can also provide information on
the quantitative phase contrast of the light passing through the sample as well.
This ability of off-axis DHM prevents the use of polymers such as PDMS as an
optical substrate due to the complex scattering events that polymers induce on
light as it travels through the substrate. This destroys the optical coherence in
the light rendering it useless for the retrieval of phase information from an off-
axis hologram. Work has been previously published involving the use of PDMS
substrates with DHM, but no results were shown involving the phase retrieval from
these holographic images for this reason [87].

This necessitates that any substrate in the optical path of the DHM instrument is
of high enough optical quality such that the quantitative phase imaging capabilities
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of the technique are not lost. In the analysis of DHM image quality’s sensitivity
to various optical substrates, phase images were reconstructed from holographic
images obtained with sample chambers constructed with various types of glass.
These types of glass include high optical quality solid etalons (with and without
an anti-reflective (AR) coating), conventional microscope slides, polycarbonate
microscope cover slips, as well as custom fabricated PDMS sample chambers. A
total of four glass sample chamber configurations were tested using these substrates.
These sample chambers were constructed using:

1. Two non-AR coated solid etalons

2. Two AR coated solid etalons

3. One non-AR coated solid etalon and one conventional microscope slide

4. Two conventional microscope slides

Figure 3.7 shows a cross-sectional schematic of these four sample chamber config-
urations.

The microfluidic channel geometries for configurations 1 & 2 were established
by the soft lithography of PDMS, which was compressed, via aluminum frames,
between two AR coated or non-AR coated solid etalons. The PDMS establishes
flow channel geometries as well as secures hypodermic needles, which provide fluid
transport to and from the flow channels. These sample chambers use PDMS solely
to establish flow channel geometry and thus contain no PDMS in the optical path of
the instrument. For more detailed information on the manufacturing methods and
properties of these sample chambers, see Appendix E.

Configurations 3 & 4 were constructed by ALine, Inc. (www.alineinc.com). Using
acrylic sheets that contain the flow channel geometries, non-AR coated solid etalons
andmicroscope slides or only microscope slides were attached via adhesive to create
the desired sample chambers.

The quality of the glass surfaceswas first quantified using aZygo laser interferometer.
This interferometer measures the surface quality of substrates by the double pass
transmission of light through the medium. The instrument’s mode of operation is
by the establishment of linear interference patterns, or fringes across the sample
being analyzed. It then measures the surface roughness of a substrate based on the
curvature of the fringes caused by the wavefront errors introduced by the substrate’s
surfaces.



29

Figure 3.7 – Cross-sectional schematic of sample chamber configurations 1 through
4. The materials being investigated as well as the sample are the only objects in the
light path of the instrument.

Figure 3.8 – Interference fringes through various substrate configurations using the
Zygo interferometer. Top left: AR coated solid etalon. Top middle: non-AR coated
solid etalon. Top right: microscope slide. Bottom left: microscope slide and
non-AR coated solid etalon. Bottom middle: polycarbonate. Bottom right: PDMS.

Figure 3.8 shows the qualitative output from the Zygo interferometer of the various
sample chamber substrates and configurations. Table 3.1 summarizes the quantita-
tive results from this analysis.

The measurement of the surface quality of the various glass substrates confirmed
that solid etalons had a superior surface quality to all other substrates. The AR
coating of the solid etalons resulted in a slightly higher RMS value as opposed to
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Table 3.1 – Surface roughness of sample chamber substrates

Type RMS [nm] (% λ) Peak-Valley [nm]
AR coated etalons 3.9 (1.0%) 23.7

Non-AR coated etalons 2.7 (0.7%) 18.6
Microscope slides 92.7 (22.9%) 563.2

Microscope slide and non-AR coated etalon 99.4 (24.5%) 928.1
Polycarbonate 44.3 (10.9%) 178.2

PDMS - -

non-AR coated solid etalons caused by the AR coating itself. Both types of solid
etalons introduce far less wavefront error in the form of surface roughness than all
other types of glass or polymer tested.

It was seen that conventional microscope slide glass exhibited high amplitude, low
spatial frequency wavefront errors that varied greatly across its surface. This can
be seen in the large difference between RMS and Peak-Valley values measured by
the Zygo interferometer. In addition to this high amplitude, low spatial frequency
surface roughness, the degree of these artifacts varied from one microscope slide
to another. Indeed, a discouraging fact about conventional microscope slide glass
as a sample chamber substrate is not necessarily the degree of wavefront error it
introduces to a phase image, but the variation of that phase error from one sample
chamber to the next.

The polycarbonate sample chambers yielded results showing higher wavefront error
compared to solid etalons, but with errors on the same order of magnitude as
microscope slides.

In measuring the surface quality of PDMS, the Zygo interferometer was unable
to register any light traveling through it. This is to be expected as thick polymer
substrates are known to attenuate the coherence of light as it travels through it. It is
believed that the polycarbonate sample chambers performed relatively well because
the polycarbonate layer is only 250 µm thick as opposed to the 1 mm thick PDMS
substrate.

In addition to measuring the surface properties of these substrates, sample chambers
were constructed and loaded with filter sterilized water to obtain blank holographic
images. These blank images contained no biological sample, only the sample cham-
ber configurations previously mentioned with sterile liquid in the fluidic channels.
These holographic images were reconstructed in phase and the noise in these sub-
sequent images were quantified by the calculation of the images’ radially averaged
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power spectra density function (PSD).

The PSD was calculated by obtaining the squared normalized Fourier Transform
[108, 120] of phase images, such that

P(ωx, ωy) =
|F(S(x, y))|2

fsNx Ny
, (3.1)

where P(ωx, ωy) is the PSD as a function of spatial frequency in the x and y

directions, F is the Fourier Transform operator, S(x, y) is the phase image, fs is the
spatial sampling frequency at the focal plane, and Nx and Ny are the number of
pixels in the x and y directions, respectively.

With the PSD for each sample chamber configuration, radial averaging condenses
the PSD into a one-dimensional function. The radially averaged PSD function is
calculated as

P̄r(ωr) =
∫ 2π

0 P(ωr, ωθ)dθ∫ 2π
0 ωrdθ

, (3.2)

where P(ωr, ωθ) is the PSD function from Equation 3.1 expressed in polar coordi-
nates. Integrating P̄r(ωr) across all spatial frequencies results in the variance, or net
power, of the image

σ2 = 2
∫ ωm

0
P̄r(ωr)dω, (3.3)

where ωm is the maximum spatial frequency that can be imaged by the camera,
dictated by the Nyquist-Shannon sampling theorem. The expression in Equation 3.3
provides a metric for variations in an image that is representative of a broad range
of spatial frequencies.

Figure 3.9 illustrates the radially averaged PSD functions of the phase images ob-
tained by all sample chamber configurations as well as a ‘control’ which corresponds
to an empty hologram with no sample chamber in the optical path.

Figure 3.10 illustrates the variance of these phase images obtained by all sample
chamber configurations.

These figures show that both AR and non-AR coated solid etalons add a negligible
amount of noise to phase images. Microscope slides add a statistically significant
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amount of noise, but also a larger variation of noise, which was seen in the Zygo
surface quality analysis. A combination of microscope slide glass and non-AR
coated solid etalon, although still added a significant amount of noise, maintained
a low level of variability in noise. Polycarbonate sample chambers added the high-
est amount of phase noise with 14% higher variance compared to conventional
microscope slide glass, while PDMS yielded 10% less variance than that of micro-
scope slide glass. Although PDMS introduced less noise compared to microscope
slide glass, its shortcomings for its use in holographic imaging are seen by the low
transmission of signal through the substrate.

In summary, this series of experimentation aimed to investigate the DHM’s sen-
sitivity to errors introduced by the substrates that are used in the manufacturing
of the sample chambers of the instrument. Multiple substrates were investigated
with various configurations. As expected, the exceptional optical quality of solid
etalons proved to provide superior quality in phase images followed by microscope
slide glass and polycarbonate. In Section 4.2, a theoretical model of phase noise is
derived where other sources of noise are considered.

Sample chambers are the devices that are interacted with by any human operator
of the instrument. Because of this user experience aspect, other qualitative and
subjective matters must be considered in the design of a sample chamber. These
considerations as well as general fluid mechanical considerations are discussed in
detail in Appendix E.

Concluding Remarks
This chapter discussed the many areas of hardware development that have taken
place to either directly or indirectly implement off-axis DHM for the investigation
of microbial motility in extreme environments.

The optical designs used in the implementation of DHM throughout this thesis were
developed prior to my involvement with the project, but a general overview of the
optical designs of two instruments were presented and their respective journal arti-
cles were referenced. These two instruments were the Mach-Zehnder and common
mode instruments.

Using the optical design of the common mode DHM instrument, a field instrument
was constructed and packaged in a water-resistant ruggedized box. This instrument
consisted of all optical components for the DHM instrument, as well as all electronic
equipment necessary for its standalone operation. These electronics include a
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processor, solid state hard drive, battery, as well as diagnostic sensors such as
temperature and moisture sensors to monitor the status and health of the instrument.
My contributions to the development of this instrument involved the design and
fabrication of the entire sample handling subsystem. The instrument, as well as my
contributions are well outlined in [75].

The results and user feedback from this first-generation field instrument’s initial
deployment to Nuuk, Greenland in 2015 led to the development of a prototype
miniaturized field instrument. This instrument was designed by Stephanie Rider
and myself. I was responsible for the design of all electronic hardware and software
for the instrument, which included a custom PCB, as well as the writing of software
components to interface with the peripheral electronic hardware through the PCB.

Lastly, the unique optical and physical constraints of the common mode DHM
instrument necessitated the development of custom microfluidic sample chambers.
The optical constraints involved the analysis of the optical quality of various sample
chamber substrates as well as the careful design of the sample chambers from
a microfluidic standpoint. The optical analysis and sample chamber design was
carried out by myself with guidance from optical engineers at JPL.

The hardware developments described in the chapter lay the groundwork for the rest
of this thesis in where software techniques are developed to enhance the usability of
the DHM instruments as well as their implementation in conducting research both
in an out of the laboratory.
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C h a p t e r 4

QUANTIFICATION OF PERFORMANCE

In the design and prototyping of any device, it is important to establish clear perfor-
mance metrics in order to ensure that the desired outcome is reached. Furthermore,
it is important to investigate sources of error that might hinder the instruments’
performance or sensitivity. In this chapter, the resolution of the DHM instruments
are quantified, error analyses are conducted on common phase calculation algo-
rithms, a theoretical model is introduced that estimates the sensitivity of the DHM
instrument, as well as an experimental verification of this sensitivity model, which
ensures that the commonmode instrument meets the sensitivity requirements set out
in the Introductory Chapter. The theoretical analysis of phase noise was presented
and published in the proceedings of the Photonics West Conference of the Interna-
tional Society of Optics and Photonics (SPIE) in February of 2017 in San Francisco,
CA [3]. The theoretical model of sensitivity was published in a special edition of
the peer-reviewed scientific journal Astrobiology in 2017 [12]. The experimental
verification of this theoretical model was published in the peer-reviewed scientific
Journal of Visualized Experiments in 2017 [11]. I was first author for all three of
these works.

4.1 Instrument Resolution and Depth of Field
This section describes both the theoretical diffraction limited resolution (lateral
and axial) that one can hope for in an imaging modality as well as experimental
verification of the achieved resolution of the DHM instruments. This comparison
shows that the DHM instruments developed and described throughout this thesis
operate at the diffraction limit of light. Furthermore, an experimental definition of
depth of field is defined as well as a verification of the depth of field in the two DHM
instruments.

The lateral resolution and the depth of field of the Mach-Zehnder and common
mode instruments were theoretically derived and experimentally verified in each
of the instruments’ respective peer-reviewed articles [71, 123]. The work in this
section describing the axial resolution and variance of the two DHM instruments
was conducted by myself.
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Lateral Resolution
The theoretical diffraction limited lateral resolution is defined as

rxy ∝ f λ, (4.1a)

rxy =
1.22λ
2NA

, (4.1b)

where f is the F-number of the optical system ( f ≈ (2NA)−1), λ is the wavelength
of the illumination light source, and NA is the numerical aperture of the imaging
system [19].

It is important to note that multiple definitions of optical resolution exist. The
expression used in Equation 4.1b is an expression for lateral resolution which meets
the Rayleigh criterion for resolution. This criterion specifies two diffracted points in
an image as resolved if the central maximum of one of the point’s diffraction pattern
overlaps the central local minimum value of the other point’s diffraction pattern
[97].

With this definition of the lateral resolution as well as the optical parameters of the
common mode and Mach-Zehnder instrument, which are tabulated in Tables A.1
and A.2, the theoretical diffraction limited resolution can be quantified.

The common mode instrument has a theoretical diffraction limited lateral resolution
of rxy ≈ 800 nm (using a 405 nm laser illumination source), and was experimentally
verified to achieve diffraction limited performance by having a sub-micron (0.78 µm)
lateral resolution. This was verified by imaging an optical US Air Force (USAF)
Resolution Target.

The Mach-Zehnder instrument was experimentally verified to achieve sub-micron
resolution although was not verified to operate at the diffraction limit. This is due
to the relatively high numerical aperture of the system (NA≥ 0.55). According to
Equation 4.1b, a 405 nm illumination source would provide a diffraction limited
lateral resolution of 0.49 µm. The smallest elements available in the high resolution
US Air Force Target used in the development of the instrument was 0.78 µm, which
the instrument was able to resolve well.

Axial Resolution
Experimental quantification of axial resolution is difficult as there exists no standard-
ized or readily available three-dimensional optical resolution target on the micron



37

scale. There are however, theoretical models of diffraction limited resolution [65]
that are derived from the ability to resolve the point spread function (PSF) of a
diffraction limited particle in the axial direction. As with lateral resolution, many
definitions of axial resolution exist, but all theoretical expressions for the axial res-
olution of an optical system dictate that the axial resolution be proportional to the
square of the F-number of the imaging system, such that

rz ∝ f 2λ, (4.2a)

rz =
2λ
NA2 (4.2b)

where f is the F-number of the imaging system and λ is the illuminating wavelength.

Aswith lateral resolution, multiple definitions exist to explicitly define the theoretical
diffraction limited axial resolution of an optical system. Equation 4.2b defines the
theoretical diffraction limited axial resolution as defined by German physicist Ernst
Abbe in 1873.

This theoretical definition of axial resolution predicts that the diffraction limited
axial resolution of the Mach-Zehnder instrument is 0.33 µm, while the diffraction
limited axial resolution of the common mode instrument is 1.1 µm.

Axial Variance

Previous work regarding the development and verification of DHM instruments have
led to the development of experimental methods of quantifying axial resolution in
DHM instruments. This method, described in detail in [5, 29, 59, 127] establishes a
metric for the quantification of focus, applies this metric of focus, programmatically,
to successive images of a stationary resolvable particle, and considers the variance
of these axial localization measurements to be the axial resolution of the instrument.
The aforementioned work described the focus metric of intensity images only. This
is due to the fact that in the previously mentioned work, development was done with
an in-lineDHM, which is only capable of intensity reconstructions. Because of this,
a custom focus metric was also derived for phase images, so that axial resolution of
off-axis DHM can be quantified in both intensity and phase images.

Themetric for focus of intensity images is done via local-intensity-maxima searching
of the integrated intensities of reconstructed lateral images along the axial direction
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Figure 4.1 – Focus metrics for intensity images. (Left) A volumetric rendering
of a resolution element with one-dimensional lateral profile lines at various points
through focus. (Upper right) The intensity profiles of the lateral profile lines shown
in the volumetric rendering. (Lower right) The integrated intensity profiles of the
lateral profile lines of the object as a function of axial resolution. A Gaussian fit of
the data shows the point of focus as the maximum of the curve.

[59]. By knowing the lateral position of a resolvable particle, numerical reconstruc-
tion of intensity images at various axial locations about the particle are constructed
into a z-stack. Plotting the integrated lateral intensity profiles of the individual z-
slices as a function of axial direction results in a Gaussian distribution of integrated
intensity values. By finding the maximum value of this Gaussian distribution, focus
can be calculated. The maximum of this Guassian fit is the axial location of focus
for this particle. Figure 4.1 shows a 3D z-stack of intensity reconstructions of a
single resolvable particle, as well as a series of one dimensional lateral intensity line
plots of the particle at various axial locations. This figure also shows a plot of the
integrated intensity profiles as a function of axial distance (z). This plot of integrated
intensity as a function of axial position is known to follow a Gaussian distribution
[59]. A Guassian fit to this experimental data shows the point of focus to be the
maxima of the Guassian curve. This process is repeated for multiple holographic
reconstructions until a sufficiently large sample size is obtained. The RMS error of
the localization measurements results in the axial variance of the DHM instrument
in intensity reconstructions.
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A similar approach is applied to the quantification of focus in phase images. In
phase imaging, a phenomenon known as the Gouy Phase Shift causes a sudden
phase advance through a particle in the axial direction. This phase step can be
modeled as a logistic regression. By knowing the lateral position of a particle,
the axial profile can be analyzed by fitting it to a logistic regression. The point of
focus is defined as the inflection point of this logistic regression. To implement
this, the derivative of the logistic regression is calculated and the axial position of
the inflection point is quantified by finding the maximum of this spatial derivative.
Figure 4.2 shows a 3D z-stack of phase reconstructions of a single resolvable particle,
as well as a one-dimensional axial plot of phase values through the lateral position
of the particle along with a logistic regression fit line. This figure also shows the
spatial derivative of the logistic regression fit. The axial location of the maxima of
the spatial derivative defines the inflection point of the phase profile and is thus the
location of the Gouy Phase Shift. This process is repeated for multiple holographic
reconstructions until a sufficiently large sample size is obtained. The RMS error of
the localization measurements results in the axial variance of the DHM instrument
in phase reconstructions.

In order to quantify the axial variance of the Mach-Zehnder instrument, a series of
holographic images were obtained of a high resolution USAF target. The holograms
of the USAF target were then numerically reconstructed into intensity and phase
z-stacks with an axial interval of 2.78 nm. Figure 4.3 shows representative intensity
and phase images of the USAF resolution target imaged using the Mach-Zehnder
DHM instrument equipped with 50x NA= 0.55 Mitutoyo long working distance dry
objective lenses.

Implementing this method results in an axial variance of the Mach-Zehnder instru-
ment of 163 nm in intensity reconstructions and 368 nm in phase reconstructions,
with a combined axial variance (root sum squared) of 402 nm.

Figure 4.4 shows the axial localization errors of the Mach-Zehnder instrument with
50x NA= 0.55 objective lenses as a function of time (103 total holograms at 5 fps).
The plot shows the localization errors made in phase and intensity reconstructions.

In order to quantify the axial resolution of the common mode instrument, a series of
holographic images were obtained of a high resolution USAF target. The holograms
of the USAF target were then numerically reconstructed into intensity and phase
z-stacks with an axial interval of 25 nm. Figure 4.5 shows representative intensity
and phase images of the USAF resolution target imaged using the common mode
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Figure 4.2 – Image metrics for the location of the Gouy Phase Shift in phase images.
(Left) A volumetric rendering of a resolution element with a one dimensional axial
profile line through the center of the element. (Upper right) The phase profile of the
axial profile line shown in the volumetric rendering with a linear logistic regression
fit. (Lower right) The spatial derivative of the logistic regression. The maximum of
the spatial derivative corresponds to the inflection point of the plot, which is where
the Gouy Phase Shift occurs.

Figure 4.3 – USAF resolution target imaged using the Mach-Zehnder DHM. Left
shows an intensity reconstruction and right shows a phase reconstruction. Scale bar
represents 10 µm.
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Figure 4.4 – Axial localization errors of the Mach-Zehnder instrument (50x NA0.55
objective lenses) in both phase and intensity reconstructions

DHM.

Implementing this method results in an axial variance of the common mode instru-
ment of 87 nm in intensity images and an axial variance of 71 nm in phase, with a
combined axial variance of 112 nm.

Figure 4.6 shows the axial localization errors of the common mode instrument as
a function of time (89 total holograms at 5 fps). The plot shows the localization
errors made in phase and intensity reconstructions.

Table 4.1 summarizes the results of the analysis in the variance of focus in both the
common mode and Mach-Zehnder DHM instruments.

Both instruments demonstrate sub-micron axial variances of focus, but as mentioned
earlier in this chapter, a major advantage of the common mode instrument over the
Mach-Zehnder instrument is the insensitivity it inherently has to uncorrelated shifts
in the two beams of the instrument caused by stochastic events including, but not
limited to, convection in the air and physical vibrations. This advantage can be
seen when comparing Figures 4.4 and 4.6 as there exist large swings in localization
errorsmade by theMach-Zehnder instrument that are non-existent in the localization
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Figure 4.5 – USAF resolution target imaged using the common mode DHM. Left
shows an intensity reconstruction and right shows a phase reconstruction. Scale bar
represents 35 µm.
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Figure 4.6 – Axial localization errors of the common mode instrument (20x NA0.3
objective lenses) in both phase and intensity reconstructions
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Table 4.1 – Image performance metrics for the common mode and Mach-Zehnder
instruments

Property Common Mode
(20x NA=0.3)

Mach-Zehnder
(50x NA=0.55)

Theoretical Lateral Resolution 0.82 µm 0.45 µm
Experimental Lateral Resolution 0.78 µm <0.78 µm

Theoretical Axial Resolution 1.1 µm 0.33 µm
Variance of Focus in Phase

(with outliers removed) 0.079 (0.079) µm 0.368 (0.037) µm

Variance of Focus in Intensity
(with outliers removed) 0.084 (0.084) µm 0.163 (0.126) µm

Total Axial Variance (RSS) 0.115 (0.115) µm 0.402 (0.131) µm
Depth of Field

[µm] 900 µm 600 µm

errors of the common mode instrument. This is believed to be due to random
convection cells in the ambient air of the laboratory while data was being collected.
The common mode instrument contains a majority of its optical components in
sealed lens tubes that do not allow ambient air to flow through the optical path of
the instrument. The Mach-Zehnder instrument, however, contains sections where
the optical path of the instrument is open to ambient air and is thus susceptible
to convection that may be present in the laboratory by such things as ventilation
and even the breath of the instrument’s operator. During the data acquisition that
comprised the data presented in this analysis, both instruments were secured on
a pneumatically isolated optical table (Newport Smart Table UT2 equipped with
I-2000 Series Laminar Flow Isolators), which isolates the table from any physical
vibrations from the floor. Because of this, it is believed that the large variation in
localization errors seen in the Mach-Zehnder instrument are due to uncorrelated
changes in laser coherence between the two beams of the instrument caused by
convection in the ambient air of the laboratory.

Table 4.1 shows the RMS values of localization errors in both phase and intensity
reconstructions for the common mode and Mach-Zehnder DHM instruments. Due
to the large spikes in localization errors present in the Mach-Zehnder instrument,
two values are reported, the first being the total RMS value of localization error,
and the second corresponding to the localization errors after statistical outliers have
been removed.
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Depth of Field
The depth of field of the common mode instrument was defined as the axial distance
around the focal plane in which sub-micron lateral resolution can be maintained.
This was experimentally found to be a depth of 900 µm [123].

The US Air Force Target was used to verify the axial distance where sub-micron
lateral resolution could be maintained in the Mach-Zehnder DHM instrument and
was experimentally found to maintain sub-micron resolution across a depth of 600
µm [71].

The lateral/axial resolution and depth of field of these instruments provide a very
practicalmethod of imaging the unconstrainedmotility of sub-micron sized prokarotic
single-celled organisms. As will be discussed in the coming sections, the depth of
field of the common mode and Mach-Zehnder instrument out-match that of other
conventional microscopy instruments by orders of magnitude. This allows DHM
to not only be more sensitive to lower biomass samples, but to also be capable of
imaging dynamic biological processes in three dimensions.

4.2 Phase Noise Analysis
Many techniques exist for the extraction of phase information from optical interfer-
ograms and have been well reviewed by Katherine Creath [? ]. Prior to this work,
however, no thorough error analysis had been done on phase retrieval schemes. In
this section, a select few of the most common phase calculation techniques are de-
scribed in detail. Error analyses are conducted on these common techniques to shed
light on how sensitive each technique can be to the various sources of error and noise
that are introduced during optical phase measurements. The contents of this section
were presented and published in the proceedings of the Photonics West Conference
of SPIE in February of 2017 in San Francisco, CA [3]. I was first author of this
manuscript and conducted all theoretical derivations and experimental verification
of this work.

The Four Bucket/Step Method
A common algorithm for the extraction of quantitative phase information from such
interferograms, or fringes, is called the ‘Four Step’ or ‘Four Bucket’ Method, where
a single fringe is sampled four times along its length. These four points can be
sampled at discrete points in space or time, corresponding to a Four Bucket or Four
Step method, respectively.
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In the Four Bucket method, a time invariant interference pattern is sampled across
four adjacent pixels that have a phase offset of π/2 from each other. Similarly, in a
Four Step method, an identical pixel experiences a phase step as a function of time
such that the light incident on it from exposure i to i + 1 carries a phase offset of
π/2.

In this phase measurement technique, the equation for phase retrieval becomes

φ = arctan
(

Id − Ib

Ia − Ic

)
, (4.3)

where Ii is the intensity of pixel i. For an in-depth derivation of this expression, see
Appendix A.

The Three Bucket/Step Method
Similarly to the Four Bucket/Step Method, the Three Bucket/Step Method involves
the extraction of phase information from an interference pattern that has been sam-
pled only three times along its length at an even spacing. A common phase spacing
between sample points is π/2, although others have been used [33]. In this phase
measurement technique, the equation for phase retrieval becomes

φ = arctan
(

Ic − Ib

Ia − Ib

)
, (4.4)

where Ii is the intensity of pixel i. For an in-depth derivation of this expression, see
Appendix A.

The Carré Method
Unlike the Four or Three Bucket/Step Methods that use a fixed and predefined phase
offset between exposures, the Carré Method allows for phase calculations where the
phase offset between exposures can vary linearly. This requires four measurements
along the length of an interference pattern, each with a phase offset of α between
each sample, where α ∈ (0, π].

In this phase measurement technique, the equation for phase retrieval becomes

φ = arctan

(√
3(Ib − Ic)(Ia − Ic)
(Ib + Ic) − (Ia + Id)

)
, (4.5)
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where Ii is the intensity of pixel i. For an in-depth derivation of this expression, see
Appendix A.

Phase Errors and Sources of Noise
As with any digital measurement, there are errors and noise that must be accounted
for. In the application of quantitative phase imaging, digital sensors that measure
the intensity of incident light are subject to multiple sources of error. These sources
of error include photon noise, dark noise, read noise, quantization noise, pixel non-
uniformity, as well as electronic interference. Such errors as pixel non-uniformity
and electronic interference are difficult to quantify due to their dependence on factors
that are independent of the optical system. As a result, they will only be mentioned
here.

Photon noise is a fundamental trait of light and is caused by the discrete nature of
photons. This noise is modeled as a Poisson process where the noise is equal to the
square root of the intensity of photons incident on the pixel (

√
I).

Dark noise is the false reading of photons by the sensor due to thermally generated
electrons on the sensor array. Dark noise is typically specified by the manufacturer
of the sensor array and is reported in units of electrons (RMS) per pixel per second
of integration.

Read noise is the combinations of all ‘on chip’ sources of error. In many cameras,
on chip processes occur prior to the image data being sent to a computer. The errors
introduced as a result of this processing are quantified and combined by sensor and
camera manufacturers and reported in units of electrons (RMS) per read.

Quantization noise arises from any analog to digital conversion. In the case of
an optical detector, photons are used to generate electrons in each pixel. These
electrons build up voltage, which is then counted and converted to a digital number
to be stored by the computer. The error of a digitization process has a mean of zero
and extrema of ±0.5LSB, where LSB is the least significant bit of the analog to digital
converter (ADC). The standard deviation of this error is LSB/

√
12 and is commonly

used to quantify errors introduced as a result of digitization of an analog signal.

The manufacturing of sensor arrays is a highly controlled and repeatable process but
there are inevitable irregularities in themanufacturing process. Pixel non-uniformity
is the error introduced as a result of non-uniform sensitivity to light from one pixel
to another on a detector array.



47

Other errors can be introduced into themeasurement of light in the form of electronic
interference from nearby uninsulated devices. If a strong enough electronic inter-
ference is present prior to the signal amplifiers of the optical sensor, the interference
noise will be proportionally amplified and corrupt the signal being measured.

For the following analyses, the error in themeasurement of the light intensity incident
on a particular pixel will be the root sum square (RSS) of all the contributing noise
sources, and will be considered equal between all pixels. Thus, the error of an
electric field intensity measurement is

δIi =

√
Ii + (∆tδD)2 + M(δR)2 +

L2
SB

12
, (4.6)

where Ii is the intensity of photons incident on pixel i, ∆t is the integration time of
the pixel, δD is dark noise, δR is read noise, and M is the number of reads taken to
make the measurement.

Error Associated with the Four Bucket/Step Method
Using the expression for the propagation of error on the definition of phase from the
Four Bucket/Step Method (Equation 4.3) yields a phase error of

δφ =

√√
1

2V2 Ī
+
(∆tδD)2 + M(δR)2 + L2

SB
12

2V2 Ī2 , (4.7)

where V is fringe visibility and Ī = I1 + I2. For an in-depth derivation of this
expression, see Appendix A.

Equation 4.7, provides an expression for the error propagated by the Four Buck-
et/Step Method as a result of photon, detector, and quantization noise. Note that the
above expression consists of two terms. The left most corresponds to errors as a
result of photon noise, which will be present in any optical system due to the discrete
nature of light, and the right corresponds to errors that are propagated into the phase
measurement as a result of the detector used in making intensity measurements.
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Error Associated with the Three Bucket/Step Method
Using the expression for the propagation of error on the definition of phase from the
Three Bucket/Step Method (Equation 4.4) yields a phase error of

δφ =

√√√
1 + 2 cos2 φ − 2V sin φ cos2 φ

4V2 Ī
+

3
(
(∆tδD)2 + M(δR)2 + L2

SB
12

)
(1 − sin 2φ)

16V2 Ī2 .

(4.8)

For an in-depth derivation of this expression, see Appendix A.

Equation 4.8, provides an expression for the error propagated by the Three Buck-
et/Step Method as a result of photon, detector, and quantization noise. Note that the
above expression consists of two terms. The left most corresponds to errors as a
result of photon noise, which will be present in any optical system due to the discrete
nature of light, and the right corresponds to errors that are propagated into the phase
measurement as a result of the detector used to make intensity measurements.

Error Associated with the Carré Method
Using the expression for the propagation of error on the definition of phase from the
Carré Method (Equation 4.5) yields a phase variance of

δφ2 =
A

(
3D(B−A)
2
√

3CD
+
√

3CD
)
+ B

(
3C(B−A)
2
√

3CD
+
√

3CD
)

(B − A)2 + 3CD

+2δI2
i

(
(3D(B − A) + 6CD)2 + (3C(B − A) + 6CD)2

12CD((B − A) + 6CD)2

)
,

(4.9)

where

A = Ia + Id, (4.10a)

B = Ib + Ic, (4.10b)

C = Ia − Id, (4.10c)

D = Ib − Ic, (4.10d)
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and δIi is defined in Equation 4.6. For an in-depth derivation of this expression, see
Appendix A.

Comparisons between Phase Calculation Methods
In order to compare the noise characteristics of the Four Bucket/Step, Three Buck-
et/Step, and Carré Methods, performance metrics from a readily available optical
detectorwere used (Sony ICX625CCD). The properties of this detector are tabulated
in Table A.3.

The propagation of error of the Four Bucket/Step Method in Equation 4.7 shows
that this phase calculation algorithm introduces random errors. The phase variance
as a result of photon, dark, read, and quantization noise is independent of the
phase being measured and are thus random for any phase measurement. From this
equation, we can also see that the expression for the propagation of the error is
inversely proportional to fringe visibility as well as average incident light intensity.

The propagation of error of the Three Bucket/Step Method in Equation 4.8 shows
that this phase calculation algorithm introduces systematic errors due to the fact that
the phase variance is a function of the phase being measured. Similarly to the Four
Bucket/Step Method, the expression for error in the Three Bucket/Step Method is
inversely proportional to fringe visibility and average light intensity.

The Carré Method introduces a relatively complex expression for the propagation of
error due to the fact that the algorithm is based on an interferogram with unknown
sample frequency across a fringe. By first having to infer on this sample frequency
based on direct fringe measurements, errors are compounded. Not only the errors
of the intensity measurements of the fringe have to be considered in the calculation
of the unknown sample frequency (α), but these errors in the calculation of α also
propagate to the expression for phase error in Equation 4.9.

All three of the aforementioned phase calculationmethods are inversely proportional
to both fringe visibility and average electric field intensity recorded by the pixel(s).
For digital detectors, such as the Sony ICX625 CCD, with finite pixel well depths,
there is a finite number of photons that a pixel can detect before becoming saturated.
This imposes an upper limit on the value of the average electric field intensity
recorded by the detector (Ī) and thus imposes an upper limit on fringe visibility
as pixels begin to saturate. As the average pixel intensity becomes more than 50%
saturated, fringe visibility begins to decrease. As the pixel(s) become fully saturated,
the fringe visibility approaches zero making any calculation of phase impossible.
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Figure 4.7 –Comparison of phase errors of the Four Bucket/Step, ThreeBucket/Step,
and Carré Methods as a function of normalized average light intensity (% well depth
of pixel) (adapted from [3])

Figures 4.7 and 4.8 illustrate the performance of each phase calculation method as
a function of normalized average electric field intensity recorded by the detector
(Figure 4.7), and a function of the phase that is being measured (Figure 4.8). As
mentioned earlier, the Three Bucket/Step Method can be employed using various
known sample frequencies across a fringe. The figures depict the phase errors
associated with the Three Bucket/Step Method that samples the fringe at spacing of
π/2 and 2π/3, while the Carré Method is employed while sampling the fringe every
α = π.

As seen in Figures 4.7 and 4.8, as well as Equations 4.7, 4.8, and 4.9, the Four
Bucket/Step Method is the only method among the three that introduces random as
opposed to systematic error in the calculation of phase from a fringe measurement.

When comparing these three phase calculation techniques, it becomes evident that
the four bucket/step or three bucket/step methods are preferable over the Carré
method due to their relatively low phase errors. However, the advantage of the
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Figure 4.8 –Comparison of phase errors of the Four Bucket/Step, ThreeBucket/Step,
and Carré Methods as a function of phase (adapted from [3])

Carré Method is that a phase measurement can be made without knowledge of the
spatial or temporal sampling frequency of the interference pattern (i.e. if ∆φ of
Equation 2.4 is unknown).

The propagation of errors between the Four Bucket/Step Method and Three Buck-
et/StepMethod are comparable to each other, however, the Four Bucket/StepMethod
was shown to introduce random errors which is desirable in applications where a
wide range of phases are to be measured. This ensures more consistent performance
across all measurements, and was influential in the design process of the DHM
instrument.

4.3 Limits of Detection
One of the design requirements of this optical system was that it be a high sensitivity
imaging system. This implies that the instrument should be able to detect objects at
lower microbial concentrations than other state-of-the-art optical devices. In order



52

to quantify sensitivities of this DHM instrument as well as other imaging systems,
a statistical model was derived to theoretically calculate each instrument’s ideal
sensitivity. This theoretical model was then verified experimentally. The work
presented in this section resulted in two publications. The theoretical derivation of
sensitivity was published in a special edition issue of Astrobiology [12], while the
experimental verification was published in the Journal of Visualized Experiments
[11]. The work presented here pertaining to the theoretical model of sensitivity was
conceived and development by myself.

Theoretical Model of Sensitivity
First, a statisticalmodel based onBernoulli statisticswas used to derive an expression
for the theoretical limits of detection of any microscopy instrument based on its
optical characteristics. The general assumption for this model is that the bacterium
(or object of interest) needs only be in the field of view (FOV) of the instrument to
be detected. Most biological samples are transparent, but due to developments in
label-free imaging techniques such as phase contrast microscopy, it is possible to
image them without dyes or stains, thus making this a valid assumption.

Assuming that the sample is thoroughly mixed such that the objects are uniformly
dispersed throughout the medium, the probability that a single object will be in the
FOV of the image is given by p = V ρb , whereV is the sample volume (FOV × depth
of field) in mL and ρb is the particle concentration of the sample in objects/mL.

Applying the assumption of Bernoulli statistics, the law of total probability states
that p + pnot = 1, where pnot is the probability that an object is not in the FOV of
the instrument.

If this sampling is repeated x number of times, the law of total probability becomes
peff + px

not = 1, where peff is the effective probability that at least one object will be
imaged after x samples. This results in an expression that estimates the number of
sample volumes to image in order to detect an object as a function of concentration
at a given confidence level (peff) such that

x =
ln(1 − peff)
ln(1 − V ρb)

. (4.11)

Equation 4.11 shows that the number of samples that must be recorded is inversely
proportional to the image volume of the instrument. An advantage of off-axis DHM
is that it is not only capable of high resolution imaging, but it is capable of this
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Figure 4.9 – Minimum number of required sample volumes to detect objects at
various concentrations with a confidence level of 95% (adapted from [12])

high resolution imaging through a large depth of field allowing its effective image
volume to be orders of magnitude larger than traditional microscopy techniques of
comparable magnification and resolution.

A specific advantage of the common mode instrument is the fact that it requires two
liquid channels that are imaged simultaneously. For sparse samples, it is possible
to load sample in both channels as opposed to just one, which effectively doubles
the sample volume capability of the instrument. Imaging done with the common
mode instrument with sample in both channels of the sample chamber is referred to
as operating in Detection Mode throughout this section.

Figure 4.9 plots the number of sample volumes that must be imaged as a function
of concentration in order to have a detection confidence level of 95% (peff = 0.95).
In the figure, the same calculation is shown for a conventional light microscope
(parameters in Table 4.2).
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Table 4.2 – Specifications of the off-axis DHM and comparable brightfield micro-
scope (labeled Conventional)

Property [unit] DHM Conventional
Illumination wavelength [nm] 405 White light

Objective numerical aperture [-] 0.3 0.4
Magnification [-] 20 20

Field of view [µm × µm] 360 × 360 400 × 400
Depth of field [µm] 800 6

Lateral resolution [µm] <1 <1

Table 4.3 – Minimum number of required sample volumes to detect objects (detec-
tion confidence of 50%)

Concentration
[objects per mL] DHM Conventional

100 6,686 106,967
101 669 10,697
102 67 1,070
103 7 107
104 1 11
105 1 1

Table 4.3 shows the number of sample volumes that must be imaged when using
off-axis DHM as well as a conventional light microscope in order to have a detection
confidence level of 50%. This shows the minimum number of samples that must be
imaged in order to have a sufficiently large possibility of detecting bacteria.

The aforementioned analysis assumes the FOV to be instantaneous and constant;
however, the ability to acquire image sequences allows for larger FOVs to be imaged.
The increase in the instantaneous FOV to an effective FOV is proportional to the
length of the image sequence recorded as well as the level of motility of the sample.
Because this is difficult to quantify in a general case for such samples as bacteria,
only a simple estimation is discussed here.

For the purposes of estimating the effective FOV, bacterial motility can be modeled
as a one-dimensional random walk where each step of a bacterium has an equal
probability of being forward or backward. This results in an averaged traveled
distance by the bacterium of

|d| = v
√

k, (4.12)
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where v is the magnitude of the bacterium’s physical movement per step and k

is the total number of steps taken. For an in-depth derivation of this expression,
see Appendix A. For any given sample chamber, bacteria are only free to move
in and out of the FOV of the instrument across four boundaries of the sample
volume because the other two are bounded by glass (top and bottom surfaces).
Thus, the effective sample volume as a function of image sequence duration (t) is
Veff = V + 2zv(x + y)

√
t , where x, y, and z are the length, width, and height of the

sample volume, respectively.

Experimental Verification of Sensitivity
With a theoretical background and expectation of the sensitivity of the DHM in-
strument, a series of experiments were conducted to verify the model created in
the previous section. It is important to note that the quantification of bacterial
concentrations on the order of even 104 cells per mL is difficult. At these low con-
centrations much care must be taken to avoid false positives from various sources
of contamination. For the experiments described in this section, a collaboration
with the Kenneth Nealson Laboratory at the University of Southern California was
crucial as they were able to provide the equipment and support necessary to ensure
that these experiments were done in a highly controlled and sterile manner.

These experiments were conducted by creating samples of highly controlled con-
centrations of bacteria, and flowing them through the FOV of the DHM instrument
using a syringe pump. The camera frame rate was chosen such that a particle would
be imaged at least twice as it flowed across the FOVof the commonmode instrument.
Many flow characteristics must be considered when conducting an experiment of
this sort and are documented in Section E. By counting the instances of bacteria as
they travel past the FOV of the instrument, it is possible to deduce the concentration
of the sample given information on the sample chamber geometry and flow rate of
the syringe pump. Furthermore, the theoretical model from Equation 4.11, predicts
detection of particles as a function of imaged sample volumes. If the flow rate of
the syringe pump is chosen such that every particle is imaged at least twice from
the time it enters and exits the FOV of the instrument, then a new sample volume is
imaged after every two images. Because of this, it is possible to predict that within
a certain amount of time, a bacteria would be imaged at a given concentration.

The biological concerns with such an experiment include contamination as well as
bacterial growth throughout the experiment. Contamination can introduce tremen-
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dous and confounding errors into the experiment. If unsterile objects come into
contact with the sample, the apparent bacterial concentration of the sample will
change as a result of the contamination. It is also possible for contamination to
cause false negatives because the contaminant might exhibit a predator-prey re-
lationship with the bacterial strain being imaged, thus artificially decreasing the
apparent bacterial concentration of the sample. Furthermore, as these bacterial
samples contain living things, much care must be taken in planning the experiment
such that imaging can occur as soon as the serial dilutions are made to ensure that
the bacteria have as little time to multiply as possible.

To address these concerns, standard biological safety protocols were followed in-
cluding the use of pre-sterilized equipment, sterile personal protective equipment,
as well as conducting all biological cell handling in a sterile laminar flow hood.
These bio-safety procedures are described in Appendix D.

The contents of this section are part of a peer-reviewed scientific publication and
video in the Journal of Visualized Experiments [11]. This work included a collab-
oration with The Kenneth Nealson Group at the University of Southern California.
A graduate student from the Nealson Group, Casey Barr, and myself contributed
equally to this effort. I was responsible for the experimental setup related to theDHM
instrument and downstream data analysis. Casey Barr contributed by the design and
implementation of the microbiological aspect of this experimental technique.

In this series of experiments, cultures of Serratia marcescens and Shewanella onei-
densis were used. These particular strains of bacteria were chosen for their distinct
size, shape, and color. Both strains have a distinct rod shape, while S. marcescens has
a very distinct red color. These physical traits help prevent against false positives as
their sizes and shapes can be used as distinguishing features in DHM images, while
the distinct red color of S. marcescens can be used as a distinguishing feature when
quantifying cell concentrations using traditional methods like spectrophotometric
readings or culture plate counting.

The night before these experiments, about 5-6 mL of sterile lysogony broth was
seeded with a sample of master culture medium (e.g. from a glycerol stock) and
incubated at 23°C overnight.

The day of the experiment, a spectrophotometric reading (OD600) of the bacterial
master culture was taken. By conducting a growth curve analysis, it is possible to
correlate the spectrophotometric reading of a sample to its concentration, but due
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to the exponential growth of bacteria, this method alone is not reliable. As a result,
a sample of the master culture was hand counted using a Pretroff-Hauser counting
chamber [11].

With the concentration of the master culture known, serial dilutions were done to
achieve samples with concentrations of 105, 104, 103, and 102 cells per mL. These
dilutions were done into sterile 0.9% saline solutions to hinder any further cell
growth by depriving the bacteria of nutrients. Prior to imaging, a sample from
these dilutions were culture-plated in triplicate and allowed to incubate for further
validation of cell concentration. Sample was then loaded into a sterile syringe and
placed onto a syringe pump. The microfluidic system was then primed by running
the syringe pump for an appropriate amount of time. This time allowed for any air
bubbles or microscopic debris from the fluidic tubing to be washed out.

With the system primed and the syringe pump running, images were taken at a
constant frame rate of 5 fps for each of the two bacteria strains at each of the four
concentrations tested.

The hologram sequences from all eight data sets were processed and de-noised to
aid in the manual detection of particles. Because this experiment involved only the
detection of bacteria, no numerical reconstruction was required. Each hologram
was background subtracted in order to eliminate any stationary artifacts from the
image. This image processing technique is outlined in Appendix B. By cycling
through the hologram sequences and counting bacteria as a function of time, it is
possible to converge on an estimate of bacterial concentration. For the purposes
of this experiment, a statistically significant estimate of bacterial concentration is
considered when at least 30 individual bacterium have been imaged. Given the
flow rate of the syringe pump, a camera frame rate of 5 fps, and Equation 4.11, a
theoretical time limit can be calculated which predicts the time necessary to arrive
at a statistically significant concentration estimate.

Table 4.4 summarizes the experiments performed including the theoretically pre-
dicted detection times and experimental detection time. As mentioned earlier, the
target concentrations were 105, 104, 103, and 102, but culture plate counting (before
and after imaging) in triplicate was done to provide more accurate measurements of
concentration. Concentrations are reported with a 95% confidence interval.
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Table 4.4 – Summary of results from sensitivity verification experiments
Target

Concentration
[cells/mL]

Theoretical
Detection

[s]

S. marcescens S. oneidensis
Plate Counted

Conc.
[cells/mL]

Estimate
Conc.

[cells/mL]

Experimental
Detection

[s]

Plate Counted
Conc.

[cells/mL]

Estimate
Conc

[cells/mL]

Experimental
Detection

[s]
105 <15 1.08 × 105 ± 782 1.08 × 105 ± 234 16.23 1.12 × 105 ± 847 1.12 × 105 ± 346 15.46
104 <15 0.97 × 104 ± 576 0.97 × 105 ± 289 15.89 1.04 × 104 ± 762 1.04 × 104 ± 283 16.06
103 84 1.21 × 103 ± 372 1.17 × 103 ± 224 68.58 1.51 × 103 ± 468 1.53 × 105 ± 213 54.73
102 804 356 ± 256 589 ± 204 574.87 487 ± 228 531 ± 197 465.09

Upper Limit of Detection
Because DHM is an instantaneous and volumetric imaging system, there exists an
upper limit of detection. This is to say that there exists an upper limit of concentration
where the sample becomes too dense such that the recorded image suffers from a
shadowing effect where particles cannot be imaged because there are other particles
that block light from interacting with them. This can have deleterious effects on
image quality and resolution due to multiple optical scattering events that occur in
the dense sample (the sample becomes optically opaque).

This upper limit of detection was quantified experimentally in both amplitude and
phase reconstructions. A sample of Bacillus subtilis was grown overnight in Lyso-
gony Broth to an optical density of OD600 = 0.8, which corresponds to a concentra-
tion on the order of 108 cells per mL. By serial dilution, concentrations of 105, 106,
and 107 cells per mL were prepared. These concentrations were verified via culture
plate counting.

Separate and sterile sample chambers were used to image each concentration us-
ing the common mode DHM instrument. The holograms were then subsequently
reconstructed in both amplitude and phase. From the amplitude and phase recon-
structions, bacteria were selected one at a time and their respective signal-to-noise
ratios (SNR) quantified. SeeAppendix B formore information on these calculations.

Figure 4.10 shows the normalized SNR as a function of bacterial concentration. Ex-
perimental data is shown with straddle bars indicating the 95% confidence interval,
with a solid fit line. The fit line found to straddle the experimental data with the
lowest error was a logistic regression. The upper limit of detection is defined as the
point at which the SNR has decreased by 3 dB. With this definition of the upper
limit of detection, the logistic regression suggests that the upper limit of detection
for the DHM instrument is ≈ 6×106 cells per mL. Note that phase images, although
experience a decreased SNR in the same manner as amplitude images, they do not
decrease by 3 dB.
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Figure 4.10 – Normalized SNR as a function of bacterial concentration in amplitude
images (left) and phase images (right) (adapted from [12]).

Figure 4.11 – Phase (left) and amplitude (right) images of B. subtilis at the relatively
low concentration of 104 cells per mL (adapted from [12]).

Figures 4.11 and 4.12 show select phase and amplitude reconstructions of low and
high concentrations of B. subtilis. At the relatively low concentration of 104 cells
per mL in Figure 4.11, there is no overlap in the diffraction patterns of the bacteria.
However, at the relatively high concentration of 6 × 106 cells per mL of Figure
4.12, we can notice that the diffraction patterns of one bacterium interfere with its
neighboring bacterium, thus degrading the quality and resolution of the image.
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Figure 4.12 – Phase (left) and amplitude (right) images of B. subtilis at the relatively
high concentration of 6 × 106 cells per mL (adapted from [12]).

Concluding Remarks
This chapter explored the various metrics commonly employed in the quantification
of performance for many optical imaging devices. These metrics include resolution,
depth of field, error analysis, and sensitivity of detection.

In the quantification of resolution, the resolution of both DHM instruments were
quantified in the lateral and axial dimensions. The common mode instrument
was verified to operate at the diffraction limit, while the Mach-Zehnder instrument
was verified to operate with sub-micron lateral resolution. The Mach-Zehnder
instrument was not experimentally verified to operate at the diffraction limit simply
because the resolution target available during the analysis did not have small enough
elements. The smallest element of the resolution target has a width of 0.78 µm,
while the theoretical diffraction limited resolution of the Mach-Zehnder instrument
is 0.49 µm.

The depth of field was defined as the axial distance about focus, where sub-micron
lateral resolution can be maintained by the imaging device. Implementing this
definition of depth of field resulted in the depth of field of the common mode
instrument being 900 µm, while the Mach-Zehnder instrument demonstrated a
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depth of field of 600 µm.

In optical interferometry, many phase retrieval algorithms exist. Three of the
most common are the Four Bucket/Step Method, the Three Bucket/Step Method,
and the Carré Method. These methods were introduced and an error analysis
was conducted employing the expression for the propagation of error. Aspects of
each phase retrieval method were compared and the advantages/disadvantages of
each method were presented. The contents of this analysis were presented and
published as a conference proceeding at the 2017 SPIE Photonics West conference
[3]. The method that must be employed in the phase retrieval from an interferogram
depends on the fringe sample frequency of the optical detector and whether the
phase difference between fringe samples are known. Having an understanding of
the error characteristics of each of these algorithms aids in the design of DHM
instruments as one can choose the proper optical sensor in order to suit the specific
needs of the instrument.

Lastly, a design metric of great importance is the detection sensitivity of the DHM
instrument. Verifying this involved the development of a statistical model of the
expected sensitivity as well as an experimental verification of this sensitivity. The
statistical method developed was published in a special issue in the peer-reviewed
scientific journal Astrobiology, and the experimental verification was published
in the peer-reviewed scientific journal Journal of Visualized Experiments (JoVE).
These analyses showed that the common mode DHM has a detection sensitivity that
is roughly two orders of magnitude higher than conventional confocal microscopy
of the same optical resolution and field of view. This can be interpreted in multiple
and equally appealing ways. Given a certain amount of sample with a low microbial
concentration, the common mode DHM can detect microbial presence in the sample
roughly two orders of magnitude quicker than traditional optical methods. Addi-
tionally, this means that the common mode DHM can detect microbial life while
using roughly two orders of magnitude less sample volume than traditional methods.
This capability is appealing because the DHM is capable of conducting detecting
life in a given sample while using two orders of magnitude less resources, whether
that resource is either the sample itself (which can be very scarce), or computational
resources (which can also be very scarce).

This chapter experimentally validated the hardware developments described in the
previous chapter. The work presented here represents an invaluable verification that
we indeed have achieved the performance metrics we have set in the Introductory
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chapter. With two DHM instruments operational, with known performance and
capabilities, further development, experimentation, and even field deployment is
possible to investigatemicrobialmotility and other characteristics ofmicrobiological
importance.
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C h a p t e r 5

SOFTWARE DEVELOPMENT

In the design of novel microscopic instruments, the development of software tech-
niques to handle and analyze data can prove just as useful as hardware development.
In this section various software techniques are introduced that were developed to
aid in the processing and analysis of holographic data. This section will introduce a
novel application of a machine learning algorithm for the 3D tracking of particles in
numerically reconstructed data, which was published in the peer-reviewed scientific
journal AIMS Biophysics, of which I was first author [5]. This machine learning
algorithm, being very computationally heavy, prompted the development of a low
computational overhead algorithm to increase the image contrast of volumetric re-
constructions to aid in the 3D tracking of particles. Both of these algorithms can
not only be used for object detection, but object tracking as well. This section will
discuss the operating principles of each method, as well as a verification of their
performance.

5.1 Machine Learning Tracking Algorithm
Current techniques for observing bacterial motility are effectively two-dimensional
because of the small depth of field provided by high numerical aperture objectives.
Measurement of 3D trajectories is performed by approximating the third dimension
from measured 2D trajectories, or by inferring the organisms’ z positions as they
travel in and out of focus. This severe limitation gives an incomplete image of the
motility patterns observed. For example, a bacterium travelling vertically, parallel to
the optical axis, will appear stationary using conventional techniques. A 2015 paper
[119] calculated the systematic errors associated with observing bacterial motility
when using conventional microscopic techniques and found that in addition to the
effects of localization errors, 2D projection of the same volume introduce systematic
errors in speed and turning angle measurements, compared to the correct speed and
turning angle measurements found in 3D tracking. Similarly, observations obtained
from 2D slicing are constrained to a thin focal plane thickness and ignore the vast
majority of turning events; a bias against turning angles near 90° is also introduced.
Finally, the boundaries of the sample chambers required for high-resolution imaging
constrain motion in the z direction and affect the hydrodynamics of motility and the
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organisms’ possible swimming ranges. Because of this, 2D methods do not capture
the entire complexity of bacterial motility and shed doubt upon models of motility
such as “run and tumble” or “flick” [87, 116]. As a result, the swimming patterns
of most bacteria in an unconstrained 3D volume remain largely unknown.

DHM has been used to study distribution and swimming patterns of microorganisms
on the scale of 10 µm: algae in the laboratory [68], plankton in the open ocean [27],
dinoflagellate feeding behavior [109, 110], algal zoospores [122] and cultured cells
in the laboratory [77]. Nevertheless, papers on DHM imaging of micron-sized
bacteria are few. Although the common mode instrument is capable of 3D sub-
micron imaging of bacterial cells, obtaining automated 3D tracks of bacterial cells
with this instrument is still very challenging. Low contrast does not allow images
to be thresholded and the presence of out-of-focus airy rings confuses detection
algorithms. Amplitude images show a large amount of laser speckle noise, which is
inherent to any imaging technique using coherent light sources. Some solutions have
been presented in the literature. One paper successfully tracked bacteria using de-
noising algorithms [86, 116], but this approach is computationally intensive as well
as labor-intensive. Holographic microscopy using incoherent light can eliminate
speckle [16], but at the expense of depth of field, such that it is less useful for
3D tracking than coherent DHM. Synthetic aperture techniques can also improve
resolution [27], but are used to improve the resolution of non-diffraction limited
instruments. Instruments operating at the diffraction limit, such as the common
mode DHM, render such techniques futile. Other super-resolution techniques, such
as angular or wavelength multiplexing [94, 129], require the sample to be stationary.
Because studies of live bacteria require imaging at the order of the size of the
wavelength of illumination light in a large volume, and because they move at tens to
hundreds of microns per second, identifying and tracking them remains a challenge.

Automated particle tracking can generally be divided into two steps: Particle iden-
tification/detection (the spatial aspect), followed by particle tracking/linking (the
temporal aspect). In 2014, Chenouard et al. [28] provided an objective comparative
study of the most common particle tracking methods used in bioimaging. First,
the authors identified three main factors that affect tracking performance: dynamics
(type of motion), density (number of particles per field of view), and signal-to-noise
ratio (SNR). Second, they simulated a set of 2D and 3D image data based on these
different factors. They then sent these image data sets to fourteen separate research
groups who took up the challenge of identifying and tracking the particles using
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state-of-the-art methods. The teams then sent back their results, which showed that
no one particle tracking method performed best for all data sets. The best identifi-
cation methods were based on careful implementation and parameter tuning of any
algorithm. The best tracking methods were the ones that used multiframe/multitrack
optimization instead of the simpler nearest-neighbor linking. In addition, methods
that made explicit use of the prior knowledge about the particle motion in each
scenario were more successful than methods that did not.

In this section, a novel application of a machine-learning particle identification/de-
tection algorithm based on linear logistic regressions is implemented for tracking
of two test bacterial strains: Bacillus subtilis and Collwellia psychrerythraea [58].
The core functions of this algorithm are readily available in MATLAB as part of
the Statistics and Machine Learning toolbox. This algorithm was used as a proof of
concept, however, and other machine learning algorithms such as decision tree mod-
els, support vector machines, or k-nearest neighbor classification models can also be
implemented. The strains were chosen to represent relative extremes of prokaryotic
size and motility. B. subtilis is large (5 µm long) and shows slow (≈20 µm/s) undu-
lating motility. C. psychrerythraea is a marine psychrophile that is relatively small
(<1 µm) and swims at rapid speeds (over 40 µm/s even at subzero temperatures)
[61]. The algorithm requires an expert user to identify bacteria from a training data
set, which is a small subset of the recorded data. Once trained with a sufficient
number of examples, the algorithm is able to automatically detect organisms from
the entire data set. Performance is compared to manual tracking and found to give
a statistical precision of 91%. Once identified, bacteria may be tracked by using a
simple ’nearest-neighbor’ Hungarian linking algorithm [121]. This represents the
first demonstration of an automated algorithm for tracking of bacteria using DHM.
While much work on the subject remains to be done, this is a promising area of
inquiry for anyone studying 3D bacterial motility.

The contents of this section were published in the peer-reviewed scientific journal
AIMS Biophysics in 2017 [5]. I was first author of this publication and contributed
by writing the final version of the software which was publicly released with the
publication. Furthermore, I was responsible for the data collection, parameter
tuning, training, tracking, and data visualization of the high microbial density data
set of this work.
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Training
The linear logistic regression pixel classifier is a supervised learning algorithm that
was implemented using MATLAB’s Statistics and Machine Learning Toolbox. In
order to train this classifier, a sample data set is used to generate a classifier, hw(x),
as well as a pixel features matrix, Xt . This algorithm was written such that the
data set it is to be trained on and eventually track is a four-dimensional image stack
composed of many two-dimensional images at various z-planes and time. Prior to
training, the data must be reconstructed and processed. All data structure/handling
protocols prior to training are detailed in Appendix B.

The pixel features that are used to construct the pixel feature matrix are (in descend-
ing order of importance):

1. Absolute difference of pixel values |Ii j − Ī |

2. Image gradient (in all three spatial directions)

3. Local standard deviation

4. Absolute difference of pixel values (in z) |Ik − Ī |

5. Local median pixel value

6. Image standard deviation

For a given sample data set, (x, y, z, t) coordinates are provided to the algorithm by
an expert user, corresponding to the location of particles of interest. Pixel feature
matrices are constructed near these coordinates along with a binary probability
matrix ft , where ft ∈ {0, 1}. Because absolute particle coordinates are known, this
probability matrix contains zeros everywhere except for the pixels where a particle
is located. Both the pixel feature matrix and the binary probability matrix are used
to calculate the classifier, which is defined as

hw(x) =
(
1 + ew

T
)−1

, (5.1)

where wT is the transpose of a linear weighting matrix. There is no closed form
solution for w, and as a result, a gradient descent iterative minimization approach is
used such that

wk
m+1 = wk−1

m + α

m∑
i+1

(
ft,i − hk−1

w (xi)
)

xi, (5.2)
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where wk
m+1 is the (m + 1)th element of the k th iteration of the linear weighting

matrix and α is gradient descent learning parameter. This learning parameter must
be predefined and was chosen as α = −0.1. The resulting pixel classifier is the
logistic model that is then used to analyze data in order to determine the probability
of the presence of a particle of interest.

Particle Detection
With the classifier trained, data sets are analyzed and their respective pixel feature
matrices (X) are constructed. These matrices are then subsequently multiplied by
the classifier to yield the probability matrix

fi, j = Xhw(x), (5.3)

where fi, j : f ∈ [0, 1] is a probability matrix corresponding to the probability that
pixel (i, j) contains a particle of interest. A minimum probability threshold can then
be employed to decide whether or not a pixel is indeed a particle of interest.

More sophisticated schemes can be employed to interpret this probability matrix f ,
such as agglomerative hierarchical clustering and weighted centroid clustering.

Statistical Validation Metric for Particle Detection
To quantify the performance of the automated tracking algorithm, manually obtained
bacterial tracks were used in order to calculate an Fβ score (F-score). The F-score
is defined as

Fβ =
(1 + β2)PR
β2P + R

, (5.4)

where β is a weighting factor, P is the statistical precision, and R is the statistical
recall. Statistical precision is defined as

P =
Tp

Tp + Fp
, (5.5)

and statistical recall is

R =
Tp

Tp + Fn
, (5.6)
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Table 5.1 – Experimental parameters used in the validation of the machine learning
object detection algorithm.

Property Data Set 1 Data Set 2 Data Set 3
Sample Volume [µm3] 360×360×252 360×360×392 360×360×500

Bacteria Species Bacillus sibtilis Colwellia psychrerythraea Bacillus sibtilis
Concentration [cells per mL] ≈ 102 ≈ 102 ≈ 106

Cell volume and shape [µm3] ≈ 8µm3,
elongated

≈ 2µm3,
comma-shaped

≈ 8µm3,
elongated

Number of z-planes 201 157 201
Number of time frames 84 18 85

Total number of bacteria in FOV 8 6 149

where Tp is the number of true positives, Fp is the number of false positives, and Fn

is the number of false negatives.

The weighting factor β is used to weigh the importance of either statistical precision
or recall. Because the motivations that led to the development of this algorithm
were to be able to extract statistically relevant motility characteristics of bacteria
from a given data set and not necessarily identify all bacteria present in the field of
view, precision is weighted higher than recall by defining β = 0.5.

Results
Table 5.1 summarizes the experimental parameters of all three data sets used in
the validation of the machine learning tracking algorithm The first two data sets
contained a very sparse concentration of bacteria andwere used as ameans of a proof
of concept for the machine learning algorithm. The third data set contained a much
higher concentration of bacteria, which is more representative of the concentrations
expected throughout the instrument’s use.

With the manually tracked bacteria in Data Sets 1 and 2, the results from the ma-
chine learning tracking algorithm were evaluated by calculating the absolute spatial
localization difference between the manually obtained tracks and the autonomously
obtained tracks. These absolute differences are illustrated in Figure 5.1.

The tracking algorithm was also employed to track a data set with a higher concen-
tration of B. subtilis (on the order of 106 cells per mL). At such a concentration,
there are expected to be approximately 100 to 200 cells in the field of view of the
DHM instrument at any one time. The tracking algorithm was able to identify 149
unique bacteria in this data set, while a human observer was only able to identify
127 bacteria. The remaining 22 bacteria were noticed by the human observer only
after they knew there were bacteria there. Figure 5.2 shows the three dimensional
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Figure 5.1 – Localization error of B. subtilis (left) and C. psychrerythraea (right) as
a result of the machine learning tracking algorithm (adapted from [5]).

trajectories of Data Set 3 obtained autonomously from themachine learning tracking
algorithm. This plot is color-coded with respect to time.

The average swimming speed observed from Data Set 3 is 23 ± 17 µm/s (standard
deviation, n = 149), with a median swimming speed of 10 µm/s. These values are
in agreement with the literature on wild-type B. subtilis. Not only the average and
median speeds are in agreement with literature, but the relatively large variation in
these values are also expected due to the heterogeneous swimming characteristics
of bacteria, even of the same species. Figure 5.3 illustrates the distribution of
swimming speeds of the B. subtilis tracked in Data Set 3.

5.2 Residual Fringe Visibility as a Means of Enhanced Image Contrast
As discussed in the previous section, it is possible with the help of a logistic re-
gression statistical method, to detect and track sub-micron sized particles in three
dimensions using DHM. However, this tracking ability comes at a large computa-
tional cost. The reconstruction and tracking of Data Set 3 in the previous section
involved roughly 8 hours of computation using an Intel 6-core i7 processor at 3.50
GHz. This amount of computation is impractical in a field setting where compu-
tational resources are scarce. To provide useful information of the sample being
imaged by the DHM while at the same time using reasonable amounts of computa-
tional resources, a novel object detection scheme was developed that is capable of
detecting the lateral position of a particle within an off-axis hologram itself. This
scheme involves the background subtraction of holograms prior to reconstruction.
The work presented in this section is a modified version of a manuscript that was
submitted to the peer-reviewed journal Optics Express [14]. I am first author of
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Figure 5.2 – Three-dimensional trajectories of B. subtilis as a result of the machine
learning tracking algorithm (adapted from [5]).

this work as I conceived the research idea, collected and analyzed the necessary
data for its verification, as well as wrote the entire manuscript. Supporting authors
aided in guiding the research as well as aided in the development of the theoretical
verification of the method.

In this section, a computationally inexpensive method of removing the dominant
static noise terms from off-axis holographic images is presented. This method in-
volves the background subtraction of raw holograms prior to numerical reconstruc-
tion. By only reconstructing the residual localized fringe packets remaining after
subtraction of the background fringe pattern, noise contributions such as speckle
are removed prior to propagation through the reconstruction process. A theoretical
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Figure 5.3 – Distribution of swimming speeds ofB. subtilis as a result of the machine
learning tracking algorithm (adapted from [5]).

A B C

Figure 5.4 – Optical Schematic of the DHM instrument used throughout this work
(A), an image of the benchtop instrument (B), and fringe stability of the DHM
instrument as a function of time (C). Centerline indicates the mean fringe visibility
and dashed lines indicate the 95% confidence interval range.

explanation of the approach is presented, as well as practical considerations when
implementing this technique. Finally, processing of experimental data from cultures
of bacterial and protozoa cells near the resolution limit of the instrument is shown,
highlighting this technique’s utility.

Theory of Operation
Figure 5.4A and 5.4B show the optical schematic and laboratory image of a common
path DHM instrument used throughout this section. A coherent light source is
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collimated and passed through two identically sizedmicrofluidicwells. One contains
the object of interest while the other contains a reference liquid in order to match
optical path lengths with the sample well. The sample and reference beams are
then passed through two separate but identical objective lenses. Finally, a relay lens
recombines the beams at a detector plane, creating an interferogram (hologram).

Let two monochromatic and coherent beams, O(x, y, t) and R(x, y), corresponding
to the object and reference beam, respectively, be incident on an optical detector,
such that the resulting interference pattern recorded by the digital detector is

I(x, y, t) = (O + R)(O + R)∗ = |O |2 + |R|2 + RO∗ + R∗O, (5.7)

where x, y are spatial coordinates within the hologram, and t is time.

The object beam can be expressed as the superposition of a static beam OS(x, y)
and spatiotemporal deviations from that static beam ε(x, y, t), such that O = Os + ε .
Thus, the hologram can be expressed as

I(x, y, t) = |OS |2 + |ε |2 + |R|2 + RO∗S + R∗Os + (OS + R)ε∗ + (OS + R)∗ε . (5.8)

The temporally averaged hologram is defined as

Ī(x, y, t) = |OS |2 + |ε̄ |2 + |R|2 + RO∗S + R∗Os + (OS + R)ε̄∗ + (OS + R)∗ε̄ . (5.9)

For a sufficiently large timescale, it can be assumed that ε = 0, thus |ε |2 = 0. The
residual hologram is defined as IR = I − Ī, such that

IR(x, y, t) = I(x, y, t) − Ī(x, y) = OSε
∗ +O∗Sε + Rε∗ + R∗ε . (5.10)

The OS and ε beams are on-axis with each other and thus their interference terms
only contribute to the zero-order term of the temporally averaged hologram. With
this residual hologram, numerical reconstruction techniques can be employed in
combinationwith spatial filtering, which removes zero-order and twin image artifacts
from the reconstructed images [34]. Finally, the spatially filtered hologram that
becomes reconstructed can be expressed as IF

R = R∗ε .
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Practical Considerations
Background subtraction of holograms is useful because any stationary artifacts in the
image become attenuated, leaving only dynamic objects. If the background fringes
of the hologram are stable, these fringes would be effectively removed from the
resulting image, except for localized fringe ‘packets’ associatedwith any particle that
has moved through the field of view of the hologram. This background subtraction
technique vastly increases the SNR of any dynamic particle in an image sequence,
making it much easier for automated particle detection algorithm to detect particles
of interest in space and time. We show here that rapid motion is not necessary for
the method to work; movement as small as bacterial Brownian motion will suffice.

Such a background subtraction technique requires a stable interferometer. Many
sources of noise can introduce shifts in DHM fringes, causing them to shift across
the field of view of the detector. These noise sources include but are not limited
to photon (shot and speckle) noise, temporal phase noise caused by uncorrelated
variations between the two beams of the instrument, as well as noise introduced by
the detector and associated electronics. These sources of noise introduce an upper
limit on the timescales where the proposed background subtraction scheme is useful.
As the background fringes shift, they will by definition become dynamic objects in
the image, thus no longer being removed by the background subtraction scheme.

The valid timescales of this background subtraction technique were quantified by
collecting holographic images as a function of time without a sample in the field
of view of the common mode instrument. Temporally averaged holograms were
calculated at various timescales through the hologram sequence. Fringe stability
was inferred by calculating the average fringe visibility of the temporally averaged
hologram. This is possible due to the fact that if the fringes are absolutely stable
(static), the temporally averaged hologram would equal the fringe pattern of each
hologram in the sequence. As the fringe pattern begins to shift, theywill by definition
become dynamic artifacts in the image and thus not appear in the temporally averaged
hologram. Figure 5.4C shows a plot of fringe stability as a function of time for the
DHM instrument used throughout this work. The center line in the plot signifies
the mean fringe visibility value while the dotted lines signify the 95% confidence
interval value range. By defining the point of fringe decorrelation as the point in
time where the fringe correlation decreases by -3 dB, the upper timescale that should
be used for this background subtraction scheme is roughly 40 seconds of real time
data.
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Software Implementation
Although this algorithm shows promise as a real time particle detection algorithm,
software was developed to analyze pre-recorded data for the purposes of verifying
the algorithm’s efficacy as this scheme is oblivious to whether the data is from a live
feed or if it is from pre-recorded data.

The software was written completely inMATLAB (2017b) using standard toolboxes
and features. The software as well as instructions on how to implement it are
available in Appendix B, along with reference to a GitHub repository containing the
MATLAB files [82].

Initially this algorithm expects as an input from the user a file path containing the
data to be analyzed. From this file path, it imports all holograms and sorts them
into a three-dimensional matrix (x, y, t). With this 3D matrix, background (mean)
subtraction is conducted along the third (time) dimension of the matrix in order to
remove any stationary artifacts from the images. Mean subtraction is used instead
of median subtraction because the computational overhead of a mean calculation
is far lower than that of a median calculation (see Figure 5.5). This step requires
taking note of the data type of the 3D matrix. Hologram images are in unsigned
8-bit format and must be converted to double precision prior to mean subtraction.
After mean subtraction, each image is spatially filtered to remove any low and high
spatial frequency noise. Because the optical parameters of the DHM are known,
the spatial frequencies in which we expect fringes to be are well known, so all other
spatial frequencies can be filtered.

Figure 5.5 plots the computation time required to run this algorithm as a function
of input size for both a median and mean subtraction scheme. As can be seen from
the plot, the mean subtraction scheme requires much less computational resources
than the median subtraction scheme without any measurable sacrifice in accuracy
or performance. It is worth noting that both operations are linear with respect to
input size, so they are both scalable to larger applications.

Experimental Verification and Procedure
The DHM was used to image two strains of bacteria (Bacillus subtilis and Vibrio
alginolyticus), as well as the protozoan Euglena gracilis. A 1 mm deep well was
filled with a dilution of the biological sample in minimal media. A motility medium
was used for B. subtiliswhich would not harm the organisms but hinder their growth
(10 mM phosphate buffer pH 7.4, 10 mM NaCl, 0.1 mM EDTA, 0.1 mM glucose).
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Figure 5.5 – Computation time of the median and mean subtraction schemes as a
function of input size.

Due to the marine origins of V. alginolyticus, a different minimal media recipe
was used (50 mM Tris buffer, 300 mM NaCl, 5 mM MgCl2, 5 mM glucose). E.
gracilis was diluted in spring water. Holographic images were recorded at a frame
rate of 15 frames per second. Background image subtraction was performed with a
timescale of 10 seconds (150 holograms). Both the raw holograms and background
subtracted holograms were then spatially filtered and reconstructed via the angular
spectrum method using either the commercial software KOALA (Lyncée Tec SA,
www.lynceetec.com) or a Fiji-based plug-in developed by our group [31, 102]. All
bacterial data were recorded using a monochromatic 405 nm laser illumination
source. DHM images of E. gracilis were acquired using the multi-wavelength
implementation of the common path DHM instrument [124], using a 405, 520, and
625 nm laser illumination sources simultaneously.

Results
Figure 5.6 shows a raw hologram and background-subtracted hologram of a singleB.
subtilis bacterium (5.6A and 5.6B, respectively) and their respective Fourier spectra
(5.6C and 5.6D). Figure 5.6E and 5.6F show the intensity reconstruction of the same
bacterium using the raw hologram and background subtracted hologram, respec-
tively, as well as vertical line plots of pixel values through the bacterium for both
the raw and background subtracted reconstruction (5.6G and 5.6H, respectively).
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Figure 5.6 – Raw hologram of sample containing B. subtilis (A), the identical
hologram after background subtraction (B), and their respective Fourier spectra (C
and D). Intensity reconstruction of the same B. subtilis bacterium without (E) and
with (F) the use of the residual fringe visibility analysis, as well as vertical line plots
of pixel values through the bacterium (G and H, respectively). Scale bar represents
10 µm for (A, B, E, and F).

Employing the background subtraction technique on data sets containing B. subtilis
saw an increase in SNR of roughly an order of magnitude (11x improvement in
SNR).

Figure 5.7 shows a raw and background subtracted hologram of a select V. al-
ginolyticus bacterium (Figure 5.7A and 5.7B, respectively), and their respective
Fourier spectra (Figure 5.7C and 5.7D). Figure 5.7E and 5.7F show a single plane
intensity reconstruction of the same hologram from 5.7A and 5.7B, respectively.
These intensity reconstructions also demonstrate an order of magnitude increase
in SNR. Figures 5.7G and 5.7H show a volumetric rendering of intensity recon-
structions using the raw and background subtracted holograms, respectively. These
volumetric renderings have been thresholded to the same value for comparison. The
implementation of the background subtraction technique can be seen to increase the
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Figure 5.7 – Raw hologram of sample containing V. alginolyticus (A), the identical
hologram after background subtraction (B), and their respective Fourier Spectra (C
and D). Intensity reconstruction of the same V. alginolyticus bacterium without (E),
and with (F) the use of the residual fringe visibility analysis, and a 3D rendering
of the reconstructed intensity z-stack of the raw (G) and background subtracted
hologram (H). Scale bar represents 10 µm for (A, B, E, and F).

SNR of volumetric intensity reconstructions to allow for the 3D localization of near
diffraction limited objects such as V. alginolyticus. Due to the standard thresholding
used in the volumetric renderings of 5.7G and 5.7H, vertical lines can be seen in
Figure 5.7G, which are the residual artifacts of the point spread function of the V.
alginolyticus. Downstream processing techniques, such as deconvolution, would be
effective in removing such artifacts.

Figure 5.8 shows a raw and background subtracted hologram of multi-wavelength
DHM data containing E. gracilis (5.8A and 5.8B), and their respective Fourier spec-
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Figure 5.8 – Raw multiwavelength hologram of sample containing E. gracilis (A),
the identical hologram after background subtraction (B), as well as their respective
spectra (C and D, respectively). A pseudo-colored composite intensity reconstruc-
tion of a select E. gracilis using the raw hologram (E), and background fringe
subtraction technique (F). Scale bar in (A) represents 50 µm for both (A and B).
Scale bar in (E) represents 20 µm for both (E and F).

tra (Figure 5.8C and 5.8D). Figure 5.8E and 5.8F show a pseudo-colored composite
intensity reconstructed image of a select E. gracilis using the raw and background
subtracted hologram, respectively. The use of background subtracted holograms for
multi-wavelength DHMdata dramatically reduces the need for other post-processing
unique to multi-wavelength data such as white balancing. Furthermore, the reduc-
tion in noise enables sub-cellular features of the E. gracilis to be much more visible,
namely, the stigma (eyespot) and nucleus.

Concluding Remarks
This chapter discussed multiple software developments aimed at increasing the us-
ability of DHM for both laboratory and field implementation. A major bottleneck of
DHM has been the computational demands involved with numerically reconstruct-
ing the 3D information contained in a hologram. As DHM is capable of encoding
3D information within a 2D image, numerical reconstruction is required to extract
the 3D information within a hologram, which is very computationally demanding.
A single hologram is roughly 4 MB, and when reconstructed into a full 3D volume,
becomes roughly 1.2 GB of data. Furthermore, this large data set size is difficult
and time consuming to analyze manually. For these reasons, software methods were
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developed to analyze these large data volumes autonomously.

A supervised machine learning-based tracking algorithm was developed and de-
scribed in details which is capable of detecting and tracking diffraction limited
particles through a large field of view of holographic data. This work was pub-
lished in AIMS Biophysics [5]. This algorithm, once trained by an expert user, is
capable of detecting and tracking micron sized bacteria though time, resulting in
three-dimensional trajectories. This capability proves useful in the analysis of the
motility characteristics of organisms on the micron scale in 3D, which is currently
not well studied but of great interest to the microbiological community.

This machine learning algorithm, although autonomous, requires a great deal of
computational resources, making it difficult to implement on field deployments, or
any application where computational resources are limited. A novel method of
enhancing image contrast of intensity reconstructions of digital off-axis holographic
images is presented, including a theoretical justification, practical considerations
in its implementation, and an experimental verification using biological samples.
With roughly an order of magnitude of increased contrast provided by this method,
standard image thresholding and clustering techniques become possible and enable
high throughput and low computational overheard volumetric tracking. Further-
more, by conducting background subtraction on the raw holograms as opposed to
the volumetric reconstruction, computational overhead is reduced proportionally to
the number of axial planes reconstructed, potentially significantly decreasing com-
putation times. It is critical to note that fringe stability is necessary for this approach
to work. We implemented it using a common-path off-axis DHM designed to be sta-
ble against vibrations. With a traditional Mach-Zehnder interferometer, the fringes
may not be stable on the timescales reported in this work. Thus, the fringe stability
and resultant number of frames used for background fringe subtraction will need to
be determined for each instrument and light source combination.

The software developments described in this chapter provide further enhancements
of the capabilities of DHM for use in laboratory and field experimentation. The
development of a machine learning tracking algorithm provides a seminal work
in the application of machine learning in the tracking of micron-sized particles in
three dimensions and further expands the applications of DHM for microbiological
research. Furthermore, the development of a computationally light image contrast
enhancement algorithm provides a reasonable path forward towards the ultimate
goal of autonomous analysis of DHM data for field experimentation, or in any
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application requiring quick analysis with minimal computational resources.
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C h a p t e r 6

GENETICALLY ENCODED PHASE CONTRAST AGENTS FOR
DHM

The following chapter describeswork thatwas done in collaborationwith theMikhail
G. Shapiro Group at the California Institute of Technology regarding the develop-
ment and verification of gas vesicles (GV) as an optical phase contrast agent for
targeted imaging in QPI. This work was submitted for publication in the peer-
reviewed scientific journal PNAS [7] at the end of 2019, and was rejected in early
2020. After careful interpretation of the reviewer feedback, no fault was found
with the fundamental science of the paper, only that it was not a good fit for the
PNAS community. At the time of the writing of this thesis, the manuscript is being
formatted for submission to the peer-reviewed journal Nano Letters, which I, along
with the authors believe to be a better fit for this work. An explicit list of author
contributions is provided in Appendix C.

First, the origins of GVs are introduced as well as the methods used to isolate them,
their morphology, and the mechanisms involved with their ability of being optical
phase contrast agents. GVs were then engineered to be expressed in salmonella
cells. The phase contrast added to salmonella cells that express GVs are quantified
and the usefulness of GVs as a phase contrast is verified.

Off-axis digital holographic microscopy offers many advantages to both in lab and
field experimentation. A considerable advantage of off-axis DHM is its ability to
conduct quantitative phase imaging (QPI). This imaging modality involves quanti-
fying the phase value of the illuminating wavefront across the sample. This QPI
image is directly proportional to the optical path length of the illuminating light
source through the sample that is being imaged. This correlation has been verified
by [96] and found to follow the trend

∆φ =
2π
λ

h∆n, (6.1)

where λ is the wavelength of the illuminating light source, h is the thickness of the
object in the axial dimension, and ∆n is the difference in index of refraction between
the object and its surrounding medium.
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DHM, along with other imaging techniques that are capable of QPI have been
used in the study of microbial motility, chemotaxis, the flow of ions through ion
channels, as well as the migration of cancer cells [41, 60, 63, 85, 92, 96, 109]. QPI
is a relatively new, but very promising technique with applications in fundamental
microbiological research as well as diagnostic medical imaging.

Equation 6.1 provides an expression for directly measuring the optical path differ-
ences introduced by an object of thickness h. In the case of imaging a microbial
cell in an aqueous solution, ∆n = nc − nm, where nc is the index of refraction of the
cell and nm is the index of refraction of the acquous solution (medium). Because
typical values of nc for the cytoplasm are ≈ 1.38, or only 0.05 different from H2O, a
1 µm-thick cell imaged at 405 nm is expected to show a phase shift of ∆φ = 0.25π,
which can be difficult to resolve when considering the various sources of noise that
are present in phase images [3].

Phase contrast agents and reporter genes could make smaller organisms visible
or highlight subcellular features and processes, analogous to the role played by
targeted small-molecule dyes and fluorescent proteins in fluorescence microscopy.
Fluorescent molecules are part of every biologist’s toolkit, with new agents contin-
ually being described to push the limits of specificity, resolution, and multiplexing
[3, 80, 91, 128]. Unfortunately, thesemolecules are poor phase contrast agents due to
their small and positive refractive index difference relative to water, which requires
their loading at high concentration and contrast that is not easily distinguished from
organelles or other dry material [30, 48, 90, 95? ]. An ideal phase contrast agent
should have a more dramatically different index of refraction, and preferably one
that is lower than that of H2O in order to be categorically distinguishable from other
cellular components.

Here, genetically encodable contrast agents for DHM, and QPI more broadly, are
introduced. These genetically encodable contrast agents are based on a unique class
of hollow protein nanostructures called gas vesicles (GVs). GVs are all-protein
nanostructures natively expressed in a number of waterborne microorganisms as
a means to regulate their buoyancy [93, 125]. GVs are gas compartments with
dimensions on the order of 200 nm, enclosed by a 2 nm-thick protein shell (Figure
6.1A), which is permeable to dissolved gas, but prevents water from condensing
into a liquid in the GV core. GVs have previously been described as contrast agents
for ultrasound [106] and magnetic resonance imaging [43, 79, 107], but have not
been applied to optical microscopy. Recently, the genes encoding GVs have been
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heterologously expressed in commensal bacteria (e.g. Escherichia coli Nissle 1917
and Salmonella typhimurium) [22, 79].

In this work, we hypothesized that the large difference in the index of refrac-
tion of GVs’ gaseous cores (n = 1.0) to that of water and cytoplasm (n = 1.33,
n = 1.38-1.42) should produce excellent phase contrast for QPI. Unlike dyes or
fluorescent proteins, GVs result in phase advancement producing positive phase
contrast. We show that purified and clustered GVs result in the expected contrast
under DHM. Using electron micrographs as a guide, we compared the predicted
contrast in GV-expressing S. typhimurium with quantitative amplitude and phase
reconstructions. GVs lead to a consistent subcellular pattern of positive contrast
surrounded by bands of higher-index cell material. The GVs also create amplitude
contrast. GV-expressing cells are readily distinguished from control cells, making
GVs the first genetically encoded phase contrast agent. We also demonstrate con-
trast in mammalian cells by incubating cultured Chinese hamster ovary (CHO) cells
with polyarginine-tagged GVs purified from E. coli. The cells take up GVs with a
resulting membrane and endosomal labeling pattern.

This work provides a general tool for creating contrast in DHM in both amplitude
and phase. GVs may be genetically expressed or purified with localization and/or
affinity tags and incubated with the target cells. The availability of contrast agents
will greatly expand the utility of QPI in cell biology and microbiology.

Results
Gas vesicles produce positive phase contrast
GVs purified from Anabaena flos-aqua are approximately 120-140 nm wide and
200-800 nm long (Figure 6.1A). Individually, purified GVs were too small to im-
age on the common mode DHM, which uses NA= 0.3 aspheric lenses to achieve
a spatial resolution of 0.6 µm (Figure 6.1B). In order to evaluate GVs as phase
contrast agents, they were assembled into clusters by biotinylation followed by the
addition of streptavidin. This yielded irregular clusters of 690±56 nm in hydro-
dynamic diameter (Figure 6.1C). Holograms were collected of GV clusters and of
comparably sized alumina beads (1524±470 nm) suspended in phosphate-buffered
saline (PBS). Holograms were reconstructed into amplitude and phase images using
the commerically available software KOALA (See Appendix B). Both GVs and
alumina beads appeared dark in amplitude images, while the phase shifts from the
two samples were opposite in sign (Figure 6.1D). Measured phase shifts of GV
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Figure 6.1 – Gas vesicles as phase contrast agents. (A) Schematic of a single GV.
(B) Schematic of the DHM used in this work, and an illustration of the inherent vol-
umetric imaging of DHM compared to conventional microscopy. (C) Biotinylated
gas vesicles purified from Anabaena flos-aquae can be clustered using streptavidin.
Shown are a schematic and representative transmission electron micrograph of bi-
otinylated GVs (top) and clustered GVs (bottom). Scale bars 100 nm and 500 nm,
respectively. (D) Representative phase and amplitude DHM images of clustered
gas vesicles and alumina beads. Scale bars represent 25 µm. (E) Phase change
observed from clustered gas vesicles as a function of approximate particle size. The
theoretical model comes from Equation 6.1.

clusters were plotted against expected phase shifts for an equivalent air-filled bubble
as calculated from Equation 6.1 (Figure 6.1E), showing good agreement. GV phase
contrast can be erased by hydrostatically collapsing the gas vesicles, serving as a
convenient internal control. This can be achieved by presenting gas vesicles to a
pressure beyond their threshold [72], which open up their protein shelling and allow
the gaseous core to rapidly dissolve in the solution.

Having identified gas vesicles as phase contrast agents, we sought to determine if
phase contrast, in addition to a particle’s fluid dynamics, can be used to detect them
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Figure 6.2 – (A)Clustered gas vesicles rise in solution, histogramof the z-component
velocities of clustered gas vesicles, and 3D trajectory plots of tracked gas vesicles
over 60 second. (B) Two example 3D tracks of clustered gas vesicles. Each trajectory
is color coded with respect to time. (C) Alumina beads sink over time, histogram of
the z-component velocities of alumina particles, and 3D trajectory plots of tracked
alumina beads over 60 seconds. (D) Two example 3D tracks of alumina beads.
Each trajectory is color-coded with respect to time. (E) Mixed population of gas
vesicles and alumina beads showing two velocity histograms for gas vesicles and
alumina beads, and 3D trajectory plots of the mixed population over 60 seconds. (F)
Example trajectory of a rising and another of sinking particle chosen at random. (G)
Phase images of the two particles from F. The buoyant particle has a positive phase
contrast while the particle sinking has a negative particle. Scale bars represent 5
µm. (H) Representative dynamic light scattering of the hydrodynamic diameter of
pristine gas vesicles, clustered gas vesicles and alumina beads.

in a mixed population. First, using QPI, we tracked the motion of both GV clusters
and alumina beads in a 1 mm deep well. The average speed of GV clusters along
the z-axis was 0.43±0.58 µm/s (95% C.I.) (Figure 6.2A) while alumina beads sank
with an average speed (along the z-axis) of -0.47±1.02 µm/s (95% C.I.) (Figure
6.2B). Next, both GV clusters and alumina beads were mixed together and tracked
using DHM. In a mixed population, the GV clusters and alumina beads were readily
distinguished (Figure 6.2C) with the particles that were rising having positive phase
contrast and the particles that were sinking having negative phase contrast.

The measured rising and sinking velocities may be compared with values predicted
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by balancing buoyant forces and Stokes drag. The net effect of buoyancy is

FB =
4
3
(ρp − ρm)πr3g, (6.2)

where ρp and ρm are the densities of the particle and the surrounding medium,
respectively, r is the particle’s radius, and g(g < 0) is the acceleration due to
gravity. Here, the particle is assumed to be spherical and dominated by viscous
forces. As a result, its Reynolds Number is expected to be far less than unity
(Re � 1).

This assumption causes the effects of drag on the particle to be in a linear regime
(Stokes drag) where the resistive force due to drag is Fd = 6πµrv, where µ is the
dynamic viscosity of the medium and v is the particle’s velocity. Equating these
two expressions allows for the settling velocity of a particle to be calculated as

v =
2(ρp − ρm)πr2g

9µ
. (6.3)

Using this equation, along with typical physical properties of air, water, and alu-
minum oxide (see Table A.4), the predicted velocities of GV clusters and alumina
beads along the z axis are 0.29±0.05 and -2.65±1.50 µm/s, respectively. It is as-
sumed here that both the GV clusters and alumina beads are spherical and that the
alumina beads are solid and pure aluminum oxide, which are assumptions that are
not necessarily true. From the electron micrographs depicted in Figure 6.1C, it can
be seen that GV clusters are highly non-spherical. Similarly, the manufacturer of
the alumina beads was not able to provide quantitative information on the quality or
purity of their product. Furthermore, this model does not include stochastic events
that effect settling velocities including but not limited to Brownian Motion.

GVs in mammalian cells
In order to label mammalian cells, the surface of GVs purified from A. flos-aquae
were modified to include polyarginine (R8) sequences [72, 73]. This sequence is a
mimic of the human immunodeficiency virus 1 trans-activating (HIV-1 TAT) peptide
and allows tagged proteins to penetrate into cells (Fig. 6.3A) [26]. Polyarginine-
modified GVs were purified and added to Chinese hamster ovary (CHO) cells at
114 pM for 45 minutes, washed and imaged by DHM. This allowed for rapid 3-
dimensional reconstruction of GV location on the surface of and within the cells
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Figure 6.3 – DHM imaging of mammalian cells labelled with engineered gas vesi-
cles. (A) The surface of gas vesicles can be genetically decorated with R8 peptides
to label mammalian cells. (B) Chinese hamster ovary (CHO) cells labelled with
polyarginine modified-gas vesicles and imaged using DHM. Scale bar represents 25
µm. (C) Pseudocolored 3D rendering of gas vesicles decorating CHO cells. See
Appendix C for more information. (D) Phase image (scale bar represents 25 µm) of
CHO cells transfected with GFP labeled GVs under the high power DHM showing
positive phase contrast in correspondence with (E) a high power fluorescence image
(scale bar represents 25 µm) of the identical CHO cells.

(Figures 6.3B & 6.3C). GVs were fluorescently labelled to confirm the location of
GV-labelling on the cells (Figure 6.3D and 6.3E).

GVs as genetically expressed contrast agents in Salmonella typhimurium
Following the characterization of GVs as DHM contrast agents, we tested the abil-
ity of genetically encoded GVs to act as phase contrast agents in living bacteria.
A recently developed GV hybrid gene cluster, made by combining genes from An-
abaena flos-aquae andBacillus megaterium [23], was placed under the control of the
acyl homoserine lactone- (N-(β-ketocaproyl)-L-homoserine lactone; AHL) medi-
ated quorum sensing luxI promoter and used to heterologously express gas vesicles
in Salmonella typhimurium (Figure 6.4A). In the presence of AHL, Salmonella
expressed numerous GVs, which were visualized under transmission electron mi-
croscopy and seen to typically cluster in two distinct subcellular regions (Figure
6.2B). We used this observed pattern to simulate the wavefront perturbations ex-
pected as light passes through a gas vesicle-expressing Salmonella cell. Simulated
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Figure 6.4 – GVs as genetically ncoded phase contrast agents in Salmonella. (A)
Schematic of engineered gas vesicle gene cluster comprising genes from Anabaena
flos-aquae (orange genes) and Bacillus megaterium (blue genes) that enable heterol-
ogous expression of gas vesicles in Salmonella typhimurium. (B) Representative
transmission electron micrograph of S. typhimurium expressing gas vesicles. Scale
bar represents 1 µm. (C) Numerical simulation of phase and amplitude images of
a GV-expressing Salmonella cell. (D) Representative phase and amplitude images
of gas vesicles-expressing S. typhimurium cells under DHM. Example zoomed-in
images are illustrated on the right. Scale bars for full field of view are 25 µm and
5 µm for the zoomed-in images. (E) Representative phase and amplitudes images
of GV-expressing S. typhimurium cells after collapsing GVs using 1.2 MPa of hy-
drostatic pressure. Scale bars for full field of view are 25 µm and 5 µm for the
zoomed-in images. (F) Quantified average phase contrast from S. typhimurium cells
with intact gas vesicles compared with collapsed gas vesicles (n = 88).

holograms were reconstructed into amplitude and phase images, showing distinct
patterns of light and dark bands (Figure 6.4C).

Under DHM, GV-expressing Salmonella displayed similar features to the electron
micrographs and simulations in both amplitude and phase. In amplitude images,
regions containing GVs appeared darker than the surrounding cell. The correspond-
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ing phase images showed lighter areas corresponding to the two subcellular regions
of high GV concentration, with an observed phase signal within GV expressing
Salmonella cells of 1.32±1.00 radians (95% C.I.) (Figures 6.4D & 6.4F).

A convenient internal control was provided by collapsing the GVs within GV ex-
pressing Salmonella cells by exposing cells to hydrostatic pressure, which opens
up the protein shell and allows the gas core to rapidly dissolve in the solution [72].
Upon collapse of gas vesicles, the positive phase contrast disappeared, resulting in
a phase signal within GV expressing Salmonella cells after exposure to hydrostatic
pressure of -1.13±0.57 radians (95% C.I.) (Figure 6.4E & 6.4F).

By comparing phase images of GV expressing Salmonella cells before and after
collapsing GVs, it was observed that GVs increase the average SNR of Salmonella
cells in phase images by more than three times.

Concluding Remarks
Our results demonstrate that GVs may be used as contrast agents for QPI due to
their large difference in index of refraction compared with water and cytoplasm.
The gaseous core of GVs results in a phase difference that is in the opposite di-
rection to typical organelles or minerals, resulting in positive phase contrast. This
is especially beneficial for studying small samples such as microorganisms or sub-
cellular features. Using the rapid volumetric image reconstruction of DHM, we
have demonstrated the ability to robustly identify and track gas vesicles in a mixed
solution containing alumina beads of a similar size. In addition, the modular protein
make-up of gas vesicles enables protein engineering to confer novel properties for
use as phase imaging nanoscale reporters. We have demonstrated that GVs fused to
a cell-penetrating peptide confer subcellular phase contrast in cultured CHO cells.
This may allow for rapid studies of cellular-nanoparticle interactions, or tracking
of membrane dynamics and trafficking by tagging membrane proteins. Lastly, by
introducing a newly developed heterologous hybrid gas vesicle gene cluster to bac-
teria, we can obtain genetically encoded phase contrast. These studies result in a
QPI toolkit that will permit specific labeling in a large number of situations.

The methods and materials used for sample preparation and data processing for this
section are described in detail in Appendix C
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C h a p t e r 7

FIELD EXPERIMENTATION

In order to validate the DHM field instrument (orangeBox), it was used in mul-
tiple field campaigns to various remote environments. These field campaigns to
remote environments served multiple purposes. First, it provided a field campaign
with remote and rough terrain that was a physical test of the field instrument. The
field testing of technology is a large step in advancing a technology towards flight
qualification for space travel. Secondly, the field sites visited represent extreme en-
vironments for life as we know it. Learning from life in these extreme environments
not only sheds light on the robust nature of life, but helps advance the human race’s
understanding of fundamental biology.

Many parameters can cause an environment to be extreme for life as we know it.
These factors include salinity, pH, temperature, pressure, liquid water availability,
as well as oxygen concentrations. Table 7.1 summarizes the various parameters that
can make an environment extreme as well as low/high thresholds for what would
constitute an extreme environment. It is important to note that the specific values
reported here are highly subjective and are meant only to provide qualitative and
contextual understanding of what life as we know it might find to be extreme.

Environments with extreme concentrations of saline represent an extreme environ-
ment for life due to the fact that cells utilize various flavors of ion-gated channels
across their membrane, which can become compromised in extreme concentrations
of sodium [1]. Not only can salinity affect cellular ion-gated channel function, but
extreme salinity can cause cell damage or death by plasmolysis and endosmosis due
to high and low concentrations of sodium, respectively.

Environments with extreme pH represent an extreme environment for life due to
the fact that environments of extreme pH (high or low) cause proteins denaturation.
This prevents many cellular functions from functioning properly and can eventually
lead to cell death.

Environments with extreme temperatures represent an extreme environment for life
due to the fact that many chemical processes are temperature dependent. Many
cellular functions rely on chemical diffusion to transport chemicals and nutrients
throughout the volume of the cell. The time scales for these diffusive chemical
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transport phenomena change dramatically as a function of temperature. Further-
more, temperature can affect the fluidity and permeability of cell membranes which
can lead to cell damage and/or death [99].

Environments with extreme pressures represent an extreme environment for life due
to the extreme physical stresses that can overcome the structural integrity of the
phospholipid bilayers that compose the membrane of cells. Both extremely high
and low pressures can cause cell damage by either causing the cell to collapse into
itself or for the cell membrane to be torn apart.

Environments with no liquid water availability represent an extreme environment
because virtually any biological process that has been studied thus far in human
history has required the presence of liquid water to facilitate and or participate in
the chemical reactions or biological processes that constitute life. Furthermore, we
have come to realize that any place on Earth with available liquid water harbors life
[53, 99, 105].

The known processes of cellular respiration all have one major thing in common:
they involve the movement of electrons through some process which allows for the
creation of a molecule that can be used as cellular energy. A common terminal elec-
tron acceptor in cellular respiration is oxygen. Other anaerobic metabolic pathways
exist, but are far less energetically favorable, and thus environments with scarce
amounts of oxygen represent an extreme environment due to the energetic limits it
places on cellular respiration.

It is difficult to locate an environment on Earth that meets all of these criteria for
an extreme environment. In addition, any such environment would be extremely
dangerous for the scientists who intend to investigate it. Because of these and other
logistical reasons, only a select few field sites have been visited in order to investigate
the prevalence of microbial life and motility in extreme environments. Figure 7.1
shows the geographic locations that the DHM field instrument has been used to
measure in situ microbial motility. The locations denoted with a red star are the
locations that will be discussed in detail here.

The contents of this chapter are intended for publication along with results from
other field campaigns. The field sites discussed in this thesis are sites that I was
directly responsible for as I prepared for, attended, as well as collected and analyzed
the data from these field campaigns.
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Figure 7.1 –Geographic locations that have been visited by theDHMfield instrument

Table 7.1 – Conditions that would constitute an extreme environment
Environmental Parameter Low Threshold High Threshold

Salinity <0.9% >3.5%
pH <5 >9

Temperature <4°C >40°C
Pressure - >200 atm

Liquid water availability no liquid water -
Oxygen concentration ≈1 ppm -
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7.1 UtqiaÛgvik (Barrow), Alaska, USA
UtqiaÛgvik (formerly Barrow), Alaska is the most northern point of continental North
America as there exists no land mass in the continent above this point. This site
represents an extreme environment for both the DHM field instrument as well as
the microbial life there. Due to logistical difficulties related to travel to and from
this location, the field instrument and all associated scientific equipment must have
been shipped prior to the field campaign. This presented a large risk as the shipping
process by a commercial freight company could cause irreparable damage to the
components of any instrument by the mishandling of the package. Furthermore,
the ambient temperature in UtqiaÛgvik during the field campaign was approximately
-5°C, which caused all polymeric components to become brittle. This exacerbated
the fragility of all instruments involved with the field campaign, not only the DHM.

The conditions in UtqiaÛgvik also present an extreme environment for microbial life
due to temperature and salinity. During the field campaign, a total of three field
samples were analyzed:

1. Sea ice brine

2. Seawater from the ice/ocean interface

3. Cryopeg brine

Sea ice brine is high salinity (≈8.7%) liquid water that is trapped in micro-channels
throughout sea ice. As seawater (salinity ≈ 3.5%) freezes, the crystalline structure
of ice that forms causes the nearby remaining liquid water to increase in solute
concentration. This concentration increase causes freezing point depression in the
remaining liquid, which keeps it in its liquid state [75]. The sampled sea ice brine
was at a temperature of -4.0°C. For a detailed description on the sampling method
of these brine micro-channels see Appendix D. Sea ice brine represents an extreme
environment for life due to its higher salinity than that of seawater as well as its
sub-zero temperatures.

The ice/ocean interface was accessed via ice core drilling. Using sterile sampling
procedures, liquid seawater (salinity ≈3.5%) from the interface was obtained. For
a detailed description on the sampling method of seawater see Appendix D. Arctic
seawater represents an extreme environment for life due to its cold temperatures.

Cryopegs are volumes of liquid water that have been encapsulated by permafrost
when it was formed [32]. In much the same way as the sea ice brine micro-channels
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are formed, as permafrost formed, smaller volumes of high salinity water remained,
which were able to remain in the liquid state indefinitely due to their high salinity
(≈14.0%). The cryopeg sampled here was accessed via the Barrow permafrost
tunnel (coordinates: 71.2944°N, 156.7153°W) and the brine was measured to be at
-4.3°C. For a detailed description on the sampling methods of cryopeg brines, see
Appendix D. Cryopeg brine represents an extreme environment for life due to its
high salinity, low temperature, and complete isolation from any source of nutrients.

In these extreme environments, it was estimated that in situ active motility would be
scarce, but present. As a result, sea ice brine samples were subjected to a salinity
gradient in an attempt to induce microbial motility. These samples were subjected
to a salinity gradient because the motility of marine bacteria are known to be a
function of salt concentration [39]. In fact, levels of motility have been seen to
increase as salt concentrations decrease. By establishing a salinity gradient such
that a point source acts as a chemical sink, the local salt concentrationwithin the field
of view of the DHM can be decreased, thus inducing motility in the microorganisms
present in the sample. Cryopeg samples were subjected to salinity gradients as
well as thermal gradients in an attempt to induce motility. The thermal gradient
experimental setup is detailed in Appendix C. In the following sections, only select
data will be presented for brevity, however all data and associated images and videos
can be found on the GitHub repository under the ‘fieldData’ directory [82].

Sea ice brine showed a wide variety of microbial life at low biomasses comprised of
mostly prokaryotic cells. This low biomass is to be expected from an environment
that is not only cold but at high salt concentrations. Even with the low biomass of
the sea ice brine samples, motile eukaryotes were observed. Of the roughly 102

particles in the field of view of the instrument at any given time, less than 1 cell per
data set was observed to exhibit motile characteristics. Of these motile cells, the
average motility speed was observed to be 4.4 µm/s.

By analyzing the organism’s turning angle as a function of time, the frequency
of reorientation of the organism was found. Two regimes of reorientation were
quantified. The first being for turning angles between 45°and 135°, and the second
being for turning angles between 135°and 180°. Formore information on themethod
and implementation of quantifying reorientation time scales, see Appendix B. The
timescale of reorientation for 45° ≤ θ < 135° is 2.10 seconds. Reorientations
between 135and 180°occurred once every 1.34 seconds on average.

Figure 7.2 shows a select trajectory of a motile microorganism found in sea ice brine
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Figure 7.2 – Select trajectory plot (left) and histogram of turning angles from sea
ice brine samples

samples as well as a histogram of its turning angles. From the visual inspection of
the trajectory plot, it can be seen that the organisms exhibit sprinting characteristics
where they swim in a single directionwithout drastic changes in direction, suggesting
that this organism has a single polar flagellum.

Halotaxis experiments were performed on samples of sea ice brine by placing low
salinity (3.5%) sterile agarose into a needle and allowing the formation of a salinity
gradient within a sample of sea ice brine. A sufficiently dense agarose was used
to allow the diffusion of sodium ions while preventing organisms from swimming
into the needle, where imaging is not possible. No motile characteristics were seen
throughout these experiments. Time-lapse data also showed no net aggregation or
dispersion of biomass towards or away from the salinity gradient, respectively. It
was the hypothesis of this experiment that a decrease in salinity near the needle tip
would cause a measurable change in the motility of the microorganisms. The results
of this experiment do not support this hypothesis, however, as no measurable change
in motility was observed as a result of a local salinity gradient.

Liquid samples of seawater taken at the ice/ocean interface showed a much higher
biomass and diversity of microbial life. These liquid samples contained both
prokaryotic and eukaryotic microbial life. Motile single celled eukaryotes were
observed with roughly spherical and ellipsoidal shapes with an average diameter on
the order of 10-20 µm with an average motility speed of 19.7 µm/s. Prokaryotic
motility was also observed in the ice/ocean samples. These cells were roughly
spherical with an average diameter of approximately 1 µm and an average swim-
ming speed of 106.3 µm/s. Figure 7.3 shows select trajectories of the heterogeneous
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Figure 7.3 – Select trajectory plots of motile eukaryotic cells (left) and a histogram
of turning angles of these cells (right) imaged from the ice/ocean interface

population of cells imaged from the ice/ocean interface.

A distinct difference was found in the motility characteristics of prokaryotic and
eukaryotic organisms within the seawater samples with regards to their frequency of
reorientation. Prokaryotes were seen to reorient themselves on timescales ranging
between 5.16 to 5.87 seconds for angles between 45°and 135°, and between 6.67
and 9.82 seconds for angles between 135°and 180°. Eukaryotes, however, exhibited
no detected reorientation. All eukaryotes were observed to swim in single directions
with only minor changes in their direction of travel.

Samples taken from cryopeg brines were imaged directly after sampling, but no
evidence of active motility was seen whatsoever throughout the eighteen data sets
that were recorded over a total of four different samples. Each of the eighteen data
sets consisted of a total of one minute of data captured at a camera frame rate of
15 fps. Samples were taken back to the laboratory in order to attempt to induce
motility, but to no avail. Samples of cryopeg brine were subject to linear temperature
gradients from 4.0°C to 32.0°C for approximately one hour. Discrete sections of
the sample chamber were imaged corresponding to temperatures of 4.0°C, 7.5°C,
17.0°C, and 32.0°C. None of these temperatures showed any evidence of motility in
the cryopeg brine sample.

Cryopeg brine samples were subjected to a salinity gradient by a point source of
low salinity solution. A needle tip filled with low salinity (3.5%) sterile agarose
was used to establish and maintain a salinity gradient within the field of view of the
DHM while imaging took place. This caused no change in the observed motility
characteristics of the cryopeg brine sample. Time-lapse data also showed no net
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Figure 7.4 – Amplitude image of cryopeg brine showing a cylindrical object as well
as three other non-spherical objects. Scale bar represents 20 µm.

aggregation or dispersion of biomass towards or away from the salinity gradient,
respectively. However, due to the large salinity gradient, osmotic driven flow was
established which brought multiple particles in the field of view that were roughly
cylindrical, with one particle in particular having a diameter of roughly 1 µm and
length of approximately 20 µm. This object, along with three other objects that were
non-spherical, appear to have similar morphology to many cylindrical prokaryotic
organisms and can possibly be a sign of life within the cryopeg (extant or extinct),
even though no activemotility was seen. Figure 7.4 show these potentially biological
particles seen in the cryopeg brine.

Figure 7.5 provides a succinct summary of the scientific yield from the field cam-
paign discussed in this section. Figure 7.5A shows a select trajectory of a motile
microorganism found in sea ice brine samples. This image is a composite image ren-
dered by the minimum pixel intensity projection of multiple images. The projected
images show the organism’s trajectory over 5 seconds. 7.5B shows select trajectory
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Figure 7.5 – In situ results from various field sites visited in UtqiaÛgvik (Barrow),
Alaska. (A) Select trajectory of a motile microorganism found in the sea ice brine
sample. This image is a composite image rendered by the minimum pixel intensity
projection of 5 seconds of data. Scale bar represents 10 µm. (B) Select trajectory
of a motile microorganism found in the ice/ocean interface sample. This image is a
composite image rendered by the minimum pixel intensity projection of 5 seconds
of data. Scale bar represents 50 µm. (C) A single plane intensity reconstruction
showing a select microorganism observed at the ice/ocean interface sample. Scale
bar represents 10 µm. (D) A single plane intensity reconstruction of a particle that
exhibits lifelike morphological features observed in the cryopeg brine sample. Scale
bar represents 10 µm. (E) Trajectories of the heterogeneous in situ sample taken
from the ice/ocean interface. This plot shows trajectories of multiple organisms
within the field of view of the DHM instrument and is color-coded with respect to
time.

of a cell imaged from the ice/ocean interface. This image is a composite image ren-
dered by the minimum pixel intensity projection of multiple images. The projected
images show the organism’s trajectory over 5 seconds. Figure 7.5C shows a still
intensity reconstruction of an organism found to be within the ice/ocean interface
sample. Figure 7.5E shows trajectories of the heterogeneous in situ sample taken
from the ice/ocean interface. Figure 7.5D shows a typical potentially biological
particle observed in the cryopeg brine.

The work presented in this section not only represents the first time that I, or any
of the DHM team visited UtqiaÛgvik, but also the very first time that a sample of
cryopeg brine has been imaged on the micron scale. The goal of this deployment
was to further test the physical robustness of the orangeBox DHM instrument as
well as to investigate the prevalence of microbial motility in extreme cold and saline
environments. Samples from three field sites yielded positive measurements of
motility from two of the three sites. Sea ice brine and seawater from the ice/ocean
interface containedmanymotilemicroorganisms of various sizes, shapes, andmotile
characteristics. Cryopeg brine, being the most extreme of environments sampled
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Table 7.2 – Field deployment summary from UtqiaÛgvik 2017

Sample Origin Experiment Type Temperature
[°C] Salinity [%] Motility

[µm/s]
Number of
Motile Cells

Number of
Data Sets

Sea Ice Brine in situ -4.0 8.7 (4.4, 9.5) 2 5
Halotaxis -1.0* (3.5-8.7)^ - - 3

Seawater in situ 0.0 3.5 (13.1-165.9) 14 5

Cryopeg Brine
in situ -4.3 14.0 - - 18

Thermotaxis (4.0-32.0)^ 14.0 - - 3
Halotaxis -6.0* (3.5-14.0)^ - - 3

*Experiment conducted in temperature-controlled environment
^Taxis experiment. Values ranged between extremas

throughout this field deployment, showed no sign of active motility. There were
objects that were imaged that morphologically resembled either extant or extinct life,
but this cannot be considered a definite biosignature as some non-organic structures
have been observed to self assemble into bio mimetic structures [49]. Table 7.2
summarizes the scientific results of the field deployment to UtqiaÛgvik, AK in May
of 2017.

7.2 The Cedars, California, USA
The Cedars is an active serpentinization site in coastal Northern California, north of
San Francisco. Serpentinization is a process in which water reacts with ultramafic
minerals such as olivine and pyroxene, in order to produce other minerals such
as serpentine, magnetite, as well as hydrogen gas and alkaline liquids [47, 113,
118]. The spring waters that emerge from this site have an extremely high pH
(≈11.5), low redox potential (≈-550 mV), and low ionic concentrations [118]. The
high pH in addition to the low ionic concentration make this an exceptionally
extreme environment for life. Even with these challenges, there is great macro- and
microscale diversity within these ultrabasic springs. A multi-year study of liquid
samples from three sites in The Cedars showed that even with varying geochemical
factors from the three sites, there was sufficient bio-stability to conclude that these
environments are capable of sustaining life [118].

This site has many factors that make it a very scientifically significant location. First,
The Cedars is one of the few known land-based serpentinization sites in the world.
Because this serpentinization site is fed by fresh spring water that is not of marine
origin, it has a low salinity and sulfate concentration. Alkaliphiles are known to
have the ability to use sodium ions instead of protons (hydrogen ions) as well as
use sodium based ATPase in the generation of ATP [39, 118]. Due to the lack of
sodium ions in the springs of The Cedars, an unknown mechanism are used by the
microbial population in ATP generation.
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Secondly, the low sulfate concentration results in a lack of electron acceptors in a
liquid with a low redox potential. Electron acceptors (such as oxygen) play a key
role in the process of cellular respiration, and in the Cedars it remains unclear what
electron acceptors is used for this purpose.

Lastly, the spring water from the Cedars has a high pH due to the fact that it is
a serpentinization site. At the Cedars, the particular serpentinization reaction has
been investigated and characterized in [88] and found to be of the following general
form:

3CaMgSi2O6 + 6H+
aq ←−→ Mg3Si2O5(OH)4 + 3Ca2+aq + H2O + 4SiO2,

where there are multiple intermediary reactions that are not shown.

This results in almost all free protons in thewater to be used in the reaction. This lack
of hydrogen ions in the resulting water causes the pH to increase dramatically. The
known mechanisms of motility in non-marine prokaryotic life require the presence
of free protons. This well-studied mechanism for prokaryotic motility, involves
establishing and maintaining a proton gradient across their cell membrane which
allows them to exploit the proton motive force as a means of conducting mechanical
work (oscillate or rotate flagella). The lack of protons in the spring water from The
Cedars makes the presence of motility in prokaryotic life of extreme significance
and interest. Furthermore, only a select few marine bacteria are known to be able to
use ions other than protons for the purposes of motility [4, 7, 62]. The known ion
used by marine bacteria is sodium (Na+) [39], which is also scarce in the ultrabasic
springs of The Cedars, hinting that the prokaryotic life in these ultrabasic springs
utilize a potentially novel chemical pathway to facilitate motility.

Studies of in situmotility from spring water had not been done prior to this work due
in part to: 1) the remote environment of The Cedars and 2) the very low biomass in
the springs.

The DHM field instrument (orangeBox) was deployed to The Cedars in a multi-year
field campaign, first in September of 2017 and second in October of 2018. The first
field campaign was with the intentions of a general survey campaign. This being the
first time any instrument has been used for the in situ investigation of motility at The
Cedars, the goal was to shed light on whether microbial life native to these ultrabasic
springs exhibited in situ motility or not. The following year’s field campaign aimed
at quantifying the particle concentrations within these springs. Using a modified
experimental technique based on the work that was developed and published in
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Astrobiology and the Journal of Visualized Experiments (JoVE) [11, 12], flow was
established andmaintained through the sample chamber of theDHMfield instrument
and subsequent images were recorded at a constant camera frame rate. With the
statistical model that was developed, the particle concentrations of various springs
were estimated. For more information on the experimental technique employed
during this field campaign, see Appendix C. In the following sections, only select
data will be presented for brevity, however references to all field data can be found
on the GitHub repository under the ‘fieldData’ directory [82].

2017: General Survey
When conducting a general survey of samples from The Cedars in 2017, a total of
two ultrabasic water springs were sampled at various locations. These springs are
the Barns Spring 5 (BS5) (pH 11.5) and the Grotto Pool Spring (GPS) (pH 11.9).

Of the samples taken from these springs, this initial field deployment was able to
image activemicrobial motility in BS5 as well as GPS samples. Prior to deployment,
it was known that the expected biomass of these springs is to be low [118], which
would make it difficult to image in situmotility in a short period of time. The unique
advantage of DHM to conduct instantaneous volumetric imaging made imaging
motility in low biomass samples possible.

At BS5, samples were taken directly from the spring, collected using pre-sterilized
tubing. Among the samples taken directly from BS5, the biomass was extremely
lowmade evident by the lack of particles in the field of view of the DHM instrument.
The organisms that were seen to exhibit active motility characteristics were of sizes
slightly below 1 µm in their longest dimension. These microorganisms exhibited
motility speeds averaging 4.4±0.9 µm/s.

Samples fromBS5 exhibited awide range of reorientation frequencies. By analyzing
each organism’s turning angle as a function of time, timescaleswere quantifiedwhich
describe how often the organism turns with a certain angle range. Samples from
BS5 exhibited timescales of reorientation with angles between 45°and 135 °of 1.33
to 1.83 seconds. Timescales of reorientation between 135°and 180°varied between
2.60 and 7.82 seconds.

Figure 7.6 shows the trajectories of select organisms from the direct BS5 samples
as well as a histogram of the turn angles of the organisms. This histogram of the
turning angles as well as the trajectory plot shows the ‘run and tumble’ motility
characteristics of the microorganisms.
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Figure 7.6 – Select microbial trajectories (left) and histogram of turning angles
(right) of microorganisms from samples taken directly from BS5 (Top Pool).

At GPS, multiple samples were taken directly from the spring as well as from
neighboring pools at the air/water interface. As with BS5, the samples taken
directly from GPS exhibited very low biomass. Nevertheless, in situ motility was
observed. The organisms observed to exhibit motile characteristics were all roughly
spherical in shape and of sizes slighly below 1 µm in their longest dimension. These
microorganisms exhibited an average swimming speed of 3.2±0.9 µm/s.

Samples fromGPSexhibited awide range of reorientation frequencies. By analyzing
each organism’s turning angle as a function of time, timescaleswere quantifiedwhich
describe how often the organism turns with a certain angle range. Samples from
BS5 exhibited timescales of reorientation with angles between 45°and 135 °of 1.36
to 3.54 seconds. Timescales of reorientation between 135°and 180°varied between
3.72 and 18.68 seconds.

Figure 7.7 shows the trajectories of select organisms from GPS samples as well as a
histogram of the turn angles of the organisms. This histogram of the turning angles
as well as the trajectory plot shows the ‘run and tumble’ motility characteristics of
the microorganism.

Samples were also taken from a neighboring pool to GPS referred to as the White
Calcite Pool. A context image of the White Calcite Pool is shown in Figure 7.8.

This pool, contained large amounts of calcification due to its proximity to the spring
as well as the fact that it is near the air/water interface. By absorbing carbon dioxide
from the atmosphere, it is able to form calcium carbonate deposits. Samples from
this pool exhibited more diverse motility characteristics. Run and tumble motility
was seen as well as a single organism that exhibited a corkscrew motility pattern.
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Figure 7.7 – Select microbial trajectories (left) and histogram of turning angles
(right) of microorganisms from samples taken directly from GPS.

Figure 7.8 – Sample location near GPS called ‘White Calcite Pool’
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Figure 7.9 – Select microbial trajectories from the White Calcite Pool

Samples from WCP exhibited a range of reorientation frequencies. By analyzing
each organism’s turning angle as a function of time, timescales were quantified
which describe how often the organism turns with a certain angle range. Samples
from BS5 exhibited timescales of reorientation with angles between 45°and 135
°of 1.09 to 2.03 seconds. Timescales of reorientation between 135°and 180°varied
between 1.56 and 2.99 seconds.

Figure 7.9 shows trajectories of select microorganisms from the White Calcite Pool.
The average swimming speed of the organisms in the White Calcite Pool was 27.4
µm/s with the range of organisms swimming at 4.0 to 56.4 µm/s.

Another neighboring pool to GPS was sampled and referred to as the Orange Calcite
Pool. Figure 7.10 shows a context image of the Orange Calcite Pool.

This pool did not exhibit the same levels of diversity in the types ofmotility present as
the White Calcite Pool, however showed very active motility by the average motility
speeds of the organisms being 62.0 µm/s, with the fastest organism averaging speeds
of 201.2 µm/s.

Samples from OCP exhibited less diversity in the timescales for reorientation than
samples from BS5, GPS, or WCP. By analyzing each organism’s turning angle
as a function of time, timescales were quantified which describe how often the
organism turnswith a certain angle range. Samples fromBS5 exhibited timescales of
reorientation with angles between 45°and 135 °of 0.75 to 1.05 seconds. Timescales
of reorientation between 135°and 180°varied between 1.55 and 2.33 seconds.

Figure 7.11 shows select trajectories of organisms from the Orange Calcite Pool
sample as well as a histogram of turning angles, which shows the abundance of ‘run
and tumble’ organisms in the sample.
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Figure 7.10 – Sample location near GPS called ‘Orange Calcite Pool’

Figure 7.11 – Select trajectory plot (left) and histogram of turning angles (right) of
microorganisms from samples taken from the Orange Calcite Pool
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Table 7.3 – Field deployment summary from The Cedars General Survey 2017

Sample Origin pH Temperature
[°C]

Motility
[µm/s]

Number of
Motile Cells

Number of
Data Sets

Barns Spring 5 11.5 - (3.3-8.7) 2 7
Grotto Pool Spring 11.9 - (2.1-4.8) 6 9
White Calcite Pool n/a - (4.0-56.4) 10 3
Orange Calcite Pool n/a - (4.4-201.2) 4 1

Figure 7.12 provides a succinct summary of the scientific yield from this prelim-
inary field campaign to The Cedars in 2017. Figure 7.12A shows an intensity
reconstruction of select organism from the direct BS5 sample. Figure 7.12B shows
the trajectories of select organisms from GPS samples. This image is a composite
image rendered by the minimum pixel intensity projection of multiple images. The
projected images show the organism’s trajectory over 7 seconds. Figure 7.12C and
7.12D show trajectories of the heterogeneous in situ sample taken from the WCP.
The average swimming speed of the organisms in the WCP was 27.4 µm/s with
the range of organisms swimming at 4.0 to 56.4 µm/s. Figure 7.12E shows select
trajectories of organisms from the in situ OCP sample.

From the initial visit to The Cedars in the late summer of 2017, two ultrabasic
springs were sampled: Barns Spring 5 and the Grotto Pool Spring. Both of these
springs showed evidence of in situ active motility. Motility was observed in these
samples without any sort of stimulii. Furthermore, the extremely low biomass of
these springs did not prevent the orangeBox DHM from being able to successfully
observe in situ active motility, which further shows its capability as a tool for the
investigation of motility in extreme aquatic environments. Table 7.3 summarizes the
scientific results of the field deployment to The Cedars, CA in September of 2017.

2018: Concentration Measurements
Following the general survey field campaign of 2017 to The Cedars, a return to
the same location one calendar year later in 2018 was aimed at quantifying the
concentration of microbial life in the ultrabasic springs of The Cedars.

Three springswere sampled and their respective cell densitieswere quantified. These
three springs were the Grotto Pool Spring (GPS), Barns Spring 5 (BS5), and Mortar
Bed Spring (MBS). The technique that was employed during this field campaign was
inspired by the technique described in Chapter 4.3 as well as in the peer-reviewed
journal JoVE [11]. This technique was altered slightly to accommodate the use of
a peristaltic pump rather than a syringe pump. This change in the experimental
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Figure 7.12 – In situ results from various field sites visited in The Cedars, California.
(A) A single plane intensity reconstruction of a select micron-sized organism from
the BS5 spring sample. Scale bar represents 10 µm. (B) Select trajectory of a
motile microorganism found in the direct GPS spring sample. This image is a
composite image rendered by the minimum pixel intensity projection of 7 seconds
of data. Scale bar represents 10 µm. (C) A single trajectory of a micron-sized
organism from the White Calcite Pool, which was volumetrically tracked through
time. The plot shown is color-coded with respect to time. (D) Trajectories of the
heterogeneous in situ sample taken from the White Calcite Pool. This plot shows
trajectories of multiple organisms within the field of view of the DHM instrument
and is color-coded with respect to time. (E) Trajectories of the heterogeneous in situ
sample taken from the Orange Calcite Pool. This plot shows trajectories of multiple
organisms within the field of view of the DHM instrument and is color-coded with
respect to time.
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Table 7.4 – Measured cell densities of ultrabasic springs at The Cedars

Location
Cell Density
[cells/mL]
(95% C.I.)

Flow Rate
[mL/min]

Reynolds
Number

Dean
Number

Number of
Replicates

Grotto Pool Spring (GPS) 257±69 0.46 5.48 0.93 7
Barns Spring 5 (BS5) 871±515 0.48 5.71 0.97 7

Mortar Bed Spring (MBS) 391±199 0.43 5.12 0.87 7

technique necessitated the use of a deformable reservoir that was plumbed less than
ten pipe diameters after the peristaltic pump in order to attenuate the pulsations in
flow introduced by the peristaltic pump. The use of a deformable reservoir is to
absorb the excessmomentum of the flow by converting that energy to strain energy in
the deformation of the reservoir, which results in a steadier flow out of the reservoir.
This technique was inspired by my undergraduate thesis where I was part of a team
that workedwith Blacoh Fluid Control, Inc., a company located in Riverside, CA that
designs and manufactures pulsation dampener devices that are meant to attenuate
unsteady flow that is caused by peristaltic pumps. My undergraduate thesis was
aimed at designing an automated failure detection system for a specific model
of pulsation dampener which involved the use of a deformable diaphragm. The
resulting design of my undergraduate thesis was adopted by Blacoh Fluid Controls,
Inc. and was used in the subsequent model of that particular pulsation dampener.
For more information about the experimental technique developed for this field
campaign, see Appendix C. My undergraduate thesis is available electronically in
the GitHub repository under the ‘underGradThesis’ directory [82].

Each spring was imaged at an appropriate camera frame rate at 60 second intervals.
Each spring was imaged a total of seven times resulting in roughly 6,000 holograms
per spring, equating to roughly seven minutes of real time data per spring.

The measured cell densities of each of the three springs is tabulated in Table 7.4.
From this table, it can be seen that the cell density measurements from BS5 are
not nearly as constant as the other springs. This was noticed at the time of data
collection because it was seen that there would be discrete bursts of cells passing
through the field of view of the DHM instrument followed by a period of far less
cells passing through the field of view. This can be due to many unverified factors.
A possible explanation is that the bursts of cells passing through the DHM are cells
that become dislodged from a biofilm that is growing at some location deeper in the
spring.
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The cell densities measured at the three springs are in very close agreement to the
work that was done, not only during the general survey work of 2017, but from the
previous years of work done by other institutions and research groups. This is based
on qualitative comparisons, however, as no other research team has attempted to
quantify the cell densities in the ultrabasic springs of The Cedars.

The cell concentrations of the three springs, being on the order of 102 cells/mL
present further validation of DHM’s usefulness in the investigation of in situ motil-
ity in extreme aquatic samples, by not only being a useful tool for investigating
motility, but also being capable of extracting relevant sample information such as
cell concentrations in a short period of time without the need for traditional culture
methods. Traditional methods of cell quantification of field samples are difficult
because plate cultures are only capable of counting microbial concentrations in units
of culture forming units (CFU) per mL. This implies that the microbial population
in the sample is culturable in the first place, which is not necessarily true for extreme
field samples as the nutrients required by field samples in order to form cultures are
often unknown.

Concluding Remarks
Throughout the course of this thesis, development and analysis of DHM instruments
has been presented. Much attention has been paid to the design of an instrument
that would be capable of investigating in situ microbial motility in extreme aquatic
environments. This chapter discussed the deployment of the orangeBox DHM field
instrument to two extreme locations in North America. These extreme locations are
UtqiaÛgvik, Alaska and The Cedars, California. Although the orangeBox DHM has
been deployed to many other extreme environments around the world, only these two
locations were discussed here because these were field sites I was directly involved
with. Other locations visited with the orangBox DHM include: Nuuk, Greenland,
Death Valley, CA, Ireland, and Axel Heiberg Island, Canada.

A total of three field samples were collected from UtqiaÛgvik including sea ice brine,
seawater from the ice/ocean interfaces, as well as cryopeg brine. These samples
represent extreme environments for life due to the cold temperatures and high salt
concentrations of the samples. Active in situ motility was observed in both sea ice
brine as well as seawater from the ice ocean interface. Experiments were performed
in an attempt to increase levels of motility in sea ice brine by establishing and
maintaining salinity gradients, but showed no measurable change in levels of motil-
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ity. Samples of cryopeg brine showed no evidence of in situ motility whatsoever.
Experiments were performed in an attempt to induce motility in cryopeg brine sam-
ples with salinity and temperature gradients, but to no avail. Multiple objects were
observed from cryopeg samples that had morphological features consistent with
microorganisms, but morphology alone is not a sufficient biosignature for detecting
extant or extinct life.

The Cedars CA, was visited twice in a multiyear field campaign to survey and
quantify bacterial populations of multiple ultrabasic springs. This site represents an
extreme environment because of the low sulfate concentration, low redox potential,
and ultra high pH of the spring. First, in 2017 a general field survey shed light
on the prevalence of microbial motility in ultrabasic fresh water springs. Of two
springs that were sampled (BS5 and GPS), active in situmotility was observed from
both springs. Samples were also taken by the nearby pools of GPS at the air/water
interface. From these pool samples, a higher biodiversity was observed as well as
larger percentage of motile organisms, including larger eukaryotic cells. Second,
in 2018 a return trip to The Cedars shed light on the concentrations of microscopic
life from the ultrabasic springs of The Cedars. Three springs were analyzed during
the 2018 field deployment: Barns Spring 5, Grotto Pool Spring, and Mortar Bed
Spring. The quantification of biomass in these springs showed that each spring
contains concentration on the order of 102 cells/mL. These low levels of biomass
are consistent with other field deployments where iterative sample filtering was
required in order to collect enough biomass for subsequent analysis such as genomic
analysis.

The Cedars represents a highly relevant astrobiological analogue site due to its
extreme environment. Due to the particular conditions at this field location, mi-
crobiologists involved with investigating this site expect to find novel metabolic
pathways in the life that resides in these ultrabasic springs. Current work is being
devoted to the incubation of direct field samples with various chemical enrichments
in order to understand biological influences on the microbial population found in
the ultrabasic springs. Enrichments with various amino acids, nucleic acids, car-
bon substrates, and electron acceptors will shed light on the chemical processes
employed by the bacteria found in the ultrabasic springs. DHM will be used to
image these various enrichments to investigate motility as a function of chemical
enrichment. In addition to targeted experiments on field samples, chemotactic ex-
periments using calcium, sodium, and potassium ions on bacterial isolates from The
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Cedars can shed light on the fundamental mechanisms employed by the bacteria in
order to be motile. This work will not only expand our understanding of life, but
further demonstrate DHM’s capabilities as a tool for targeted research in the field of
microbiology.
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C h a p t e r 8

CONCLUSIONS

"It is not enough to be busy. So are the ants. The question is: What are
we busy about?"
- Henry David Thoreau

Throughout the course of one’s thesis, it is not uncommon to become consumed by
the immediate work at hand, spending every waking moment on a new data analysis
algorithm or perfecting an experimental technique. It can be difficult to force oneself
to take a step back and ask, ‘Why am I doing this?’

I often found myself wondering why I’m undertaking such a demanding program
as a Ph.D., and I have time and time again been pleased (and relieved) to have a
satisfactory answer. These satisfactory answers came in the form of potential fields
of study and applications for off-axis DHM.

This thesis described the development of both hardware and software techniques
for an off-axis digital holographic microscope in order to accomplish the high-level
goal of one day being used in the search for extraterrestrial life, but also explored
more immediate Earth-based applications as a microbiological scientific tool to
conduct sophisticated and targeted experimentation. First, an in-depth analysis of
the problem that is to be addressed was presented as well as a survey of the current
state of the art in instruments that can shed light on this problem. The solution
as developed in this thesis was then introduced with explicit definitions of the
expected scientific and engineering capabilities of the instrument. The instrument
was described in detail including the theoretical operating principle, hardware and
software development, as well as the experimental verification of its performance.
Next, laboratory experiments were introduced with the instrument involving the
development of a novel optical phase contrast agent for the targeted increase in
optical phase contrast of samples. Lastly, field experimentation with the instrument
were introduced where the instrument was used for the in situ study of liquid samples
in multiple remote and extreme environments. The development of this instrument
as well as development of novel laboratory and field experimentation techniques
have open the doors to a wide range of potential applications of DHM that are all
very exciting and emerging fields.
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In the years of development of this project, I have kept a list of possible applications
and ideas for the devices and technologies developed in this thesis. These ideas,
among other reasons, are what give my thesis, and my years of hard work, purpose
to me.

The application of this work that I see as the most impactful to our way of life is
its potential use in the medical field. As an instrument that has proven itself to
have sub-micron resolution so that it can readily resolve bacteria as well as be much
more sensitive than traditional optical microscopy, a DHM can be used as a rapid
and autonomous means of identification of infectious disease in the human body.
Furthermore, the development of a machine learning-based identification algorithm
shows possibility of not only detecting bacteria in the human body, but also possibly
being able to classify them.

The work presented in this thesis related to the use of gas vesicles (GV) as a phase
contrast agent shows the potential use of DHM in addition to GVs to be a much more
biocompatible contrast agent for diagnostic imaging. Quantitative phase imaging
(QPI) is still a developing, but rapidly growing, field. The use of GVs in conjunction
with DHM shows promise as a seminal work in the development of targeted optical
phase contrast agents.

The DHM field instrument, as well as its use in remote and extreme environments
such as The Cedars CA to quantify particle concentrations shows the potential for
its use as a device that can actively monitor the water quality of various bodies of
water. Using the low-level particle detection algorithm to rapidly detect particles,
this can provide real time as well as high temporal resolution data on bacterial
concentrations in fresh water reserves and other bodies of water, on the time scales
of days, weeks, months, and even years.

Extending out of the medical or biological fields entirely, the technological devel-
opments related to DHM and described in this thesis can be applied to fundamental
research related to fluid flow visualization on both the micro and macro scale. This
thesis has shown that off-axisDHM is capable of tracking near-resolution-limit-sized
objects, such as GV clusters and alumina beads across a very large depth of field. If
these objects were subjected to a flow, the tracks can be used to reconstruct the flow
field through the field of view of the DHM. This can be kept on the micron spatial
scale by directly using the instruments described in this thesis, or these techniques
can be applied to larger scale instruments to visualize flows on a much larger spatial
scale (e.g. wind tunnels). Furthermore, the high sensitivity of the DHM allows for
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its application as a quality control device in commercial manufacturing facilities
that process liquids. For example, the pharmaceutical industry relies heavily on
sterile and particulate free water in the manufacturing of certain chemicals. DHM
can be used as an in-line and real-time method of monitoring water quality at such
facilities.

These potential applications are not without their share of obstacles, however. There
are many areas of work that must still be addressed in order to develop these ideas
further. The theoretical analysis of phase noise as well as the experimental analysis
of the effects of sample chamber design and substrate type on holographic image
quality has shed light on not only the sources of noise in a typical hologram, but also
the degree to which they affect the quality of a holographic image. Development
into the attenuation of these sources of error can lead to high SNRs which will
allow the use of lower computational overhead algorithms to accomplish particle
identification and tracking. Furthermore, the high image quality will make DHM
a more attractive imaging modality to the microbiological research and medical
communities. In addition, efforts in the application of GVs as an optical phase
contrast agent represents a seminal work, as a result further development and even
cross-validation is necessary to confirm and develop its use as a contrast agent.

Lastly, the preliminary research that has been conducted with the DHM field in-
strument has shed light on just how little we know about the in situ behavior of
bacteria and other microscopic organisms in extreme environments. This instru-
ment, as well as the development and use of this instrument in more sophisticated
and targeted laboratory experimentation can not only shed light on the behaviors of
microscopic life but also help us understand various fundamental mechanisms of
cellular respiration and motility.
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A p p e n d i x A

REFERENCE EQUATIONS AND DERIVATIONS

Reference Equations
This section lists reference equations that were useful in the design and imple-
mentation of the devices and experiments discussed in the thesis. These reference
equations have been divided into three sections for convenience: 1) Optics, 2) Fluid
Mechanics, and 3) Miscellaneous.

Optics

— Numerical Aperture
NA = n sin(θ)
where n is the index of refraction of the lens and θ is themaximumconvergence
half angle of the lens.

— F-Number
F = f

D

where f is the focal length of the lens and D is the diameter of the entrance
pupil of the lens.

— Lens-Maker’s Equation
1
f = ∆n

(
1
r1
− 1

r2
+ ∆nd

n2r1r2

)
where f is the focal length of the lens, ∆n = n2 − n1 is the difference in index
of refraction between the lens and its surrounding medium, r1 and r2 are the
radii of curvature of the lens, and d is the thickness of the lens.

— Lens-Maker’s Equation with thin lens approximation
1
f = ∆n

(
1
r1
− 1

r2

)
where f is the focal length of the lens, ∆n = n2 − n1 is the difference in index
of refraction between the lens and its surrounding medium, and r1 and r2 are
the radii of curvature of the lens.

— Diffraction Limited Lateral Resolution Limit (Rayleigh)
r(x,y) = 1.22λ

2NA
where λ is the illumination wavelength and NA is the numerical aperture of
the instrument.
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— Diffraction Limited Axial Resolution Limit (Abbe)
rz =

2λ
NA2

where λ is the illumination wavelength and NA is the numerical aperture of
the instrument.

— Optical Path Length Difference
∆L = n∆s

where n is the index of refraction of the propagation medium and ∆s is the
physical path length difference.

— Optical Phase Difference
∆φ = 2π

λ ∆s∆n = 2π
λ ∆L

where λ is the illumination wavelength, ∆s is the physical path length differ-
ence, and ∆n is the difference in refractive index.

— Fringe Spacing
x = aλ0

nd

where a is the distance from the two point sources of the interferometer, λ0

is the illumination wavelength, n is the refractive index of the propagation
media, and d is the distance of separation between the two point sources. See
Figure 2.1.

— Fringe Visibility
V = 2

√
I1I2

Ii+I2
=

Imax−Imin
Imax+Imin

where I1 and I2 are the intensities of the two beams of the interferometer. Imax

and Imin are the maximum and minimum intensities of a pixel neighborhood
where fringe visibility is to be calculated.

— Static Interferogram
I(x, y) = I1 + I2 + 2

√
I1I2 cos(∆φ)

where I1 and I2 are the intensities of the two coherent beams of the interfer-
ometer and ∆φ is the phase difference between the two beams.

— Displacement Function of an Electromagnetic Wave
ψ(x, y, t) = A(x, y)ei(φ(x,y)−ωt)

where A is the amplitude of the EM wave, φ is the phase, and ω is the angular
frequency of the wave.

— Intensity of Electromagnetic Wave
I(x, y) =

∫ t2
t1
ΨΨ∗dt

where Ψ is the displacement function of the electromagnetic wave and Ψ∗ is
its complex conjugate.
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— Complex Wavefront (Holographic Reconstruction)
Γ(ξ, η) = F−1[F(I(x, y) · R) ∗ G]
where I(x, y) is the hologram, G is the free space propagation term, F is the
Fourier Transform operator, and R is a ‘phase adjustment’ term that is used to
remove tilt and other unwanted artifacts from the phase reconstructions.

— Transfer Function of Free Space
G(m, n) = exp

(
−2πzi
λ

√
1 − λ2 f 2

x − λ2 f 2
y

)
where z is the focal plane, λ is the wavelength of the illuminating light
source, and Fx and fy are spatial frequency variables in the x and y directions,
respectively.

— Phase of a Complex Wavefront
φ(x, y) = arctan

(
Im(Γ)
Re(Γ)

)
where Γ = ρ + ω j is a complex number with real and imaginary parts ρ and
ω, respectively.

Fluids

— Hydraulic Diameter of a Rectangular Pipe
Dh =

2ab
(a+b)

where a and b are the dimensions of the channel’s cross-sectional area.

— Reynolds Number
Re = ρuL

µ

where ρ is the density of the fluid, u is the velocity of the fluid, L is the
characteristic length scale of the flow, and µ is the dynamic viscosity of the
fluid.

— Deans Number
De = Re

√
Dh

2Rc

where Re is the Reynolds Number, Dh is the hydraulic diameter, and Rc is the
radius of curvature of the bend in the pipe.

— Boundary Layer Thickness (Blasius solution)
δ ≈ 4.91x√

Rex
where x is the distance along the pipe and Rex is the Reynolds Number at that
point.

— Entrance Length for Fully Developed Flow
L ≈ DhRe

9.82
where Dh is the hydraulic diameter of the pipe and Re is the Reynolds Number.
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— Fully Developed Velocity Profile
v(x) = vmax

(
1 −

( x
L

)2
)

where vmax is the maximum velocity of the fluid (at the center of the pipe), x

is the position along the pipe’s cross-section, and L is the hydraulic radius of
the pipe.

— Average Flow Velocity in a Fully Developed Flow
v̄ = 1

2L

∫ L
−L vmax

(
1 −

( x
L

)2
)
dx = 2

3vmax

where vmax is the maximum velocity of the fluid (at the center of the pipe), x

is the position along the pipe’s cross-section, and L is the hydraulic radius of
the pipe.

— Average Volumetric Flow Rate
Q =

∬
A v · dA = Av̄

where A is the pipe’s cross-sectional area and v̄ is the average flow velocity.
This is assuming that the velocity is completely normal across the area.

Miscellaneous

— Radial Averaging
Īr(ωr) =

∫ 2π
0 I(ωr,ωθ )dθ∫ 2π

0 ωrdθ
where I(ωr, ωθ) is the 2D matrix that is to be radially averaged expressed in
polar coordinates.

— Power Spectra Density Function (PSD)
P = |F(S)|2

fsΠm
i=1Ni

where F is the Fourier Transform operator, S is the signal, fs is the sampling
frequency of the signal, N is the number of samples of that signal, and m is
the number of dimensions of the signal S.

— Signal Variance
σ2 = 2

∫ ωm
0 P(ω)dω

whereωm is themaximum sample frequency, dictated by theNyquist-Shannon
sampling theorem, and P(ω) is the PSD of the signal.

— Signal to Noise Ratio (SNR)
SNR = S

σ

where S is the signal being measured, and σ is the standard deviation of the
signal.

— Propagation of Error
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δφ2 =
n∑

i=1

(
∂φ
∂Ii

)2
δI2

i

where δφ2 is the variance in the calculated value, φ, Ii is ith measured signal
used to calculate φ, and δI2

i is the variance in that measured signal.

— Discrete Definition of Velocity
vi

j(τ) =
∆ j
∆t =

ji(τ+1)− ji(τ)
t(τ+1)−t(τ)

where vi
j(τ) is the j-component velocity at time point τ of the ith particle.

Derivations
The Gouy Phase Anomaly
Beginning with the wave equation, which is defined as

∇2u + k2u = 0, (A.1)

where u is the displacement function and k is the wave number.

There exists an approximate solution for a beam of Gaussian cross-section [70]

u(r, z) = ω0
ω(z) exp

(
i(kz − Φ(z)) − r2

(
1

ω2(z)
− ik

2R(z)

))
, (A.2)

where r is the radial coordinate in a plane perpendicular to the optical axis (z),
k = 2π/λ is the wave number, the function ω(z) is the beam radius and is defined as

ω2(z) = ω2
0
©­«1 +

(
λz
πω2

0

)2ª®¬ , (A.3)

where ω0 , ω(z = 0).

This equation defines the beam radius as a hyperbolic function. Therefore, the
effective convergence/divergence angle can be calculated as

θeff =
λ

πω0
. (A.4)

The function R(z) defines the radius of curvature of the light’s wavefront at any
point along the optical axis. This function is defined as

R(z) = z ©­«1 +

(
πω2

0
λz

)2ª®¬ . (A.5)
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The functionΦ(z) describes the phase of the wave of light along the optical axis and
is defined as

Φ(z) = arctan

(
λz
πω2

0

)
. (A.6)

Phase Noise
The Four Bucket/Step Method

According to Equation 2.3, the intensities of the electric field at each of the four
sample points are:

Ia = I1 + I2 + 2
√

I1I2 cos φ, (A.7a)

Ib = I1 + I2 + 2
√

I1I2 cos(φ + π/2) = I1 + I2 − 2
√

I1I2 sin φ, (A.7b)

Ic = I1 + I2 + 2
√

I1I2 cos(φ + π) = I1 + I2 − 2
√

I1I2 cos φ, (A.7c)

Id = I1 + I2 + 2
√

I1I2 cos(φ + 3π/2) = I1 + I2 + 2
√

I1I2 sin φ. (A.7d)

With these equations describing the electric fields of the incident light, phase (φ)
becomes

φ = arctan
(

sin φ
cos φ

)
= arctan

(
Id − Ib

Ia − Ic

)
. (A.8)

Beginning with the equations for the electric field intensities at four points along
a fringe in Equation A.7, and its resulting equation for phase in Equation A.8, we
apply the equation for the propagation of error. The equation for phase variance is

δφ2 =

n∑
i=1

(
∂φ

∂Ii

)2
δI2

i . (A.9)

where n is the number of fringe measurements made in the particular technique (i.e.
n = 4).
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The partial derivatives of phase with respect to each intensity function are

∂φ

∂Ia
= − ∂φ

∂Ic
=

Ib − Id

(Ia − Ic)2 + (Id − Ib)2
, (A.10a)

∂φ

∂Ib
= − ∂φ

∂Id
=

Ic − Ia

(Ia − Ic)2 + (Id − Ib)2
. (A.10b)

Combining Equations A.8, A.10, and 4.6, yields a phase variance of

δφ2 =
I1 + I2 + (∆tδD)2 + M(δR)2 + L2

SB
12

4I1I2
. (A.11)

Introducing a variable for the composite electric field intensity Ī = I1 + I2, as well
as fringe visibility V = 2

√
I1I2

I1+I2
, the above expression can be rewritten such that the

phase errors introduced by the Four Bucket/Step Method are

δφ =

√√
1

2V2 Ī
+
(∆tδD)2 + M(δR)2 + L2

SB
12

2V2 Ī2 . (A.12)

The Three Bucket/Step Method

According to Equation 2.3, the intensities of the electric field at each of the three
sample points are

Ia = I1 + I2 + 2
√

I1I2 cos φ, (A.13a)

Ib = I1 + I2 + 2
√

I1I2 cos(φ + π/2) = I1 + I2 − 2
√

I1I2 sin φ, (A.13b)

Ic = I1 + I2 + 2
√

I1I2 cos(φ + π) = I1 + I2 − 2
√

I1I2 cos φ. (A.13c)

With these equations describing the electric fields of the incident light, phase (φ)
becomes

φ = arctan
(

sin φ
cos φ

)
= arctan

(
Ic − Ib

Ia − Ib

)
. (A.14)
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The partial derivatives of phase with respect to the three intensity functions in
Equation A.13 are

∂φ

∂Ia
=

Ib − Ic

(Ia − Ic)2 + (Ic − Ib)2
, (A.15a)

∂φ

∂Ib
=

Ic − Ia

(Ia − Ic)2 + (Ic − Ib)2
, (A.15b)

∂φ

∂Ic
=

Ia − Ib

(Ia − Ic)2 + (Ic − Ib)2
. (A.15c)

Combining the above partial derivatives with Equation A.9, as well as the definitions
of average electric field intensity and fringe visibility, the phase error due to the Three
Bucket/Step Method is

δφ =

√√√
1 + 2 cos2 φ − 2V sin φ cos2 φ

4V2 Ī
+

3
(
(∆tδD)2 + M(δR)2 + L2

SB
12

)
(1 − sin 2φ)

16V2 Ī2 .

(A.16)

where Ī = I1+I2 is the composite electric field intensity, andV is the fringe visibility.

The Carré Method

The Carré Method allows for phase calculations where the phase offset, or fringe
sample spacing between exposures can vary linearly. This requires four measure-
ments along the length of an interference pattern, each with a phase offset of α
between each sample, where α ∈ (0, π]. The four resulting intensities can be
expressed as

Ia = I1 + I2 + 2
√

I1I2 cos(φ − 3α/2), (A.17a)

Ib = I1 + I2 + 2
√

I1I2 cos(φ − α/2)), (A.17b)

Ic = I1 + I2 + 2
√

I1I2 cos(φ + α/2), (A.17c)

Id = I1 + I2 + 2
√

I1I2 cos(φ + 3α/2). (A.17d)
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The unknown phase offset, α, can be solved for as

α = 2 arctan ©­«
√

3(Ib − Ic) − (Ia − Ic)
(Ib + Ic) + (Ia + Id)

ª®¬ . (A.18)

With the phase shift between exposures known, the phase of the incident light may
be expressed as

φ = arctan
(

sin φ
cos φ

)
= arctan

(√
3(Ib − Ic)(Ia − Ic)
(Ib + Ic) − (Ia + Id)

)
. (A.19)

The partial derivatives of phase with respect to the four intensity functions in
Equation A.17 are

∂φ

∂Ia
= − ∂φ

∂Id
=

3(I2
b
−I2

c )−(Ia+Id)
2
√

3(Ib−Ic)(Ia−Id)
+

√
3(Ib − Ic)(Ia − Id)

((Ib + Ic) − (Ia + Id))2 + 3(Ib − Ic)(Ia − Id)
, (A.20a)

∂φ

∂Ib
= − ∂φ

∂Ic
=

3(Ia−Id)(Ib+Ic)−(Ia+Id)
2
√

3(Ib−Ic)(Ia−Id)
+

√
3(Ib − Ic)(Ia − Id)

((Ib + Ic) − (Ia + Id))2 + 3(Ib − Ic)(Ia − Id)
. (A.20b)

Combining the above partial derivatives with Equation A.9, the phase variance due
to the Carré Method is

δφ2 =
A

(
3D(B−A)
2
√

3CD
+
√

3CD
)
+ B

(
3C(B−A)
2
√

3CD
+
√

3CD
)

(B − A)2 + 3CD

+2δI2
i

(
(3D(B − A) + 6CD)2 + (3C(B − A) + 6CD)2

12CD((B − A) + 6CD)2

)
,

(A.21)

where

A = Ia + Id, (A.22a)

B = Ib + Ic, (A.22b)

C = Ia − Id, (A.22c)
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D = Ib − Ic, (A.22d)

and δIi is defined in Equation 4.6.

Young’s Double Slit Experiment
P1 and P2 are the two ‘pinholes’ of the double slit setup, d is the distance between
them, a is the distance along the optical axis between the two light sources and
the observation plane where the interference pattern is created, and P(x, y) is an
arbitrary point on the observation plane at coordinate (x, y, z = 0).

The magnitude of vectors s1 and s2 are

s1 =

√
a2 + y2 +

(
x − d

2

)2
, (A.23a)

s1 =

√
a2 + y2 +

(
x +

d
2

)2
. (A.23b)

The physical difference between the distances s1 and s2 is:

∆s = s2 − s1 =
(s2 + s1)(s2 − s1)

s2 + s1
=

s2
2 − s2

1
s2 + s1

=
2xd

s2 + s1
. (A.24)

Here, we assume that a >> d, such that we can approximate s1 ≈ s2 ≈ a, such that
s2 + s1 ≈ 2a. Thus,

∆s =
xd
a
. (A.25)
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The optical path length difference between the two light sources is

∆L = n∆s =
nxd

a
, (A.26)

where n is the index of refraction of the medium through which the light is propa-
gating. The phase difference between the two light sources at this point is

φ =
2π
λ0

(
nxd

a

)
, (A.27)

where λ0 is the nominal illumination wavelength.

Recall that for an interference pattern created by two light sources, the intensity at
the observation plane can be expressed as

I(x, y) = I1 + I2 + 2
√

I1I2 cos φ. (A.28)

From Equation A.28, it can be seen that there are maxima and minuma of I(x, y),
that is dependent of the value of φ. The values of x that cause φ = 2πp, p = 0, 1, 2, ...
are

x =
maλ0

nd
; m = 0, 1, 2, ... (A.29)

The distance between peak-peak values in the interference pattern (fringe spacing)
at the observation plane, close to the optical axis is

x =
aλ0
nd

. (A.30)

One-Dimensional RandomWalk
Assuming that a bacterium takes a step every second, the net distance traveled by a
bacterium can be expressed as

d = v

k∑
i=1

Si, (A.31)

where v is the magnitude of the distance traveled by the bacterium per step (in µm
per step), and Si ∈ {−1, 1} corresponding to a step backwards or forwards over a
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total of k steps. From the possible values of Si, the expected value of any S2
n is

E(S2
n) = 1.

Because the bacterium has an equal probability of going forward or backward,
limk→∞ d = 0, but for a finite number of steps, the magnitude of the net distance
traveled by the bacterium is

|d| =
√

d2 =

√√√√
v2

(
k∑

i=1
Si

) ©­«
k∑

j=1
Sj

ª®¬
= v

√√√ k∑
i=1

k∑
j=1

SiSj = v
√

k,

(A.32)

resulting in a net distance on the order of |d| = v
√

k over k seconds.
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Table A.1 – Common Mode instrument parameters
Property Value Unit Note

Operating wavelength 405 nm Single-mode fiber-coupled laser
Objective focal length 7.6 mm Aspheric Singlet

Objective numerical aperture 0.30 -
Relay lens focal length 150 mm Achromatic doublet
System magnification 19.7 -

Lateral resolution 0.7 µm
CCD pixel size 3.45×3.45 µm×µm 2448 by 2048 (4Mpx) sensor

Sample imaging volume 360×360×>600 µm×µm×µm
Sample rate 15 frames per second

Instrument length 400 mm Input fiber to back of CCD

Table A.2 – Mach-Zehnder instrument parameters
Property Value Unit Note

Operating wavelength 405 nm Single-mode fiber-coupled laser
Objective focal length 4 mm Mitutoyo (50x, NA0.55) Long

Working Distance ObjectiveObjective working distance 13 mm
Objective numerical aperture 0.55 -

System magnification 50 -
Lateral resolution 0.4 µm

CCD pixel size 3.45×3.45 µm×µm 2448 by 2048 (4Mpx) sensor
Sample rate 15 frames per second

Table A.3 – Sensor parameters used in error simulations

Sensor Sensor Type Dark Noise
[e−/s]

Read Noise
[e−/read]

Well Depth
[e−/pixel] Bit Depth

Sony ICX625 CCD 8.73 0.003 5903 8

Table A.4 – Physical properties of GV clusters, aluminum oxide, and water

Property GV Cluster (air) Aluminum Oxide Water
Density (kg/m3) 1.2 2700 1000

Dynamic Viscosity (N·s/m2) - - 8.9×10−4
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A p p e n d i x B

DATA PROCESSING AND HANDLING

This section describes the data structure of the holographic data collected throughout
this thesis, aswell as all data analysis code used. Data analysiswas conducted on both
closed and open source applications, namely KOALA (by Lencee Tec), MATLAB
(MathWorks), and imageJ. All code that is referenced in this section is linked to an
external GitHub repository where the digital source files are available for use [82].

Data and File Structure
The directory where all data is stored for a particular acquisition sequence is a time
stamp of the date and time of day it was recorded in the form of ‘YYYY.MM.DD
hh-mm’ (e.g. a data set acquired at 2:34 pm on December 3, 2016 would be in a
directory named ‘2016.12.03 14-34’). Within this main directory are sub-directories
containing the raw holograms called ‘Holograms’ numerically reconstructed data,
called ‘Stack’ and a metadata file called ‘timestamps.txt.’

Holograms are named sequentially as zero-indexed five-digit numbers starting at
00000 with a suffix of ‘_holo.tif.’ For example, the 76th hologram would be named
‘00075_holo.tif’. Hologram files are unsigned 8-bit images that are saved as TIFF
files. These files have a width and height of 2048 by 2048 pixels, although they do
not necessarily need to have these dimensions.

Numerical reconstructions are separated into two sub-directories within the ‘Stack’
folder. These two sub-directories are ‘Amplitude’ and ‘Phase’ based on whether
it is an amplitude and/or phase reconstruction. Whether the amplitude or phase
sub-directory, the reconstructions are all structured in the same way. Within the
folder of the particular reconstruction type are sub-directories corresponding to the
various focal planes where reconstructions have been done.

Each focal plane contains all time pointswhere reconstruction has occurred. Because
of the reconstruction software used to generate these files, the numerical values
assigned to focal plane directories do not directly correspond to units of physical
length. The conversion from the naming scheme of the sub-directories to units of
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physical distance in the sample volume is

1.00 [A.U.] =
1

m2 [cm], (B.1)

where A.U. are ‘arbitrary units,’ m is the magnification of the system, and cm are
units of centimeters. For example, in the common mode instrument, which has a
magnification of m = 20, one A.U. used in the naming scheme of the reconstruction
directory is equal to 0.0025 cm or 25 µm.

The metadata is stored in ‘timestamps.txt’ and is structured into 4 columns. First,
the file’s name (e.g. 00000, 00001, etc.), second the time (‘hh:mm:ss.sss’), third the
date (‘YYYY.MM.DD’), and lastly the elapsed time since the first hologram was
recorded in milliseconds.

Numerical Reconstruction with KOALA
Data acquisition is accomplished through the software KOALA. Logging into this
software requires a user name and password, which are as follows:

— User Name: admin

— Password: holo2000

Once logged in, a configuration setting must be selected. Table B.1 provides a
comprehensive list of all configurations currently installed on Koala.

The commonly used configuration files are numbers 163 and 170, corresponding to
the Mach-Zehnder and common mode instruments, respectively. Make sure to take
note of the configuration file used when acquiring data, as this information will be
necessary for reconstruction later.

This section discusses the procedure of using the software KOALA, as well as a
custom written MATLAB script to conduct multiple reconstructions of a single
holographic data set. MATLAB code for this is provide in the GitHub repository
under the ‘numericalReconstruction’ directory [82].

Below are the steps required to numerically reconstruct a series of holograms at
multiple focal planes using KOALA and MATLAB.

1. Open MATLAB and KOALA, and load the configuration file that was used to
acquire the data that is to be reconstructed (refer to Table B.1)
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Table B.1 – List of configuration files in KOALA
Conf. # Name Description

127 2.5 x 1
137 SHAMU 1024 BIO
138 SHAMU 1024 USAF
139 SHMAU 1024 USAF reverse
140 SHAMU 1024 USAF BACKUP DO NOT USE - Jonas
141 SHAMU 2048 USAF reverse
142 SHAMU 2048 USAF BACKUP DO NOT USE - Jonas
143 SHAMU 1024 BIO BACKUP DO NOT USE !
144 SHAMU 1024 BIO v2
145 SHAMU 1024 BIO Bcopy Copy for trial
146 Sequence Biceps 20140520
147 Sequence Ecoli 20140428
148 Jay sample dense
149 SHAMU 1024 BIO bonded side-ch-side
150 SHAMU 1024 BIO fixed chambers - 1024
151 Emilio
152 1024 BIO v3
153 Romans new PDMS
154 SHMAU 1024 BIO B - 675 laser
155 1024 Bcopy 675b
156 SHAMU 2048 JONAS
157 SHAMU Bcopy 2 (dist 0.3)
158 SHAMU 2048 Bcopy
159 2048 USAF Bcopy
160 trial 1024 USAF
161 CommonMode 2048 Kent’s common mode setup
162 SHAMU 1024-Blanck July 2014
163 SHAMU 2048 Gene
164 SHAMU 20x 4MPx Jonas mag tuneup to 20x-07/16/14
165 SHAMU 20x 1MPx Upgrade to 20x 07/14/14
166 SHAMU 20x 4MPx biocopy
167 SHAMU 20x 4MPx bio2
168 SHAMU 20x 4MPx bio_agar reset ref hologram for every use
169 Common-mode 4MPx BIO
170 Common-mode 4MPx BIO local
171 High-Res MZ 60x 4MPx Jonas, Jan 2015
172 lensless
173 chubby bunny
174 CommonModeField
175 CM_2lambda_Laser 1
176 HighResColwellia
177 HighRes 100x
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2. With the configuration loaded from the KOALA drop down menu, navigate
to ‘Mode»Hologram’ to open a previously recorded hologram. A dialog box
will appear. Navigate to the desired hologram file path and open the first
hologram (e.g. ‘00000_holo.tif’).

3. Display the desired views (Fourier, Amplitude, and/or Phase). With these
open, adjust the reconstruction/focal plane settings and Fourier mask to a
desired state and save the configuration.

4. Close configuration windows (hologram, Fourier, etc.)

5. Put KOALA into ‘production’ mode by selecting ‘Mode»Production’ in the
drop down menu

6. FromMATLAB, run the reconstruction script named ‘koalaReconstruction.m’

7. When prompted, specify which configuration number was used through Koala
(refer to Table B.1)

8. Select the file path for the holograms that are to be reconstructed (i.e. ‘YYYY.MM.DD
hh-mm’)

9. When prompted with ‘Do you want to compensate for tilt?’, click yes if you
wish to compensate for tilt

10. When promptedwith ‘Add to profile?’, select ‘no’ and allow the reconstruction
process to take place

11. Once reconstruction has occurred, append the parent directory’s name to
include ‘_r’ to indicate that it has been reconstructed (e.g. ‘YYYY.MM.DD
hh-mm_r’).

koalaReconstruction.m
This section discusses the user inputs for theMATLAB script used in reconstruction.
Much of the user inputs for the reconstruction script are in the first section of the
code, which is as follows:

1 %%

2 % Declare global object variable

3 global obj

4

5 % Choose which type of reconstruction to do (1 = yes, 0 = no)

6 phaseRecon = 1; % Phase Reconstructions

7 ampRecon = 1; % Amplitude Reconstructions
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8

9 online = false;

10 % online = false; % Ask user to open a hologram

11 % online = true; % Perform an aquisition

12 % buffer = 'E:\remote_buffer_directory\';

13

14 Number_wavelength_default = 1;

15

16 % User desired inputs

17 nominal_d = 0; % Default working distance

18 range_d = 10; % Plus/minus range_d around ...

nominal_d in cm

19 delta_d = 0.1; % Step of reconstruction distance cm

20 degtorad = 0.0174532925; % Conversion factor

21

22 % Reconstruction bounds

23 d_actual = nominal_d;

24 d_min=d_actual−range_d;
25 d_max=d_actual+range_d;

26

27 % Define phase modulo

28 dynrangemin = −pi();
29 dynrangemax = pi();

From the above, lines 6, 7, and 18 through 20 are the only user-dependent variables.
‘range_d’ specifies the focus distance desired around the focal plane of interest
(‘nominal_d’). ‘delta_d’ specifies the increments of reconstruction in terms of
plane distance. Refer to Equation B.1 for more information on the physical meaning
of these values.

At times, it is desired to reconstruct multiple focal planes for certain time intervals.
In order to do this, a for loop must be modified in the reconstruction script. The
segment of code that must be modified is as follows:

183 %% Begin Reconstruction

184

185 for x = 1 : length(times) % Reconstruct all time points

186 %for x = 1 : 132 % For building stacks of ...

only a range of t

187 Load_xth_holo(formatSequence, seqholo, width, height, ...
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times(x), SequenceDir);

188 for dist = d_min : delta_d : d_max

189 obj.SetRecDistCM(dist);

190 obj.OnDistanceChange();

191 if phaseRecon

192 dirPhase = strcat(SequenceDir, '\Stack\Phase\', ...

sprintf('%.2f',dist), '\');

193 if ((exist(dirPhase, 'dir')) , 7)

194 mkdir(dirPhase);

195 end

196 phasePath = strcat(dirPhase, ...

sprintf('%05d',times(x)),'.tiff');

197 Phase = GetPhaseImg('lambda1');

198 I8bit = uint8(Phase); %convert data type to bytes

199 imwrite(I8bit, phasePath);

200 end

201 if ampRecon

202 dirAmp = strcat(SequenceDir, ...

'\Stack\Amplitude\', sprintf('%.2f',dist), '\');

203 if ((exist(dirAmp, 'dir')) , 7)

204 mkdir(dirAmp);

205 end

206 ampPath = strcat(dirAmp, ...

sprintf('%05d',times(x)),'.tiff');

207 Amp = GetAmpImg('lambda1');

208 I8bit = uint8(Amp); %convert data type to bytes

209 imwrite(I8bit, ampPath);

210 end

211 end

212 end

This loop begins on line 185 of the original reconstruction script. The initial for
loop with index ‘x’ is the loop that dictates the hologram used for reconstruction,
while the nested for loop with index ‘dist’ dictates the focal plane of reconstruction.
One can modify these two loops’ indices instead of ‘range_d’ and ‘delta_d’ earlier
in the code. Editing the bounds of the index variable x will give the user control over
which hologram(s) are reconstructed. To reconstruct through non-uniform depths
(not through dist ± delta_d), modify the index variable dist in the nested loop with
appropriate bounds.

The reconstruction process creates a subdirectory ‘YYYY.MM.DD hh-mm/Stack’
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where the reconstructed .tiff files are organized and stored.

Image Processing/De-Noising
This section will discuss the image processing steps involved in the work of this
thesis. These image processing techniques include mean subtraction as well as
spatial frequency filtering. The process of mean subtraction was introduced in the
Low-Level Object Detection subsection of Section 5.2.

Mean subtraction is used to attenuate temporally static artifacts from a time series
of images. This technique is commonly used in image processing and can be
implemented in a variety of ways to a variety of data types.

First, mean subtraction can be implemented using a custommacro in the open source
image processing software imageJ or FIJI (Fiji Is Just ImageJ). The macro for doing
so is

macro MeanSubtract{

avi = getImageID;

run("32−bit");
run("Z Project...", "projection=Mean");

mean = getImageID;

imageCalculator("Subtract stack", avi, mean);

}

This macro can be used on any arbitrary data sequence that is concatenated to a
‘z-stack’ in imageJ. This includes, but is not limited to, holograms, and amplitude
or phase reconstructions.

This same algorithm can be implemented in MATLAB and is done so in a more
user friendly manner as part of the machine learning tracking algorithm, which is
discussed in Section 5.1. The code for this algorithm is available in the GitHub
repository under the ‘automatedTracking’ directory [82].

The implementation of the image processing as part of themachine learning tracking
algorithm is more robust than the macro for imageJ and is intended to run on a series
of z-plane reconstruction for amplitude and/or phase images. This image processing
algorithm involves not only themean subtraction of each z-plane of the reconstructed
stack, but also the spatial frequency filtering of these stacks. Mean subtraction is
done as a rolling mean with a predefined window (batch) size. This is because it
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Figure B.1 – Initial dialog box of the automated tracking software suite

was found as a result of the experimentation throughout this thesis, that there is a
timescale involved with fringe stability and thus an upper limit exists on the time
scale at which mean subtraction can be conducted while yielding acceptable results.
For this reason, the batch size can be modified on line 66 of the ‘MAIN.m’ file.
Furthermore, the spatial cut-off frequencies can be modified in the code and are
located in lines 111-114 of the same file.

The file ‘MAIN.m’ is intended to be the only code that the user must interact with.
No inputs are needed to run the script. Simply running the script will display a
dialog box in which a user can choose their desired course of action. Figure B.1
shows this dialog box.

To process a series of images (amplitude and/or phase reconstructions), select ‘Pre-
process an image stack’ under the question ‘What would you like to do?’, and under
the question ‘What type of data would you like to work with?’, select ‘Amplitude’
and/or ‘Phase.’ Other options exist, as seen in Figure B.1, but are not discussed here
as they are experimental methods to increase image contrast.

Once the appropriate selections have been made, a navigation pane will appear
asking the user to specify the file path of data wished to be processed. Select the
parent directory of the data (‘/YYY.MM.DD hh-mm’). Once selected, the process
will begin and run to completion.

SNR Calculation
Throughout this thesis, the SNR has often been quantified, but not necessarily
reported as a result in a publication or plot. The SNR of an image is a useful metric
in analyzing the contrast and image quality of an image. This section presents the
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code used in quantifying the SNR of select points in an image. This code can be
found in the GitHub repository under the ‘SNRcalculation’ directory [82].

This code expects as an input a variable (I) which is a two-dimensional matrix of
the image. The user input parameters are the first two variables of the code in which
the line width of the SNR plot line is specified as well as whether the SNR is to be
calculated with respect to a ‘bright’ or ‘dark’ object. This code only searches for the
absolute maximum of the pixel values in the pixel neighborhood defined by the line
width variable. Other more sophisticated curve fitting or peak detection techniques
were not employed to maintain the simplicity of the algorithm and stay congruent
with other SNR calculation schemes.

Power Spectra Density Function Calculation
When quantifying the optical quality of various substrates in phase reconstruction
of the common mode DHM, radial averaging as well as power spectra density (PSD)
function calculations were done to quantify the noise levels present at various spatial
frequencies of the resulting image. This section presents the MATLAB code used
to conduct these calculations. The code for these calculations are available on the
GitHub repository in the ‘PSDcalculation’ directory [82].

The MATLAB code ‘PSDmain.m’ was written as a wrapper function that would
analyze multiple data sets at once. The contents of this code contain the algorithm
used to calculate the radially averaged PSD of a series of images. Within this code,
subroutines are called which conduct the radial averaging and PSD calculation
‘radialavg.m’ and ‘PSD.m’, respectively.

‘PSD.m’ expects as an input a two-dimensional matrix corresponding to the pixel
values of an image. It calculates the PSD function as defined in the body of the
thesis in Equation 3.1.

‘radialavg.m’ expects as an input the PSD matrix that is to be radially averaged as
well as the desired number of bins for the output of the radial averaging. The bins
are necessary due to the discrete nature of digital images.

Automated Tracking
The code for the machine learning-based automated tracking algorithm is located in
the GitHub repository under the ‘automatedTracking’ directory [82].

To implement the automated tracking routine, which was described in detail in
Section 5.1 as well as in [5], simply run the MATLAB script ‘MAIN.m.’
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A dialog box will appear asking for user inputs and is shown in Figure B.1.

If training the machine learning (ML) algorithm on a new dataset, select ‘Train the
tracking algorithm’ as well as the type of data wished to be trained on. If it is desired
to track the same data set after training, then select ‘Track a dataset’ as well.

The next navigation pane to appear will ask the file path for the data to be trained
and/or tracked. Navigate to the data set’s parent directory (‘YYYY.MM.dd hh-
mm’). Next, a navigation pane will ask you where you would like to save the ML
model once it has been trained on that particular data set. After this, an image will
appear of the data. You will be able to select (using the cursor) all in-focus particles.
Once all in-focus particles have been selected, press ‘ENTER’ or ‘RETURN’ to be
shown a new z-plane. Repeat this process multiple times. Once the algorithm has
received enough data points, the training process will begin. Once trained, the ML
model will be saved to the desired location with the desired file name.

If it was desired to track data after training, the algorithm will begin tracking the
data immediately after saving the ML model.

During the tracking process, because it can take such a long time, it saves status
variables all along the way. In the event of a computer crash, unexpected power
failure, or anything that would disrupt the process, simply re-running ‘MAIN.m,’
selecting ‘Track a dataset,’ and following the resulting instructions will begin track-
ing precisely where the code left off. This prevents the loss of potentially hours’
worth of computation.

Manual Tracking
The machine learning-based automated tracking algorithm, however effective, is
only effective for homogeneous samples of a single type of bacteria or particle. Het-
erogeneous samples, such as environmental samples from the field sites described in
Chapter 7, require manual tracking. This is done using either the Manual Tracking
plugin in FIJI (Fiji is just imageJ) or a custom written MATLAB script.

In tracking using FIJI, the output is a comma separated values (CSV) file. This file
contains many columns pertaining to the (x, y, t) locations of the selected particles.
It is possible to conduct depth tracking with this plugin, but the computational
requirements are often very high (require many GB’s of RAM). Because of this,
z-tracking can be done plane-by-plane, in imageJ or through MATLAB using a
custom written MATLAB script.
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Z-Tracking with FIJI
Tracking in the z direction can be done on a plane-by-plane basis, but the z-values
for a particle at particular points in time must be manually entered in the CSV file.

With the manually entered z information of the sample, the CSV file is complete
with the (x, y, z, t) trajectories of a particle. The units of the (x, y) coordinates are
in pixels, the units of z are in the arbitrary units of the z-stack naming convention,
and the time units are in frame number. A MATLAB script has been written to
import the data in these CSV files into a MATLAB workspace variable and convert
it to consistent and physically relevant units in order to allow for other downstream
analysis.

In order to do this, the CSV files from the FIJI plugin must be imported into
MATLAB. The code to do this is in the GitHub repository under the ‘manualTrack-
ing/imageJonly’ directory [82].

The main function is ‘importDataCSV.m.’ This script expects as an input a string
variable of the file path to the holographic data set (‘./YYYY.MM.DD hh-mm’).
This script will import the CSV file, convert all units to either microns or seconds for
each tracked particle, calculate turning angles at each time step, calculate velocities
of each particles at each time step, and save this data to a ‘.MAT’ file in the parent
directory specified at the start of the script. Two common variables that should be
paid attention to are on lines 33-34, where the (x, y) field of view are specified in
terms of pixel pitch in microns and the z conversion ratio is specified in microns per
A.U. (Equation B.1). In this same GitHub repository sub-directory, there are other
example data analysis and visualization scripts that can be used and/or customized
to fit specific needs.

Z-Tracking with MATLAB
Manual tracking in the z dimension can also be done in MATLAB via a custom
written script. Here, (x, y) tracking is done in FIJI similar to the previous section,
however, the MATLAB script is used to visualize the data in a streamlined manner
to allow for easier tracking in the z dimension. The code to conduct this manual
tracking scheme is provided in the GitHub repository under the ‘/manualTracking/
matlabANDimageJ’ directory [82]. It is important to note that in this scheme, at
least one z-track must be made in the CSV files for each particle. This is to tell the
MATLAB script the general z location of the particle.

With the generated CSV files from the Manual Tracking plugin of FIJI, the main
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MATLAB script ‘manualTrackingMain.m’ will import the data of each particle that
has been tracked and begin tracking in the z direction one at a time. This main
script expects as an input the file path to the holographic data’s parent directory
(‘./YYYY.MM.DD hh-mm’) as well as a string variable specifying the type of
reconstruction wished to be tracked (e.g. ‘Amplitude’).

The MATLAB script will proceed to import the CSV files and display the first
particle tracked at the first time point as an XZ slice. This will show the diffraction
pattern of the object. By looking for the ‘waist’ of this diffraction pattern, the precise
z location can be obtained. Follow the on-screen instructions to continue tracking
the particle through time. Once finished with a particular particle, the next particle
will be shown and the process can be repeated.

After each particle has been tracked, the workspace variables are saved to avoid
loss of data as a result of a program crash or power failure. The data will be saved
in physical units of microns and seconds for other downstream analysis and data
visualization.

Tracking with MATLAB Only
Lastly, a customwrittenMATLAB script waswritten to conduct trackingwithout the
use of imageJ altogether. This script, alongwith all of its dependant sub-routines can
be found in theGitHub repository under the ‘manualTracking/matlabOnly’ directory
[82].

The main script, ‘manualTrackingMain.m’, expects as an input the file path to the
parent directory of the holographic data set to be tracked (‘./YYYY.MM.DD hh-
mm’) as well as a string variable specifying the type of reconstruction desired to be
tracked (e.g. ‘Amplitude’).

This script functions much like the Manual Tracking plugin in the sense that it
presents the user with a particle z-plane of data and asks the user to begin tracking
a particle. If no particle exists in focus at that particular z-plane, press ‘ENTER’ or
‘RETURN’ to be shown a new z-plane. Once a particle is found, simply click on
the location of the particle and press ‘ENTER’ or ‘RETURN,’ the next time point
will be shown, and the process will be repeated. After each particle is tracked in the
(x, y) dimensions, XZ slices of each location of that particle through time will be
displayed for the user to track in the z direction. This step is identical to what was
described in the previous section.

After each particle has been tracked, the workspace variables are saved to avoid
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loss of data as a result of a program crash or power failure. The data will be saved
in physical units of microns and seconds for other downstream analysis and data
visualization.

Reorientation Frequency Analysis
The result of the various tracking methods discussed earlier are CSV files containing
spatio-temporal information of various tracked organisms. From these (x, y, z, t)
coordinates, various statistical analyses are possible. One statisticalmetric of interest
for the analysis of bacterial motility is the temporal frequency of reorientation. As
a bacterium swims, various phenomena can cause the bacterium to reorient itself
and to begin swimming in a different direction. The timescale of this reorientation
can shed light on the type of organism that is tracked.

This analysis is accomplished by analyzing the turning angle of each tracked organ-
ism as a function of time. Figure B.2 shows a typical plot of a tracked organism’s
turning angle as a function of time. From this plot, with the use of a standard peak
detection algorithm, we can find the timescales between local maxima in various
ranges of turning angles. Code for the analysis of timescales of reorientation for
three angle ranges are provided in the MATLAB code ‘importDataCSV.m’, which
is included in the GitHub repository for this thesis [82]. The three angle intervals
are angles between:

1. 0° ≤ θ ≤ 45°

2. 45° < θ ≤ 135°

3. 135° < θ ≤ 180°

Residual Fringe Visibility as a Means of Enhanced Image Contrast
This section describes the use and implementation of the residual fringe visibility
section. The code discussed in this section is available in the ‘residualFringeVisi-
bility’ directory of the GitHub repository [82].

The main function for this algorithm is called ’residualFringe.m.’ This MATLAB
routine does not expect any inputs as the only input that is needed is received via
GUI. This GUI automatically launches when the file is run and asks the user to
navigate to the data set of interest. There are a few user defined variables that must
be set prior to running the code, however. These variables include:

— Image batch size bSize (in units of numbers of holograms)
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Figure B.2 – Plot of turning angles as a function of time.

— Use ’Box Car’ average scheme? boxCar (1=yes, 0=no)

— Search for and remove duplicate holograms? removeDupes (1=yes, 0=no)

The bSize variable dictates the number of holograms to use when conducting
background subtraction. This number is closely related to the number of frames that
were experimentally found to correspond to the fringe stability of the DHM system,
see 5.2.

The boxCar variable decides whether the ’Box Car’ average scheme is used for
background subtraction. This involves the calculation of a temporally averaged
hologram while using a sliding window of size bSize. This scheme is useful for
smaller data sets where RAM capacity is not an issue. For larger data sets, boxCar

should be set to 0 as the regular mean subtraction algorithm was specifically written
to handle larger data sets.

The removeDupes variable decides whether to search for and remove duplicate
holograms from the mean calculation. Throughout the use of the commercially
available data acquisition software KOALA, it was seen that running the camera
at its nominal rate of 15 frames per second would result in about a 30% loss of
data. The software would make up for this loss of data by rewriting the last frame
acquired as a new frame without notifying the user of the lost frame(s). Because
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of the duplicated holograms, this results in a skewed temporally average hologram
calculation as the duplicated holograms become falsely weighted in the average
calculation. The removal of duplicate frames is a lengthy process depending on the
data set size, and in addition, other DAQ methods have been developed without this
issue. Because of this, the user is presented with the option to bypass the duplicate
removal step.

With these variables, the code then proceeds to process all holograms in the data by
background subtraction. This background subtraction routine is outlined in Chapter
5.2.

Once processed, the holograms are then saved to a separate directory within themain
directory of the data set using the same naming convention of the raw holograms.

This program ends at this stage in order to allow for different types of downstream
analysis.

Off-Axis Hologram Simulations
The code to generate simulated off-axis holograms is available on the GitHub
repository under the directory ’hologramSimulation’[82].

The optical theory used in the MATLAB code discussed in this document are well
reviewed by Ulf Schnars, et al. [104]. The main function (‘OAhologramSimula-
tor.m’) expects two variables as an input. The first is called ‘waveFront.’ This is a
complex matrix of the size of the final image. This matrix describes the normalized
amplitude and phase of the electric field of the sample we wish to simulate. For the
purposes of this manuscript, the variable ‘waveFront’ is provided in the file ‘wave-
Front.mat.’ The second input variable is ‘desiredFileName,’ which is the desired
file path and name of the output. The output is the final 8-bit TIFF hologram.

The variable ‘waveFront’ is generated by creating two three-dimensional matrices of
the electric field attenuation and the index of refraction of light that passes through
a cylindrical simulated ‘salmonella cell’ with the morphology as shown in the main
manuscript. With the two 3D matrices, a series of radon transforms are used to
project a collimated beam of light through the object. These projections are then
used to calculate the resultant wavefront as a result of the projected electric field
attenuation and phase delay (introduced by the index of refraction matrix). The
hologram simulation code can be separated and described in eight sections.
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DHM Parameters
This section establishes the optical performance parameters of the DHM instrument
that is to be simulated. In this implementation, the off-axis holograms that are being
simulated are of the ‘low-power’ instrument and have the appropriate performance
parameters for that instrument.

Note that the numerical aperture of the objective lenses is not necessary because
the geometric properties of the objective lens is inputted as ‘fl’ and ‘DiaLens’ (lens
focal length and lens diameter, respectively).

Create the undisturbed reference beam
This section creates the reference wave. The reference wave by definition is undis-
turbed and un-attenuated, thus the reference wave is a simple matrix of ones.

Propagate target and ref to lens object focal plane
This section takes the input variable ‘waveFront’ and the newly created reference
wave front ‘U2ref’ and propagates the two waves to the focal plane of the objective
lens. The propagation of the two waves is conducted using the Angular Spectrum
Method (ASM) as described in Schnars, et al. The propagation is done by calling
an external function ‘ang_spec_prop.m.’ The output of this section are the variables
‘U3’ and ‘U3ref” corresponding to the propagated wave front of the sample (U3)
and reference (U3ref).

Propagate to the lens
This section takes the output from the previous section and propagates the two wave
fronts to the objective lens. This section uses the same external function as the
previous section. The outputs are ‘U4’ and ‘U4ref’.

Simulate the phase delay introduced by the lens
This section models an ideal objective lens that introduces a phase delay into light
as it travels through the lens. This simulates an ideal lens because it introduces no
wave front aberrations or electric field attenuation.

In addition to simulating the phase delay caused by the objective lens, it applies this
phase delay to ‘U4’ and U4ref.’ The output of this section is ‘Alens’ and ‘Alensref.’
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Propagate to the focal plane
This section takes the output of the previous section and propagates the two wave
fronts to the back focal plane of the objective lens. The output of this section are
the variables ‘U5’ and ‘U5ref.’

Combine wavefront with reference wave
This section acts as the relay lens of the ‘low-power’ instrument by recombining the
object wave front (U5) with the reference wave front (U5ref) as well as introducing
a tilt angle between them so that they create interference patterns at the ‘detector.’
The output of this section becomes a single complex wave front ‘Uccd.’

Generate and save the hologram
Because optical detectors such as CCD’s only image electric field intensities, the
intensity of ‘Uccd’ is calculated and saved as an 8-bit TIFF image with the file path
and location inputted at the very beginning of this routine.
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A p p e n d i x C

EXPERIMENTAL TECHNIQUES

Throughout this thesis, sophisticated laboratory methods and materials were em-
ployed in order to conduct the experimentation presented. In addition, novel experi-
mental techniques were developed and employed during field campaigns to conduct
sophisticated experimentation in remote and extreme environments. This Appendix
describes, in detail, the methods and materials used in the development of gas vesi-
cles as an optical phase contrast agent (discussed in Chapter 6). This Appendix also
discusses the novel experimental techniques developed and employed on the field
campaigns to UtqiaÛgvik (Barrow), AK and The Cedars, CA.

Methods and Materials Regarding Chapter 6
Author Contributions
Arash Farhadi (AF), Manuel Bedrossian (MB), Mikhail G. Shapiro (MGS), and Jay
Nadeau (JN) conceived and planned the research. AF, JL, and GH prepared the bio-
logical samples. MB and JN conducted the DHM data collection and reconstruction
with help from AF. MB carried out the generation and analysis of the salmonella
hologram simulations as well as the analysis particle and salmonella image recon-
struction and data analysis. MB performed the processing and rendering of the
3D pseudo-colored phase image of CHO cells. AF, MB, MGS and JN analyzed
the results, and wrote the manuscript with input from all authors. MGS, and JN
supervised the research.

Anabaena gas vesicle expression, purification and clustering
Anabaena flos-aquae (CCAP strain 1403/13F)was cultured for≈2weeks inGorham’s
media supplemented with BG-11 solution (Sigma) and 10 mM NaHCO3 at 25 °C,
100 rpm under 1% CO2 and a 14:10 hour light/dark cycle. At confluency, the
buoyant cell fraction was isolated by floating to the top of a separating funnel over a
48h period, after which the subnatant was discarded. The collected cells were then
lysed using 500 mM sorbitol and 10% Solulyse solution (Genlantis). Gas vesicles
were purified through repeated rounds of isolating the buoyant fraction through
centrifugation and resuspension in phosphate-buffered saline.

Gas vesicle clusters were synthesized by first biotinylating purified GVs with 105
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molar excess of EZ-Link Sulfo-NHS-LC-biotin (Thermo Scientific) in PBS buffer
for 4-hours. Afterwards, the sample underwent 2 rounds of overnight dialysis in PBS
buffer. The biotinylated GVs were then clustered by incubation with streptavidin
(Geno Technology) for 30-minutes at room temperature.

Dynamic Light Scattering (DLS)
The hydrodynamic size of the gas vesicles, gas vesicle clusters, and alumina beads
were measured in 50 µL samples at OD500 = 0.2 using a Zeta-PALS analyzer
(Brookhaven Instruments). Samples were mixed thoroughly and measured five
times for each reported hydrodynamic diameter.

Engineered gas vesicles for cell labelling
The process of genetically engineering the surface of gas vesicles for cell labeling
has been previously describe [72]. In brief, gas vesicle protein C gene sequence
from Anabaena flos-aquae was codon-optimized for E. coli expression and cloned
into a pET28a(+) plasmid (Novagen) with an N-terminal hexahistidine-tag and C-
terminal GSGRRRRRRRR sequence. Plasmids were transformed into BL21(DE3)
cells (Invitrogen) and expressed for recombinant polyarginine modified-gas vesicle
protein C after 6-hour expression at 30°C. Polyarginine modified-gas vesicle protein
C in the form of inclusion bodies was purified by lysing the cells using 10% Solul-
yse supplemented with DNaseI (10 µg/mL) and lysozyme (400 µg/mL) at room
temperature. Inclusion bodies were recovered by centrifugation at 27,000 g for 15
minutes in an ultracentrifuge. The inclusion body pellets were resuspended in 20
mM Tris-HCl buffer with 500 mM sodium chloride and 6 M urea (pH 8.0) and
incubated with Ni-NTA resin (Qiagen, Valencia, CA) for 2h at 4°C. After washing,
proteins were eluted using 250 mM imidazole.

Purified GVs were treated with 6 M urea and 20 mM Tris-HCl (pH = 8.0) to
remove their wild-type gas vesicle protein C. The stripped gas vesicles were isolated
with two rounds of centrifugally assisted buoyancy purification in urea. Purified
polyargininemodified-gas vesicle protein Cwas then added according to the formula
2 x optical density x 198 nM x liters GVs = nmol of recombinant gas vesicle protein
C and dialyzed in PBS for 8 hours. 105 molar excess of Alexa Fluor 488 NHS was
then added to the GVs and incubated at room temperature for 4 hours under gentle
rotation, before being quenched with 20 mM Tris-HCl (pH = 8.0), and dialyzed in
PBS again to remove excess dyes.
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Cell culture and GV labeling
Chinese hamster ovary (CHO-K1; ATCC) cells were cultured in DMEM with 10%
FBS and penicillin/streptomycin. Coverslips (18x18 mm) were sterilized with 70%
ethanol and washed twice in PBS and placed in 6-well plates. Fibronectin (Sigma)
was diluted 1:20 in PBS and 200 µL was added to each well over the entire surface
of the coverslip and incubated for 1 hour at room temperature. Excess solution
was aspirated and CHO-K1 cells were seeded on the coverslips and grown to 75%
confluency.

For GV labeling, a 6-well plate was coated with paraffin and UV sterilized. Then,
300 µL of 37°CDMEMmedia and 300 µL of 114 pM (OD500 = 1) of R8-gas vesicles
was added to the bottom of the well and mixed. The cells cultured on coverslips
were inverted onto the DMEM and gas vesicle mixture, so the cells were facing
the bottom of the plate. The coverslips and gas vesicles were incubated at 37°C.
Following incubation, the cells were washed three times with 200 µL of PBS and
fixedwith 1mL of formaldehyde for 30minutes. The coverslips weremounted using
Diamond Antifade mountant (Thermo Fisher) and sealed using clear nail polish.

Fluorescence imaging
Fluorescence imageswere taken on anOlympus IX-71 invertedmicroscope usingHg
lamp illumination through a 1.4 NA oil immersion objective and using the enhanced
green fluorescent protein (EGFP) filter set (Chroma). To register fluorescence image
with phase images, a 1 µm tip glass pipette was secured to the specimen and cells
were imaged in the vicinity of the tip across the two instruments.

Gas Vesicle Expression in Salmonella
Gas vesicle expression in Salmonella typhimurium (strain ELH1301) cells has been
described previously [23]. Briefly, the gene cluster encoding a hybrid gas vesi-
cle variant was cloned in pTD103 (gift from Jeff Hasty) and transformed into S.
typhimurium cells and cells from an individual colonies cryostocked. Cells con-
taining the gas vesicle gene were grown in 5 mL of 2xYT media with 50 µg/ml
kanamycin for 16 hours at 37°C, 250 rpm. Cultures in 50 mL 2xYT media with
50 µg/ml kanamycin were then inoculated with 500 µL of the starter culture and
grown on the shaker at 37°C until OD600 = 0.4-0.6. These cultures were induced
with 3 nM N-(β-ketocaproyl)-L-homoserine lactone (AHL), and then grown for 22
hours at 30°C, 250 rpm. Cells were then harvested by spinning at 300 g at 30°C for
2 hours. The buoyant cell fraction was transferred into clean tubes. To collapse the
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gas vesicles inside cells, gas vesicle-expressing salmonella were placed in a quartz
cuvette (Hellma Analytics) connected to a N2 cylinder through a pressure controller
(Alicat Scientific) set to 1.2 MPa.

TEM sample preparation and imaging
Electron microscopy was performed in the Beckman Institute Resource Center for
Transmission Electron Microscopy at Caltech. Purified gas vesicles were diluted
to OD500 = 0.2 in 10 mM HEPES buffer and Salmonella cells were diluted to
OD600 ≈0.2 in 10 mM HEPES buffer or PBS. Samples were then spotted on Form-
var/Carbon 200 mesh grids (Ted Pella), which were rendered hydrophilic by glow
discharging (Emitek K100X). Purified gas vesicle samples were stained with 2%
uranyl acetate while cells were imaged unstained. Image acquisition was performed
using a Tecnai T12 Lab6 120 kV transmission electron microscope equipped with a
Gatan Ultrascan 2k x 2k CCD camera.

Holographic Simulations
Holograms were simulated with MATLAB (R2017b) using a custom hologram
simulation routine. First, a two-dimensional projection image was created using a
series of Radon Transforms, modeling a typical gas vesicle expressing Salmonella
cell as a cylinder, with a diameter of 1 µm and a length of 5 µm, with bands of
lower refractive index corresponding to areas dense in gas vesicles as seen in TEM
images. This projection is then downsampled, via bicubic interpolation, in order to
accommodate and emulate the diffraction limited resolution of the common mode
DHM instrument. Within this projection, gas vesicles were simulated using index
of refraction of 1.00. Other intracellular areas were simulated using an index of
refraction of 1.37. The index of refraction used to simulate the cell’s surrounding
medium is 1.33.

The wavefront perturbations as a result of a collimated plane wave passing through
the simulated cell is then propagated using the Angular Spectrum Method [104].
The resulting diffracted wavefront is numerically propagated and recombined with
a reference (undisturbed) plane wave in order to simulate an off-axis hologram.
Code for the simulator is provided in Appendix B. The simulated holograms were
reconstructed into amplitude and phase images using the commercially available
software KOALA (LynceeTec). No image noise was added to the simulation besides
quantization noise when the holograms were saved as 8-bit image files whereas in
reality there are numerous sources of noise including, but not limited to, photon
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‘shot’ noise, temporal and spatial noise due to changes in the coherence of the
illumination laser, as well as various sources of noise introduced by the digital CCD
used to record the holograms.

Throughout this thesis, two custom experimental techniques were developed and
used in field experimentation. This appendix provides information and verification
of these experimental techniques.

3D Pseudo-Colored CHO Image Rendering
The 3D rendering was generated using the commercially available software ARIVIS
Vision4D. This software allows the import of a multidimensional image that is to
be visualized in a variety of ways. The 2D images that comprise the 3D image
stack used in ARIVIS were first processed using the methods described in the Image
Processing & Handling section of this document. These processed images were
then thresholded using a user defined threshold. Next, the magnitude of the image
gradient was calculated and stored as a separate stack of 2D images. The two
3D image stacks were then imported to ARIVIS Vision4D. The pixel values were
plotted using a pseudo-colored lookup table. The opacity of each pixel was plotted
as a weighted function of the magnitude of the image gradient at that pixel. This
was done to highlight areas of large changes in phase signal within the cell.

Thermal Gradient Generator
In the investigation of the effects of temperature on the motility characteristics of
arctic liquid samples, a custom thermal gradient generator was constructed that
would establish and maintain a quantifiable thermal gradient in a liquid sample.

This temperature gradient is established using a commercially available temperature
controller (Thorlabs TC200) with an adhesive backed heating element with embed-
ded temperature sensor. With the closed loop of the embedded temperature sensor,
this controller can maintain constant temperature of a surface using a standard PID
control loop. This heating element is attached to a thin metallic surface such that
there is sufficient thermal contact. The metallic surface is then thermally insulated
in all directions except for a single surface. This surface is the surface on which the
sample chamber will rest. The heating element provides a heat source, while a free
end, at the other side of the sample chamber, acts as the heat sink. This heat sink
is open to ambient temperature. By constraining the flow of thermal energy to only
this surface, it can be assumed that thermal dissipation can only happen through
conduction, which results in a linear thermal gradient. Of course, convection occurs
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Figure C.1 – The temperature along the thermal gradient generator with a linear
correlation of r = −0.73

as well, which introduces non-linearity to the temperature gradient, but as will be
seen, these effects are negligible as the measured gradient has a high degree of linear
correlation.

To verify the design and linearity of this experimental technique, the temperature
controller was used to establish a thermal gradient on a metallic plate. Sufficient
time was allotted for this plate to reach thermal equilibrium and temperatures were
measured at various points along the plate. Figure C.1 shows a typical thermal
gradient established with this method. With a linear correlation coefficient of
r = −0.73 showing a strong linear correlation in temperature as a function of
distance along the plate, it can be assumed that this experimental technique is
capable of establishing a steady and quasi-linear temperature gradient.

Pulsatile Flow Dampener
In the quantification of particle concentrations of field samples from sources such
as the ultrabasic springs of The Cedars in Northern California, a peristaltic pump is
often used to continuously sample from the spring. For the quantification scheme
used with the DHM instrument, the pulsating nature of a peristaltic pump is unde-
sirable and can introduce errors in the concentration calculation scheme. Because a
steady flow is needed, an experimental technique was developed which was inspired
by my undergraduate thesis project [10] involving the development of a failure



163

detection method for a pulsation dampener. These pulsation dampeners are used
in conjunction with peristaltic pumps in order to attenuate pressure spikes in the
flow which can lead to water hammer and other undesirable effects. The basis for
these pulsation dampeners is that by exposing the flow to a gas-filled bladder with
a deformable membrane, momentum from the flow can be taken and converted to
mechanical energy, which compresses the gas-filled bladder. This can attenuate the
pulsatile flow characteristics of a peristaltic pump by multiple orders of magnitude.

In this implementation, a sterile deformable container was used in parallel to a
peristaltic pump which would absorb the pulsations introduced by the pump so that
the flow outward toward the sample chamber of the DHM would be uniform and
steady. Figure C.2 shows an in-field image of the experimental setup. Right after
the exit of the sample chamber, a pinch valve was used to regulate the flow through
the sample chamber.

Care was taken in the design of the sample chambers for this experiment as well. In
this technique, we are concerned with imaging cells as they flow through the field of
view of the DHM. In order to do this, we must have a sufficient camera frame rate as
to be able to image every cell that passes through the FOV. If the camera frame rate
is too slow, a cell can potentially pass through the FOV of the DHM without being
imaged. Furthermore, we would want the flow through the DHM to be in a single
direction. These two constraints cause the Reynolds Number and Dean Number to
be of importance in the design process. These two dimensionless numbers can shed
light on the maximum expected velocity of the fluid through the sample chamber as
well as if there are any secondary flow effects introduced by curvature in the flow.
Appendix E discusses this further. A custom written Microsoft Excel worksheet
was written for convenient in-field calculation of these metrics and is provided
electronically in the GitHub repository under the main directory [82].

The volumetric flow rate through the sample chamber was measured using a 5
mL graduated cylinder. Flow rates were quantified by measuring the total amount
of liquid dispensed from the sample chamber of three-minute intervals done in
triplicate.
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Figure C.2 – Experimental setup of the in-field pulsation dampener
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A p p e n d i x D

BIO-SAFETY AND MICROBIOLOGY PROTOCOLS

This Appendix is intended to discuss the microbiological concerns and considera-
tions that must be made when conducting biological research in the laboratory or
field. Many factors must be considered when conducting biological work regardless
of where the work may take place. These considerations include, but are not limited
to, general laboratory rules and regulations, safety precautions, personal protective
equipment, culture/sample handling procedures, and sterilization techniques. Many
resources exist, including the safety officer in charge of any given laboratory. For
more information about these considerations, a well-documented book on these
techniques is written by Wistreich and can prove to be a useful guide [126].

This appendix will focus mostly on the sample collection and handling of field
samples. In the course of data collection in UtqiaÛgvik (Barrow), AK I along
with Jay Nadeau (professor of Physics at Portland State University and member
of this PhD committee) and Jody Deming (professor of Oceanography and Ocean
Microbiology at the University of Washington, Seattle), were invited to write a
chapter in the textbook ‘Methods in Microbiolgy’ on our sample collection and
analysis technique. This book chapter can be found here [13]. The following
sections are excerpts from the book chapter that are related to sample handling
and preliminary analysis. The excerpts shown here were predominantly written by
myself, although Dr. Nadeau and Dr. Deming provided tremendous support and
editorial comment.

Metadata and Sample Labeling
Samples should be identified with all appropriate metadata. Metadata may be in-
cluded directly in the publications or deposited in data repositories. Repositories
may be specific to the journals published by a particular society, such as the Geo-
logical Society of America data repository, or more general and available to authors
in any journal.

At minimum, metadata should include:

— Latitude and longitude

— Date and time
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— Liquid samples: temperature, salinity, pH

— Weather conditions, including air temperature, cloud fraction, wind speed and
direction, and contact information for complete meteorological data from a
nearby ship or station

— Water depth (as appropriate)

— Ice samples: ice texture, density; depth in the core, measured from the top

— Estimates of snow or melt-pond coverage and measurements of their depths
on the surface of the ice

— Sample description. For sea ice, include approximate age (whether multi-
year or first-year ice, and for young ice, an estimate of time since initial ice
formation), thickness, freeboard, and texture; for ice core sections, include
temperature and bulk salinity. Eicken et al. [42] contain excellent descrip-
tions of how to collect these metadata. For glacier ice, the Ice Cores Working
Group has defined sets of metadata as Essential, Recommended, and Desired
from the point of view of palaeoclimate research. Essential metadata include
age scale and dating points, any melt in transport, depth of any melt layers,
depth of any ash layers, and whether the core was taken in discrete intervals
or continuously. For permafrost, important metadata include thickness of the
active layer and borehole temperature. The Global Terrestrial Network for
Permafrost (GTP-N) maintains a database of permafrost data [17].

Collection Methods
The key aspect in microbiological studies is to keep the sample in as close to in situ
conditions as possible before analysis. This means preventing contamination and
shifts in temperature or salinity (causing thermal or osmotic shock), andmaintaining
in situ light conditions (the latter can be crucial for photosynthetic organisms). In
addition to avoiding shocks to the ice-adapted inhabitants, even slight warming
should be avoided as some microorganisms dormant in the sample under in situ
conditions may begin to grow under altered conditions.

Samples from cold liquid environments, such as seawater or cold springs, may be
collected as from any (warmer) liquid environment, subject to the caveats discussed
earlier. Sampling of frozen environments poses specific challenges as discussed in
the following sections. Any low-biomass samples thatwill be evaluated formicrobial
counts and/or activity need to be protected scrupulously from contamination. This
means handling them with ethanol-rinsed gloved hands and sterilized tools in the

http://wiki.linked.earth/Category:Ice_Cores_Working_Group 
http://wiki.linked.earth/Category:Ice_Cores_Working_Group 
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field, and manipulating them inside laminar flow cabinets on sterilized surfaces in
the laboratory. Such concerns are of lesser importance for high biomass samples
such as biofilms or bacteria adherent to minerals (as in permafrost), unless highly
sensitive techniques such as quantitative PCR are to be applied. Nevertheless, proper
sterile technique should be kept in mind at all times.

Bulk Ice
For any bulk ice sample, the primary challenges are (1) collecting the sample
without contamination and (2) processing the sample without losing or destroying
the cells. The first challenge is to collect and process the ice without introducing
contaminants from the surrounding environment including any soil or water, the
investigators’ hands and tools, or even the air. The equipment typically needed to
sample bulk sea ice, for example, includes: clean core extractor, ethanol-rinsed hand
saw for ice sectioning, and sterilized foil and plastic for wrapping/containing core
sections until later processing. Ethanol (for sea ice) or sodium hypochlorite (bleach,
for glacial ice) can be used with care for decontamination.

For both sea and glacier ice, coring is the standard approach, using a core extractor.
Some of the most common drilling kits for glacier ice include the IDDO Auger kit,
the PICO Auger kit, the Mark II coring system, and the SIPRE auger kit [15]. Also
needed are a T handle (for manual coring) or an electric drill adaptor (for use with
an electric drill), an electric drill (if desired), and core retrieval tongs. A typical
ice-coring barrel consists of four components: a cutting blade, hollow cylindrical
barrel, rifled barrel flutes to evacuate ice chips, and a connector hub to attach a T
handle or electric drill.

Because the hole depth of a typical sea ice core is more than 10 times that of the
bore diameter, an interrupted drilling technique is often used in coring sea ice. By
periodically lifting the coring barrel, though stopping short of removing it from the
bore hole, the ice chips and possible liquid that have accumulated around the barrel
flutes can be removed for more effective continued coring. Most ice core barrels
also have internal carbide “teeth” that are intended to catch ice cores once drilled
all the way through the ice (to underlying seawater). This feature allows retrieval
of full ice cores. Cores are frequently, but not always, sectioned and bagged on
site. If such on-site work is not possible, full cores can be placed into sterilized
plastic sleeves and transported to the laboratory before sectioning and processing
[81]. Black plastic sleeves can be used to protect against exposure to light during
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transport.

Ice core sections may be prepared in the field by placing the ice core onto a cutting
board, first ethanol-rinsed or covered by autoclaved foil, and slicing with an ethanol-
rinsed saw. These actions should be taken quickly, especially in the case of highly
porous ice, in order to minimize loss of interstitial fluid by drainage. The thickness
of the core sections may vary, but parameters are best analyzed on sections of
comparable thickness. Equivalent sections from multiple cores may be pooled
during (or after) melting to increase the available volume, provided that information
on horizontal heterogeneity is not needed.

Samples should be kept as close to the in situ temperature as possible during sawing
and later melting, to prevent thermal or osmotic shock to the microorganisms, and
light exposure needs to be minimized during transport and storage to limit growth,
light shock, and photochemical degradation.

The outer surface of a glacial ice core must be decontaminated to prevent surface
organisms from being represented in the sample. A 2004 study carefully compared
chemical and physical methods of decontamination and found that only 5% sodium
hypochlorite killed all external organisms with little effect on internal organisms
[98]. This procedure has been adopted as a standard protocol for glacial ice. The
core is immersed into 5% sodium hypochlorite for 10 s, then rinsed three times with
sterile water. Core sections are melted and then treated like any other liquid sample.

For sea ice, cores are usually sectioned from the bottom to limit brine loss from
more channelized or permeable parts of the ice. Decontamination is not standard
because of the higher organism concentration in sea ice cores. Sea ice in early stages
of formation presents particular challenges of both access and sampling because it
cannot bear a load. It may be sampled from a small boat or by reaching out
from the safety of shore while tethered to a fixed object (Figure D.1). When thin
enough, it may be sampled with a (sterilized) trowel or bottle. When thicker but still
unconsolidated, a “frazil sampler” may be used. This is simply a transparent plastic
tube with a rubber stopper on the end. The tube is submerged and then the end is
closed. A ruler or calibration mark permits measurement of ice depth [114].

Sea Ice Brine
In order to access a significant volume of sea ice brine, a hole can be drilled into
the ice cover (without penetrating to seawater below) and left to collect brine as it
drains into the hole from the exposed brine channels and veins in the surrounding ice
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Figure D.1 – Sampling new sea ice. (A) Using a sterile bag to collect new (hour-old)
“grease ice” as it forms on the surface of freezing seawater at the edge (lower right)
of young (month-old) sea ice. Ethanol-rinsed latex gloves should be worn when the
sample is intended for microbiological analysis. (B) Young sea ice can support the
weight of a researcher, but safety precautions include wearing an immersion suit, as
shown, and a harness with tethering rope to a secure position.

walls. This “sackhole” collection approach is most effective in the warmer sea ice
seasons. First, it is necessary to measure the ice thickness near the location where
sea ice brine is to be collected. Using an ice augur or the ice core barrel, a hole is
drilled all the way through the ice to seawater, about 1 m away from the intended
sample collection site, after clearing any snow cover. The thickness of the ice is
then measured using a weighted depth gauge indicator. Once the approximate ice
thickness is known, the same interrupted drilling method is used at the collection
site to drill to the desired depth, for example, 50%–70% of the ice thickness. Once at
this depth, the ice core is removed, leaving a cylindrical hole in the sea ice that does
not penetrate to underlying seawater. The hole is covered to prevent aerial inputs and
simulate snow cover, if light is an important factor in the study, and sufficient time
is allotted for brine to accumulate in the hole. Expected sample yields, depending
on the temperature (and thus position in the ice cover and season), can be in the
hundreds of milliliters over the course of an hour or two (Figure D.2).

Cryopeg Brines
Cryopegs are unfrozen soils within permafrost that contain “lenses” of brine remain-
ing liquid at the in situ temperatures of 6°C to 11°C due to high salt concentrations.
These marine cryopegs have also been called “cryosaline water” or “overcooled
brine” [56]. They are unique among Earth’s hydrogeological systems in being
isolated from external factors for tens to hundreds of thousands of years and perma-
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Figure D.2 – Ice coring inUtqiaÛgvik (formerly Barrow), Alaska. (A) The interrupted
coring technique is used to drill into sea ice, while another team member clears ice
chips from the drill site. A third teammember has completed the process of clearing
the snow cover from the planned coring area. (B) Using a weighted depth gauge to
measure the sea ice thickness through a borehole drilled through the ice to underlying
seawater; the gauge is designed to anchor to the underside of the ice for a taught
pull upwards. (C) Using core retrieval tongs to pull a partial ice core out of the sea
ice cover and establish a “sackhole” for the accumulation of sea ice brine. Photos
courtesy of Anders Torstensson.

nently below 0°C [6]. Although radar suggests they are common in Arctic coastal
permafrost, they are not well studied microbiologically because identifying, locat-
ing, and sampling themwithout contamination all present formidable challenges. Of
those published, most studies have derived from Siberian locations, with only two
from Alaskan locations, in one case [32] from the fortuitous existence of the Barrow
Permafrost Tunnel, excavated in the 1960’s by the US Army Cold Regions Research
and Engineering Laboratory (CRREL) for geological purposes. This tunnel permits
researchers to access a horizontal excavation 10 m long and 6–8 m below surface,
where in 2004 geophysical methods indicated the presence of brines 1.3 m below
the tunnel floor [84]. Polyvinylchloride tubes were inserted through narrow bore-
holes into the cryopeg layer at different locations and left capped for future access.
Using a hand pump, vacuum flasks, and sterile tubing, brine was later collected into
sterile containers, placed in coolers, and quickly transported to the laboratory for
processing [32].
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A p p e n d i x E

TECHNICAL INFORMATION

This Appendix contains all technical information referenced throughout the thesis.
This includes a list of all objective lenses that were successfully tested on the
Mach-Zehnder DHM instrument, as well as descriptions and technical drawings,
with references to digital CAD files, for the designs that were discussed throughout
this thesis. First, information on the objective lenses used on the Mach-Zehnder
instrument will be introduced, followed by a discussion of the design principles
used in the design and fabrication of all sample chambers. This includes the designs
for field instrument sample chambers, as well as the mold designs that were used
to manufacture them. Next, the evolution of the sample chambers’ manufacturing
to more repeatable/scalable methods are introduced. The design and schematics
for the electronics package of the miniaturized DHM field instrument will also be
discussed. This includes digital prototype PCB designs with references to the digital
file in the GitHub repository under the ’fieldInstrumentPCB’ directory.

Both the design and manufacturing techniques of the DHM sample chambers have
iteratively evolved throughout the time of this project. These iterations can be
separated into twomain categories: 1) Reusable sample chambers and 2) Disposable
sample chambers.

Objective Lenses for Mach-Zehnder DHM
The four tested objective lenses that have been implemented on the Mach-Zehnder
DHM have all been of the same product line, the Mitutoyo infinity corrected long
working distance objective lenses. These objective lenses come in a variety of
magnifications and numerical aperture. The lenses of this series that have been
tested are:

1. 10x NA0.28

2. 50x NA0.55

3. 50x NA0.75

4. 100x NA0.70
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The depth of field is proportional to the inverse square of the numerical aperture
(NA) of the lens. In addition, the magnification is relative to the focal length of the
relay lens used to create the image at the detector. All magnifications reported here
are assuming a relay lens with a 200 mm focal length.

Flow Considerations of Sample Chamber Design
Typical sample chamber dimensions for the common mode instrument are two
separate fluidic channels separated (center to center) by 6 mm. Each channel is
roughly 2 mm wide, 0.8 mm thick, and roughly 10 mm in length. Flow rates of
sample in and out of the sample chamber are typically low, but vary depending on
the type of experiment. In an experiment where a sample is to be introduced into
the chamber and imaged under no flow conditions, the sample is typically injected
at relatively higher flow rates on the order of 1 mL/min. In other experimental
techniques (described in detail in Section 4.3), imaging occurs while the sample is
being flowed through the field of view of the instrument. In data acquisition schemes
of this nature, flow rates are much lower, on the order of 0.1 mL/min.

Due to the relatively small fluid volumes necessary for DHM, along with the rela-
tively low flow rates expected in this system, we can assume that all flow physics
pertaining to the design of the sample chambers will be in the laminar regime
(Re ≈ 5, see Table 7.4). The dimensionless number used to describe this flow
regime is the Reynolds Number (Re), which is defined as

Re =
ρuL
µ
, (E.1)

where ρ is the density of the fluid, u is the velocity of the fluid, L is the characteristic
length scale of the flow, and µ is the dynamic viscosity of the fluid. For the scope
of flow physics discussed here, all flow is internal, so the characteristic length scale
is defined as the microfluidic channel’s hydraulic diameter. For a rectangular flow
channel, the hydraulic diameter is defined as

Dh =
2ab
(a + b), (E.2)

where a and b are the dimensions of the channel’s cross-sectional area. The sample
chambers used in this work are of rectangular cross-section with an aspect ratio of
≈1:2. For purposes of simplicity, a hydraulic diameter is used to reduce this no
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symmetric geometry to a symmetric one. This assumption can introduce errors as
will be discussed.

A flow phenomenon that must be considered is caused by the change in the fluid’s
mean direction of movement due to a curvature in the pipe. Any pipe flow that is
subject to a curvature in the pipe experiences an adverse pressure gradient along
the curve. This adverse pressure gradient causes a decrease in flow velocity along
the convex edge of the curve (inner wall of the pipe), as well as an increase in flow
velocity along the concave edge of the curve (outer wall of the pipe). This adverse
pressure gradient occurs under the assumption that there is no lateral variation in the
pressure change before and after the curve (i.e. ∆p is constant across the pipe’s cross
section). This velocity gradient as a result of the curve introduces a secondary flow
in the fluid that are known as Dean Vortices [115]. The prevalence of Dean Vortices
in a flow as a result to a curvature of the pipe is quantified by a dimensionless number
called the Dean Number (De), which compares inertial and centripetal forces with
viscous forces. The Dean Number is defined as

De = Re

√
Dh

2Rc
, (E.3)

where Rc is the radius of curvature of the bend in the pipe.

This phenomenon is of concern during various types of experiments conducted
using the DHM instrument such as the experiments described in Section 4.3. In
the detection of bacteria in sparse samples, where the concentration of bacteria
is so low that there are statistically fewer than one bacteria in the field of view
of the instrument at any one time, flow is used to continually image sample as it
flows through the FOV. The introduction of secondary flow artifacts as the sample
is being imaged causes deleterious effects in accuracy and sensitivity of the DHM
instrument. For this reason, the Dean number is relevant because it can be used to
ensure that these secondary flows are not prominent in the microfluidic device.

Furthermore, as flow is established through a pipe, the flow velocity takes on a
parabolic profile. For the experiments described in Section 4.3, where particles are
imaged as they flow through the FOV of the instrument, it is important to account
for this parabolic flow profile as some particles will flow through the FOV faster
than others depending on their position along the pipe’s cross-section. Assuming
that the flow velocity is symmetric through the pipe, the velocity profile of a fully
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developed internal flow is described by

v(x) = vmax

(
1 −

( x
L

)2
)
, (E.4)

where vmax is the maximum velocity of the fluid (at the center of the pipe), x is the
position along the pipe’s cross-section, and L is the total length of the pipe’s cross-
section. No analytical solution exists for the flow profile through a rectangular cross-
section. Flow in the corner regions of a rectangular pipe can lead to recirculation
currents, which make a flow profile difficult to analyze. Here, we neglect these
effects as imaging is done far from these corners.

In an idealized system with an incompressible fluid and rigid pipe, we know that
the volumetric flow rate (Q) is equal to the integral of the velocity profile across the
cross sectional area of the pipe (Q =

∬
A v · dA = Av̄, where v̄ is the average flow

rate). With the integral definition of an average as well as the velocity profile from
Equation E.4, the maximum flow velocity can be estimated as

vmax =
3
2
v̄. (E.5)

This can serve as an overestimate of the maximum velocity of a particle subjected
to flow. This is an overestimate as any particle will have mass and drag associated
with it, thus slowing the particl down from the theoretical maximum velocity of an
infinitesimal fluid parcel.

With this, for any flow through a microfluidic channel of known dimensions and
volumetric flow rate, the maximum velocity of any particle in the flow can be
calculated [115]. Flow can become parabolic and is referred to as ‘fully developed’
flow, but there exists a region known as the ‘entrance’ region of the flow where this
parabolic velocity profile is in the process of developing. In the calculation of the
maximum and mean velocity of the flow at any point in the sample chamber, it is
important to know whether the flow is developing or fully developed at that point.
This is done by estimating the thickness of the momentum boundary layer at that
point. If the pipe is assumed to behave as two opposing flat plates, the momentum
boundary layer grows as a function of the Reynolds Number and the length of the
pipe at that point [103]. If the boundary layer thickness is defined as the distance
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from the pipe wall to where the flow reaches 99% of the free-stream velocity, the
Blasius solution for the boundary layer thickness yields

δ ≈ 4.91x
√

Rex
, (E.6)

where x is the distance along the pipe and Rex is the Reynolds Number at that point.

The flow is considered developed when the boundary layer thickness is equal to half
of the pipe’s hydraulic diameter.

Of course, these are very basic and general considerations that must be made
when designing or using sample chambers for the DHM instrument, but other
more sophisticated flow characteristics must be considered when conducting other
experiments. Depending on the experimental conditions, effects such as inertial
focusing[38, 83] or gradient induced flow (e.g. thermal or chemical gradients)
should be consider.

Practical Considerations of Sample Chamber Design
This section involves a qualitative discussion of the practical implementation of
sample chamber design and manufacturing techniques. As discussed, many optical
considerations must be made in the sourcing of materials for the sample chamber;
in addition, much attention must be paid to the design of the sample chamber itself
when considering flow characteristics. In the practical use of these sample chambers,
one must also weigh the pros and cons of using high optical quality glass, which is
usually very expensive and is not often readily available from distributors, or using
less expensive, but much lower quality glass.

Throughout the experimentation conducted for this thesis, it was realized that both
types of sample chambers are necessary. It is advantageous to have inexpensive
and disposable sample chambers of low optical quality as well as reusable sample
chambers of high optical quality. The reason becomes apparent when looking
at the typical workflow involved with imaging a particular biological sample. In
the case of bacteria, a master stock is grown in growth media overnight. This
master stock is often too high of a microbial concentration to be imaged under
DHM. Because of this, iterative dilution steps are required to converge on a sample
concentration that suits the experimenter’s desires. This requires diluting the master
stock and iteratively imaging a sample of the dilution until the desired concentration
is reached. For these iterative steps, using expensive and high optical quality glass is
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not necessary. At this step of the experimental procedure, identical sample chambers
with low optical quality components will suffice. Once the target concentration is
reached, using a high optical quality sample chamber is beneficial as this will ensure
high quality data that is publication worthy. Something of importance to note is
that the sample chamber design between the low and high quality sample chambers
must be identical in order to accurately represent the final publication worthy data
(i.e sample chamber depth and optical thicknesses of the glass must be identical). If
the sample chamber depth is not identical between the low and high quality sample
chambers, then the apparent concentration will not be consistent from one sample
chamber to the other (See Section 4.3).

Later in this Appendix, all technical drawings for all sample chamber designs used
throughout this thesis as well as references to digital CAD files for each technical
drawing are provided. The digital CAD files are in STEP file format to allow for
cross platform distribution. The sample chamber designs developed throughout this
work have been categorized into two sections: 1) Reusable sample chambers and 2)
Disposable sample chambers.

Reusable Sample Chambers
The reusable sample chamber design consists of four main components. 1) A PDMS
gasket, which establishes the flow channel geometry, 2) substrate glass, which seals
the PDMS ‘gasket,’ 3) the dispensing needles which provide plumbing for fluid
transport in and out of the sample chamber, and 4) the metal frames which provide
the mechanical compression needed to maintain a sealed system while offering
mechanical integrity and robustness. The fully assembled device can be seen in
Figures E.1, as well as an exploded CAD model view in Figure E.2.

A schematic of the plumbing of the device can be seen in Figure E.3. Note that
due to the fact that this device was developed for an off-axis holographic system,
two channels are present. One channel is for the sample being investigated and the
other serves as the reference, which is necessary to create interference patterns at
the CCD plane. In addition, it is important to note that the sample chamber depicted
in Figure E.3 features dispensing needles that are perpendicular to the high optical
quality flow section and has sub-millimeter channel dimensions, but this does not
have to be the case. The dispensing needle angles and size of the flow channels were
designed in this way for the specific application of a DHM system in the orangeBox
field instrument. In fact, in early development, sample chambers were designed
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Figure E.1 – Fully assembled sample chamber

Figure E.2 – Exploded CAD view of sample chamber

with parallel flow cells that varied in size as well, allowing steady and laminar flow
through the fluidic chamber with little perturbation of the fluid.

PDMS Gasket and Fabrication Methods

The PDMS gasket is made by the soft lithography of DowCorning SYLGARD®184
silicone elastomer prepared at a mixing ratio of 10:1 (elastomer base:curing agent).
Because soft lithography involves the use of an elastomeric mold, a negative mold
is designed and fabricated using 6061-T6 aluminum. Other hardware components
are also made for the molding process that help ensure repeatable production as well
as controlled thicknesses from mold to mold. The complete mold assembly can be
seen in Figure E.4.

The curing process of the PDMS is done with cylindrical tubes in place in order
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Figure E.3 – Schematic of sample chamber

Figure E.4 – Mold assembly used for soft lithography of sample chambers
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Table E.1 – Specifications of Etalon Glass

Type Solid Etalon
Material UV-grade fused silica
Diameter 25.4 mm
Thickness 1 mm

Wavefront Error λ/2
Wedge ≤5 arc min

Clear Aperture ≥85%

to create pilot holes for the dispensing needles when final assembly occurs. The
reason for this is the fact that hollow tube dispensing needles become plugged when
uncured PDMS is allowed to cure inside the interior of the tube. Using set screws
to hold the tubes in place and installing the top acrylic plate to maintain uniform
thickness, the PDMS is allowed to cure for an appropriate amount of time. Once
cured and removed from the mold, a positive mold of the sample chamber geometry
is attained. The careful removal of the solid tubes and trimming of excess PDMS
and ‘flashing’ allows for the insertion of dispensing needles.

Solid Etalon Glass

The glass used for the development of this design was provided by CVI Laser,
LLC. The specifications of the etalon glass used are tabulated in Table E.1. Also,
throughout the development of this design, anti-reflective coated glass was also used
and showed promise for an even higher SNR than non-AR coated glass. The DHM
system used in these experiments had an emission wavelength of 405 nm, so the AR
coated glass had an AR coating with a narrow bandstop wavelength of 405 nm.

Using the aforementioned glass, the assembled PDMS gasket is set atop a solid
etalon, with a second solid etalon placed over the gasket. With the sample channels
fully enclosed by glass, the final sample chamber is ready for assembly.

Sample Chamber Frame

The sample chamber frames consist of two 6061-T6 aluminum plates that were
black Type-II anodized for longevity. These frames provide compressive sealing of
the glass-PDMS-glass flow channel assembly. Through experimental testing, it was
determined that a 5-10% compression of PDMS is appropriate to achieve sealing
without collapsing the flow channels due to the compliance of PDMS. The frames
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also include set screw locations to fix the dispensing needles as a method of strain
relief to the PDMS gasket.

These designs, although allow for the use of high optical quality glass, are cumber-
some to deal with, from a user experience standpoint. The disassembly, cleaning,
and re-assembly process is difficult and requires a great deal of time. From what
was learned by the substrate analysis presented in this thesis, transitioning to lower
optical quality glass drastically decreased the cost of the sample chamber while
providing easier and more repeatable use and performance.

The following technical drawings are related to the sample chamber mold and frame
designs shown here. All digital 3D CAD models and PDF technical drawings have
the identical file names as seen on the technical drawings.

In the next section, efforts in designing and manufacturing disposable sample cham-
bers are discussed. The general design morphology remains the same, however, and
only adjustments to the materials and manufacturing methods are required.
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Figure E.5 – A laser cut plastic shim with double-sided adhesive tape

Figure E.6 – Plastic shim stock after being compressed between glass substrates

Disposable Sample Chambers
For increased repeatability in the manufacturing of sample chambers as well as
a decrease in cost per sample chamber, a more scalable manufacturing method is
introduced here. This design replaces the molded PDMS gasket of the reusable
design with a rigid plastic shim that is either laser cut or machined to the designed
gasket shape.

Prior to laser cutting or machining, the plastic shim is covered with double-sided
adhesive tape on both sides. This is so that it can be permanently attached to
both glass substrates upon assembly. In addition, the double-sided adhesive tape is
applied prior to laser cutting or machining so that the tape is cut along the channel
geometries as well. This ensures a clear optical path through the imaging volume
of the sample chamber.

With the plastic shim stock laser cut or machined to the desired sample chamber
gasket geometry, it is then compressed between two pieces of low to medium optical
quality glass. Once secured, hypodermic needles (blunt tipped) are inserted into
the channel cavities and epoxied in place. See Figures E.5, E.6, and E.7 for the
manufacturing process described here.
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Figure E.7 – A fully assembled disposable sample chamber

These sample chambers are relatively easy to design and manufacture, while being
muchmore cost effective than the reusable sample chamber described in the previous
section. This manufacturing method allows for the easy modification of the sample
chamber geometry as well as the substrate material.

Miniaturized Field Instrument Electronics Package
As discussed in the body of the thesis, the miniaturized DHM instrument has been
equipped with many peripheral electronic devices as well as a processor that is
capable of communicating with and controlling these peripheral devices. Using
the commercially available software EAGLE Editor, a custom printed circuit board
(PCB) was designed in order to interface the main processor of the miniaturized
field instrument (UDOO x86 ULTRA) with all peripheral devices. This PCB served
two main purposes. It allowed for the miniaturization of the electronics as much of
the connections are now made on a board level rather than soldered wire, as well as
allowing for the electronics to becomemore robust against physical vibration. As the
PCB requires less soldered wire, physical vibrations are less likely to break soldered
joints and cause damage to the instrument. Figure E.8 shows the electronic schematic
developed for theminiaturizedDHMfield instrument. This design includes a total of
3 TTL controlled relay circuits, laser optical power control, monitoring capabilities
for the laser as well as temperature and moisture sensors. The files associated with
this design are provided in the GitHub repository under the ’fieldInstrumentPCB’
directory [82].
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Figure E.8 – Electronic schematic for the miniaturized DHM field instrument
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A p p e n d i x F

ACCESSING GITHUB AND DATA BACKUPS

This Appendix provides information on how to access the GitHub repository where
all referenced code and technical drawings are available for public download. In
addition to this, all data that is referenced throughout this thesis is backed up on
a locally managed data server known as the ’Motility Server.’ Information on
requesting access to this server is provided as well.

The GitHub repository is located at https://github.com/mbedross/mmb_PhD_
Thesis. Due to the nature of this repository, all access to committing changes is
prohibited. Users are only able to download files.

All software also has an accompanying DOI number for easy public access. The
software and associate DOI numbers are as follows:

— automatedTracking: DOI 10.22002/D1.1408

— axialResolution: DOI 10.22002/D1.1409

— fieldInstrumentPCB: DOI 10.22002/D1.1410

— hologramSimulation: DOI 10.22002/D1.1411

— manualTracking: DOI 10.22002/D1.1412

— numericalReconstruction: DOI 10.22002/D1.1413

— PSDcalculation: DOI 10.22002/D1.1414

— residualFringeVisibility: DOI 10.22002/D1.1415

— SNRcalculation: DOI 10.22002/D1.1416

— underGradThesis: DOI 10.22002/D1.1417

The data presented in this thesis is backed up and stored on a private server. The
size of the data sets total on the order of hundreds of GBs, so a online system
such as GitHub is not an appropriate location for such files. The server where
all data is stored is called the ’Motility Server’ and is located at the IP address:
131.215.99.205. This server can be accessed through any web browser as well as
third party softwares such as FileZilla. Prior to this, an account must be created for
you. Please contact Jay Nadeau for help with setting this up (nadeau@pdx.edu).

https://github.com/mbedross/mmb_PhD_Thesis
https://github.com/mbedross/mmb_PhD_Thesis
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Figure F.1 – Navigating the server IP address via internet browser

Figure F.2 – Typical warning message given by Google Chrome

Logging On
Navigate to the IP address (shown above) using the internet browser of your choice.
This tutorial shows examples using Safari (Mac) and Google Chrome.

Typically, because you are navigating to a server and not a typical webpage, the
browser will display a warning message that the site you are about to enter is unse-
cure. This message will allow you to continue to the website under the ‘Advanced’
tab (Google Chrome) or the ‘Show Details’ tab (Safari).

Clicking the appropriate button to continue to the server webpage, will get you to



189

Figure F.3 – Expanded view allowing access to the server IP address. Click ‘Proceed
to 131.215.99.223 (unsafe)’ for Google Chrome, or ‘visit this website’ for Safari.

Figure F.4 – Server dashboard (note the ‘Options’ tab at the top right after clicking
the dropdown menu attached to the username)

the Motility Server’s main login page. Here, you can enter your log in credentials
and navigate to the server dashboard.

Changing Your Password
Once at your server dashboard, click on your username at the top right hand of the
web browser and select ‘Options.’

On the dialog box that appears, navigate to the ‘Change Password’ tab. Here, you
will be asked to enter your old password (for security reasons) as well as the new
password you would like to implement. Click ‘Apply’ when you’re done, and the
password on your account will be changed.
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Figure F.5 – The ‘Options’ dialog box where you can change account information,
including your password

Figure F.6 – File Station dialog box

Using the File Station
The file station is fairly self-explanatory. It is your web-based portal to the data that
is on the Motility server. Here, upload and download files to/from the folders that
you have access to. The folder containing the data related to this thesis is called
‘Backups/MBedrossian_Thesis_Data/.’
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