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ABSTRACT

Recent shifts in congressional funding have prompted the development of methods
for the direct search for extant life within our solar system. In order to look for life
elsewhere in our solar system, it is important to also investigate the broad spectrum
of extant life on Earth. Over millions of years of evolution, life has continually
adapted such that an extreme environment has become a relative term. What is
considered extreme for one type of organism is home to another and vice versa.
Very little is known about the organisms that inhabit these “extreme” environments,

and even less in known about their in situ behavior.

Among our celestial neighbors, the moons of Jupiter and Saturn, Europa and Ence-
ladus, are the most likely to harbor life, if it exists. If life exists, however, it must
have the capability to withstand what Earth-based life would consider extreme en-
vironments. Prior to full flight missions to directly search for evidence of life on
these bodies, understanding life in extreme environments on Earth would shed light

on the types of life that can be expected throughout our solar system.

This thesis describes the development of a novel off-axis digital holographic micro-
scope (DHM) for the direct in situ observation of microscale organisms in extreme
aquatic environments. The hardware developments of this instrument are intro-
duced and validated experimentally as well as software developments including
autonomous particle detection and tracking algorithms. This instrument is then
used in novel laboratory experiments involving the development of optical phase
contrast agents, as well as deployed to multiple field campaigns where off-axis DHM
is used to observe the in situ behavior of microorgansisms in various extreme aquatic

environments.

The primary contributions of this thesis are the achievement of a physical device that
is capable of high throughput/high resolution imaging of extreme aquatic samples in
remote environments, as well as successfully finding evidence of extant life within
these extreme environments. This device shows a proof of concept instrument for
future applications to Earth and flight based research involving the detection and

tracking of microscale organisms.
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NOMENCLATURE

Amplitude Reconstruction. The magnitude of the complex wavefront that is de-
termined as a result of the numerical reconstruction of a holographic image.

Angular Spectrum Method (ASM). A numerical and discrete method to predict
the displacement function of a wave as it passes through a plane, while only
sampling the wave as it passes through a different parallel plane. This method
treats wave propagation as a linear system, where the measured wave at a
plane can be convolved by an impulse function (see Transfer Function of
Free Space) to calculate the displacement function of the wave at a different
plane.

Background Subtraction (aka median or mean subtraction). Animage process-
ing technique where stationary artifacts from an image are removed in order
to highlight aspects of an image sequence that are temporally transient.

Band-Pass Filtering. An image processing technique where certain spatial fre-
quencies are removed from an image by multiplying the Fourier transform
of the image with a mask.

Biosignature. Any substance or observation that can provide scientific proof of
past or present life.

Colony Forming Unit (CFU). A unit of measure used to quantify the viability of
a microbial population. See Culture Plate Counting.

Culture Plate Counting. A standard microbiological technique to quantify living
bacterial concentrations in a sample. A known volume of sample is deposited
on a plate containing nutrients. A sufficient amount of time is allotted for the
bacteria in the volume deposited on the plate to grow into discrete colonies.
These colonies are counted and divided by the original volume deposited on
the plate to infer on the original sample concentration. Units are reported in
colony forming units (CFU) per mL.

Data Acquisition (DAQ). The process of digitally sampling and recording a signal.

Depth of Field (DOF). The distance, in the axial dimension, between the nearest
and farthest object imaged in a hologram that is capable of being resolved
with sub-micron resolution.

Differential Interference Contrast (DIC) Reconstruction. A synthetic form of
traditional DIC, where the DIC reconstruction is defined as the one-directional
lateral (spatial) derivative of a phase reconstruction.

Field of View (FOV). The dimensions of the total observable area of an image.

Flight Qualification. Product or instrument testing in order to prove that it will
withstand the physical stresses of space flight (See Technology Readiness
Level (TRL)).
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Fringe Visibility. The normalized contrast of an interference pattern. Fringe visi-
bility is defined as V = VD oo

Ii+12 Imax+Imin *

Fringes (aka interference pattern). The interference of two coherent waves that
manifest as wave intensity oscillations through space or time.

Gouy Phase Shift. A phase shift introduced to a converging wave as it passes
through focus caused by an apparent increase in wavelength as the phase
velocity of the wave surpasses the speed of propagation in the medium.

Hologram (aka interferogram). A two-dimensional image with three dimensional
information, which is encoded into the image via the interference of two
coherent waves.

Intensity Reconstruction. The square of the amplitude reconstruction of the com-
plex wavefront calculated as a result of the numerical reconstruction of a
holographic image.

Lysogeny Broth (LB). A nutrient-rich media used for the growth of bacterial cul-
tures. There is no single type or recipe of LB. A typical LB recipe (per 1 L
of distilled water) is as follows: 10 g bacto tryptone, 5 g bacto yeast, 10 g
NaCl.

Microbial Density (aka microbial concentration). The measure of the amount of
microbial life in a sample. This metric usually measured in cells/mL.

Numerical Reconstruction. The numerical analysis and extraction of three di-
mensional data from a hologram. Many methods for this exist, but the most
common and least computationally expensive is the angular spectrum method
(ASM). The information of the electric field encoded into the hologram is
discretely re-propagated to determine the complex wavefront of the light
before being incident onto the optical detector.

Phase Reconstruction. The phase of the complex wavefront that is determined as
a result of the numerical reconstruction process. This is calculated as the
arc-tangent of the imaginary components of the complex wavefront divided
by the real components of the complex wavefront.

Pixel Pitch. The size of the smallest sampled 2D element in an image.
Pixel Size. The physical size of the detector’s pixels.

Propagation Distance. The distance that the wave propagates in free space. This
term is used in the propagator and describes the extent of diffraction of a
wave from one plane to another.

Reference Beam. In a twin beam interferometer, two coherent beams of light are
used to create interference. The reference beam is the beam in an interfero-
menter that remains undisturbed and acts as a reference to create interference
patterns at the detector.
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Sample Beam. In atwin beam interferometer, two coherent beams of light are used
to create interference. The sample beam is the beam in an interferometer
that interacts with the sample being observed.

Science Traceability Matrix (STM). An organizational tool in the form of a logi-
cal flow diagram. This starts with high level mission objectives and succes-
sively deduces specific requirements of a solution to meet those high level
goals.

Technology Readiness Levels (TRL). A measurement system used and imple-
mented by NASA to quantify the maturity level of a particular technology.
A technology is considered flight qualified if it is designated a TRL of 8 or
above.

Transfer Function of Free Space. Analogous to an impulse function used in the
numerical reconstruction of holograms when employing the angular spec-
trum method. This two-dimensional term describes the phase changes of a
wave as it propagates in free space.

Voxel Size. The size of the smallest sampled 3D element of a z-stack.

Z-slice. (aka z-plane): A reconstruction of a hologram at a particular axial plane.
Denoted by the variable z as light propagates in the positive z direction. A
z-slice is an XY plane evaluated at a particular z location.

Z-stack. A collection of multiple z-slices or z-planes, that when assembled in order,
represent the three dimensional information that is contained in a hologram.



Chapter 1

INTRODUCTION

Ex astris, scientia. From the stars, knowledge.

From the dawn of mankind, we’ve learned an unfathomable amount just from looking
up at the stars. From the first astronomical observatory near the current city of Sisian
in the Syunik Province of Armenia called Qnpwug LRwptip (Zorats Karer), which
is estimated to be about 6,000 years old, to Galileo Galilei’s revelation that the
Earth orbits the sun rather than the opposite, knowledge from the stars has shaped
almost every aspect of our modern lives. The earliest observations of the stars led
us to understand the cyclic nature of seasons, so we were able to transition from a
hunter-gatherer to agricultural way of life, which has so deeply impacted the lives
we live today that it is difficult to imagine a reality without this seemingly trivial bit

of knowledge. And where would mankind be, if it weren’t for Galileo’s heresy?

In the relatively recent years, mankind has no longer been limited to observing the
stars from the confines of Earth. We have put tremendous effort in reaching for the
stars and learning every step of the way, not only from the scientific yield of our
space missions, but also from the technological advancements and innovations that
were necessary in reaching our celestial destinations. Modern global positioning
satellites, for example, are a direct fruit of this labor. This technological marvel
helps us navigate the chaotic streets and highways of our cities, monitor our airways
to ensure safe air travel, and even enables us to find the newest and highest rated

restaurants near us at any given moment.

Similarly, a recent push for the direct search for life in our solar system has resulted
in the development of technologies aimed at the direct observation of liquid samples
from our celestial neighbors, namely Europa and Enceladus. In the process, a myriad
of questions has arisen from the highly technical to the deeply philosophical. If we
observe a sample from Europa or Enceladus, would we be able to recognize life if
it were staring us in the face? What do we expect it to look like? These questions
are difficult to answer and are highly subjective to say the least and will be the topic
of debate in the scientific community for years to come. One aspect of this question
that can be answered with a high degree of confidence is that any environment that

we search for life outside of Earth can be considered an extreme environment.
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What is an extreme environment? As will be discussed throughout this thesis,
extreme is becoming more and more of a relative term. There are a plethora of
environmental parameters that can constitute an extreme environment for a partic-
ular species or ecosystem, but this extreme environment is likely home to a highly
specialized ecosystem of organisms. Some environmental parameters that can con-
stitute an extreme environment include, but are not limited to, extreme temperature,
pressure, salinity, pH, liquid water availability, or oxygen availability. Table
summarizes these parameters as well as provides some qualitative values for what

might be considered extreme for each environmental parameter.

As more is learned about life in extreme environments, we are realizing how truly
diverse life can be. Our understanding of /ife as oppose to life as we know it seems
to be ever changing. This is leading to the realization that a meaningful search
for extant life around the world and eventually the solar system requires a more

simplified and general approach.

This simplified and general approach can be elegantly summarized by James Love-
lock in a letter to Nature in 1965, where he said, "at the present stage of technical
development, a visual search [for extraterrestrial life] is probably too complex; it
is nevertheless the most rapid and effective method of life recognition in terms of
orderliness outside the bounds of random assembly" [78]]. Of the many subjective
questions related to the search for extant life, the most perplexing is being able to
look for /ife as opposed to life as we know it. As an Earth-based species, there exists
only a single data point of what we know life to be. James Lovelock, along with
this thesis, makes the argument that searching for extraterrestrial life (not life as
we know it) requires a much more simple and elegant solution. This solution is to

simply look using a microscale optical imaging device.

Approach to Solution

Before there can be a solution, first the problem must be known. In the search for
extant extraterrestrial life on the icy moons of Jupiter or Saturn, it is first necessary
to understand the environments we expect to find there. Europa as an example, is
extremely far from the sun, while experiencing large amounts of tidal heating from
the gravitational pull of Jupiter. With this, we would expect a frozen outer shell
of ice while the tidal heating is capable of maintaining a global sub-surface liquid
water ocean. From the radiative environment of Jupiter, we can also expect high

levels of high energy radiation near the surface. K. Hand, et al. provide an excellent
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review of all relevant environmental parameters as well as an in-depth analysis that
aims to hypothesize the size scale and abundance of any potential life in the ice or

liquid ocean of Europa [55].

This report provides a very in-depth analysis of the various bio-signatures known
on Earth as well as uses these bio-signatures to infer on the possible bio-signatures
expected on Europa. These bio-signatures include: 1) organic indicators, 2) mor-
phological indicators, 3) inorganic indicators, and 4) provenance. This thesis focuses
on addressing the bio-signatures associated with morphological indicators. Visual
observations of microscopic and macroscopic structure have aided in the detection
and study of life in both active and inactive life forms [[18}140] and can be instrumen-
tal in the detection and verification of both extant and extinct life on extraterrestrial
bodies.

Many instruments exist that are capable of studying the morphology of micro and
macroscopic organisms, but this task becomes even more complex when considering
variables such as the expected concentrations of life as a result of the nutrient levels
in an extreme environment. To shed light on this complex question, a review article
was published comparing various imaging modalities with respect to their efficacy
in extraterrestrial life detection, of which I was co-author [12]. Although K. Hand,
et al. provide a succinct and all-encompassing review of all space flight mission
imaging technologies and their ability to image the spatial frequencies necessary for
life detection, our literature review focuses on the overall state of the art in imaging
technologies while attempting to address other life detection challenges such as the
low biomass expected in extreme environments as well as the physical robustness

needed in an instrument in order to become flight qualified.

As a result of this survey into the state of the art of micro and macroscopic imaging
modalities, it was seen that there currently exists no imaging device that is capable
of space flight while also being sensitive enough to detect microbial life in an
average cubic meter of Earth ocean water. The modalities surveyed were recent
advancements in atomic force microscopy (AFM), fluorescence microscopy, digital
holographic microscopy (DHM), imaging flow cytometry, electron microscopy,
lightfield microscopy, Fourier ptychographic microscopy, as well as the possible
combinations of all of these imaging modalities to form a multimodal optical sensing

system.

Throughout the course of this technology survey, many candidates for potential

instruments were identified. These instruments either were capable of resolving the



4

spatial frequencies necessary for life detection of microscale life, sensitive enough
to detect the low concentrations of life expected, or were physically robust enough
to withstand the mechanical stresses of space flight and landing. In addition to
this, it was argued that morphology alone should not be used as an unambiguous
bio-signature for extinct life because certain minerals have been observed to self-

assemble into biomimetic shapes [49]], which can result in potential false positives.

Scientific and Functional Performance Requirements

The report of the Europa Lander science definition team by K. Hand, et al. [S3]],
provides a very extensive and exhaustive science traceability matrix (STM), which is
a document that establishes all high-level objectives of a proposed project and pro-
gressively defines the various factors involved with accomplishing those objectives.
This document provides a deductive method of explicitly defining performance pa-
rameters that will achieve the high level science goals of a project. This logical
nature of the STM provides a succinct, yet thorough introduction into the design
requirements of the instrument described in this thesis as well as introducing the

reasons behind these performance requirements.

The high-level task, set out in this thesis, is to develop a device to be used in
the search for extraterrestrial life, but also to explore more immediate Earth-based
applications as a microbiological scientific tool to conduct sophisticated and targeted
experimentation. In order for this high-level objective to be brought to fruition, this
goal must be broken down into its constituent parts that will address the objective as
a whole. In order to infer on the presence of life based on morphological indicators,
these indicators must be able to be identified and characterized. An optical imaging
device is an intuitive modality for the investigation of microscale morphology, so
any optical imaging device that is to accomplish this goal must be able to resolve

morphological features on the spatial scales expected in microscopic life.

K. Hand, et al. [S5] and J. Nadeau, et al. [12]] provide an in-depth review of the
spatial scales of the known life on Earth which exists on the micron scale. This
involves single celled prokaryotic life which can be as small as 0.2 um up to tens of
um in their longest dimension. In order for the morphological features of cells of
this spatial scale to be identified, an optical imaging device must be able to laterally
resolve particles at these spatial scales. For this reason, the optical imaging device
must have a sub-micron lateral resolution (r,, < 0.8 um), with a field of view no

less than 300 x 300 um?. In addition to resolving these morphological features, it is
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necessary to be able to detect particle motion on these spatial scales. This requires
a temporal resolution of greater than or approximately equal to 10 observations
per second. This temporal resolution is sufficient to provide information of the

movement of particles at the sub-micron spatial scales at speeds of 1-100 pm/s.

In addition to identifying and characterizing microscale morphological indicators
of life, the variable concentration of microbial life must be taken into account.
Depending on many factors, the concentrations of microbial life can vary from
10? objects/mL to 10% objects/mL. This necessitates the optical imaging device
to be able to detect and identify these morphological indicators at ranges of object
concentrations between 102-108 objects/mL. This indirectly necessitates a minimum
depth of field of the instrument as this impacts the sensitivity of the instrument. This
relationship between depth of field and instrument sensitivity will be explored in
Chapter 4.3 as well as [13]. In order to meet the sensitivity requirements, a depth

of field of no less than 600 um is needed.

Finally, in a heterogeneous population, sub-micron scaled particles can be distin-
guished and discriminated based on properties related to buoyancy. The range of
various mass densities of particles that are to be distinguished are particles with den-
sities ranging from 0.8-3.0 g/cm?. Thus, depending on the physical orientation of
the imaging instrument relative to the gravity vector, the optical imaging instrument

must have an axial resolution of r, <10 um.

Figure shows a diagram of the progression of the general scientific goal of this
thesis and traces this goal all the way down to explicit performance requirements of
the optical imaging device. This explicitly defined list of functional performance
requirements will serve as a basis for the quantification of the instrument’s perfor-
mance throughout the thesis. This will ensure that a device is designed with the

most reasonable confidence of addressing the scientific goals of this thesis.

Based on these performance requirements as well as the literature review con-
ducted on the state of the art of microscale optical imaging devices, off-axis digital
holographic microscopy shows the most promise as a device to meet these ex-
plicit performance requirements. Holography is inherently a 3D imaging modality
enabling the imaging of large samples simultaneously without any moving parts.
This instantaneous 3D imaging provides high temporal resolution as well as a large
depth of field. Furthermore, it has been previously shown that diffraction limited
performance is possible with off-axis DHM. This makes off-axis DHM capable of

sub-micron resolution as well as addressing all performance requirements of an
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Figure 1.1 — Performance requirements of the optical imaging device

optical imaging device for the detection of life on the micron scale.

Thesis Statement

This thesis describes the development of both hardware and software techniques
for an off-axis digital holographic microscope (DHM) in order to accomplish the
high-level goal of one day being used in the search for extraterrestrial life, but also
explores more immediate Earth-based applications as a microbiological scientific
tool to conduct sophisticated and targeted experimentation. First, an in-depth anal-
ysis of the problem to be addressed was presented as well as a survey of the current
state of the art in instruments that can shed light on this problem. The solution
as developed in this thesis will then be introduced with explicit definitions of the
expected scientific and engineering capabilities of the instrument. The instrument
will be described in detail including the theoretical operating principle, hardware
and software development, as well as the experimental verification of its perfor-
mance. Next, laboratory experiments are introduced with the instrument involving
the development of a novel optical phase contrast agent for the targeted increase in
optical phase contrast of samples. Lastly, field experimentation with the instrument

is to be introduced where the instrument was used for the in situ study of liquid
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samples in multiple remote and extreme environments. The use of the DHM devel-
oped throughout this thesis to successfully search for, detect, and characterize life
in various extreme environments around the world, shows its utility and value as a

potential instrument for the search for life around the solar system.



Chapter 2

THEORETICAL OVERVIEW OF HOLOGRAPHY

This chapter will introduce the fundamental theory which allows off-axis digital
holography to be implemented, as well as more specific theoretical information
regarding the properties of the phase of a wave as it travels through a focus. Although
many forms of holography exist, including but not limited to, off-axis, in-line,
coherent, and incoherent holography, this work focuses on the implementation of

coherent off-axis digital holography.

2.1 Off-Axis Digital Holography

Off-axis digital holographic microscopy is performed by the use of optical interfer-
ometry. This technique encodes both the amplitude and phase characteristics of an
object simultaneously. It accomplishes this by the superposition of a reference and
sample light beam. The reference and sample beam are recombined at the detector
plane which then creates interference patterns, or an interferogram. The beams of
an interferometer can be represented as plane waves of identical wavelengths, such

that their displacement functions are

Yi(x, y,1) = Aj(x, y)el@1te)=on, (2.12)

Wa(x, y, 1) = Ag(x, y)e'@20)=en), (2.1b)

where A; and A, are the amplitudes of the electric field as a function of x and y, ¢;
and ¢, are the relative phases of waves 1 and 2, respectively, and w is the angular

frequency of the wave.

The combination of these two waves at the detector plane causes the resultant wave

to be expressed using the superposition principle such that

W(x, v, 1) = 1 + Yo = Al(x, y)e' @100 4 Ay (x, y)el(@2e)-0n) (2.2)

Modern optical detector arrays’ mode of operation is by the integration of the electric

field incident on it over a period of time [67]. The measured electric field by the



Figure 2.1 — Optical schematic of a Young’s Double Slit Experiment. Two point
sources of light located at Py and P, propagate to the image plane at the origin.

detector becomes

15}
I(x, y) = / Yy¥*dr = I] + 12 + 2\/11 12 COS(A¢), (23)

n

where W* is the complex conjugate of ¥, I; and I, are the intensities of beams 1
and 2, respectively, and A¢ is the phase difference between the two waves. It is
within the variable A¢ that we can modulate the spatial frequency of the interference

patterns, or fringes [21].

The two plane waves that are converging towards each other can be considered as the
two converging waves in a simple Young’s Double Slit Experiment. In this analogy,
illustrated in Figure[2.1] two point sources of light, P; and P, are separated by some
distance d. The light from these point sources propagate in the positive z direction,

and are incident to a detector located a distance a from P; and P, such that a > d.

Modeling the DHM as a modified Young’s Double Slit Experiment [20] yields a

value for the phase difference between the two beams of the instrument as

2n (nxd

Ap(x) = T (—), 2.4)
0 a

where Ay is the illumination wavelength of the system, and » is the index of refraction

of the medium through which the light propagates.

This variable is very influential in the practical implementation of a DHM as it

dictates the spatial frequency of the fringes caused by the reference and sample
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beams of light. It is important to match this variable with an appropriately sized
digital detector so that one obtains proper Nyquist sampling of the fringe. For an

in-depth derivation of this variable, see Appendix [A]

Numerical Reconstruction of a Hologram

A process of numerical reconstruction is used to digitally propagate the electric
field recorded in the hologram to a desired focal plane. This allows the real time
3D imaging of dynamic samples in both amplitude and phase. An amplitude image
is analogous to a traditional brightfield microscopy image, while a phase image has

no conventional counterpart.

Multiple methods of holographic reconstructions exist based on various optical as-
sumptions. The most common are known as the Fresnel Transform Method (FTM),
the Huygens Convolution Method (HCM), and the Angular Spectrum Method
(ASM). Throughout this thesis, only the ASM was implemented for reasons that are
to be discussed. Here, a brief overview of the FTM and HCM are provided while
the ASM is described in greater detail.

The FTM involves the use of the Fresnel Transform to reconstruct the electric field
recorded in a hologram. This transform combines the recorded hologram with
Fresnel point spread function (PSF). The reconstructed wavefront (I'rry) as a result
of the FTM is

ik(.2.,.2
Urrm(X0, Y0, 20) = 27e 2 IE[1(xs, ys) * Sp(xs, ys» 20)], (2.5)

where U is the reconstructed electric field and S is the Fresnel PSF.

The Fresnel PSF is the optical point spread function using the paraxial approxima-
tion. This approximation is also known as the ’small angle approximation.” For
more on the FTM, see [66]].

The HCM involves the convolution of the hologram with the Huygens PSF. The Huy-
gens PSF is the optical point spread function using the Huygens wavelet principle.

The reconstructed electric field as a result of the HCM is

Unicm(xo0, Y0, 20) = § 7 [S[1(xs, y5)] * F[Su(xs, ys, 20)], (2.6)

where Sy is the Huygens PSF. For more on the HCM, see [60].
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The ASM describes the propagation of a wave by decomposing the wave into
it’s angular spectrum (Fourier Transform). This is accomplished by using the
convolution theorem along with the fact that wave propagation is a linear process.
This method, along with other methods for the reconstruction of holographic data

are well reviewed in [660].

If an electric field is sampled by a detector and represented as /(x, y), then the nu-
merical reconstruction process of the ASM would be able to numerically propagate
this electric field by some axial distance z such that the reconstructed electric field

is

Uasm(X0, 0, 20) = & [FU (x5, ¥5)) * H(fes f» 20)]; (2.7

where I(x, y) is the hologram, H is the transfer function of free space, and § is the

Fourier Transform operator.

To understand the function and form of the transfer function of free space, we first
must know a bit about our optical system. Off-axis DHM uses a plane wave to
illuminate a sample. Because of this, as well as the fact that the samples we are
interested in imaging are transmissive and relatively sparse, we can assume that we
are to numerically reconstruct a plane wave that has been disturbed slightly by the

sample.

Let’s consider a plane wave propagating in free space in the z direction such that the

plane wave can be expressed by the displacement function

U(’f') — Ae—ik'r — Ae—i(kxx+kyy+kzz) (28)

where A is the plane wave’s amplitude, and k is the wave number that can be

decomposed into its three spatial components k, ky, and k.

The wave number £ is defined as

2
k=0 =2m = B4k + k2 (2.92)

ky=— =2nvy (2.9b)

2
ky = ﬂ—” = 27y, (2.9¢)
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Figure 2.2 — The Angular Spectrum Method (ASM). The electric field recorded by
the digital detector Uy is acted on by the transfer function of free space H in order
to reconstruct the electric field at a desired axial plane zg

k, = ; 2nv, = \Jk? — ki — k3 (2.9d)
Z

where A is the wavelength, and v is the spatial frequency of the plane wave.

In reality, the plane wave that we are reconstructing is off-axis, so we employ the
paraxial approximation such that we assume that k > k., and the direction of the

wave propagation is predominantly in the z direction.

Let us assume that a plane wave is considered at z = 0 such that U(x,y,0) =
Ae~ilex+kyy) At some distance z # 0, the wave will take the form U(x,y,z) =
Ae—i(kxx+kyy+kzz) — U(x, y, O)e_ikzz.

Because the propagation of a wave through free space is a linear process, we can
consider this a linear system with an input and an output that is created as a result

of a transfer function.

LetU ; (x, y) be the electric field recorded by the digital detector, and let Uy(xo, yo, Z0)
be the numerically reconstructed electric field at some axial plane zg, as illustrated

in Figure [2.2]

The transfer function for this system is known as the transfer function of free space

as it describes the propagation of a wave in free space.

Employing the ASM, we know that

AO(fX’ ‘fy’ ZO)

2.10
A 1) (10)

H(fx, fy’ ZO) =
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where Ao(f, fy, 20) and A{(fx, fy) are the Fourier transforms (also known as the

angular spectrum) of Uy and U¢, respectively expressed in units of spatial frequency

fxand fy.

Combining our definitions of U;(x, v), Uo(x0, Yo, 20), as well as Equation , we
find the transfer function of free space to take the form

H(fe fyn2) = 7= @2.11)

where k, = 27”\/1 — (Uf 2 = (Afy)

Thus, the transfer function of free space at a given axial distance z is

H(f,, fy,z):exp( L i p - g 2.12)

Using this definition of the transfer function of free space with the ASM shown in
Equation the amplitude, intensity, and phase of the incident light at the plane z

are calculated as

A(x0, y0, z0) = |Uol, (2.13a)

I(x0, vo, z0) = A2 = |Up|%, (2.13b)

Sm(UO)) (2.13¢)

&(x0, Yo, 2Z0) = arctan ( Re(Uo)

where Im(I") and Re(T") are the imaginary and real components of I', respectively.
The expressions in Equation [2.13]describe the fully reconstructed electric field of a

holographic image at a desired focal plane z.

There are multiple reasons why the ASM is used in the numerical reconstruction
of holograms throughout this thesis over the other two methods. The FTM is a
numerical reconstruction method that has the advantage of only needing a single
Fourier Transform. This makes it less computationally expensive, but this method
is difficult to implement for microscopy applications as the paraxial approximation
in concert with the Fresnel PSF breaks down for high numerical aperture optical
systems. The HCM involves the propagation of spherical waves. This causes the

fringe spacing on the optical detector to become non-uniform and depending on
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the size of the detector, the fringe spacing according to the HCM will exceed the
Nyquist sampling limit that the detector is capable of imaging. The ASM involves
the propagation of a plane wave which does not suffer from these limitations. This
plane wave approximation is valid because we design our optical systems such that
a > d as seen in Figure Furthermore, the ASM involves the use of two Fourier
Transforms as opposed to the three Fourier Transforms needed in the HCM. For
these reasons, the ASM is more advantageous for the particular implementation of
DHM discussed throughout this thesis.

2.2 Phase Distribution of a Wave as it Travels Through Focus

The intensity of light is very well studied and characterized by the Airy function
(laterally) as well as the point spread function (PSF) in three dimensions. Intensity,
however, only describes one aspect of a wave’s propagation. As off-axis holography
is capable of not only imaging and reconstructing the intensity of an electric field
as it interacts with a sample, but is also capable of reconstructing the phase of the
wave, an understanding of the phase distribution of light as it passes through focus

is necessary.

In 1890, the French physicist Louis Georges Gouy directly observed that a converg-
ing beam of light experiences an axial phase advance as it travels through focus.
Gouy also discovered that this was not a property of light exclusively, but that this
is a property of all converging waves including acoustic waves [52]. Since this first
observation made by Gouy, many theoretical analyses have led to the verification
of this axial phase shift. In 1909, Peter Debye found an exact analytical solution to
the wave equation which also encapsulated the phase shift observed by Gouy [36].
In 1938, Wojciech Rubinowicz explained this phase shift by treating light using
the boundary diffraction theory [101]. In addition, Edward H. Linfoot and Emil
Wolf observed this phase shift while analyzing the phase distribution of light using
the Kirchoff diffraction theory [76]]. Since its discovery, the Gouy phase shift has
been observed, both theoretically and experimentally, in many different beam types
including, but not limited <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>