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ABSTRACT

The objectives of this thesis are to develop new high-resolution
(£ 3 MHz) coherent nonlinear optical spectroscopic techniques and to
utilize them to examine the nature of line broadening processes in
optical transitions of isolated large and small molecules, By measuring
the coherent and incoherent transients observed either in the forward
direction along the laser beam (absorption) or at right-angles to the
exciting beam (emission), these techniques allow one to determine optical
T, (the longitudinal relaxation time) and optical T, (the transverse relax-
ation time). From T, and T, one can obtain under certain circumstances,
both the radiative and nonradiative (T,) contributions as well as the pure
dephasing (T,)) contribution to the total homogeneous linewidth (1/#T,) of
the optical transition,

Two molecules are examined in detail. Iodine was chosen to
demonstrate the new techniques because its conventional spectroscopy is
well-known and to examine dephasing and decay processes important for
small molecules. It was studied in the gas phase and in a molecular
beam. Condensed phase experiments were performed on single crystals
of pentacene isolated in a p-terphenyl host to obtain information about the
nature of radiationless transitions and dephasing processes important in
this large molecule.

The opticél transition that was studied in iodine is X 12’; —
Ba'ﬂo+ . Using LADS (Laser Acoustic Diffraction Spectroscopy) for
obtain?ng nanosecond time resolution with a narrowband single-mode dye

laser and the IRD (Incoherent Resonance Decay) method whereby
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population dynamics and the coherence in the system can be obtained by
monitoring the spontaneous emission, the following Stern-Volmer rela-

tionship was obtained for iodine:

Tl: (usec™) = (0.783 + 0,032) + (0. 0143 + 0. 0005) P(mtorr)

This relationship provides a zero-pressure radiative lifetime of 1. 28 +
0.05 usec and a nonradiative collisional quenching cross section of
0®=1701+ 2 A%, These results agree with those obtained in previous
studies with broadband excitation indicating that excitation bandwidth is
unimportant for T, processes in small molecules. Using the electro-
optic method of laser frequency switching, an optical nutation was
observed in iodine whose Rabi oscillation frequency (u - €/h) provided the
dipole moment for the transition (u = 0.05 Debye) after determining the
laser field amplitude (¢). The Rabi frequency was also obtained from a
coherent oscillation observed on top of the IRD signal in iodine at low
pressure. This oscillation decayed by T, and the overall IRD signal
provided T; such that both the coherence and decay of the system were
obtained simply by monitoring the spontaneous emission. The homo-
geneous linewidth of the transition was measured using the 3-pulse
photon echo method. At 10 mtorr pressure it was found to be 579 kHz.
This is almost three orders of magnitude less than the inhomogeneous
(Doppler) linewidth of ca. 400 MHz. Molecular beam experiments pro-
vided the radiative lifetime (1.24 + 0.02 psec) of iodine in a collisionless
environment from which the radiative contribution (22%, 128 kHz) to the

total homogeneous linewidth was obtained. Assuming that radiative
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losses from the lower level of the system can be neglected it was also
determined that 38 kHz (7%) of the homogeneous linewidth is due to non-
radiative relaxation (inelastic scattering) and a dramatic 413 kHz (71%)
is due to pure dephasing (T,) as a result of elastic scattering processes.
Finally an OFID (optical free induction decay) was observed in the
molecular beam whose decay indicated that T, = 2T,. Therefore, ina
collisionless environment, the only dephasing process for iodine is
spontaneous emission (i.e., no intramolecular dephasing processes
exist).

The optical transition that was studied in pentacene (lAlg — leu)
exhibits four sites in a p-terphenyl host. The lowest energy site at

16,887 cm™ has the following characteristics at 1. 8°K:
T, = 24.9x 2 nsec; T, = 44+ 2 nsec, and u = 0.7 + 0.1 Debye

Experiments in this system are categorized into two time regimes for

theoretical analysis: a transient coherence regime where the observed

decay is comparable with (h/u - €) and T,, and a steady-state coherence

regime where transient dephasing is complete and the off~-diagonal
elements of the density matrix have decayed to their steady-state values
in the presence of the laser field. The Wilcox-Lamb method is used to
derive rate equations (T, dependent) from the density matrix equations
of motion. These equations describe the population dynamics in the
pentacene level structure (|0)' = ground state, |p) = excited singlet state
and {|£)} = triplet manifold) and upon averaging them over the inhomo-

geneous linewidth of the transition and then using them to fit
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experimental decay curves one obtains:

’

TlpO = 24.9 + 2 nsec and Tlpl = 15.7 usec

the time constants for spontaneous emission to IO) and crossing into

|£), respectively. OFID and nutation expressions are presented for

the pentacene level structure and when appropriate averaging is done
over both the inhomogeneous linewidth and the laser beam spatial

profile, good fits can be obtained for the experimental transients. At
1.8°K it was determined that T, = 2T,. Therefore, as in iodine at zero
pressure, spontaneous emission is the only dephasing process in
pentacene at low temperature. At higher temperature,' however, a
strongly temperature dependent dephasing process takes place with an'
onset at 3. 7T°K. A theoretical treatment of the various dephasing
channels is presented that explains the observed temperature dependence
of T, in pentacene and attributes pure dephasing to an anisotropy in the
scattering amplitudes between the ground and excited states. Optical
site selection of the pentacene transitions has been observed and is related
to vibrational relaxation and homogeneous and inhomogeneous broadening
in this system. Studies of the homogeneous broadening of the vibronic
line 267 cm™' above the lowest energy site indicate that vibrational
relaxation is fast (psec) in the excited singlet manifold of pentacene.
Finally from more than ten independent experiments including narrow and
broad band excitation, on- and off-resonance scattering, Zeeman effect
measurements and the transient decay as a function of excess energy in

the molecule, a more complete picture of the pentacene level structure
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is given. It is proposed that the slow decay (~ 15 psec) observed
during narrowband excitation represents intersystem crossing to nearby
triplet manifolds after the transient coherence of the '"two-level' system
(0 «~ p) has decayed. Furthermore, the decay of the primary state
prepared in these experiments is not sensitive to the bandwidth or the

coherence properties of the excitation source.
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INTRODUCTION

The preparation and decay of excited electronic states in iso-
lated molécules and in the condensed phase has received considerable
theoretical and experimental attention over the past several decades.

In 1930, Weisskopf and Wigner1 provided a phenomenological under-
standing of the decay of excited states due to spontaneous emission by
adding a damping matrix to the Schridinger equation. The resulting
excited state has an exponential decay which provides a Lorentzian
resonance when Fourier transformed. If these Lorentzian resonances
(which will be referred to as homogeneously broadened transitions)

can be observed experimentally, then information about the intrinsic
dynamics of the system can be obtained. However, in real situations,
these Lorentzians are hidden under a Gaussian (origin of inhomogeneous
broadening) that completely masks the dynamics. Thus, in analogy with
NMR spectroscopy, one can define two distinct types of macroscopic
relaxation procésses: T, processes which refer to longitudinal relaxation
and which represent population loss in the system, and T, processes which
refer to transverse relaxation and which represent phase destroying
events in the homogeneous system. In addition, one needs to consider
T,* processes which correspond to dephasing events in the inhomogeneous
system, i.e., T,* = ('erwI)'1 where Aw represents the width of the
inhomogeneous line. In the optical regime, T, reflects the actual
dephasing time (i.e., the time it takes the molecules in the homogeneous
system to lose their phase coherence) while T, is the spontaneous emis-

sion time due to radiative and nonradiative decay. This T, which



determines the linewidth of the homogeneously broadened transition can-
not be obtained from conventional spectroscopic methods and the
dephasing processes it represents originate from different mechanisms
depending upon whether the system is a gas, solid, or a molecular beam.

In gases, molecular resonances are inhomogeneously broadened
due to the distribution of molecular velocities relative to the experi-
menter making a measurement of the transition frequency. This Doppler
resonance therefore is a weighted statistical distribution for the popu-
lation among the homogeneous systems. To characterize the dynamics
of the excited states one must determine the resonance width of the
homogeneous system in addition to the significance of pressure broaden-
ing due to collision-induced phase interruptions (elastic) and velocity
changes (inelastic).

In solids, the problem is similar. Individual molecules exper-
ience different crystal fields and thus have slightly different energies.
This inhomogeneity which reflects a distribution of sites in the solid
introduces complications due to elastic and inelastic phonon scattering
processes which may vary considerably among sites.

In molecular beams, collisional broadening is eliminated;how-
ever, intramolecular relaxation processes can destroy the phase
coherence of the system. Thus, the homogeneous width of the resonance
may still differ from the width due to spontaneous emission.

The objectives of this thesis are (a) to develop new high-
resolution (+ 3 MHz) techniques for measuring dephasing (T, and T,) in

large and small molecules and (b) to show that coherent nonlinear optical



spectroscopy provides important new information about molecular
dynamics in gases, solids and molecular beams.

The thesis is comprised of four chapters beginning in Chapter I
with a theoretical background of optical coherence. The interaction
between the radiation field and the molecule, represented as a two-level
quantum system, is treated semiclassically. Using density-matrix

2

formalism™ and the Feynman-Vernon-Hellworth (FVH) representation, 3

the problem is cast into a torque equation (Eq. 10, Chapter I) involving a

—p

pseudospin vector R precessing about an effective field E off" This is
done to show the equiva\lence4 of the oscillatory motion of electric dipole
moments in the presence of decay and finite phase coherence with the
corresponding motion of magnetic moments in spin resonance theory
described by the Bloch equation. 5

Phenomenological relaxation terms T, and T, introduced into the
equation of motion to represent the decay of the system are identified
with the decay of the diagonal and off-diagonal density matrix elements,
respectively.

The diagonal elements of the density matrix represent the popu-
lation in the system. Since spontaneous emission can not be neglected
for electronic transitions, the decay of the ground and excited levels is
not the same usually and so T, need not represent a single decay rate as
it does in NMR.

As shown in Eq. (9), Chapter I, the magnitude of the macro-
scopic dipole moment and thus the induced polarization generated by the

coherent superposition of the ground and excited states (of the system)



in the presence of a strong field is determined by the off-diagonal density
matrix elements. Therefore, these elements of the density matrix
determine the coherence in the system. Coherence in the system will be
lost by any process that disrupts the phases of the individual dipoles.
Thus, relaxation (T,) as well as pure (elastic) dephasing (T,’) terms must
appear (Eq. 17, Chapter I) in the expression for the decay of the off-
diagonal elements.

Using the induced polarization given by Eq. (21), Chapter I, as
a source term in Maxwell's wave equation, one can calculate the observed
signal field (Eq. 26, Chapter I). It is this field that provides the coherent
optical transients (i.e., nutation, free induction decay and photon echoes)
that are discussed in Chapters III and IV. Since this field is proportional
to the magnitude of the off-diagonal density matrix elements, it decays
by T, and T, and thus leads to a characterization of the decay processes
of the two level system selected by the laser. Details of the solution of
the density matrix equations of motion that describe the time evolution of
the field appear in Chapter IV. '

Chapter II describes the techniques developed in this thesis.
These methods are used to examine the decay and dephasing of small
molecules (I,) and large molecules (pentacene). Iodine was studied in
the gas phase and in a molecular beam. This small molecule has been

studied extensively in the past and much is known about its conventional
6-10

11

spectroscopy. It was used therefore to demonstrate the new tech-

niques developed™ ™ in addition to probing some of the nonradiative
relaxation and dephasing processes important in small molecules. For

experiments in the condensed phase, single crystals of pentacene in



p-terphenyl were studied to obtain information about the nature of
radiationless transitions and dephasing processes important in this large
molecule. This system was chosen for several reasons. First, the
electronic absorption and emission spectra for pentacene in p-terphenyl
at low temperatures (< 4.2°K) consist of sharp lines (~ 1 cm™) and thus
""clean' excitation is possible. Second, previous Work12 indicated that
these lines were still significantly inhomogeneously broadened such that
optical coherence experiments utilizing the single mode frequency
switching technique were feasible. Finally, the lowest allowed transition
occurs at the gain peak of the single-mode laser (Rhodamine 6G) such
that the possibility of observing optical nutation in solids for the first
time existed. Armed now with the molecules and the reasons for their
study, the experimental methods are introduced.

Chapter II begins with a description of the coherent and incoherent
excitation sources, cryogenics and other apbaratus used in the experiments.
It then discusses the frequency-switching technique and LADS (for Laser
Acoustic Diffraction Spectroscopy). These methods of obtaining nanosecond
time resolution with the CW single mode llaser allow one to observe coherent
transients by rapidly switching the frequency of the laser or by turning it
off. As a group of molecules is brought into resonance with the laser, an
optical mutation can occur as population is coherently driven between the
ground and excited states (absorption and emission) at the Rabi frequency

(u - €/h, where p is the transition dipole moment and € in the laser
field amplitude). As a group of molecules is switched off resonance, an
optical free induction decay can occur as the individual molecules

coherently emit and decay. These transients are damped due to dephasing



processes which destroy the phase relationship among the individual
molecular dipoles.

In the frequency switching (EO) method an electro~-optic crystal
is used inside the laser cavity and the transients are observed as
heterodyne signals on a detector monitoring the laser beam. The LADS
technique utilizes an acousto-optic modulator outside the cavity to dif-
fract the single mode beam into the sample for the duration of an RF
pulse supplied to the modulator. Thus, with this technique, one is able
to do coherence experiments with narrowbahd laser pulses since in
LADS, the laser is effectively turned off instead of being switched off-
resonance as it is in the EO method mentioned above. Therefore, inter-
pretation of the results is simpler because transients from off-resonance
molecules are absent.

Some of the techniques developed in this thesis utilize spon-
taneous emission at right angles to the exciting beam for detection of the
transients rather than monitoring the coherence in the forward direction
(along the laser beam). The incoherent resonance decay (IRD) method |
| involves monitoring the emission during an excitation pulse supplied by
either the EO or LADS technique. This method provides the excited
state lifetime (T,) and in certain circumstances T, (as shown in Section B
of Chapter III).

A more direct method for measuring T, is the photon echo. This
echo which is the analog of the spin echo is usually observed by monitor-
ing the signal in the direction of the laser beam following two laser

pulses. When performed in this manner, however, the experiment suffers



from many problems. First, high power pulsed lasers are used typically
which have appreciable intensity fluctuations bétween pulses. Second,
the weak echo signal follows an intense laser pulse and detectors must
be gated to prevent overloading. Finally, siﬂce one is monitoring the
laser beam, samples must have good optical properties (low scattering)
which can be difficult to achieve in solids. For these reasons,a new
method was developed using three laser pulses such that the optical
polarization induced by the laser is converted into a change in population
of the system. In this manneryone can obtain the coherence in the system
by monitoring the spontaneous emission at right angles to the exciting
beam. There are several advantages to this method. First, since one
is detecting an emission signal with no background exciting light, high
sensitivity detectors can be used. Second, no demands are made on the
optical quality of the sample, and so the technique is simpler and more
generally applicable to different kinds of systems, Third, when combined
with the IRD using one pulse, one can obtain both T, and T, directly.
Finally, echoes can now be detected on given vibronic bands by resolving
the emission from the sample using a spectrometer. The usefulness of
the photon echo method lies in the fact that the decay of the echo provides
T, directly from which the homogeneous linewidth (1/7 T,) of the optical
transition is obtained.

Also described in Chapter II is an apparatus for observing
coherent transients in molecular beams. A simple effusive source is
employed. The design easily allows one to monitor both the spontaneous

emission (IRD) at right angles to the exciting beam and the coherent



transients (nutation, OFID) along the laser beam. With this apparatus,
it is possible to probe the nature of dephasing mechanisms for systems
‘in a collisionless environment,

The rest of Chapter II is devoted to a deScription of sample
preparation, detection equipment, calibration techniques and procedures
used to obtain the results and then summarizes the computer analyses
utilized for data reduction. |

Chapter III presents some of the results on iodine, pentacene
and the molecular beam, It contains five papers which investigate the
nature of radiationless relaxations and dephasing processes in small
and large molecules using the techniques described in Chapter II.
Emphasis is placed upon characterizing the contribution of these processes
to line broadening in molecules.

| Section A introduces the IRD method. It was used to measure
the spontaneous emission lifetime in iodine following narrowband (+ 3 MHz)
excitation into the BSH0+u state. The lifetime obtained agreed with that
found (at the same I, pressure) using a broadband incoherent source. 6
Furthermore, the nonradiative collisional quenching cross section
obtained from Stern-Volmer experiments (Section D) with the IRD method
was identical to that obtained using broadband excitation, 7-9 Therefore,
it appears that state preparation (i. e. , broadband or narrowband) does
not influence T, in small molecules. Section A also presents a direct
measurement of the transition dipole moment u, for the (Xlzg — B3HO+, ‘)
transition in iodine from the Rabi frequency of the optical nutation.

Section B discusses the relationship between the preparation of

excited states and intramolecular and intermolecular dephasing processes



and shows how these dephasing processes may be distinguished. It also
presents the observation of a coherent (oscillatory) transient on the
spontaneous emission decay of iodine at low pressure using the IRD
method. From this oscillation, T, and the Rabi frequency were extracted
as well as T, from the overall decay. Thus, the IRD method, which
monitors the spontaneous emission, can provide the coherence in the
system,

Section C introduces the 3-pulse photon echo using laser pulses
provided by the EO method. With this technique, an echo was observed
on the spontaneous emission of iodine at low pressure. Beating, at the
switching frequency, was superimposed on the echo envelope. Since the
laser is switched between two groups of molecules with the EO method,
the beating is thought to be due to interference between the two groups.
From the decay of the echo a homogeneous linewidth (1/# T,) of 579 KHz
was obtained for the (XIE; — B3H0+u) transition. This is almost a thou-
sand times smaller than the inhomogeneous width (~ 400 MHz) of the
transition, Using the IRD method to measure T,, it was also determined
that 128 KHz (22%) of the homogeneous width was due to radiative
broadening, 38 KHz (6.6%) was due to nonradiative processes (inelastic
collisions) and a dramatic 413 KHz (71.4%) was due to dephasing (elastic
scattering). Thus, combining the IRD and 3-pulse echo allows one to
separate the individual processes contributing to line broadening.

Section D presents the observation of coherent transients (OFID)
and the IRD in a collisionless molecular beam of iodine. The measure-

ment - of T, in the beam provided a radiative lifelime of 128 KHz in
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agreement with the Stern-Volmer zero-pressure value obtained from
experiments in a gas cell as a function of pressure. The OFID revealed
that T, = 2T, for iodine in this environment. Therefore, there are no
intramolecular processes that destroy phase coherence in iodine. De-
phasing occurs solely by spontaneous emission at zero pressure. The
coherent oscillations seen on the IRD as described in Section B were
not observed in the beam. This is due to the molecular velocity distri-
bution (relative to the laser beam) and the laser beam transverse spatial
profile which drastically smooth the oscillations. These points are part
of a comprehensive discussion of coherence in molecular beams investi-
gated in a recent paper by Jones et al. 13

Section E, which introduces the LADS method, concludes
Chapter III. Results are presented for T, of iodine that agree with those
obtained using the EO method. The 3-pulse photon echo observed using
LADS is identical to the corresponding EO result; however, no beating
is observed on the echo waveform. This suggests that the beating (at the
switching frequency) observed on the echo using the EOQ method is due to
the other group excited during the switching procedure. Section E also
presents some work on pentacene. Results are shown indicating that the
IRD observed using LADS is dramatically different from the EO result.
This anomaly is discussed and related to the optical nutation and OFID
results which are presented as well.

Chapter IV resolves the anomaly mentioned above and presents a
complete summary of all the work done on pentacene. The origin of optical

dephasing and radiationless decay in this large molecule is discussed in
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great detail and distinguished from the dephasing and relaxation processes
important for small molecules. Included in Chapter IV is a theory of
optical dephasing in solids which explains the temperature dependent
dephasing process observed in pentacene. This theory is part of a gen-
eral treatment of optical dephasing from the recent work of Jones and

Zewail, 14

Three mathematical appendices conclude the main body of the
thesis. Appendix I provides Fourier transforms of the laser pulses
used in the experiments and shows that the laser bandwidth becomes
transform limited as the pulse width in time decreases. Appendix II
presents approximate solutions for integrals important for inhomogeneous
linewidth averaging of the équations of motion for the density matrix
elements and Appendix III shows how the signal field, € in Eq. (26)
of Chapter I, depends on r, and not r, upon averaging over the

inhomogeneous linewidth.
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CHAPTER I

THEORETICAL BACKGROUND: OPTICAL COHERENCE
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The problem of understanding dephasing processes and their
contribution to the observed lifetimes and linewidths of molecular elec-
tronic states requires a knowledge of how the coherence effects one
observes in the laboratory using laser spectroscopy are related to the
density matrix that describes the ensemble of resonances under obser-
vation. The diagonal elements of the density matrix represent the
population distribution within the system while the off-diagonal elements
determine the macroscopic polarization induced in the system by the
coherent superposition of the ground and excited states. Therefore, of
primary concern is a characterization of the time evolution of the den-
sity matrix and how dephasing processes influence it. The procedures
utilized here for describing the theoretical aspects of coherent optical
phenomena in molecules follow the review article by Zewail et al .1
Emphasis is placed upon relating information obtained experimentally to
the detailed microscopic processes responsible for decay and dephasing
in molecules.

For a two-level system representing an isolated molecule with
zero-order Hamiltonian (1) the wavefunction may be written as a linear

combination (2) of the time independent eigenstates of the system:

hw, 0
2
5, = (1)
0 -hz%
W W

- t t
WO = ae 2 |ay +bl)e Z |b) . @)
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Here, w, is the transition frequency between the excited state la) and the
ground state [b) . The interaction of this two-level system with a radia-

tion field of the form:

E(z,t) = é— e(z, t) "1t - kz) + c.c. (3)

provides the following total (semiclassical) Hamiltonian for the system:

=3, +V
hw, :
> 0 0 -t - E(z,t)
= + (4)
~hw
0 5 2 c.cC. 0

Here, only off-diagonal coupling is considered (i. e., states Ia) and Ib)
have definite parity).

Physically significant information about this two-level system
can be obtained most easily using density matrix forma.lism2 since the

expectation value of any operator A, and thus any observable is given by:
(A) = Tr{p'A} . (5)

Furthermore, the solution of the equation of motion (6) for the density

matrix describing the system:
ihp'(t) = [36,p'(t)] + (relaxation terms) (6)

provides the population of states ]a) and Ib) in addition to the polarization

induced in the sample by the radiation field.
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In the laboratory coordinate frame the density matrix may be

written as:
"iwot R '
(aa*)  (ab*e ) Paa  Pap
p’ = = (7)
c.c. {bb*) p{)a pl;b

where the brackets indicate an N-molecule ensemble average over the
density matrix elements for individual molecules which may have dif-
ferent wy's (i.e., inhomogeneous broadening due to crystal field effects
in solids and the Doppler effect in gases). |

The optical coherence effects one observes in the laboratory
result from the creation of an oscillating macroscopic electric dipole
moment through the interaction of the field with an ensemble of two-level

systems, If the induced dipole moment for one molecule is written as:

(w)

Tr{up’} = Tr p’
Hpa O

_ ’ '
= KapPpa + BpaPap (8)
= ulpgy + ppy)

where Hab is assumed to be real such that Bop = By = B then the
macroscopic dipole moment per unit volume (which is the polarization

induced in the medium) is given by:
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P(t) = N(pu)

= Nulpgp + ppg) (9)

where N represents the molecular density. Eq. (9) applies for optically
thin samples in which the incident radiation field is not attemated
appreciably due to the interaction (i.e., the z-dependence of the field
E(z,t) = 3 €(z,t) e'i(wt' kz) + ¢.c. is ignored).

At this point a digression from the formal treatment will be
made in order to obtain a better conceptual understanding of the inter-
action of a two-level quantum system with a radiation field. Later, the
formal treatment involving the solution of the density matrix equations of
motion will be presented and related to the geometric model discussed
below.

Feynman, Vernon and Hellworth (FVH)3 have shown that a two-
level system interacting with a radiation field is equivalent to the classical
spin 3 problem in magnetic resonance theory first described by Bloch. 4
To show this, they rewrote the equation of motion given by (6) as a torque
equation for a vector R precessing about an effective field E off:

(31_1’;: = E g4 X R (10)
In their geometric model, the vector -15 may be considered a ficticious

electric spin vector whose components are defined as:
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R, R, = péb +p£>a
R =| R, | where R, = i(p;,b - péa) (11)
R Resel-e

and whose time evolution is governed by the Schridinger equation. Thus,

a knowledge of R(t) is equivalent to specifying the two-level system

defined by ¥(t). The effective field is given by:

E, -(“ba + “ab) - € cos wt
E, hw,
(12)
'—2%;6— cos wt
= 0
Wo

since p b 1S assumed real. The physical significance of Eq. (10) is seen
more easily if a coordinate transformation is made to a rotating frame5
(at w) such that the effective field is a stationary vector about which the

fictitious electric spin vector precesses.

In the rotating frame, the torque Eq. (10) is written as:

ar g -
gt = CegpXT (13)
Ty Pap * Ppa
where r={r,|= i(pab - pba) (14)

Ts Paa ~ Ppb
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and Eeff =(u-€/n, 0, A) . (15)

Here, A gives the off-resonance frequency of the radiation field with
respect to the molecular resonance, i.e., A =w, - w, At this point,
the density matrix in the rotating frame is defined as p. Later, it will
be obtained explicitly and a relationship between r and R will be
established. Now, to illustrate the motion described by Eq. (13) in the
rotating frame, the precession of the r-vector about geff in a coordinate
system (1, 2, 3) rotating at w about axis 3 is shown in Fig. 1,

Here, the on-resonance case is examined where & off lies along
axis 1 and r(t) precesses in the 2-3 plane at the Rabi frequency (u - € /h)
since A= 0 [Eq. (15)] Physically, this diagram represents the coherent
oscillation of population between the ground and excited states (i.e.,
optical nutation) without any damping. In other words, the period of the
coherent interaction (i/p - € ) is shorter than the relaxation time of
the two-level system.

From the torque Eq. (13), the optical analogs of the Bloch equa-
tions can be obtained. Here, they are shown with phenomenological

relaxation times T, and T,.

r, = -Ar, - le r, (16a)

r, = Arl-%—r2+(u-€/ﬁ) r, (16b)
2

Iy = = 'I}; r,-(u- eMr, (16¢)

T, is the decay time of the off-diagonal density-matrix elements, It

corresponds to the transverse relaxation time of magnetic resonance
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Figure 1

A geometric representation of the precession of the vector r(t) about the

effective field £ eff 10 the rotating frame with A = 0 (i.e., on resonance).
The precession (Rabi) frequency is u - € /. The motion of r(t) in the

2, 3 plane represents the oscillation of population between the ground and

excited states of the two-level system.
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theory and is defined as:

Since the off-diagonal density matrix elements determine the polarization,
T, is the observed dephasing time of the system. T,’ in Eq. (17) is the
pure dephasing time resulting from elastic processes such as soft col-
lisions in the gas phase or phonon interactions in the condensed phase
which destroy phase coherence but leave the population unchanged. The
overall T, of course must contain T,, the average relaxation time
(longitudinal relaxation time in NMR language) for the diagonal elements
of the density matrix since all T, processes are also T, processes.

In the optical Bloch equations shown in (16), r, and r, are directly
related to p ab and Ppa while rg is the population difference Paa ™ Ppb?
recalling the definitions given in Eq. (14). Thus, on-resonance, the
population vector will not only nutate but also dephase. Of course when
the field is switched off, r, will decay by T,. Solutions to the optical
Bloch equations,therefore, will provide both the population (r;) and
coherence (r,, r,) in the system as a result of the interaction of the two-
level system with a radiation field.

Returning now to the formal treatment, one can determine the
form of the signal field generated by the induced macroscopic polarization
in terms of the components of r and then solve the equation of motion
given by (6) to obtain the time-dependence of r(t) and thus a characteriza-

tion of the signals one observes in the laboratory.
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To accomplish this, the density matrix is usually cast in the
rotating coordinate frame at w, the frequency of the radiation field. The
significance of this transformation is that in this frame the total
Hamiltonian for the system is time-invariant, and thus the time evolution
of the density matrix may be determined more easily.

The density matrix in the rotating frame is related to that in the

laboratory frame (p’) by the unitary operator U1:

. W . W
igo.t -iwo.t
p =U—1p,H=e-2-..3 p'e 7 3
-iAt
(aa*)  (abxe A% Paa  Pap
= = (18)
(c.c.)  (bb¥) Pra Pop

where 0, is the Pauli spin matrix ((1) _(1)). From Eqgs. (7) and (18) one
can see that the off-diagonal density matrix elements in the rotating frame
are related to the corresponding elements in the laboratory frame in the

following manner:

iwt

Pab = Pap © (192)
Pba = Pba et (19b)

Therefore, Eq. (9) for the polarization may now be written as:
P(t) = Nuloyy, e+ oy €9 (20)

and in terms of r as;
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P(t)

%‘i (ry - ir,) emivt | EIZE (ry + ir,) elwt

Nu (r, cos wt - r, sin wt) (21)

From Eq. (21) one can see that r, and r, are the in-phase (real) and out-
of-phase (imaginary) components of the induced polarization, respectively. ,
The signal field may now be determined using this polarization

as a source term in Maxwell's wave equation (MKS units):

e ry

VvV X (VX Es) + LoOE  + Ko€oBg = =pg

-

gl

(22)

where €,is the background dielectric constant with 7 the corresponding
index of refraction, u, is the permeability and o is the conductivity of
the medium. For a signal field Es of the form given by Eq. (3) and a

polarization P written as:

E(z, t) = %—-f’(z, t) e"i(“’t - kz) +c.c. (23)

Equation (22) may be expressed as:

(3§Z+£1§af+")es=-i<?é:o-15 (24)
in the slowly varying envelope approximation (SVEA),6 where it is assumed
that the amplitudes € and -1; vary slowly in time compared to an optical
period and slowly in space compared to an optical wavelength. One may
safely ignore k = on/2ce€,, the loss per unit length for optically thin
samples and experimental conditions can usually be arranged such that

aes/az > (0€ S/at)-;l where c is the speed of light. Thus, by integrating
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over the interaction path length L, the signal field is given by:

-iwnpl, 3
s = e, P (25)

Now, r, and r, in the expression for the macroscopic polarization (21)

m
11

must be averaged over the inhomogeneous linewidth of the transition.

For a symmetrical lineshape function with the radiation field frequency

w centered at the peak of the line, the averaging may be performed over
4, the off-resonance parameter. Because r, is an even function of A
(see Chapter IV and ref. 7) while r, is an odd function of A (see Appendix
I), only the r, contribution to the polarization amplitude remains. Eq.

(25) may now be expressed as:

= G Nu(r,) = ML Nu(p,) (26)

where the brackets denote averaging over the inhomogeneous lineshape,
Thus, the polarization induced in the sample produces a signal field that
can be detected in the laboratory. The strength of the field depends on
the transition moment, yu, the off-resonance frequency, A, and the
applied field strength. Furthermore, the signal field damps by the optical
relaxation constants (T, T,) and therefore measurements of this damping
can identify the origin of phase relaxation processes8 in the system.

With the signal field expressed as in Eq. (26), what remains is to
solve Eq. (6) and obtain the time-dependence of r.

In the rotating frame, the equation of motion for the system is

written as:
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ip = [GCr,p] + (relaxation terms) (27)

where the Hamiltonian in the rotating frame is given by:

-yt hw
3Cr = g ﬁcg - T 0'3
~ B2 o, - BiE g (28)

Eq. (28) was obtained using the following identity:1

« . W
i=o.t -ia 0.t
e'2' 3 o 2 3

g, = 0, cos wt - 0, sinwt . (29)

Terms oscillating at 2w were neglected (rotating wave approximation)
and 0,, 0, are the Pauli spin matrices ((1) (1)) and ((1) _(1)), respectively.
Given Eqs. (27) and (28) one can show that the equation of

motion for p can be written, after explicitly including phenomenological

relaxation terms, as follows:

I

. 1 1.

Paa = T Paa™* 3 iX(Ppg = Pap) (302)
. _ 1 0 1 1 .

Ppp = ~ To (pbb - pbb) + Tap Paa + ZlX(pab - Pba) (30b)
. 1 . 1.

Ppa = (- T + 1A)py, + 5ix(py, = Ppp) (30c)

Here, Tl'a]L and Tfﬁ are the total decay rates for levels |a} and |b),
respectively, T'l';b is the spontaneous emission rate frorﬁ la} to |b)
which cannot be neglected in the optical region as it usually is in the
infrared and microwave regions, x = u-€/h and T, is defined by Eq.
.
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For all of the experiments on iodine discussed in Chapter 111,
Eq. (17) is appropriate for describing the observed dephasing rate. In
Chapter IV, however, where experiments on pentacene in dilute mixed
crystals at low temperature are discussed, Eq. (17) reduces to:

1 1 i
T, = po T (31)

‘since relaxation from the ground state will be ignored. Here, the level
notation |p), |0) replaces |a), |b), respectively.

The solution of the coupled differential equations of motion (30)
for the elements of the density matrix can be found using LaPlace
transform techniques. From these solutions one obtains expressions to
identify T, and T, from experiment with relaxation and dephasing
processes important for both small and large molecules in different
environments. |

Measurements of T, provide information about spontaneous
radiative and nonradiative processes occurring within the system, By
modifying the environment (i. e., pressure changes in the gas phase or
temperature changes in the condensed phase), one can examine the
relative magnitudes of the radiative and nonradiative contributions to
the observed lifetime. Correlating this information with optical T,
measurements, which provide the homogeneous linewidth (1/4T,), allows
one to determine the influence of dephasing processes upon the observed
linewidth [using Eq. (17)]. Thus, one can begin to disentangle the
individual line-broadening processes and examine each separately in

some situations to determine its relative importance. Additional
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information is contained in the dephasing time since dephasing processes

can be either intra- or inter-molecular. In the latter case, a theory has
8

been worked out™ showing that the pure dephasing time (T,’) in Eq. (17)
is due to differences in the elastic scattering amplitudes for the ground
and excited states. Thus, T, and T, obtained in optical coherence experi-
ments, can provide useful information in the search for answers to some
of the subtle questions in molecular dynamics. |

In Chapter III, dephasing and relaxation processes and their
effect on the observed linewidth of small molecules (iodine) are examined
at low pressure and in a collisionless molecular beam. Chapter IV con-

centrates on understanding these processes in isolated large molecules

(pentacene) at low temperatures.
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CHAPTER II

EXPERIMENTAL
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A. APPARATUS

1. Coherent and Incoherent Excitation Sources

Three different lasers were used as coherent excitation sources
for experiments performed in the condensed phase. A pulsed tunable
dye laser (Molectron DL 200) pumped by a nitrogen gas laser
(Molectron UV 400) or a multimode CW dye laser were used for broad-
band excitation. The N, pumped dye laser has a frequency bandwidth of
18 GHz, a peak power of 40 KW, and a pulse duration of 5 nsec. The
multimode CW dye laser has a bandwidth of 240 GHz and up to 1 W output
power,

For narrowband excitation in the condensed phase and in all of the
gas phase experiments, a single-mode tunable jet-stream CW dye laser
(Spectra Physics 580A) pumped by an argon ion CW gas laser (Spectra
Physics 171) was used. To obtain single mode operation, the dye laser
has three intracavity etalons whose free spectral ranges (FSR) are
chosen such that the combination is capable of introducing heavy losses
to all but one of the modes in the laser cavity. One of the etalons (2 mm
air spaced, 75 GHz FSR) is temperature regulated and piezoelectrically
tunable. The other two are solid etalons with thicknesses of 0.17 mm
(900 GHz FSR) and ~ 1.7y (85, 000 GHz FSR).. The output mirror of the
dye laser is mounted on a piezoelectric element such that small changes
in the cavity length can be made electronically. To achieve single-mode
operation at a particular frequency, a systematic procedure must be
followed. First, the laser is carefully aligned and tuned to the fre-

quency of interest using the 1.7 u etalon. At this point the laser is
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operating multimode with a bandwidth of approximately 35 GHz. Then,
the tunable etalon is installed in the cavity and its mirror spacing is
adjusted electronically in conjunction with the cavity end mirror position
until laser output is maximized. This occurs when the FSR transmission
peaks of the etalon and cavity overlap. With proper alignment the cavity
now lases on only two modes (separated by 75 GHz, the tunable etalon
FSR). To complete the procedure, the 0.17 mm etalon is installed and
tilted until its FSR transmission peak overlaps with just one of the
remaining two modes. By adjusting this etalon mamally the laser can be
tuned by mode hoping to adjacent FSR transmission peaks (900 GHz).
Continuous tuning is done electronically by adju sting the tunable etalon
mirror spacing and the cavity end mirror position. Ranges of 3 GHz and
18 GHz can be programmed into the electronic controller., Tuning over
larger frequency ranges requires manual adjustment of the solid etalons
between continuous scanning intervals. It should be emphasized that
stable single-mode operation can only be obtained if the FSR transmission
peaks of each of the etalons and the cavity have been adjusted properly.
Following the above procedure, single-mode operation of the laser
(monitored using a scanning confocal etalon) has been maintained for
several hours.

For all experiments, Rhodamine 6G is used as the dye gain
medium. The maximum power of the linearly polarized single mode is
100 mW in a Gaussian TEM,, beam with a width of 0.62 + 0. 01 mm (see
Fig. 3 of Chapter IV) providing a maximum unfocused intensity of

33 W/cm®. The transverse intensity profile of the single mode beam was
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measured using a photodiode (50 u aperature) mounted on 2 micrometer
controlled translation stage (4 u resolution).

The frequency bandwidth of the single mode laser is determined
by jitter and drift due to jet instabilities, temperature fluctuations and
vibrations. With a combination of techniques, the long term jitter of the
single mode was reduced to + 3 MHz (measured using a 2 GHz FSR
scanning confocal etalon) without active frequency feedback loops. These
techniques involved (1) careful regulation of the dye solution temperature
using a regulated (+ 0.1°C) bath; (2) independent air conditioning for the
laboratory providing room temperature stability to + 1°C); (3) use of a
vibration-isolation optical table to mount all laser components; (4) sound-
proofing of the dye laser w'ith a tight-fitting enclosure; and (5) amplitude
stabilization (+ 0.5%) of the single mode by a feedback circuit to the
pump laser,

Broadband absorption experiments with incoherent sources were
performed in the condensed phase using a tungsten (1 KW) or a xenon
(0.2 KW) lamp, regulated power supplied and appropriate filters. Most
of the experiments with the tungsten lamp were performed with UV
(Schott GG-395) and IR (Schott KG-1) blocking filters while the xenon
lamp experiments were performed with a UV bandpass filter (Corning

7-54).

2. Cryogenics

Condensed phase experiments were performed with the crystals

of pentacene i1 p-terphenyl suspended directly in a liquid helium filled
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glass dewar. Temperatures down to 1.7°K were obtained by pumping on
the liquid helium reservoir with a Sargent-Welch (Model 1374) vacuum
pump. The temperature was monitored with a calibrated carbon glass
resistor (Lakeshore Cryotronics CGR-1-1000) mounted on the sample
holder near the crystal and by measuring the vapor pressure of helium

with calibrated Wallace and Tiernan pressure gauges.

3. Helmholtz Coils for Magnetic Field Experiments

Several experiments in the condensed phase were performed
with samples in the presence of an external magnetic field. Two water-
cooled coils were placed around the tail of the dewar at the Helmholtz
spacing (R, where R = coil radius) such that the field direction was
parallel to the direction of laser polarization (vertical). With a current
of 22 amperes (at 60 volts) supplied by a regulated dc power supply, a
field strength of 900 Oersted was obtained at the sample using a Bell
gaussmeter and a calibrated Hall effect probe. The field was homo-

geneous at the crystal to better than 1%.

B. TECHNIQUES

1. Electro-Optic Laser Frequency Switching

In an electro-optic (EO) modulator, the application of an electric
field causes a change in the refractive index of the crystal and therefore
a change in the optical path length through the crystal. If such a modu-
lator is placed within a laser cavity, the field-induced optical path length
change will effectively alter the laser cavity length and thus the output

laser frequency. 1 This technique allows one to obtain nanosecond time



35

resolution with the CW narrowband laser and to observe coherent
transients by rapidly switching the frequency of the laser from wy (the
peak frequency of the optical transition) to a new frequenéy, w.

For the laser frequency switching experiments described in
Chapters Il and IV, a transverse electro-optic modulator of ammonium-
dideuterium phosphate (AD*P) with a 45° y-cut orientation (see Fig. 1
and reference 2) was placed inside the cavity of the single mode laser
such that the electric field (along the crystal x-axis) was applied normal
to the direction of light propagation (Z).

For a laser cavity modified in this manner, resonances occur

at frequencies satisfying the condition:

whL | ont

z S = Iz (1)

where L ié the laser cavity length without the crystal, £ is the crystal
length, n is the crystal index of refraction and m is the cavity mode
number. Solving fer w one obtains:

o = @
The change in the resohance frequency commensurate with an electric

field-induced change in the crystal index of refraction is

_ cmzl _ wil
’: Aw——mAn——mAn . (3)

Substituting for An an expression2 containing crystal properties and

applied voltage one obtains
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Figure 1

Ammonium dideuterium phosphate (AD*P) electro-optic modulator used
for laser frequency switching, The crystal is mounted in a cell placed
inside the dye laser cavity. To reduce the loss introduced by the modu-
lator the cell is filled with index matching fluid and its windows are
antireﬂectidn coated. For alignment purposes an optical mount was
designed for the cell to allow horizonal and vertical tilting in addition to
rotation about the laser propagation axis. With the modulator in the .

cavity single-mode output power is reduced approximately 50%.
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An = - n‘i();)ariv_ . (4)
Here, ne(A) is the extraordinary index of refraction for AD*P, r,, is
the electro-optic coefficient appropriate for the crystal orientation, 2
v is the applied voltage and d is the electrode spacing. Now, substituting
Eq. (4) into Eq. (3), one can show that the change in laser frequency (Aw)

corresponding to an applied voltage v is

wnZ(A)r‘u 4

Aw = w ‘ (ﬂ/d) . (5)

The form of Eq. (5) reveals that for transverse modulation, the fre- -
quency switching efficiency is proportional to the ratio of crystal length
to electrode spacing. This contrasts markedly with longitudinal mody-
lation where the frequency shift is independent of crystal dimensions and
is the primary reason why transverse modulation can occur at low
voltages. For a crystal length of 2.5 c¢m, an electrode spacing of 0.3
cm, and a cavity length of 38.5 cm a frequency switching efficiency of
0.6 MHz/volt was measured for AD*P at 5900 A consistent with that
calculated using Eq. (5) with r,, = 36 X 10™'° ¢m/volt and n, = 1.48,

Although the above steady-state treatment of the frequency
switching prdcess first described by Yariv1 can provide the frequency
shift due to a field-induced modulation in the EO crystal's index of
refraction, it does not lend much insight into the details of the time~
dependent behavior of the switching process.

Recently, Genack and Brewer3 presented a model to describe

the dynamics of laser frequency switching and some of their findings



39

are pertinent here.

Suppose that a standing wave optical field given by:

E(z,t) = eo{ei(wt'kz) + ei(wt+k2)}+ c.c. (6)
of angular frequency

w=3m )

where m is the mode number as before, propagates (along Z) in a laser

cavity of length L such that the cavity round-trip time is given by:

= 2L (8)

An electro-optic phase modulator which introduces a time-dependent
phase change ¢(t) is placed near one end mirror as shown in Fig. 2.
Here, z is the propagation axis to be consistent with Fig. 1. It should

not be confused with the crystal z-axis.

To illustrate the concept of frequency switching consider only

one wave from Eq. (6)

EGt) = €, l@t-k@) (9)

as it passes through the modulator located between z = 0 and 7 = ¢ where
L is the crystal thickness and ¢ < L,
If the phase of this light wave at z = ¢

¢=ki=2n (10)

is modulated by a linear ramp function of the form:
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Figure 2

Schematic of a laser cavity of length L containing an electro-optic

modulator ¢(t) of thickness £ next to one end mirror.
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o(t) = ¢(t) 0<t<t’
. (11)
o) = ot’ t>t
then the phase change may be written as:
¢(t) = ¢t = 2(w/c)ntt (12)

where n is the index of refraction of the crystal. The factor of 2 in
Eq. (12) arises because the phase change involves a double pass through
the modulator. Note that the phase time derivative is a constant.

The field at z = ¢ may now be written as:

E(,t) = ¢ el®@=-9)t 0<t<t
. / (13)
E(L,t) = ¢, el@t-o(t)} ' <t<T

where T’ is the new cavity round-trip time and the constant phase factor
e X has been omitted. Now, for times t > t’ the phase change ¢(t')
provides an increase in the cavity transit time given by:

AT = 20 _ 2(¢/c)nt’ | (14)

w

each time the wave passes through the modulator twice. Therefore, the

light wave propagates in the cavity at the new round-trip time which is:

r
T = T+ aT = 24) (15)
w

For convenience, let t’ = T’ such that the modulation function
(11) has a final value of ¢(T’) = ¢;T'. Eq. (13) for the field at z =

then becomes:
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E(L,1) = e, et@- Ot 0<t<T (16)

for the first round trip and

Bt = €, e@t-o(T)} T' <t < 2T’ (17)

for the second round-trip interval. Successive traversals increase the
phase change by an amount qb(T') due to the increase in cavity transit
time AT,

Now, let the phase modulated field be written as:
E) = €, ei{wt+ o(t) } (18)
where 6(t) is the resulting phase of the wave at time t, given by:
ot) = 6(t-T') - o) . (19)

Here, 6(t-T’) is the phase of the wave at time t - T’ of the previous
traversal and ¢(t) is the phase modulation. Eq. (19) says that thé phase
of the wave, 6(t) changes each round trip by a constant amount »(T.
Therefore, the frequency shift, given by é, is constant following the
initial instantaneous change given by (16).

These results are illustrated in Fig. 3 where the phase modu-
lation ¢ (t), resulting phase of the wave 6(t), and é(t), representing the
frequency change,are plotted as functions of time in units of the cavity
round-trip time in the presence of modulation, T'.

This model may be extended to modulation functions ¢(t) of

3

different form and for different modulation periods* but the essential
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Figure 3

Graphical representation of the phase modulation process. The top
curve shows the phase modulation ¢(t) as a function of time in units of
the cavity transit time in the presence of‘modulation, T’. The middle
curve is the resulting phase 6(t) of the light wave. Thé bottom curve
is the time derivative of the resulting phase é(t)‘ which represents the

frequency shift as a result of the modulation.
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features of the dynamics of frequency switching are contained in this
simple model.

It should be mentioned at this point that if the modulator were
extra-cavity, then the frequency of the wave would still be shifted but
only for the duration of the modulation where qb # 0. When ¢ = 0, the
original frequency is recovered.

The EO switching technique was first demonstrated by Kiefer
et al. % in the IR using a CdTe modulator. Hall® was the first to utilize
this technique to observe a coherent transient (OFID) in methane in the
IR. Shoemaker and Van Stryland6 first discussed the usefulness of this
technique for observing optical nutation and thus for measuring electronic
transition moments. Brewer and Genatck'7 extended the technique to the
visible region and measured transients for an electronic transition in I,.
Since then, this laser frequency-switching method has allowed one to
observe coherent transients in gases (see Chapter III and reference 8),
solids (see Chapter IV and references therein) and molecular beams
(see Chapter III).

In the experiments described in Chapters III and IV, the voltage
pulse supplied to the AD*P crystal had an exponential shape (see Pulse A of
Fig. 1 in Appendix I), with a risetime of 12.8 nsec. Since the cavity
transit time in the single mode dye laser is 2.6 nsec, the modulation
period (time duration over which the crystal index of refraction is
changing) spans approximately five cavity round trips. Within the frame-
work of the Genack and Brewer model, this means that the frequency of

the laser changes each time the wave makes a double pass through the
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modulator until the final frequency is reached at the end of the voltage
pulse. However, since the modulation function is an exponential here

and not a linear ramp and the modulation period is not exactly an

integral multiple of the cavity transit time, the description of the
dynamics of the frequency-switching process is much more complicated
than that presented above. It is emphasized at this point, however, that
for all the experiments discussed in Chapters III and IV, the frequency
switching process did not produce transients in the detector when samples
were not present.

The EO technique is most useful for observing OFID since
 extremely sensitive heterodyne detection methods can be employed which
exploit the fact that the laser is off-resonance and can beat with the
coherent emission from the sample. However, there are limitations on
the magnitude of the frequency shift obtainable using the EO technique.
Typically, the dispersion of the AD*P crystal provides a 60 MHz fre-
quency shift within the inhomogeneously broadened optical transitioh for
voltage pulses of 100 V. }To utilize the EO technique in systems with
larger homogeneous linewidths, fast higher voltage pulses are required
in order to switch the laser frequency outside the homogeneous linewidth.
In practice, these pulses are hard to obtain at high repetition rates and
when multiple pulse sequences (e.g., for echo experiments) are desired.
Furthermore, the maximum frequency shift attainable while maintaining
stable single-mode output is 390 MHz, the cavity mode spacing. To
circumvent these limitations when necessary, and also because of many
distinct advantages in its own right, the acousto-optic method described

in the next section can be utilized.
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2. Acousto-Optic Laser Beam Diffraction

Nanosecond time resolution with the CW narrowband laser can

also be obtained using an acousto-optic modulator extra-cavity to dif-

fract the single-mode laser beam to and from the sample. This tech-
nique referred to as LADS (see Chapter III, Section E) for Laser Acoustic
Diffraction Spectroscopy allows one to effectively turn the laser off
instead of switching the frequency off-resonance within the inhomogeneous

line, LADS relies on the acousto-optic effect9

which can be described
as follows.

If a photon with energy hw, and momentum hla is incident upon
an acoustic wave of frequency w s and momentum fks, then the incident
photon and a phonon may be annihilated giving rise to a new photon with
energy hw d and momentum hkd consistent with energy and total momentum

conservation conditions given by:

s +
Wq = @3 + Y

kg = K + kg . (20)

This situation is depicted in the vector diagram shown in Fig. 4. Since
wg K wj, l«:1 w kd = k. If one assumes that the indices of refraction
n;, nyare approximately equal, then using the relations ks =21/ Ags

n=ny=n and k= 2zn/), one obtains the following result:

ing = 2
22 Sin 6 = = . (21)

Here, 6 corresponds to the Bragg angle since this equation is identical

10

to the first order Bragg equation = describing the scattering of X-rays

in crystals:
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Figure 4

Schematic diagram of an acousto-optic modulator. A traveling acoustic
wave is generated in the quartz crystal by a transducer upon receiving
an RF pulse. This acoustic wave diffracts an incident light beam such

that momentum and energy are conserved as shown in the wave vector

diagram,
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2dsine=lnﬁ"-, m=1 |, (22)

The analogy arises because the sound wave front is similar to the atomic
planes in a crystal separated by d. Unlike X-ray diffraction, however,
there is a frequency shift [Eq. (20) ] involved in the acousto-optic effect
because the sound wave is traveling with a velocity Vg whereas the
atomic planes are stationary.

In the LADS application of the acousto-optic effect, the single-
mode laser beam is focused upon a quartz crystal which has a thin film
transducer (Zn0) bonded to it as shown in Fig. 4. RF pulses excite
phonons in the transducer creating traveling acoustic waves in the crystal
which diffract the incident beam at the Bragg angle given by Eq. (21) and
shift its frequency by the acoustic phonon frequency (470 MHz in this
case). To obtain a laser pulse, the transmitted CW incident beam is
blocked and the diffracted beam is allowed to reach the sample.

The characteristics of the laser pulse this technique provides
are determined by (1) the RF pulse width and its rise and fall times and
(2) the transit time of the acoustic wave across the focused laser beam
in the crystal. Laser pulse rise/fall times of 3 nsec (1/e time) have
been measured using a 75 mm focal length lens to focus the laser beam
into the modulator.

The LADS method has several unique advantages. First, the
decay of off-resonance molecules is not superimposed on the build-up
transients of on-resonance molecules (which occurs with the EO tech-

nique as mentioned previously) because the laser is effectively shut off
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except for the duration of the pulse. In large molecules with a high
density of excited states this is especially important. The complicated
level structure in these systems can make the interpretation of transient
spectra difficult. The LADS method removes the influence of off-
resonance effects and simplifies the spectra. Secondly, the optical
pulses are generated by supplying low=-voltage pulses to an RF oscillator
instead of the high-voltage pulses that may be required by the EO tech-
nique. Finally, one can obtain high sensitivity as with heterodyne
techniques by detecting the spontaneous emission at right angles to the
exciting laser beam. With the proper pulse sequences, one can directly

measure both T, and T, as shown in Chapter ITI, Section E.

3. Incoherent Resonance Decay (IRD)

This technique involves measuring the emission intensity (at
right angles to the exciting beam) from a sample as the single-mode
laser frequency is switched within the inhomogeneous line using the EO
method. The superposition of two processes occurring simultaneously
is observed. First, molecules originally on resonance decay (by T,)
since they are now off resonance. At the same time, a new group of
molecules is brought into resonance being driven coherently (i.e.,
mitating) by the laser field toward some equilibrium population distri-
bution. Thus, the observed emission signal should show an initial build-
up and nutation transient followed by a decay. From this technique one

may obtain both optical T, and T, as shown in Section B of Chapter III.
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4., The 3-Pulse Photon Echo

This section presents a geometric description of the photon echo
observed by monitoring the spontaneous emission from a sample during
a 3-pulse (n/2, m, 7/2) sequence of optical excitation. In addition, it
presents the techniques required to produce the optical pulse train and to
detect the echo.

For a two-level system in the FVH picture, the r-vector rotates
in the 2, 3 plane about geff at the Rabi frequency (pn - €/h) for the on-
resonance (A = 0) case as shown in Fig. 1 of Chapter I. Before exciting
the sample (i.e., t < 0), each molecule is in its ground state and there-
fore contributes a vector lying along the -3 axis as shown in Fig. 5a.
Thus, r; =r,=0and r; = -1. Now, for an excitation pulse corresponding
to (u - € /)t = /2, a rotation of 90° occurs in the position of r in the
2, 3 plane producing a coherent superposition of the ground and excited
states for each molecule resulting in a large macroscopic dipole moment.
This is shown in Fig. 5b. Following this 7/2 pulse the individual mole-
cules get out of phase with each other due to the distribution of molecular
frequencies within the bandwidth of the exciting laser (i.e., inhomo-
geneous dephasing represented by T,*) as shown in Fig. 5¢c. Homogeneous
dephasing represented by T, and due to elastic processes as discussed in
Chapter I is also occurring. The loss of coherence by homogeneous
dephasing processes is irreversible and in the FVH picture is represented
by a decrease in the magnitude of the components of the r-vector in
the 1, 2 plane. Inhomogeneous dephasing on the other hand is reversible

and may be cancelled by applying a #-pulse which reverses the phase of
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each vector as shown in Fig. 5d. After a time equal to the separation of
the 7/2 and 7 pulses, the individual vectors will be in-phase again and
the echo is formed as shown in Fig. 5e. A 7/2 pulse applied at this time
rotates the echo vector from the 1, 2 plane to axis 3 (see Fig. 5f) which,
as mentioned before, represents the population difference. Thus, the
coherence in the system is determined by burning the spontaneous emis-
sion following the phase reversal in the 1, 2 plane. Doing the experiment
as a function of the delay time between pulses gives the decay of the
homogeneous system which is the optical T,. The theoretical details of
this probe pulse technique appear in Section C of Chapter IIT and in
reference 8.

Experimentally, an optical pulse train of single-mode laser
pulses of variable width and separation is needed to prepare and probe
the echo in a sample. These optical pulses may be obtained with the EO
method or with LADS. In either case, a sequence of voltage pulses is
required to drive the respective modulator.

For the EO method, high level (up to 50 V) pulses with small
separations are necessary. It was impossible to satisfy these require-
ments with a single pulse generator so a technique was devised to
provide the desired pulse sequence by combining the outputs of the two
pulse generators. 6

Consider the pulse sequence shown at the top of Fig. 6. Since
the first and third pulses are of equal width, they can be provided by
one pulse generator (for this application a Rutherford Model B16 was

used) operating in double pulse mode (i.e., two identical output pulses
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Figure 5

A schematic for the geometric description of the right-angle three pulse
photon echo: (a) all the molecules are in the ground state; (b) after a
7/2 pulse; (c) inhomogeneous dephasing; (d) after a x pulse; (e) the
echo, (f) termination of the spontaneous eniission from the upper level

by the third pulse.
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Figure 6

Schematic of the pulse train required for the three-pulse photon echo and

the pulse generator network devised to produce it.
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of variable width and separation per input trigger pulse). The output of
a second pulse generator (Hewlett Packard 214 A) is then combined with
the first using fast, high-voltage diodes (1N 914) to prevent pulse reflec-
tions. Pulse syncronization and independent éontrol of the delays 1, and
T, are accomplished by interconnecting the trigger signals as shown in
Fig. 6. The combined output of the pulse generators is then amplified
(Hewlett Packard 1915 A pulse amplifier) and syncronized with the
detection equipment using a clock (Hewlett Packard 1905‘A).

This system provides a 3-pulse sequence of up to 50 V in
amplitude with no restrictions on the minimum delays or pulse widths
and at repetition rates of up to 100 KHz. The output is fed to the AD*P
crystal terminated at 50 Q for the EO method and to the acousto-optic
crystal for the LADS method (in this case amplification is unnecessary).

The detection scheme for the photon echo is described as
follows. Emission from the sample is collected at right angles to the
exciting beam and focused upon a photomultiplier (EMI 9558) which has
sharp-cut filters in place to block the exciting wavelength. The output
signal is sent to a lock~in amplifier (Hewlett Packard HR-8) operating at
a reference frequency determined by the repetition rate of the pulse
sequence. Inthis manner it functions as an integrator for the total
emission from the sample due to the pulse train. As one scans the delay
T, with 7, fixed an echo (minimum in the spontaneous emission signal)
is observed at 1, = 1,. The decay of this echo as a function of pulse delay
provides the dephasing time of the homogeneous system and thus the

homogeneous linewidth (1/#T,) of the optical transition. Details of the
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results obtained for iodine at low pressure appear in Sections C and E of

Chapter III.

5. Molecular Beam Coherent Transients

To examine coherent transients in a collisionless environment,
an apparatus was constructed to generate effusive molecular beams.
Shown in Fig. 7 is a schematic of the device. The body is made entirely
of glass., A Kovar disc with a horizontal 1,0 X 0,02 cm slit separates
the source chamber from the main pumping chamber. The background
pressure in the main chamber is kept at < 1 X 10™° torr using liquid
nitrogen traps and a 2-inch diffusion pump. The source chamber has a
set of valves for introducing the sample and can be heated to increase the
number of molecules in the beam.

Coherent transients are observed using the EO method by
monitoring the single~mode laser after it passes through the molecular
beam close to the slit. Emission from the sample at right angles to
both the laser and molecular beams is detected at the same time. Using
this technique one can obtain both T, and T, in the absence of collisions
and determine therefore, the importance' of intramolecular processes as
dephasing and relaxation channels for the molecule under study. Results
obtained for iodine using this beam apparatus are described in Section D

of Chapter III,

C. PROCEDURES

1. Sample Preparation

A gas cell made of glass with Brewster angle windows and Teflon

greaseless stopcocks was used for the experiments on iodine. On a
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Figure 7

A schematic of the apparatus for crossed molecular
and laser beams studies of coherent transients at

Zero pressure.
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carefully trapped (liquid N,) vacuum manifold the cell was evacuated

and baked out at 100°C for twelve hours to drive off water vapor and
adsorbed gases from the cell walls prior to the introduction of L.

When the background pressure was reduced to 3 X 10™° torr, Mallinckrodt
analytical reagent grade I, was distilled into a cold finger at 0°C attached
to the side of the cell. After one hour the distillation arm was sealed

off and the cell was then degasséd with three cycles to -78°C in a dry ice
acetone bath. Finally, the cell was evacuated to 3 X 107° torr with the
cold finger in liquid nitrogen and sealed off from the vacuum manifold:.
The above procedure was found to be necessary to avoid contamination
which effectively quenches icdine emission resulting in a shorter observed
lifetime., The vapor pressure of iodine Was controlled by regulating the
temperature of the side arm of the cell containing solid iodine with a
constant temperature (+ 0.1°C) bath. Iodine vapor pressure was cal-
culated from the temperature using an equatipn given by Giauque. 11
Results are shown in Table 1.

Experiments in the condensed phase were also performed with
carefully purified reagents. Scintillation grade p-terphenyl (Eastman
Organic Chemicals) was zone-refined for eighty passes before use.
Pentacene (Aldrich Chemical Company) was twice vacuum sublimed.
Dilute single crystals (10™°-10"7 m/m) of pentacene in p-terphenyl were

grown from the melt using standard Bridgman techniques.

2. Measurement of Coherent and Incoherent Transients

The apparatus used for the EO and LADS experiments in the

condensed phase is shown schematically in Fig. 2 of Chapter IV. Except
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TABLE 1. lodine Vapor Pressure® Versus Temperature

P(mtorr) T(°C)
10.8 -10.0
13.4 - 8.0
16.6 - 6.0
20.5 -4.0
25.2 - 2.0
30.9 0.0
37.7 2.0
46.0 4.0
55.9 6.0
67.7 8.0
81.8 10.0
98.5 12.0

118 14.0
142 16.0
170 18.0
202 20.0
*Calculated from the equation11 log P(atm) = - %5(—1%31 -2.01310g T +

13.374.
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for the sample area, experiments in the gas phase and with the molecular
beam apparatus were done with the same set-up. In all experiments the
output of the single-mode laser was amplitude stabilized and split (8%)

to allow continuous monitoring of laser frequency and single-mode opera-
tion using a 0.5 m spectrometer and scanning confocal etalon, respectively.

For EO experiments, the switching process can be observed as
shown in the insert to Fig. 2 of Chapter IV. This oscilloscope tracing
was obtained by syncronizing the scanning confocal etalon with the AD*P
pulser.

For LADS experiments, the modulator was placed in the optical
path such that the diffracted beam continued on to the sample (after
passing through a 2 mm aperature) while the transmitted incident beam
was blocked. Thus, the sample was excited only when an RF pulse was
supplied to the AO crystal.

Coherent transients along the laser beam were detected using
fast (~ 1 nsec response) Hewlett Packard photo diodes (HP 5082-4203) |

biased at -15 Vor a modified12

RCA 1P28 photomultiplier whose frequency
response extended beyond 1 GHz. The signals were amplified using a
two-stage Hewlett Packard (Model 8447) amplifier which has an overall
gain of 46 dB and a bandwidth of 0. 01-1.3 GHz. A Tektronix 1S-1
sampling scope was used to display the results. All ground loops in the
detection system were removed to prevent electronic pick-up from
interfering with the observed signals.

Emission from the samples was detected at right angles to the

exciting beam using a shielded (RF, magnetic, electrostatic) cooled



66

photomultiplier (EMI 9558). Its output was'amplified using a Princeton
Applied Research (PAR) Model 115 wideband amplifier (dc-70 MHz)
and then averaged using either a scanning-gate boxcar integrator (PAR
162) or a lock-in amplifier (Hewlett Packard HR-8). Hard copy of the
data was obtained using a recorder to trace the output of the signal
averager. For observing very fast transients on the emission the
modified IP 28 photomultiplier was used. In most experiments, a
sharp-cut filter was placed in front of the detector to block the exciting
wavelength and the total emission from the sample was monitored.
However, in several experiments a 0.5 m Jarrel-Ash spectrometer was
used to resolve individual vibronic lines. Signals were processed

identically in both cases.

3. Absorption Measurements and Calibration Methods

High-resolution absorption measurements were made using a
0.75 m Spex (1-14018) double monochromator equipped with holographic
gratings (resolution 0. 09 cm'l) in conjunction with a Spex DPC-2 digital
photometer. In some experiments, a Burleigh Fabry-Perot interfero-
meter (RC-110) combined with the 0.5 m Jarrell-Ash spectrometer was
used for scanning lineshape profiles. Spectrometer wavelength drives
were calibrated before each experiment using lines from a Fe-Ne arc
lamp.

Laser power was measured using a calibrated Scientech thermo-
pile (Model 360001). Neutral density filters were used to vary laser
power after carefully determining their optical densities as a function

of wavelength.
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4. Data Treatment

Nonlinear least squares regression analyses were used to fit all
of the IRD data as well as the optical nutation and OFID for condensed
phase experiments. To avoid some of the ambiguities associated with ,
these techniques (e.g., biased initial estimates of parameters which
lead to solutions that converge upon only a local minimization of error),
most of the data was fit using a two-step procedure.

First, an eigenfunction expansion method developed by

Provencher13

was utilized to determine the best exponential decay
parameters(rate constants and coefficients) for the IRD transients. This
method fits data to a function of the general form:

N

A DY
y(t) = j};lo oy e ’; (23)

where o j and Aj are the coefficients and rate constants of the jth expo-
nential and NA is the number of exponentials. It requires no initial
estimates for the parameters and provides cross-correlation coefficients
as well as confidence limits for the best solution. Since no initial guesses
are needed, biased results are avoided in most cases. This is a very
important consideration with exponentials since their severe nonortho-
gonality can allow a grossly incorrect solution to reproduce the data

satisfactorily, 14

A FORTRAN version of the program was generously
provided by Provencher.
For the second step in data reduction, a more conventional

procedure for nonlinear least squares regression analysis using an
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algorithm developed by Marquardt15 was used. The initial estimates of
parameters required by this method were provided by the best fit values
from the first program.

This two-step procedure gave results that converged upon the
same values for several different starting points and so, unique solutions
could be assumed safely in most cases. Similar procedures were used
for lineshape analyses and for treating the results of other transiénts.
Stern-Volmer data from gas phase experiments were analyzed using a
linear regression analysis program on a Hewlett Packard Model 65

programmable calculator.
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CHAPTER III

APPLICATIONS OF NEW COHERENT NONLINEAR OPTICAL
SPECTROSCOPIC TECHNIQUES
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A

INCOHERENT RESONANCE DECAY AND COHERENT
OPTICAL RINGING FROM COHERENTLY PREPARED
ELECTRONIC STATES:

A NEW TECHNIQUE FOR PROBING PHASE
MEMORY AND RADIATIONLESS RELAXATION
IN GASES AND SOLIDS*

A. H. Zewail, T. E. Orlowski and D. R. Dawson
Arthur Amos Noyes Laboratory of Chemiéal Physicsizt R
California Institute of Technology, Pasadena, California 91125

ABSTRACT

A new technique is developed for measuring the incoherent
resonance decay (IRD) and the coherent optical ringing of selectively
(+ 3 MHz) prepared electronic states in solids and gases. The method

utilizes electro-optic switching of a single laser mode that is on or

off resonance with respect to the homogeneous molecular packets in
the excited ensemble. The technique was applied to a variety of
systems to give information about their phase memory (optical T,
processes), radiative and radiationless decay (optical T, processes),
and to measure directly their optical transition moment between the

ground state and the prepared electronic state.

' Chemical Physics Letters, 44, 379 (1976),
* ¥ Contribution No. 5413
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1. INTRODUCTION

Many years of theoretical and experimental work have been
devoted to the understanding of the decay and preparation of electronic
states in "isolated' molecules and in the condensed phase. The
questions that have been usually asked focus on what happens to
"primary" states following absorption from the photon field, Green's
function techniques have been used1 successfully to describe the
coupling between discrete optical levels and continua of molecular

! Jattice phonons,? and the radiative field of photon packets. 3

vibrations,
The latter explained theoretically the on-resonance and off-resonance
effects of light pulses scattered by molecular states, as demonstrated
by the beautiful experiments of Williams et al. 4 However, to
understand fully the many interactions that lead into spectral
broadening of the primary states, one is forced not only to consider
the radiative and nonradiative decay (T, processes) of the state but
also the dephasing of molecular dipoles (T, processes) in the excited
ensemble,

In this letter we show that both the optical coherent (forward)
decay and the incoherent (right-angle') decay of the prepared state
can be monitored while the system (solid 6r a gas) is on and off
resonance with a single mode (+3 MHz) of a tunable dye laser. This

new IRD technique, which utilizes an electro-optic switching of a

specific laser mode between different sub-ensembles of the excited

Jfo right-angle we mean the emission perpendicular to the

- propagation of the laser beam.
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system, is applied to a variety of systems. We believe that much will
be learned about the decay (like spontaneous emission, soft and hard
collisions, phonon scattering in solids, and dipole dephasing) and

the preparation of selective (within 3 MHz) states. The advantage

of this technique relies on its simplicity. In contrast to pulsed lasers
which span a larger frequency distribution, the utilization of a cw
single-mode dye laser stimulates specific molecular packets and
provides a continuous tunable source for measuring small anisotropy
in the decay channels. Moreover, where it is difficult to obtain
coherent absorption, the incoherent resonance decay can be detected
using the emission intensity which is very sensitive to the relaxation

and the nature of the prepared state.

2. TWO-LEVEL SYSTEM IN A LASER FIELD

The treatment of the interaction between a pulse of radiation
(width tp < T,, T,) and a two-level system is well-known since 1946
when Bloch5 predicted the existence of phase coherence in a spin
ensemble. Hahn6 in 1950 demonstrated in a classical experiment the
dephasing and refocusing of the ensemble moments as a result of
finite coherence time that is longer than Rabi's oscillation time in

the rotating frame. Hahn's discovery showed clearly that the

reversibility of free induction decay exists, The extension of such
7

ideas to the optical region was shown by Kurnit et al. © In their
experiments an echo resulted from the in-phase refocusing of the
homogeneous optical moments. This discovery has triggered

similar experiments8 done on other systems, Tang and Statzg were
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the first to argue that a step-function light pulse in an amplifying
medium would cause the system to nutate at a time determined by the
leading edge of the pulse, and to decay with the relaxation time

9 observed an optical nutation in SF, gas

constants. Hocker and Tang
when a pulse from 10.6 p CO, laser was passed through the cell.
Although the modulation was not obviously sinusoidal, it is fair to
say that the power level they used in their experiments was in
agreement with the theoretical prediction, and that they were the
first to point out such an effect which has been recently observed
clearly in the elegant experiments of Brewer and his co-workers. 10
As we shall see, in our experiments both the diagonal and off-
diagonal elements of the density matrix (p) are being monitored in an
optically thin sample. Being optically thin ensures that there are
'no propagation effects, such as self-induced transparency. 1 The
sample emitting cooperatively resembles Dicke's super-radiance or,
more specifically, the linear combination (molecules plus field) of

Dicke states. 12

Therefore the coupling between Maxwell's equations
of the radiation field and the Schrédinger representationB of the
two-level system becomes straightforward.

Defining the total decay time constant for the two levels as
Tia and Ty, and the energy separation between the two levels as
AEab =Hw,, one can show that the rate of change of the elements

of the density matrix is given by

.
“Paa = ""I"EE - P (12)

ig
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" _Pob
“Ppp = T'l'k—) + i (1b)

"‘.)ab = i{[wo + 5(t)] + [%(Tl-al + T;;)]}Pab - (i/ﬁ)vab(Paa - pbb) (1c)
P = (i/ﬁ)Vabpba +c.c. . (1d)

The above equations imply first that there exist differences in the

decay if one monitors the diagonal and/or off-diagonal elements,

i.e., the polarization component or the population difference between

the two levels (paa - pbb)' The latter is, of course, proportional

to R, in the FVH picture. 13 Second, the dipole dephasing is

incorporafed in (1c) as a fluctuating term & that gives rise to a decay
constant 1/T, that can be added to the 1/T, term. This is true if one
assumes a simple correlation function for the dephasing process in

the gaseous or the solid ensemble when the interaction V(V = -u- E, cos wt)
couples the radiation field of frequency w) with the system of moment

u. In our case, the laser field in the optical region couples with the

electric dipoles that are generated from the transition between the
ground state and a "marrow' optical electronic state. It is this
coupling that creates the in-phase and the quadrature components of

the polarization which evolves in time as follows:

ﬁlz-ARz-YRI; (23.)
f.{z = ARl - YRy + (LE,/N)R; , (2b)

R, = (-73Paa * YbPup) - (HE./M)R; . (2¢)
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Ya and -yb are the decay rate constants of levels a and b, respectively,

while y = ——— + 1/T,. A is the amount off-resonance the single
mode of the laser is with respect to the transition frequency of the

primary state in the "optical' rotating frame.

3. THE INCOHERENT RESONANCE DECAY (IRD) EXPERIMENTS

In the IRD experiments, an intense single mode tunable dye
laser was used for the excitation. An 18 watt Ar” ion laser (Spectra
Physics model 170) was used to pump a free jet stream dye laser.
The dye solution was rhodamine 6G in ethylene glycol. A modified
Spectra Physics (model 580 A) dye laser was used so a single mode
could be switched out of the transition resonance frequency by an
electro-optic element. Special attention was given to the alignment
procedure so the dispersion of the crystal in the electric field was
caused by the modulation of the refractive index along the principal
axes of the dielectric ellipsoid. The modulation is done transversely
and is different from the switching procedure of Telle .and Tang14
used for very rapid tuning of cw dye lasers. The switching is
clearly demonstrated in our experiments as shown in fig. 1. From
the dispersion frequency we obtained an electro-optic dispersion for
the AD*P crystal of 0.6 MHz/V. The net laser power of the single
mode is 90 mW and the field is linearly polarized.

The single mode beam was split so both the frequency of the

transition and the quality of the single mode can be checked during
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Figure 1

A schematic diagram of the experimental sétup for the incoherent
resonance decay (IRD) and coherent optical resonance (COR) experi-
ments, The insert in the figure shows the single mode of the CW

dye laser when the voltage on the electro-optic crystal is nonzero.
The mode spectrum was monitored using an interferometer (see text).
To minimize the jitter of the mode, the optics and the laser were

mounted on an NRC vibration-isolation table.
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the experiments (see fig. 1)*. Most of the laser beam intensity was
used in the forward direction for the excitation of the sample. For the
study of low pressure gases (I, and NO,), a sample tube with flat
optical windows was used. A cold finger at the side of the tube was
used to control the pressure of the gas. For solid state experiments,
the crystal was oriented in a liquid helium dewar that can be pumped
to temperatures below the A-point of liquid helium.

The emission was collimated at a right angle to the exciting
beam with lenses of proper f numbers, and focused on a cooled
photomultiplier (EMI-9558). The photomultiplier was magnetically
and electrostatically shielded. Since noise will be introduced because
of the laser light scatteriné, a sharp cutoff glass filter was placed in
front of the phototube. The output of the photomultiplier was terminated
in a boxcar integrator (PAR model 162) whose gate width was adjusted
between 5 and 50 ns. The photomultiplier was coupled ac into the

boxcar and the output was traced on an X-Y recorder.

4, THE COHERENT OPTICAL RESONANCE (COR) EXPERIMENTS

We have observed, for the first time, the coherent ringing**
from a coherently prepared homogeneous packet that localizes the

optical excitation in solids. The experimental setup for COR is

* The single-mode spectrum was monitored with a Fabry-Perot
interferometer that is scanned to allow the observation of on-

resonance and off-resonance mode structure of the laser beam.

** The details of this solid state work will be published elsewhere.
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identical to IRD except we monitored the laser intensity in the forward
direction. Carefully mounted photodiodes were used in cambination
with filters to obtain the transients. These transients will appear

either as coherent absorption and emission, as in the optical nutation

(see fig. 2), or as beating with the incident beam, as in the free
induction decay (fig. 3) signal*. The output of the biased diode (with
constant voltage supply) was amplified and fed into either an
oscilloscope or the boxcar integrator. The laser power was measured
by a Spectra Physics power ne ter (model 401 B). Knowing the power
of the single mode and the beam diameter gave the radiation density

at the sample.

5. OPTICAL T, AND T, PROCESSES OF EXCITED STATES

Using the above techniques in this series of experiments and in
other experiments that will be published elsewhere, we are investigating
in a systematic way the optical T, and T, processes. The small,
intermediate, and large molecule limits, both at low pressures and
in the solid phase, are examined. The objectives are to obtain
information about the incoherent and coherent decays from this new

technique and to correlate them with the findings of the many

* Brewer and Gena.ck10

have reported recently the forward coherent
transients in iodine gas. Our results on the coherent decay are in
agreement with theirs. We should add that both Dr. Brewer's group
and our group are trying the transient coherent experiments on
different systems at the same time. So it is fair to say that there

is and will be considerable activity in this field.
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Figure 2

The boxcar output plots of the on-resonance and off-resonance emission
decay when the electro-optic switching pulse is on and off. Also shown
in this figure is the optical nutation of iodine at 0°C. The on-resonance
emission was taken at 14 MHz switching frequency while the nutation

was taken at 4 MHz.
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Figure 3

The free induction decay of iodine gas at 0°C coinciding with the leading
edge of the EOC pulse. The switching frequency is 5 MHz for the top
trace and 10 MHz for the bottom trace. Both transients were obtained
at 500 pW laser power. The singlet-to-triplet transition in resonance
with the laser field is Xlz'é - B3H0+u. (These data, obtained using

improved detectors, replace those shown in the original paper.)
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theoriesl"3 that already exist about the nature of primary excited

states.

We start with the prototype I, molecule where we expect a
"clean' excitation distribution and minimum vibronic scrambling.
Naturally we must consider the Doppler broadening of the transition
resonances (T¥). Another important system, which certainly is not
as simple electronically as iodine, is NO, on which decades of work
have already been spent to understand its spectroscopy.

The I, gas was excited at 5897.5 A and fig. 2 shows the decay
of the iodine on-resonance and off-resonance when the electro-optic
switch is modulating the laser beam. The gas pressure was controlled
by using different temperature baths at the cold finger. Typically,
30 mtorr was used. At this pressure the IRD was monitored while

monitoring the nutation. 10

We also checked the signal at liquid
nitrogen temperature and at room temperature and no decay was

observed.

5.1 Population Distribution of the Inhomogeneous Ensemble

Two sub-ensembles must be considered in treating the decay
and dephasing of the dipoles in the inhomogeneous ensemble. The
first group of molecules consists of those that were orginally
excited by the single mode cw laser. The degree of inversion after
long times {compared with relaxation times) can be obtained from
eq. (2). On-resonance and if the laser intensity is sufficiently
large, Ry ~0. Turning the pulse on with A >»1/T,, this group of

molecules will decay freely while a new group of molecules having
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R) = -1, Rg = Rg = 0 will be coherently driven. Hence, from eq. (2),
one expects the emission intensity, which monitors the diagonal
elements of the density matrix, to build up and decay. *

In the iodine case, the IRD fast decay constant was found to
be 0.23 us at 105 mtorr. Stern and Volmer16 have shown that the
total decay may be partitioned into a radiative part and another part
which measures the number of deactivating collisions. The latter
depends on the pressure of the gas and the molecular collision
diameter 0. Using our results we obtain a radiative lifetime of
7.5 X 107" s which is in excellent agreement with the results of

phase fluorometry1r7

done on I, gas. By lowering the gas pressure
(almost a collisionless gas), the decay time constant gets longer

as expected from simple radiationless decay theory. Currently we
are investigating the nature of the decay as a function of pressure

and laser frequency. This will enable us to establish the relationship
between the effective density of states** and the excess rovibronic
energy in 3 MHz or less intervals. Hence, the "sparse' intermediate

1imit!® (as opposed to the statistical or resonance limits) for the

coupling between the prepared state and the rovibronic continua can

*The extension of the formalism to multilevel systems will be

reported soon. 15

** The effective density of states here means the product of the
actual density of states times the off-diagonal matrix element
that connects the pfimary Born-Oppehheimer state with the

continuum.
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be clearly identified. The recurrence of the system during the decay
is also expected since 'our switching procedure is, perhaps, fast
enough to give the appropriate time resolution. As mentioned
before, the IRD experiments were also tried at 77 K and at room
temperature (where a very strong emission was seen) and no signal
was detected. ' |

For NO, the situation is different from iodine. The density of
vibrational ground states that are quasi—res‘onant with the excited
level is higher., Moreover, these nonlinear molecules undergo
relatively large geometrical changes when excited. This results
in a large vibrational Franck-Condon factor which makes the
vibronic coupling matrix elements rather large and hence a short
decay time is expected. At room temperature the Doppler width of
NO, near 4880 A is =1 GHz. In our experiments the laser excites
NO, at 5935.7 A where the absorption and fluorescencé (0.1 mtorr)

at low resolution is known. 19

The coherent decay at relatively high
pressure is very fast (<65 ns) and again disappears at low
temperatures. We hope to report soon on the complete study of NO,

decay characteristics at different pressures and excitation energies,

5.2 Coherent Pumping and the Optical Transition Moment

As we described before [see eq. (2)], in the rotating frame and
on-resonance the macroscopic moment will nutate optically at

Rabi's frequency. 20

Hence, if we know the transition rate for the
coherent pumping and the electric field strength at the sample we

can compute the transition moment quite easily:
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(b*E,/f) = oscillation frequency. (3)

Knowing the laser intensity and measuring the beam diameter in the
iodine cell gave E;, = 105 V/cm. These preliminary results therefore
give p = 0,05 debye for the resonance transition. To our knowledge
this is the first time that this quantity has been measured directly
for an electronic transition.

The coherent pumping rate on-resonance can also be used to
obtain information about the dipole dephasing processes. From the
results of iodine near 0° C, we obtained a pumping rate of 2.1 x 108 ¢/s
for the molecular packets that are driven on resonance. This value
gave a T, that predicts a free induction decay time constant of

~ (0.5 us since

Lompnr (45) + 157 @

This is-indeed in good agreement with our results (see fig. 3), thus
ensuring the self-consistency and showing that this simple technique
can be used for examining optical phase coherence and decay processes
in excited states.

The coherent ringing and the IRD of pentacene in p-terphenyl
clearly indicate that the dephasing of molecular dipoles depends on
the phonon population. This was evident from the disappearance
of the ringing (=65 ns) and the decay at high temperatures. We are
currently extending the technique to other systems in order to
investigate the nature of optical phase coherence in the delocalized

states of solids.
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OPTICAL DEPHASING OF SMALL AND LARGE MOLECULES:
COHERENT OSCILLATIONS OF EMITTING MOLECULES *

T. E. Orlowski, K. E. Jones and A. H. Zewail
Arthur Amos Noyes Laboratory of Chemical Physics **,
California Institute of Technology

Pasadena, California 91125

ABSTRACT

We describe the conditions under which large and small mole-
cules may undergo optical dephasing. The relationship between the
coherent preparation of excited states and the intramolecular and
intermolecular processes are discussed and related to the recent
measurements of optical T, and T,. Finally, we report on the obser-
vation of a coherent (oscillatory) transient on the spontaneous emission

of iodine gas.

*Chemical Physics Letters, 50, 45 (1977).
**Contribution No. 5585,
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1, INTRODUCTION

Recent experimentsl’ 2

have shown that the true molecular
eigenstates and the Born-Oppenheimer states of large* molecules
(pentacene) can be prepared if the system is excited by narrow or wide
band lasers that have well-defined coherence length. It was also found
that the optical dephasing time (optical T,) of the molecular eigenstates
in the solid (1.7 K) is almost three ordersof magnitude shorter than the
spontaneous decay time (optical T,;). This means that the random
phase distribution of the excitation (i.e., the analogue of the ergodic
limitT) is reached much before the system completes its spontaneous
decay. Now that we know which state is prepared, one would like to
ask the following general questions:
(1) Does dephasing of homogeneous states occur because of the inhomo-
geneity of the environment (intermolecular), or does it proceed by

intramolecular‘q"7

radiationless decay, or both?
(2) How does the preparation of excited states influence the observed
optical dephasing ?
In this paper we outline the different limits for optical dephasing
which depend on whether we prepare the true molecular eigenstates or

the Born-Oppenheimer states. It will also be shown that the optical

*],arge usually refers to molecules with more than 2 (or 3) atoms.
More precisely, it means that Iip /T > 1 where 7 is the decay time of
the zeroth order levels (density p) that are located at the energy of
the singlet level.

TFor an excellent review, see ref. 3.
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coherence can be monitored directly by monitoring the spontaneous
emission of the coherently prepared state. Emission detection of
optical coherence (nutation, photon echoes, etc.) can provide T,, T,
and the Rabi frequency (u - €/h). In this manner it is easy to dis-
tinguish between the coherent oscillations that are due to either the
coherent driving of the excited and ground states or to genuine intra-

molecular dephasing.

2. OPTICAL COHERENCE OF SMALL AND LARGE MOLECULES

Consider a molecule with a state |s) that carries most of the
oscillator strength from the ground state IO) , and that is imbedded in
a manifold of {4} states. The {£} states (triplet or hot singlet levels)
essentially do not couple radiatively to the ground state. If there
were no intramolecular interactions, Vgg the states, i, are character-
ized by TliAand T,i. These decay times represent the dephasing times
of the levels (T,'s) and the spontaneous decay times (T,'s) which con-
tain the radiative and nonradiative (say, the coupling to hot vibrational

levels of the ground state) contributions:

/1, = 110 & 1/7{r) 1/T, = 1/T,' + 1/T, . (1)

The total dephasing time contains both the pure dephasing term and the
spontaneous loss for the levels involved. Under these conditions, the
electric field of the laser (¢) couples with the transition moment of the
Born-Oppenheimer (BO) state, 1,5, thus recovering the classical

two-by~two Rabi limit:
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where p is the density matrix and lci Iz is the probability of finding
the system in state |i) . Note that the diagonal elements are the same

4,7

as those derived by the effective Hamiltonian method™ ° for isolated

molecules with no correlation among the decay channels, e.g.,

1. . :
E =es--2-1/Tf-%1/Tfr . : (3)

Therefore in this no coupling limit the system decays by T, and dephases
by T,’ of the ground and excited ensemble.
Turning Vgg OR produces the true eigenstates which diagonalize

the molecular Hamiltonian8:

b = %psl® + B O T . (4)

Now, if we prepareg"11

the y  states, we have the same situation as
before. The difference, however, will be the change in the transition
moment which is now smaller due to the dilution of g amongst the

effective {¢} manifold. Therefore, one expécts the Rabi frequency to

change to
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wgn)' = (@ gHos + Bgtiaf) - €/0 . (5)

The density matrix contains the information about all the levels involved

in the coupling and the exact time evolution of it is given by (1 = 1):
i0p/0t = [y + v(s|2) - p- ecoswt), p] -iR-p | (6)

where & is Redfield's superoperator12 and contains T, and T, terms.
The intermolecular dephasing of the true molecular eigenstates (TME)
can therefore be handled if we assume a large phonon reservoir in
solids2 or a large reservoir of optically inactive molecules in gases, 13
As pointed out before, the total rate of dephasing at any temperature T

in a solid is given by2

_1 1 1 yii
Tiotal(T) = 3 (m ¥ T;;)T t R p?p, np(p)
X |[{m, p'|T|m, ) - <0, 0’| T]0,p) | 6(E,-E) (7)

where |0) and |m) are the two states involved and the T, terms have a
temperature dependence similar to the T, terms. This expression
which contains the T matrix and the phonon temperature function, n,
brings a subtle point about the dephasing of Im) states by the phonons
p, p’. If the two levels pumped by the laser have the same scattering
amplitude, no loss of coherence is expected by any phase interruption
mechanism; only the spontaneous decay will destroy the correlation of
the excited ensemble. This implies that electronic dephasing will be

faster than IR dephasing and that pure singlet states might have differ-
ent dephasing rates from those of pure triplet states.
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To relate the dephasing of these TME to the original BO states,
one uses eq. (7) and the properties of & 1 5 between the final and
b
initial states. For example, armed by eq. (7) and using eqs. (4) and

(6), one concludes that the intermolecular T, dephasing rate is:*

R
Ty TME T, BO (Em-ES)2 + (‘FV:;QPi)Z'F VZQ

Eq. (8),which contains the intramolecular density of states p;, gives a
Lorentzian distribution for the decay of TME. It is interesting to note
that the radiative decay of TME also scales by the same mechanism
[see eq. (5)]. Similarly, one obtains expressions for T, which con-
tains the cross terms of @ and B.

The preparation of the BO state by broad band excitation’ 2
results in an additional channel for the loss of optical coherence, This

is because

2 2 -iE t/ﬁ 2
(516018 | = [Z (m]s) | e I 9)

*In deriving this equation, we have assumed equal level spacing and that
the phonon-induced relaxation in the triplet manifold is slower than in
the singlet. This is because the energy gap between the excited
singlet and triplet states is much smaller than the excitation energy.
With this sparse level structure, phonons with a certain frequency
spectrum are needed in order “*- open the vibrational relaxation chan-

nels. This, of course, migh® ' be the case in many systems,

nevertheless eqs. (7) and - 4 out that the relationship between T,

and T, of the BO and TME - can be obtained using this information.
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where G is the molecular propagator; exp(-iffcmt). At short times the

Fourier integral will therefore give:
~27v2 p.t
2

(sleu®s) [ = e 88 (10)
which is the intramolecular decay that destroys the optical coherence
of the BO state that is in quasi-resonance with many states. At longer
time the system decays by the radiative lifetime of the state and
exhibits oscillations when considering the radiation field in and the
Fourier sum of eq. (9). Note that the oscillations depend on the phase
angle between |m) and |m') states. The conclusion of this section
indicates therefore that the narrow and wide band excitation of molecules

1,2 16

in condensed phases and in beams14’ 15 distinguishes

the different

dephasing processes described above.

3. EXPERIMENTAL

Single modes of a tunable dye laser were used for the high-
resolution (better than one part in 10° ) excitation. The incoherent |
resonance decay (IRD) observed at right-angles to the exciting beam was
detected by using a combination of lenses, spectrometer and a photo-
multiplier, whose output was processed to improve the signal-to-noise
ratio. The laser was tuned into or out of resonance by an electro-

optical switch, 17> 18

One pulse and three pulse trains were used to
obtain the direct spontaneous decay and the spontaneously detected
photon-echo. The details can be found in refs. 18 and 19. The results
reported here were obtained from I, gas at different préssures, and
compared with previous experimental results done on pentacene in p-

terphenyl at low temperatures.
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4, EMISSION DETECTION OF OPTICAL COHERENCE!Ss 19

To measure optical dephasing, one must know T, and T, of the
excited ensemble. These relaxation times can be obtained utilizing the
optical analogue of coherent NMR spectroscopy. In these experiments,
the system is subjected to an intense pulse which forms the coherent
superposition of the ground and excited states. The state then decays
depending on T, and T,. This was first done by Hartmann's group ‘who
observed photon echoes from ruby at low temperatures. 20 The echo

which ""rides" on a large laser signal is difficult to isolate. Hartmann's

21 22

pulse sequence was also applied to ionic™" and molecular®® systems to

17

obtain T,. CW laser excitation” " has eliminated some of these prob-

lems and resulted in the observation of coherent transients in gases,”’ 18

soligs2d 24 14,15

and molecular beams, In all these experiments, one
monitors the coherent forward signal on the top of the laser.

Recently, we have observed18 photon echoes on the spontaneous
emission of molecules. The system is subjected to three pulses rather
than two such that when the echo is formed molecules are burned (into
the ground state) leaving a hole in the emission of specific vibrational
origin, The three-pulse technique detects as few as 10° molecules
and does not make demands on the optical quality of the material. The
decay of the echo monitored using the diagonal elements of the density
matrix (pii) gives T, directly. The one-pulse emission, which is also
given by Py gives T, of the upper level. However, because the laser
is switched into a new group of molecules, the population is driven

coherently at the Rabi frequency. This is demonstrated experi-

mentally in figs. 1 and 2 for iodine. Therefore, using the IRD
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Figure 1

Top: The observed IRD signal for I, at 12 mtorr. The single-mode
laser power at 5897.5 A was 35 mW and the electro-optic switching
frequency was 18 MHz. Bottom: A least squares computer fit for

the IRD signal. The fit is excellent and gives a decay time (T,) of
1.20 + 0.02 pus.
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Figure 2

An expanded plot of the IRD signal at short times. The data points
clearly show an oscillation pattern while the solid line is the least
squares fit for the observed decay. Insert: An enlarged view of
the difference spectrum obtained by computer subtraction of the
actual data points from the corresponding computer fit (T,) values.

The oscillation frequency is 16.5 + 1.5 MHz and the damping time
is 0.44 + 0.06 pus.
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technique one can measure p - €, the spontaneous decay (T,) and optical
dephasing (T,) of the transition.
The solution.14’ 15, 25, 26 for eq. (6) including the spontaneous

decay (T, # T,) gives:

T,T,(u - €)* .
® = -3 '——i‘i—f)—- [(cos Qt+ %Tﬂ) e't/T - e-t/T1 - l:l

1+ T,Ty(pe€)’
1 1Y
-4

Q =|:(u‘€)2-

- 4k 4 (11)

pee

Al
N

= O

which indicates that in addition to the usual T, decay, one expects the
emission to exhibit a damped oscillatory function that is nutating at the
frequency 2, on resonance. This expression is derived for the cases
where the ground state relaxes with the same 1/T, rate as the excited
state, a situation that describes the iodine systeml'7 in these low pres-

sure experiments.

5. COHERENT OSCILLATIONS OF EMITTING MOLECULES

Two distinct kinds of beats are expected on the decay of mole-
cules, The first kind is a genuine inframolecular beating among the
molecular levels. As discussed before, this is expected in large
molecules when the laser excitation prepares the BO state. In

pentacene, however, the IRD did not exhibit this prediction perhaps

due to the limited time resolution (x5 ns) of our apparatus. Currently
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we are investigating this process using picosecond pulses. The second
kind of coherent oscillation on the emission is due to the optical nutation
of a homogeneous packet.

Fig. 1 depicts the decay of iodine at 12 mtorr. Shown in this
figure is the computer fit for all the data points. The match is excellent
and gives T, = 1.20 £ 0.02 us. The decay is due to the true molecular
eigenstates which have the Rabi frequency of eq. (5). It is also different
from the decay that has Zeeman quantum beats due to hyperfine

coupline, 21

Fig. 2 depicts the short-time region of the decay together
with a computer plot for the theoretical curve of p ce’ The procedure is
as follows. The entire experimental curve was fed into the computer
to give the best T, fit‘. The computer then subtracted the T, curve from
the experimental points to give the beat pattern shown in the insert.

This pattern gives both the decay of the coherent oscillations and the

beating frequency:

© = 16.5+ 1.5 MHz, T = 0.44 £ 0.06 us . (12)

These results, when compared with the dephasing time (0.55 us)

obtained from the photon echo experiments, 18

indicate that the decay is
not totally due to dephasing* and that the oscillation frequency is in

excellent agreement with that observed in the nutation of the forward

*In ref. 15 we pointed out the reason behind the mismatch between the
value of this decay and that of 3(1/T, + 1/T,). Basically, the inhomo-
geneity of the laser and the Doppler averaging are the sources of the
inhomogeneous decay which is faster than the intrinsic decay of the

coherently excited two level system.
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direction at the same laser power density. Moreover, these oscilla-
tions describe the true molecular eigenstates and are not due to intra-

molecular radiationless processes.

6. CONCLUSIONS

This paper emphasizes the different mechanisms for optical
dephasing in large and small molecules. Connections with radiationless
transition theory were made to describe the relationship between
excited stéte preparation and observed coherent effects. Finally, we
reported on the observation of a coherent (oscillatory) transient on the
emission of molecular iodine in the gas phase. We bd ieve that these
techniques of spontaneously detected coherent optical transients will be
useful in probing electronic relaxation processes, and in learning about

the origin of energy randomization (dephasing) in molecules.
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SPONTANEOUSLY DETECTED PHOTON ECHOES IN EXCITED
MOLECULAR ENSEMBLES: A PROBE PULSE LASER
TECHNIQUE FOR THE DETECTION OF OPTICAL COHERENCE
OF INHOMOGENEOUSLY BROADENED
ELECTRONIC TRANSITIONS
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ABSTRACT
We present a simple and versatile laser technique for the
detection of photon echoes in molecular excited ensembles. The

method utilizes two optical pulses followed by a third probe pulse

which converts the optical polarization induced by the laser into a
change in excited population that gives rise to spontaneous emission.

This way the photon echo burns the spontaneous emission and does not

ride on the top of a large laser signal. The observation thus allows one
to untangle the inhomogeneous electronic transitions by monitoring the
emission into any vibrational level. The technique is capable of

measuring as few as 106 molecules and should be applicable to a wide
variety of problems in gases and solids that echo on the nanosecond

(or perhaps picosecond) time scale,

TChemical Physics Letters, 48, 256 (1977).
TTContribution No. 5509.
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1. INTRODUCTION

The discoveryl of photon echoes, the optical analogue of spin
echoes, 2 has shown that in an inhomogeneous two-level ensemble it is
possible to refocus thé electric dipole moment that is created by a
burst of light capable of tilting the moment ninety degrees into the xy
plane of the rotating frame. This is an extremely powerful method for
the untangling of inhomogeneous electronic resonances since the photon
echo decay time (T,) provides the homogeneous width directly. The
conventional detection of the echo following the two pulse (7/2 and m)
excitation is not that simple, however, because the echo 'rides' on
the top of an intense light pulse that can overload the detector.
Furthermore, the laser beam must traverse optically clear samples,

a situation that is not usually encountered especially in studying solid
state systems. A

In this letter we wish to report on the first observation of
photon echoes using a probe pulse technique that is capable of monitoring
the in-plane refocusing of the microscopic moments as light emission

at right angles to the exciting laser beam. The method utilizes three

pulses (7/2, 7,7 /2) rather than two (7/2,7), and exploits the
spontaneous emission (not absorption) which can usually be obtained
from electronically excited systems in a straightforward manner.
The third pulse simply tilts the formed echo from the xy plane to the
z-axis. This 7 /2 tilting is similar to that done in the detection of
spin echoes in excited states.® The photon echo of the optically

pumped two levels can therefore be monitored by detecting the excited

state population (diagonal element of the density ma trix) which emits
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photons in proportion to the magnitude of the echo. The technique offers
several advantages. First, the echo can be obtained easily since the
total spontaneous emission at right angles to the exciting beam is
detected on no background exciting radiation. Because of this high
sensitivity, as few as 10° molecules can be detected. Second, the
technique provides an easy way for detecting the optical coherence
(i.e., dephasing and spontaneous processes) in excited ensembles
without demands on the "quality" of the material (e.g., solids that

do not have good optical properties at low temperatures). Third,

this three-pulse photon echo method together with the incoherent
resonance decay4 (IRD) method, which utilizes only the first 7/2 pulse,
give both optical T, (radiative and nonradiative) and T, (dephasing due
to scattering processes) of excited ensembles directly. Finally,
photon echoes can now be detected on a given vibronic band of the
molecular spectra by monitoring the spontaneous emission which is

made sensitive to the laser~-induced polarization by the probe pulse.

2, EXPERIMENTAL

Three linearly polarized optical pulses were obtained by
driving an intracavity electro-optic crystal (AD*P; dispersion 0.6 MHz/V)
with a 7 /2,7 ,7m/2 sequence of voltage pulses. The electro-optic
element moolulates5 the frequency of the single mode of the tunable
dye laser according to the voltage applied, without introducing cavity
transients. 6 An intracavity cw laser switching technique7 was

introduced recently to observe the coherent transients in iodine gas.

The method has proven powerful in observing the free induction decay,
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photon echoes, and the optical nutation of iodine, 7 the incoherent
resonance decay of gases and solids,4 the optical nutation of molecular

4,8 the free induction decay of ionic crystals, 9 and free

solids,
induction decay and IRD in collisionless molecular beams. 10 Our
probe pulse technique reported here on iodine gas is done by switching
a three pulse train between the homogeneous packets of the Doppler
envelope (ca, 400 MHz) using the electro-optic crystal,

The modulated laser beam traverses the iodine cell which has
two optical windows at the Brewster angle. The absorption of the
forward direction was continuously displayed on an oscilloscope using
a p-i-n photodiode while the emission at right angles was monitored by
an electrostatically and magnetically shielded photomultiplier
(EMI 9558). This is done in order to compare the photon echo decay
using the "forward' and 'right angle" methods. In all of these
experiments, the frequency of the transition at 16951.6 ecm™* was
monitored using a high resolution spectrometer. The single mode
spectrum was seen using a Fabry-Perot interferometer, and its
power was measured using a thermopile (Scientech Model 360001).
Because the beam has an excellent transverse gaussian profile
(measured fwhm = 0. 05 cm), the incident power density used in

these experiments was up to 18 W/cm”>. -

3. THEORY

Inhomogeneously broadened electronic transitions contain
information about both intra- and intermolecular processes. The

question of course is how to find and untangle these resonances by
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simple optical methods that give both the spontaneous decay and the
collision induced dephasing caused by the elastic and inelastic
Scatterings in gases or solids. In contrast to conventional techniques,
the field of nonlinear optical spectroscopy is indeed capable of
loca.ting11 very weak transitions and time resolving4’ 7-10 {105
radiative and nonradiative processes in selectively excited levels. The
photon echo decay provides the total dephasing time (T,) while the
incoherent resonance decay gives the optical T; directly.

In what follows, we shall discuss the theoretical development
necessary to describe the detection of photon echoes with a probe
pulse. Although the third pulse makes the physics different, the

mathematical approach is that of photon echo theory1

2

which closely
resembles the conventional theory of spin echoes.
The description of the echo is simple. For a selective laser
excitation between the |g) and excited vibronic level lv) only‘ the two-
level polarization and the population difference need to be considered
in describing the coherent coupling. The total wavefunction and dipole

matrix element of the system can be written as follows:

-iw _t -iw_t
¥, th =ale & |9, +ble V¥ () (1)
+iAwt
(uy = uaba(t)b*(t)e +c.cC. (2)

where w g= Eg/ﬁ and Awt is the transition frequency. The cross

terms are saying that there is finite polarization induced by the laser

even between states of no permanent dipole moment. The response of

the system to the first 7/2 pulse turned on at t = 0 is to form a
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coherent superposition of the ground and vibronic levels which result

in a large dipole moment:

1 -
|4 (x,0p = E‘_Wg(r» +ilg, @] (3)

Following the 7 pulse which occurs at say t = 7, the wavefunction of

the system becomes

i

1 -in'r - wg'r |
[9(r,7) = ol [e [9g(e)) + e |9, ()] (4)

Now that we reversed the phases, the system continues to develop with

the initial characteristics of eq. (1) so that at any time 7/, the wave-
function becomes:
1 -iw_ 7 -iw T’ iw 7 -iw_71/

ey =ele Ve ® |¢g(r)>+e— e ¥ |y, @n] 6)

This state gives an oscillating polarization (see eq. (2)) which has a
maximum value when 7=7’ (the echo!) in the transition resonance is
inhomogeneous due to Doppler broadening in gases or crystal field
effects in solids. The beauty of the echo technique is that the
functionality of the decay is independent of these inhomogeneous
effects. To give a clear geometrical picture of what happens, let us
say that when the system is in the ground state, before turning the
7/2 pulse on, the 2-level molecules will each contribute a vector
lying along the -z-axis. In the Feynman-Vernon-Hellworth picture12

applied to "thin" samples, 13

this means that R, (the population
difference which is bb*-aa* of eq. (1)) is -1. The 7 /2 pulse will then

tilt these "packets'" into the xy plane, thus producing the coherent
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state (or the super-radiant state14) described before in eq. (3) using
the Schrodinger picture and assuming intense short pulses. Due to the
inhomogeneity of the ensemble the system dephases and then rephases
after the 7 pulse. After waiting for the same time it took the system
to dephase the echo will be formed since all the packets will be in-phase
again. Doing the experiment as a function of waiting period will give
the decay of the homogeneous system which is the optical T,.
Physically, the probe pulse technique changes the formed echo
vector from the xy plane into a vector on the z-axis which, as
mentioned before, is proportional to the population difference. It is
precisely this action that leads into the detection of the echo by burning
the spontaneous emission following the time reversal in the xy plane.
Theoretically one must consider the propagation of the polarization as
the third probe pulse scans the echo. Defining the duration of the
first m/2 pulse as 0 to t, and the 7 pulse as t, to t;, the population
difference and the laser induced polarization (R,, R, and R, in FVH

picture) can be written as:
R{t) = (Ets(E) (532(7) (321(D) (510 (m/2) R(0) (6)

where the operation starts with the # /2 propagator from time 0 to time
t;. All these operations are 3 X 3 matrices which describe the pulses,
the decay (D) and the echo formation (E) as the polarization evolves in
time. Notice the probe pulse will operate on the net component of the
polarization to produce R,; which is related to the population N and the

radiative decay of the system.
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Because we are switching the laser between two sub-ensembles,
the echo shape as a function of the separation 7, between the 7 and
probe pulses can be obtained from eq. (6), since every propagator has
different boundary conditions. As usual we assume that t;,, t,,;,
tp ro. & T,, T,, and that the molecules that contribute to the forma tion
of the echo see only 7/2 and 7 pulses. 15 Since the laser pumps a

fraction of the inhomogeneous resonance at Wi, the echo shape signal

is simply given by
- 172'7'1 | /o -(7y + '71)/T2

S(A, 1, T,) =Ae e cos A(r, - 7,) (7)
where A is the off-resonance frequency and ¢ is the echo width in time
fora Lorentzian distribution of molecules that are excited by the laser.
The constant A is determined by the inhomogeneous resonance shape.
This result resembles that obtained for the field created by a
polarization in free induction decay theory. 16 One notes that (a)
beating at frequency A is expected, (b) the maximum of the echo is
at 7, = 1,, (c) the echo shape is essentially a modulated envelope since
T, > o, and (d) the decay of the normalized photon echo signal is

independent of the more rapid inhomogeneous dephasing encountered

in free induction decay, i.e.,

E(r, =5 =7)=e /T2 (8)

4., RESULTS AND DISCUSSION

Fig. 1 depicts the spontaneously detected photon echo in iodine

as the probe pulse is swept through the echo position at 7, = 7, = 180 ns.

As predicted by eq. (7), the beat pattern is clearly seen. At longer
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Figure 1

Spontaneously detected photon echo in iodine at 10 mtorr pressure using
a three-pulse sequence. Here, 7, = 180 ns and T, was scanned to locate
the echo. Note the maximum amplitude is at 7, = 180 ns where the photon
echo burns the spontaneous emission. The switching frequency was
determined from the free induction decay monitored in the forward
direction. The insert is a least squares fit of the amplitude of the photon
echo (at 7, = 7,) as a function of pulse separation. Note that the echo
occurs at 7, that is not delayed from 7, by t,/2 as in the forward echo

case of fig. 2 (see text).
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Figure 2

(a) The photon echo in iodine monitored in the forward direction using a
two-pulse sequence, 7 Note the absence of the echo when the 7/2 pulse

is eliminated. (b) The three-pulse incoherent resonance decay monitored
at 90° to the exciting laser beam. (c) The photon echo decay in the
"forward" direction. It should be mentioned that the traces in this figure

are raw data.
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times 7 and large A, up to eight oscillations have been observed.

The decay of the echo follows eq. (8) (see fig. 1) and at 10 mtorr
gas pressure we found that T, = 500 £50 ns. The time resolved
three-pulse IRD together with the photon echo observed in the
forward direction by only two puises is shown in fig. 2. The
decay of the "forward' echo gives T, which is in agreement

with previous work7 and with the probe pulse results. * Because
the laser is pumping two levels (excited, e, and ground, g) T,

is the sum of the pure phase interruptions (1/T’,) and the

spontaneous decay terms, i.e.,

1 1 . 1 1
— = — i (—+—)
T, Ty T Ty

Using one pulse the IRD gives T,, =1.08 us at 10 mtorr
for the transition which has a dipole of ca. 0.05 D.4 Recent
molecular beam and bulb resultslo indicate that in the
collisionless regime T,;g =1.24 us. Since the ground state

radiative decay rate is essentially zero the echo decay is

* The decay of the echo in the forward direction at this pressure
gives T, = 0.6 + 0.1 pus which compares with that obtained
from the IRD. The relatively large error in these results is

caused by the choice of the base line which is sensitive to the

heat pattern of the echo.

(9)
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given by*

1 1 1 1
= 3 + 10
(T_z_)echo Teoll 2 T e(r) (10

1

-]
Teoll = Yeoll ™

rq t %(y{‘;’ + -yig). Therefore the radiative and nonradiative

where the rate of collision-induced decay is simply

broadenings of the homogeneous resonance (XIE; — B31‘10+ ) in
u

iodine are 128 kHz and 451 kHz, respectively. This total homogeneous
width of 579 kHz is much smaller than the ca. 400 MHz inhomogeneous

width which corresponds to a dephasing time of 796 ps. Furthermore,
if we assume that at this low pressure the excited state nonradiative
decay due to quantum jumps into radiative levels is small and that the
ground state nonradiative decay time is relatively long, one concludes
that the broadening due to pure dephasing and nonradiative processes
is 413 kHz and 38 kHz, respectively. This means that 71% of the
width is due to dephasing. Note that the echo measurements of T, should
not be sensitive to effects due to power broadening as in CW frequency
scan techniques. The overall elastic scattering which leads to phase
interruptions is determined by the microscopic anisotropy of the
scattering events in the ground and excited states. On the other hand,

the inelastic loss is due to collision-induced radiationless deactivation.

*The spontaneous radiative decay of the v = 2 rovibronic level into
other levels is much smaller than that of the electronic level at
16951.6 cm™" because in the optical region the density of states

in the radiation field is much higher.
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As expected, therefore, the echo amplitude must decrease when the
gas pressure increases, as confirmed experimentally* by the three-
pulse echo (see fig. 1).

The echo position in all our measurements is in good agreement
(to within =~ 3%) with the predicted value**, The duration of the echo
o is also consistent with the theory. Several features of the echo are
noteworthy. First, we have demonstrated that the echo disappears
when the probe pulse is not in the train. This is because the detector
at right-angles to the laser beam cannot see the in-plane polarization.
Second, the echo amplitude decreases when the pulse width and/or
the optical field E; is changed from optimum values. This is due to
the change in the areas of the 7/2 and 7 pulses which is given by
(2n/f) 7 E, dt. Finally, the quantum beats seen on the echo shape,
as predicted by eq. (7), follow the beats of the free induction decay
that we observed in the forward direction of the laser. This beating
among the packets (which may or may not have hyperfine sub-structure)
Suggests that the technique can be used to obtain optical Fourier

transform spectroscopy in excited states, since the different subgroups

* The echo amplitude was decreased by approximately a factor of
3 when the pressure in the cell increased by a factor of 3.

** Because the off-resonant packets have their effective field
(FVH picture) tilted from that of the on-resonance packet, one
can show that the delay caused by the first #/2 is cancelled
by the last 7 /2 pulse. Thus the echo does not occur at

b4ty -ty + (xt,/9). 17
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after the first 7/2 pulse will essentially go in and out of phase with
each other (in the xy plane) at a rate determined by the difference in
Larmor frequencies.

Finally, a wide variety of experiments using this spontaneous
detection of photon echoes are now in progress. These include forced
transitory precession, rotary echoes and multiple pulse trains which
will be valuable in resolving intra~ and intermolecular radiationless
processes that may or may not care about phase coherence. The
technique will obviously be extended to solids which echo on the
nanosecond time scale. Furthermore, we believe that the method
is extremely powerful for observing coherent transients on the pico-
second time scale. We are currently investigating the feasibility

of the measurement using tunable picosecond lasers. 19
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HIGH-RESOLUTION TIME RESOLVED SPECTROSCOPY OF
COLLISIONLESS MOLECULAR BEAMS: -
OPTICAL T, AND T,}

A. H. Zewail, T. E, Orlowski, R. R. Shah and K. E. Jones
Arthur Amos Noyes Laboratory of Chemical Physicsu,
California Institute of Technology, Pasadena, California 91125

ABSTRACT

We report on the observation of the coherent and incoherent
transients of collisionléss molecular beams using single-mode laser
spectroscopy. The technique offers a resolution of one part in 10%,
and resolves the spectra on the time scale of nanoseconds. The |
method is demonstrated on an effusive beam of iodine. Since the
beam is collisionless the optical dephasing of the selectively excited
(10™ ¢m™") molecular packet can be directly related to the zero-
pressure optical T, obtained from the Stern-Volmer relationship
of iodine gas in a bulb. Finally, the cross se ction for the radiationless
and radiative deactivation are reported and related to the free-

induction decay (FID) of the coherently excited molecular beam.

IChemical Physics Letters, 49, 520 (1977).
uContribution Number 5500.
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1. INTRODUCTION

Molecules that are driven by an intense laser field undergo the
well-known Rabi oscillations. This means that the system visits the
ground and the excited state at a frequency determined by the dipole
moment (1) of the transition and the electric field amplitude éf the
laser (E;). Damping of this coherent transient depends on both the
optical spontaneous (T;) and the dephasing (T,) processes.

These optical relaxation rates, T, and T,, are macroscopic

and represent the contribution of many different effects such as the

1

natural broadening due to the finite lifetime of the state,” the

Lorentz2 broadening due to collisions in mixed ensembles, the
Holtsmark3 broadening due to collisions among the molecules of

the same kind and finally the broadening due to collisions with ions
and electrons (Stark effect). In addition to the homogeneous processes
which are caused by hard and/or soft collisions, one must consider
two effects that contribute to the measurement of ensemble coherence,
the laser coherence and the inhomogeneous Doppler effect.

Molecular beam techniques,4 -10

on the other hand, eliminate
many of the broadening mechanisms described above. Specifically,
the pressure broadening and the pressure induced energy shifts are
absent in collisionless molecular beams. This means that the

destruction of optical phase coherence in beams will result only from

the spontaneous decay of the system and the intramolecular processes

that cause phase interuptions. However, Doppler dephasing in beams,

which is not as large as in bulbs, is still finite especially in nozzle
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i
2

jet sources. The Doppler width in the bulb Ay [ = 23 (2In2kT/mc?)

is reduced in an effusive beam to

ov=va

(1)

<l

where dv is the residual Doppler broadening and v is the average
velocity of the beam. The angular aperature o depends on the
geometry of the beam apparatus (collimation ratio, etc.).

Conventional laser excitation of the Doppler components in the
beam yields the spontaneous decay rates but not the rates for the
loss of phase coherence. Furthermore, iny "large molecule"
spectroscopy the prepara.tion11 of excited states and the laser
coherence are very impbrtant in determining the decay characteristics
of the state, In fact, the high resolution and low resolution excitation
of pentacene gave totally different emission rates to the ground state.
Thus, in order to separate the intra- and intermolecular decay
channels, one would like to investigate the decay behavior of
collisionless beams by (a) preparing the true eigenstates and not a
mixture, and (b) examining the optical coherence of the molecular
beam.

In this paper we will present a method for obtaining the high-
resolution time resolved spectra of molecular beams using single
mode laser excitation. Because of the sensitivity of the technique,
we were able to observe, for the first time, the optical free
induction decay in molecular beams. The time-resolved spectra

(nanoseconds) which manifest the optical coherence and the

incoherent decay can be obtained following the selective (one part |
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in 10®) excitation by the laser. We demonstrate the method on an
effusive beam of iodine and compare the results with the decay in the
bulb which gives the cross section for the radiationless quenching of
excited states, Furthermore, it will be shown that the phase
coherence and the spontaneous decay times are related because the

beam is collisionless.

2. OPTICAL COHERENCE OF MOLECULAR BEAMS

Consider a two level system of a molecular packet in a beam.
The state |a) and the excited state |b)are coupled by the laser to

form the following coherent superposition of states:
e-iwat | e-iwbt

P (t) =c, la) + ¢, b (2)
The time evolution of the electron density is therefore infinite and
only depends on the energy difference between the ground and the
excited states E; /i = w,. The two relaxation rates (T, and T,) are
usually added to the formalism by (a) using the Weisskopf—Wignerl‘?'
approximation for the damping of the diagonal elements of the
d ensity matrix (population density), and (b) incorporating the
dephasing processes T, as a frequency fluctuating term on the
off-diagonal elements of the density matrix p. In what follows
we will use the rotating wave approximation and the Feynman-
Vernon-Hellworth (FVH)'3 picture which defines the following

vector in terms of the elements of p:
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T pba + pab
£ = rZ = i(pba - pab) (3)
Is Pob ~ Paa

The compon"ent r; is the population difference between the two levels
while r, and r, are the components of the laser induced polarization in
the medium. Considering "thin" samples where the propagation

effects are negligible, the time evolution of p is given by [0 =1]
iggp = [ - - Eycos wt), pl-1&- p @)

where ® is the relaxation super-operator (Redfield's relaxation
matrix), 14 and w is the frequency of the laser.

In a collisionless molecular beam, T, = 2T, for any specific
laser excitation. With the optical resolution we have with the single-

15 In the beam we

mode of the laser, eq. (4) can easily be solved.
assume that the ground state feeding rate and the excited state loss
rate are equal when the ground state is fed by direct spontaneous
decay or by new molecules entering the laser beam with certain

velocities. Furthermore, we assume that the equilibrium population

value for the |b) level is zero. This is certainly the case in the optical

frequency range since the thermal population of lb) is negligible.
The method we describe in this paper monitors two sub-

ensembles, a,B; those which are on-resonance with the laser field,
i.e., w = wy, and those which are off-resonance, i.e., w - wy > 1/T,.
Therefore, using eq. (4), the complete solution for the density matrix
of both a and B is:
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QT

ppy, (8) + Pl ) = - <cos Qt + i}‘gt-@@) e /T _ e=t/Ti _ 1] (5)

1+ 2 °12
where T =§- T,and Q' = (1 - E;), and Q@ =[Q"° - %Tz'z]% on resonance.
The above results indicate that the emissibri decay of the beam will
give the natural width of the fesonance and also the dipole moment of
the transition., The modulation depth of the decay, however, does

not only depend on £ but also on the averaging16 over the inhomo-
geneity of the laser and the Doppler spread as in the case of optical
nutation. It should be added that the boundary conditions invoked in
deriving eq. (5) are r, =-1, ry =r.° =0 for the sub-ensemble that
is unexcited (off-resonance), while the pumped sub-ensemble has

the steady state value of r.

7

3. THE IRD METHOD!' IN BEAMS AND BULBS

The coherent transients of I, molecules in a bulb were recently
observed by the laser switching method. 18 The technique allows one

to detect the optical transients in the forward direction of the laser

beam. This resulted in the first observation of optical nutation®’? 19

20

and the free induction decay”" in solids. The incoherent resonance

decay method is different, The IRD technique17

monitors the
emission at right angles (not absorption) to the exciting laser beam
whose single-mode frequency can be tuned on or off-resonance with
the homogeneous packet of the excited ensemble. This way one
obtains T, and T, directly. 20
The tunable dye laser excites the beam molecules at right

angles to the generation axis. The beam is effusive with an average
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velocity of 1.6 x 10 cm/s. The intracavity electro-opticl

switching of the laser single mode (6 MHz) is done by an AD*P
crystal. When the laser is on resdnance a steady state emission is
observed. Switching the laser off-resonance gives the absorption

of the newly driven molecules and the decay of the now off-resonant
molecules. The emission and absorption of the beam following the
laser switching is monitored by an electrostatically shielded photo-
multiplier and a photodiode, respectively. The output signal is then
processed to improve the signal-to-noise ratio. For more details
see refs, 17,22. Typical results are shown for the I, beam and bulb

in figs. 1-3.

3.1 Bulb Experiments

In these experiments the clean iodine bulb with greaseless
teflon stopcocks is evacuated to 3 x 107° torr. . The cell is heated to
100° C for twelve hours to drive off water and adsorbed gases from
the cell walls. Mallinckrodt analytical reagent grade I, is then
distilled into the cell cold finger which is cooled in an ice bath.
After one hour the distillation arm is sealed off and the cell cold
finger is then cooled to -78° C in a dry ice acetone bath. Finally,
the cell is evacuated to 3 X 10™° torr and sealed off from the vacuum
manifold. The pressure is regulated by controlling the temperai:ure

of the side arm of the bulb. The above treatment is carried out to
| avoid contamination which causes unwanted quenching of iodine and
results in a shorter IRD, 17

The IRD in the bulb is analyzed at each temperature. The

results shown in fig. 1 give the standard deviation of the least
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Figure 1

The resonance decay and optical free induction decay of the coherently
excited I, beam. The top two traces were taken with an electro-optic
voltage of 50 and 0,2. The bottom trace was taken when the laser was
off-resonance with the beam. The background pressure during all
these measurements was 3 X 10™° torr. The insert ih this figure shows
the optical free induction decay signal. As expected, the beat signals
which disappeared in the absence of I, follow the electro-optic switching
frequency. Of course, the signal disappears when the laser is blocked.
- The least squares fitting of all the data points gave a single exponential
whose time constant is determined by T, and the Rabi frequency. The
Rabi frequency in the beam was computed by measuring the nutation
frequency of the bulb and scaling it by the square root of the power

density ratio (beam-to-bulb).
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Figure 2

Stern-Volmer plot of the incoherent resonance decay in an iodine bulb.
The least squares fit at each reported pressure gives the standard
deviation (error bars). The value of T, at zero pressure was obtained

after least squares fitting of all the data points,
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Figure 3

The transient decay of iodine in a molecular beam. The reported decay
constant is obtained by least square fitting the data points of the entire
wave form., Comparison of this result with the bulb result indicates

’

that the beam is collisionless in nature. It should be mentioned, however

that soft collisions might not influence T, but change T,.
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squares fit at each pressure, and show that

& (usec™) = 0.775 + 0.029) + (0.0158 + 0.0004)P (6)
1

where P is in millitorr. Two observations can be made from these
results. First, the natural radiative decay time of the selectively excited
state is 1.29 + 0.5 s which gives a homogeneous linewidth of 123 +

5 kHz. Secondly, the quenching cross section for the pressure induced
broadening is 0® = 70 + 2 A®. Knowing the exact radiative lifetime from
the Stern-Volmer plot and the beam experiments, we concluded that Q’
(specific quenching rate times the radiation' lifetime) is 3.6 % 10°
liter/mole. This means that the collision efficiency is 1.1 considering

the long-range energy correction to the hard sphere cross section of the

Lennard-Jones potential.

3.2 Beam Experiments

The transient following the electro-optic switching of the laser
out of the transition frequency of the beam is shown in fig. 1, The
IRD signal is not seen when the switching frequency is below 0.3 MHz
which is close to the width of the homogeneous resonance. Fig. 1
also depicts the absence of the signal when the laser is off-resonance,
The on- and off-resonance conditions are also checked by observing
the emission of I, in the bulb,

Since u-E, (laser power is up to 100 mW) is much larger than
T, eq. (5) predicts a fast build up for the absorption which reaches
the saturation limit, and a decay determined by T,. The coherent

oscillation seen23 on the IRD of clean iodine samples is not observed

in the beam because the depth of these oscillations is very small (due
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to the power and Doppler averaging) and a high S/N waveform is
therefore needed. As in the optical nutation, the averaging of eq. (4)
must be taken into consideration. To illustrate the point we solve
this equation analytically for the case of T, =T, = T. Knowing that
our laser beam has an excellent transverse gaussian profile, i.e.,
E, (R) = €, exp(-R?/w), the averaged diagonal elements of |b) in the

beam are given by:

(P, (&, Eq (B)) + (¢, B (R) g =

sin x,t  sin x,t x,t _
{11[ T - — J +a2[Si(XE] x:t +ag) € t/T (N

where a,, a, and a, are constants and the function Si(X) is the sine

integral whose argument depends on x, (= pe, + 8%, X, (=87) and

the time t. The important point is that the spatial averaging

drastically smooths the oscillatory character of eq. (5) which

describes the IRD pattern. This is because the sine integral

behaves like a damped sinusoid, «24 and because the first term in

the above equation damps as 1/t. The nutation frequency is slightly
modified by the very small value of B-l. It should be noted, however,
that even in the presence of the oscillations, the overall decay will

still give T,. We therefore conclude that for I, in a collisionless beam

T, =1.24 + 0.01 us, (8)

* The solution of eq. (7) was obtained by approximating the Lorentzian

1+ TT)™ by (1 + BT)" . The dc terms are not given.
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The above results show that (a) the beam decay is in excellent
agreement with the zero-pressure value of I, in the bulb (see figs. 2
and 3); and (b) the IRD of the beam is different from the decay
following the 5145 A excitation done by Ezekiel and Weiss. ° The
reported lifetime is 3 + 0.5 us. These differences in lifetimes
could be due to the presence of resonant states in the repulsive
potential well that causes the lifetime to be shorter. To find the
cause, we plan to do these high resolution experiments as a function
of the excitation wavelength. Finally, the natural width of the
+
g™
128 + 2 kHz, which to our knowledge has not been quoted accurately

selectively excited X'Z, — B’Ilj+ rovibronic state at 5897.5 & is
u

perhaps because of power broadening problems in ¢w experiments or
in pulse deconvolution analysis in the conventional time resolved

experiments.,
The bulb result which is in agreement with the beam IRD result

gives a nonradiative quenching similar to previous emission

25, 26

measurements which utilize broad band excitation. Thus the

influence of state preparation, on T, decay encountered in large

11

molecules, "~ is not important. The results, however, give a

cross section that is different from those measured by absorption
techniques. 18 4 was pointed out before!® that this difference is
because inelastic processes between the pumped level and
neighboring levels will not necessarily produce a non-radiative
decay into the ground state, In other words, the IRD gives the
overall nonradiative cross section of the excited states population

27

to the ground state. However, recent calculation®’ has yielded a cross-
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section of 64 A2 for cross relaxation and phase shifts. This point

needs further study.

4. OPTICAL FREE INDUCTION DECAY IN BEAMS

To obtain the optical dephasing in the beam, the forward
coherent signal which rides on top of the laser was detected. This
way we observed the optical free induction decay (optical analogue of
NMR free induction decay) in the effusive beam of iodine following the
coherent excitation by the laser. The heterodyne signal which shoWs
beats between the emitted light and the switched laser frequency is
depicted in fig. 1. The results demonstrate that coherent optical
transients in molecular beams can be obsérved even if the.density is
low. The beat frequency follows the electro-optical switching
frequency while the decay is consistent with the conclusion that
2T, = T, in the collisionless beam, considering the above mentioned
approximations. This is an important conclusion because it says
that in molecules like iodine there are essentially no intramolecular
relaxations that destroy the phase coherence, and that the spontaneous
loss is responsible for the optical dephasing at zero pressure. In
large molecules (e.g. pentacene) and in molecules like NO,, where
one expects intramolecular decay processes, the optical dephasing in

the beam should not necessarily relate to T, at zero pressure.

5. CONCLUSIONS

This paper presents the first observation of the coherent and

incoherent time-resolved spectra of molecular beams with very high

resolution (107 cm'l). Beam techniques are very valuable because
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of (a) the absence of collisions, (b) reduction of Doppler dephasing,
and (c) the possibilities of space and time resolution along the beam.
These advantages together with this high resolution capability are
useful in probing nonradiative processes in molecules and the
coherence of internal energy distribution in beam reactions. With
this in mind, we are currently exploring these ideas on large

molecules in the effusive and nozzle beams.
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DIFFRACTION SPECTROSCOPYT

T. E. Orlowski, K. E. Jones and A, H. Zewail
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Pasadena, California 91125

ABSTRACT

In this paper we present a method for the measurements of
molecular dephasing and radiationless decay in gases and solids. The
technique utilizes a single-mode of a tunable dye laser and an extra-
cavity acousto-optic element. The latter vdiffracts the laser beam into
or out of the sample for finite times when a train of radio frequency
pulses is fed into the transducer. Using this laser-acoustic diffraction
spectroscopy (LADS) we report some new results on iodine gas, and
pentacene in a p-terphenyl host at 1.8 K. Combining these new results
of LADS on pentacene and our earlier findings using the frequency

switching method we present an analysis for the effect of laser bandwidth

on the decay of the prepared excited states.

TChemical Physics Letters, 54, 197 (1978).
”Contribution Number 5702. .
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Recently we have repor’ced1 on the measurements of electronic
dephasing (T,) and radiationless decay (T,) in molecules using emis-
sion spectroscopy as a probe. Basically the method can be described as
follows. The molecules in the ensemble are optically excited in-phase
by a well defined (7/2) pulse similar to that done in NMR spectroscopy2

and its optical analogue. 3

The induced macroscopic moment (i.e., the
sum of all molecular moments) from all excited molecules dephases as

a result of the ensemble inhomogeneity. Rephasing of the moments |
with a 7-pulse gives a superradiant state that can usually be detected in
the forward direction of the laser. In our method, however, this super-
radiant "moment" is changed into ground state population (by a #/2

pulse) resulting therefore in the loss of the emission from the molecules.
Thus the photon echo whose decay gives T, directly appears as a tem-
poral hole in the emission that is detected at right-angles to the

exciting laser beam,

The right-angle photon echo1 utilizes a single mode of a
narrow-band (~ 10~ ¢m™) cw dye laser and an intracavity electro-optic
(EO) element that modulates the frequency of the laser. Applying
voltage pulses into the EO crystal switches the laser frequency from We
(the peak frequency of the transition resonance) into another frequency w.
This swii:ching4 procedure allows one to observe coherent transients in

4,1 soliidss"7 and molecular beams. 8 Typically the dispersion

gases,
of the nonlinear EO crystal (e.g., AD*P) gives a 60 MHz frequency shift
within the inhomogeneous resonarce of the optical transition (width ~

GHz or larger). Therefore, to switch the laser frequency further, one
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must use high voltage signals that are usually hard to obtain especially for
multiple pulse experiments. Secondly, there is a limit on the frequency
shift which is conditioned by a mode spacing (C/2L; C is the speed of
light and L is the cavity length) of the cavity. Thirdly, because the laser
is switched into a new group of molecules some complications may arise
in interpreting the transient spectra especially in large molecules. This
is because in large molecules the density of excited states is high and
thus the build-up transients of w-molecules (which could be complex) will
be superimposed on the decay of w,-molecules. Finally, off-resonance
effects (e.g;, beats) between the molecules at frequency w and we cannot
be avoided. |

In this paper we present a laser-acoustic diffraction spectroscopic
technique that resolves the above mentioned problems and provides optical
T, and T, directly. Using LADS we show new results concerning the
dephasing and the decay in small (iodine) and large (pentacene) molecules
in the gas and condensed phases.

To measure the rate of electronic dephasing the single-mode of
the cw dye laser was diffracted by an extracavity acouSto-optic element.
The sample sees optical pulses of finite duration only when an rf pulse
train (e.g., /2, m,7/2) is fed into the transducer which provides acoustic
waves that diffract the light. By feeding the rf pulse train at a certain
repetition rate the system (gas or solid) is excited coherently at this
repetition rate and at wgy without pumping other molecules in the inhomo-
geneous frequency distribution of the optical transition. This simple method
for measurement of optical T, and T, relies on the well-known acousto-

optic effect?

10

that has been used before for the measurement of fluorescence

kinetics, =~ and is different from the techniques of gating cw lasers by

Pockels cells. 1
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The advantages of LADS are: (a) Gating procedures for
separating the laser from the signal are not needed since the coherence
of the ensemble is monitored by the emission at right-angles to the
exciting laser beam. For nonemitting molecules, heterodyne detection
can also be done. (b) The pulses that give optical transients are radio
frequency and can be generated by switching an rf oscillator on and off
using low-voltage pulse trains (e.g., from home-made TTL devices).
(c) One rf pulse will give the T, decay while a three-pulse train will
provide optical T, directly. And finally (d) LADS is especially useful for
studying large molecules because the off-resonance effects inherent in
the EO switching method are nontrivial to separate.

The apparatus uséd for these LADS experiments is shown
schematically in fig. 1. Anargon ion laser pumps a cw single-mode
jet stream dye laser. The amplitude stabilized single-mode beam is
split (8%) to allow continnous monitoring of laser frequency and single-
mode operation using a 0.5 m spectrometer and a Fabry-Pérot scanning
confocal etalon. The linearly polarized beam (80 mW) is then focused
upon a quartz crystal which has a thin film transducer bounded to it.
Phonons injected by the transducer (switched on and off with any desired
pulse sequency by a pulse generator) create acoustic waves in the crystal
which diffract up to 50% of the incident light at the Bragg angle (6, see
insert in fig. 1). This diffraction beam, shifted in frequency by the
acoustic phonon frequency (470 MHz) is deflected into the sample for the
duration of the rf pulse. Thus, the acousto-optic modulator acts as a

fast shutter. The characteristics of the laser pulse this technique
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Figure 1

A schematic diagram of the experimental setup for LADS. The insert in
the figure shows the singlek mode of the cw dye laser interacting with the
phonon grating injected into the crystal by the transducer. To minimize
the jitter of the mode, the acousto-optic element and the laser were
mounted on an NRC vibration-isolation table., To minimize amplitude

fluctuations in the laser we inserted a stabilizer on the output of the dye

laser.
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provides are determined by (1) the rf pulse width and its rise/fall times,
and (2) the transit time of the acoustic wave across the focused laser
beam in the crystal. We have measured laser pulse rise/fall times of
3 ns (1/e time) using a 75 mm focal length lens to focus the laser beam
into the crystal. Analogous with our frequency-switching emission |
experiments1 the emission intensity from the sample is monitored at
right-angles to the exciting beam while the laser pulse characteristics
are monitored by a fast photomultiplier in the forward direction (see
fig. 1). For lifetime measurements, a single pulse is used and the
emission waveform detected by a cooled shielded photomultiplier

(EMI 9558) is amplified and then averaged using a scanning gate box car
signal integrator (PAR model 162). In the photon echo experiments a
three-pulse sequence is used. Signal integration is accomplished using
a phase-sensitive detector which monitors changes in the emission
intensity as the separation between pulses is varied. The signal is then
processed and recorded.

Mixed crystals of pentacene in p-terphenyl were grown by
Bridgman techniques. All the measurements were done on relatively
dilute crystals (~107°-10"7 M/M) at temperatures below the A-point of
liquid helium. For the iodine experiments, the gas cell was treated
carefully to avoid quenching. Details of the treatment and the setup can
be found in ref. 8.

Fig. 2 shows the transient spectrum of iodine gas, and penta-
cene in p-terphenyl at 1.8 K. Iniodine when the rf pulse is turned on

(i.e., the laser beam is diffracted to the sample) the population builds
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Figure 2

The laser excitation of iodine gas and pentacene in p-terphenyl at 1.8 K -
using LADS and EO methods: a is the light pulse generated by the rf
pulse (width = 3.4 us) and b is the iodine response (raw data). Note

the decay on the falling edge of the pulse and the build up on the leading
edge. c is the LADS signal from pentacene (10 ps/div). d (20 us/div)
and e (5 us/div) are the signals of pentacene when excited with long and
short EO pulses, respectively. (d and e are.inverted emission signals,)
Note that in e on the leading edge the system is excitéd by a long pulse
while on the falling edge the system is excited only by ~ 10 us pulse.
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up in the state at 5897.5 A. When the rf is terminated the beam is
deflected away from the sample and the molecules decay freely. We
have studied the pressure and laser power dependence of the build up

and the decay. At lower pressure the build up in emission intensity is
biexponential and is sensitive to the laser power. On the other hand, the
decay on the falling edge of the pulse gives T, which depends on the pres-
sure according to the Stern-Volmer relationship. This linear relation-

ship gives

1

T = {0.783 + 0.032) + (0.0143 + 0.0005)P , (1)

where T, is in us and P is the pressure in mtorr. One notices that:
(a) the results of LADS are in very good agreement with those obtained
using the frequency switching 'cechnique;8 (b) the cross section for
quenching (pressure dependent T, processes) is the same when the laser
is switched into a new group of molecules in the Doppler resonance or
completely turned off (LADS method); and finally (c) the extrapolated
zero pressure value of T, (1.28 + 0,05 us) is in excellent agreement
with our earlier results for an iodine molecular beam. 8 In the pentacene
case the situation is different. 6
Recently we have reported on a decay signal in pentacene (=15

1.S) using narrow band excitation® 12

of the lowest excited singlet state
(O, site). The signal (fig. 2) has the following characteristics: (a) the
decay signal is absent when the molecule is excited above the electronic
origin at 16, 887 cm'l; (b) the decay time does not change when the

power level of the laser is reduced; (c) the decay is exponential and
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changes as we scan the narrow-banded laser in the manifold of the
origin; (d) the signal gets stronger at higher switching frequency; (e)
there is a magnetic field effect on the decay; (f) the decay changes from
15 us to 25 ns when the laser effective width changes from 6 MHz to 18
GHz; and finally (g) the signal disappears at high temperatures. These
observations forced us to conclude that the 15 us decay is due to a state
which is a mixture of the Born-Oppenheimer (BO) singlet state and some
triplets (or hot singlets) that are in quasi-resonance with the BO state. *
Figure 3 shows both the optical nutation and the free induction
decay observed for the O, origin in the mixed crystal. The nutation was
taken at 20 mW laser power and a switching frequency of 30 MHz.Jr To
observe the optical free induction decay of fig. 3 we used 400 uW of laser
power on a 2.5 mm thick crystal. The lasér propagation direction was
perpendicular to the cleavage plane of the crystal. Clearly the free
induction decay, which provides the dephasing time (T,) at low powers,
gives a T, (45 ns) that is much shorter than 15 us, and very close to the

results of the photon echo. 14

This led us to conclude that either there is
a special mechanism for dephasing that is mediated by phonons or that
the laser bandwidth is very important in determining the decay character-

istics. To resolve this problem, we therefore studied the decay signal

*For a review on radiationless transitions in large molecules, see ref.

13.
T

The free induction decay was also observed by Wiersma et al. (presen-

tation of some of the results was made at the VIIIth Molecular Crystal

Symposium in Santa Barbara, California).
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Figure 3

Optical free induction decay (right) and nutation (left) of pentacene in
p-terphenyl at 1.8 K. The beats of the nutation give ué€ /f, see text,

and the beats of the free induction decay give the switching frequency
of the EO crystal.
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as a function of the EO pulse width (d and e of fig. 2). Couched in the
thoughts of the EO experiments one can explain these transients (figs.
2d and 2e). When the pulse is narrow the Fourier transform of it
brackets many eigenstates of the molecule, thus producing the BO decay
followed by a long decay component. A wide pulse excitation, on the
other hand, prepares only the molecular eigenstates which give the long
decay on the leading and falling edges of the pulse. However, from the
LADS experiments (fig. 2c) there is no long decay when the laser is
turned off, suggesting that the state prepared by the narrow band laser is
mostly singlet and the long decay observed using LADS is due to cross-
relaxation between the prepared state and the nearby slowly decaying

. levels (e.g., long-lived triplets). The Kinetic analysis6

of the data is
consistent with the transient patterns shown in fig. 2, and shows that the
long decay time can be explained provided the laser is not exciting a
two-level system. * The prepared state has a moment of ~ 1.5 Debye

as calculated from the spectra in fig. 3. Note that the beat frequency of

>"Drs. P. Grigolini and A. Lami (private communication) have shown that
nonradiative decay in large molecules excited by an intense laser field can
be described using a "reduced" molecular system formalism which
includes the coherence of excited levels. Their findings predict an
effective three-level description for the excitation process among the
complex many levels interacting with the radiation field. We are now

testing these predictions in more detail.
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the nutation gives p €/fi, where p is the transition dipole moment and €
is the laser amplitude. Also the free induction decay at finite powers
depends on p€/h, and T, and T,. 15 Thus by knowing € one estimates
i from the nutation and then cross checks the free induction decay
results since T, and T, are known.

In addition to the T, measurements reported above we have
observed the photon echo of I, gas using LADS. The emission at right-
angles to the exciting beam was detected while the separation between
the second and the third rf pulse of the three-pulse train was changed.
This way instead of switching the frequency of the laser as we did before,1
the laser is completely switched off following the pulses. At 7 mtorr and
using three pulses (7/2,7, 7/2) an echo was seen on the emission (fig. 4).
Two pulses (/2 and 7), on the other hand gave no echo on the emission
and only a sloping base line was observed. This base line is similar to
that observed on the three-pulse echo and we used it to obtain the actual
shape of the echo. The result, which shows the dependence of the emis-
sion intensity on the separation of the second and third pulse,is depicted
in fig. 4.

The photon echo observed in fig. 4 by LADS does not show the
beat pattern observed using the EO switching method. 1 As has been

shown before, the echo shape signal, I, detected on the emission spec=-

trum is given by6

I(r,) = -A e"('rl'*'Tz)/Tz e lfz'Tl |/0 , (2)

where A is a constant and o is the echo width in time for a T.oraentzian

distribution of molecules that are excited by the laser. Eq (2) was
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Figure 4

The observed photon echo in iodine using LADS at Tmtorr gas pressure.
The separation between the first 7/2 and 7 pulse is 120 + 5 ns. The

separation between the 7 and the last #/2 pulse is varied.
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derived for the case where the laser is turned off during 7, (separation
between first 7/2 and 7 pulses) and T, (separation between 7 and last
7/2 pulse) periods. This is true for the LADS case (see fig. 4) but not
for the EO switching case of ref. 1. The width ¢~ depends on the in-
trinsic line width of the laser, the Fourier transform width of the #/2
pulse and the power broadening term. The former is negligible relatiVe
to the last two. In fact, when we lowered the laser power by a factor of
two, the echo decreased in intensity and the time width became larger
indicating the presence of some power broadening contribution to o.

The decrease in the echo amplitude when € was decreased is due to the

change in the areas of the n/2 and # pulses which is given by

(20/h) foo € dt

The decay of the echo gives directly the dephasing time.
Scanning the separation between pulses symchronously (i.e., 7= 7, = 7,)
while monitoring the emission showed that the echo amplitude decreases
at long 7's. The decay gives T, = 0.5 + 0.15 ys at 7 mtorr. There is
a large uncertainty in the result due to the base line on the echo shape.
This problem will be eliminated in the future by interfacing the signal
detector into a computer and gating the emission at the desired time
portion of the spectrum.* The dephasing time is close to that obtained

previously by the frequency switching method, and gives a homogeneous

*At longer 7,, there appears to be a "beat' on the emission near the

actual echo. However, at these long times we need to improve the

S/N in order to investigate this point further.
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line broadening (~ 636 kHz) similar to that reported before for iodine.l’ 8

In conclusion, with the help of LADS we have presented a method
for measuring molecular dephasing. The mefhod is especially suitable
for large molecules where T, and T, processes are not necessarily as
simple to understand as in small molecules. We believe that because the
acousto-optical element is extracavity the technique is relatively simple
and could become useful for investigating the coherent and incoherent

time resolved spectroscopy of molecules excited by high resolution single-~

mode lasers.
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ABSTRACT

One purpose of this paper is to present new studies on the effect

of bandwidth and the coherence properties of the excitation source on
the decay and the dephasing of isolated large molecules. A detailed
study of the system pentacene in a p-terphenyl matrix is presented
utilizing three different excitation sources: a single mode dye laser
(60 KHz - 6 MHz bandwidth depending on the time scale of the experiment);
a multimode dye laser (240 GHz bandwidth), and an incoherent N, flash
lamp. Optical T, (the longitudinal relaxation time) and T, (the trans-
verse relaxation time) are measured from the coherent and incoherent
transients observed either in the forward direction of the laser or at
right-angles to the exciting beam. At 1.8°K, the optical transition
(1A1g — 1Bm) of pentacene in p-terphenyl exhibits four sites, the lowest
of which at 16, 887 cm” has the following parameters:

T,=44+ 2 nsec; T, =24.9 +2 nsec, and p = 0.7 = 0.1 Debye.
The transition moment, pu, is obtained directly from the optical nutation,
which exhibits a Rabi nutation time (ii/u - €) of 27.3 nsec, and is cor-
rected for the effect of the Lorentz local field inside the terphenyl
crystal. The experiments presented here are categorized into two time

regimes for theoretical analysis; a transient coherence regime where

the observed decay is comparable with (i/u - €) and T,, and a steady-

state coherence regime where transient dephasing is complete and the

off-diagonal elements of the density matrix have decayed to their steady~
state values in the presence of the field of amplitude €. Using the

Wilcox-Lamb method, rate equations (with T, expressions) describing
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the population flow in the "complete' level structure of pentacene
(ground |0), singlet |p), and triplet {|9)} are derived from the density
matrix equations of motion. When these equations are averaged over the
inhomogeneous width of the optical transition and the measured Gaussian
transverse profile of our laser we obtain TlpO = 24.9 + 2 nsec and Tlp.Q =
15.7 usec, the time constants by which pentacene spontaneously decays
to JO) or crosses over into £,as well as the averaged population at time
t. In an effort to be complete, attention is placed upon the relationship
between theory and the experimental findings. First, expressions for
the OFID and nutation in the solid are presented for the pentacene case
in order to relate T,, T,, and u to the level structure. Second, at low
temperatures (1.8°K), the origin of dephasing is identified as spon-
taneous emission from p — 0 since experimentally T, ~ 2T,. At‘higher
temperature, however, a strongly temperature dependent dephasing
process with an onset at 3. 7°K takes place. Armed with these obser-
vations we present a theoretical treatment of these distinct dephasing
channels and their temperature dependences. A discussion regarding
the influence of "accepting' phonon modes (either optical or acoustic)

on optical dephasing is also given. The results indicate that the treat-
ment of Jones gt_a_lzzcan (1) explain the observed temperature dependence
of T, in pentacene; (2) distinguish dephasing as a result of scattering

by acoustic phonons from that due to resonance or quasi-localized
phonons with clear connections to gas and liquid state theories, but
without invoking the binary collision approximation; (3) explain both the

level shift and linewidth changes as a result of "conventional'' dephasing
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or dephasing by exchange mechanisms, and (4) relate the pure dephasing
term to an anisotropy in the scattering amplitudes (between the ground
and excited states in the system) which contribute largely to the homo-
geneous width of the transition. Optical site selection of these transitions
is also reported and discussed in relation to vibrational relaxation and
to both homogeneous and inhomogeneous broadenings. The studies of
the homogeneous broadening of the vibronic origin (267 cm'fl) indicate
that vibrational relaxation is fast (psec) in the excited singlet nianifold
of pentacene. Finally from more than ten independent experiments
including single and multimode excitation, on- and off-resonance
scattering, Zeeman effect and the transient decay as a function of excess
energy in the molecule, a more complete picture of the pentacene level
structure {|2)} is given. With this in mind, the influence of the laser
bandwidth and coherence properties on state preparation and subsequent
dephasing and decay is concluded. It is proposed that the slow decay,

(~ 15 usec) observed during the narrow-band excitation represents
intersystem crossing to nearby triplet manifolds after the transient
coherence of the 0 —-p subsystem is decayed. In addition, the decay of
the primary state prepared in these experiments is not sensitive to the

bandwidth or the correlation time of our excitation sources.
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I. INTRODUCTION

Radiationless relaxation processes in large molecules have
been under examination ever since their discovery and especially when-
ever new theoretical or experimental tools are made available. In
these large molecules, where the density of vibrational modes at the
optical excitation energy is very large, one usually finds that the life-
time of the excited state is shorter than the radiative lifetime (obtained
from oscillator strength measurements) and the quantum yield is less
than one, 1 contrary to the behavior in small molecules discussed by

2

Douglas.” This paradox originates from a radiationless decay within

the molecule, and was resolved by incorporating different coupling
mechanisms among the so-called Born-Oppenheimer (BO) singlet and

triplet states. 8

In the theory3,'5 of radiationless transitions, the molecule has
a primary or doorway state (e.g., a singlet state which carries most
of the oscillator strength) Ip) which may or may not couple to many
isoenergetic vibronic levels {I!l) } from the ground singlet state or

nearby triplet manifolds. The coupling matrix elements v l and the

p
density of states will determine the routes of the nonradiative decay. In

many ways this scheme resembles Fano's description6

of the auto-
ionization of helium. However in molecules, irreversible vibronic
relaxation and radiative decay (optical T, processes; the longitudinal
relaxation time) deactivate the excited level with no ionization or bond
breakage. This irreversibility which has been discussed by: Freed7 and

others3 requires that the vibrational levels in quasi-resonance with
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[p) form an effective continuum, Under simple coupling conditions the
line shape of the ]p) state becomes Lorentzian in the energy domain.
Thus if one prepares the [p) state, the homogeneous linewidth will be
given by the sum of the radiative and nonradiative T, contributions.

8 a

The question that was first raised by Rhodes et al.,~ and

Langhoff and Robinson9 is: Do we really prepare the |p) state under all

excitation conditions ? This question has stimulated several theoretical

investigations, 3 and from them have emerged the conditions under
which one may excite the BO singlet state or the molecular eigenstates
zpm which are linear combinations of the singlet and triplet (or hot
ground singlet) states.

If the molecular eigenstates are prepared, then the radiative
decay of these states will be different from the radiative decay of the

BO singlet state according to the following relationships:

V) = @l + D By ) 1)

and

[T ™ = ag ol [T + (= 0) (2

Hence, the radiative lifetime (T,y) of the molecular eigenstates will be
"scaled" according to the coefficients a's which in turn depend on vpﬁ
and the energy difference between Ip) and {|£} }. It is precisely this
coupling to the radiation field which makes the energy of the state

|m) imaginary. Strictly speaking the states {|m) } therefore do not

represent the true molecular eigenstates which diagonalize the following

Hamiltonian:
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3¢ = JC(singlet) + JC(triplets or hot singlets) + ¥ (interaction) 3)

In other words, the above semi-~classical description says that because
lm) couples to the radiation field continuum (or the nonradiative con-
tinuum), the monochromatic preparation makes the state evolve in time

not only by the quantum mechanical stationary state characteristics but

also by the Weisskopf-Wignerlo damping term; i.e.,
-i5ct
(m|m) = (m|e"5Ct/A |
. C o Mmooy i _
= Exp[- £ {Ep, - 5(Tup)™" - 5(Tihr) " 1t ] (4)

where T,pr is the nonradiative T, decay time ‘and Enfl“is the real energy
of state |m) . (At this point we would like to emphasize that our use of
the term "molecular eigenstate' is not rigorous because of the above
reasons, Nevertheless, we shall use it to describe the states which are
mixtures of the singlet |p) and {|£)}.) The spacing between Im)'s and
their homogeneous linewidth will determine whether or not these states
can be prepared in the laboratory, and whether or not the above
theoretical description is adequate. )
Experimentally, the first attempt to excite a large molecule
with a narrow band (MHz) laser was made on pentacene about two years
ago (henceforth referred to as I1 1). The experiments were performed
hoping to answer the following questions:
(1) Do radiationless transitions depend on the nature of the exciting

field ?

(2) What is the exact nature of the state we excite ?
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(3) What is the influence of the eﬂsemble optical coherence on the time
evolution of the prepared state ?

(4) To what extent does the correlation time of the light source influence
the decay of the prepared state ? _

(5) Is there a threshold for an "ergodic' behavior in large molecules ?

Our preliminary experiments on pentacene in a p-terphenyl
host naturally did not answer all of these questions but they did shed
some light on the effect of narrow band excitation on the observed (short
and long) time resolved spectra. Furthermore, they provided the
dephasing time (optical T,; transverse relaxation time) following the
narrow-band coherent exéitation.

In this paper we provide a full account of our studies of the
narrow and wide band laser excitation done on pentacene in p-terphenyl
at 1.7°K and above. A description of the effect of magnetic field, tem-
perature, laser power and frequency on the observed decay patterns is
given and new results regarding the coherent transients are presented.
We then relate these findings to the origin of dptical pure dephasing G.e.,
the process by which the prepared state loses its phase coherence) and
radiationless decay in the solid at different temperatures. Finally,
from more than ten independent experiments we present a more com-
plete picture (different from I) for the excitation pathways in pentacene
following the narrow- and wide-band excitation. This picture (a) does
not support the preparation of a molecular eigenstate, (b) explains the
origin of optical dephasing (T,) and optical T,, and (c) indicates that
there are more than two states involved even in the narrow-band laser

excitation process.
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The paper is outlined as follows. Section II presents the
methodology and. the physical description of the different transients
(optical nutation, free induction decay, etc.) that are obtained from the
coherent narrow band excitation, and will be used throughout the entire
paper. Section III gives the experimental pfocedures and data analysis.
Section IV presents the relevant theory of dephasing for pentacene.
Section V gives results and analysis of the observed coherent and inco-
herent transients. Finally, Section VI gives summary and conclusions

and Table I presents some nomenclature used by us and others.

II. OBJECTIVES AND METHODOLOGY

The objectives of these experiments are to measure the decay
(T,) and the dephasing (T,) of selectively prepared vibronic states of a
large molecule like pentacene using broad (coherent and incoherent) and
narrow band excitation sources, and to determine the environmental
effects as well as the effects of excess vibrational energy upon optical
T, and T, processes important for large molecules. Pentacene was
chosen because (a) it suits our single-mode laser which has an effective
band width of 60 KHz-10 MHz depending on the time scale of the experi-
ment, and (b) it has a level structure which might favor the formation
of the states of Eq. (1) since tripiet manifolds are close-by the singlet
state (see reference 13 and Table II).

To better understand what is meant by selectively prepared
states one can refer to Fig. 1 where we show an inhomogeneously
broadened optical transition represented as a Gaussian distribution of

homogeneous groups each having a Lorentzian lineshape whose width is
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TABLE I. Some nomenclature and definitions

Term Meaning
BO states Born-Oppenheimer sfates
T, optical longitudinal relaxation time
T, optical transverse relaxation time
T,’ optical pure dephasing time?
OFID optical free induction decay
IRD incoherent resonance decay
EO electro-optic
AO acousto-optic
LADS laser-acoustic diffraction spectroscopy
p-terphenyl para-terphenyl: @ @ @
pentacene @@@@@
ISC intersystem crossing

2Some authors refer to this as T, *,
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Figure 1

Inhomogeneous broadening of an optical transition in a solid. Shown is a
Gaussian distribution of homogeneously broadened molecular groups;
each having a Lorentzian lineshape. The shaded areas, @ and B8, refer

to distinct groups of molecules selected in the narrowband coherence

experiments.
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given by (uTz)—l. For pentacene in a p-terphenyl host the inhomogeneous
broadening is probably due to crystal field irregularities caused by
strain and lattice defects. The homogeneous broadening on the other
hand contains both the spontaneous decay (T, contribution) and the con-
tribution due to pure dephasing (T,). For the latter case the population of
the state is unchanged and the "scattering,' say by phonons, is elastic

in nature.

Our experiments focus on unraveling the details of line-
broadening mechanisms in pentacene by separating experimentally the
contribution to the total homogeneous linewidth of the various T, relaxa-
tion processes from the Tz' processes. In this manner we can relate the
measurements to the quesfion raised earlier, namely, the effect of
excitation bandwidth on the decay and dephasing of the prepared state.

To obtain optical T, and T, following narrow-band excitation we have
used the coherent transient methods or the method of emission detection
of optical coherence. It is therefore important to understand the various
phenomena that occur when large molecules interact with strong coherent
fields, and to examine how the dynamics of the interaction provide the
detailed molecular information we seek. |

Before proceeding into a detailed discussion of our experiments
and the theory required to understand the processes of interest, it is
perhaps useful to make use of a general description that provides a
physical explanation of the somewhat complicated and different terminol -
ogy used throughout the paper for describing coherence experiments done

14 15

by monitoring the laser™ ~ or the spontaneous emission.
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A, Ogtical nmutation

When a group of molecules (say, a of Fig. 1) is brought into
resonance with a strong coherent optical field the population can be
completely driven from the ground state to the excited state in an oscil- v
latory fashion as molecules alternately absorb and re-emit radiation

coherently. This process known as optical 'nutation16

has an oscillation
frequency (Rabi frequency) determined by 1i, the transition dipole
moment and € the laser field amplitude. A nutation is damped due to
inhomogeneous broadening and the nonuniform spatial intensity distri-
bution of the laser as well as the molecular dephasing processes. From
this coherent transient which occurs at the leading edge of the laser

pulse one can determine p and estimate T,. Under certain conditions

in solids, T, can be determined.

B. Optical free induction decay (OFID)

As a group of molecules initially on resonance with a coherent
field (not necessarily a strong field) is suddenly switched off resonance

they will emit initially in phase, 1"

If, as Shown in Fig. 1, the laser
frequency is switched from being on resonance with the homogeneous
group a to group 8, then the molecules emitting coherently (from a)
can beat against the new laser frequency (w B) if a square-law detector
is used for monitoring the transmitted laser beam. The beat pattern
will decay as the molecules dephase and as with the optical vnutation, the
FID contains contributibns from inhomogeneous and power broadening

processes. Extrapolated to zero laser power the decay time gives T,

directly.
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Now, since the laser is brought into resonance with group g
an optical nutation can occur (at w 3) at the same time but if the laser

power is low enough only the OFID pattern from a will be observed.

C. Incoherent resonance decax

Up to this point we have discussed coherent absorption and
coherent emission processes which are usually observed along the
laser beam. One can also observe these coherent signals utilizing the

incoherent (spontaneous) emission15

at right angles to the exciting beam
and from it obtain optical T, and T,.

If the emission intensity is measured as the single mode laser
frequency rapidly changes from a to g then one should see the
superposition of two processes occurring simultaneously. First, a
molecules will decay (by T,) since they are nowoff resonance, At the
same time, B molecules are being driven coherently (i.e., nutating) by
the laser field toward some equilibrium population distribution. Thus,
the observed signal should show an initial rapid build-up and nutation

transient (due to 8 molecules) and a decay (due to « molecules). We

have used IRD to denote the process of incoherent resonance decay.

Ol. EXPERIMENTAL
A, Sample preparation

p-Terphenyl (scintillation grade) was purchased from Eastman
Organic Chemicals and zone-refined for eighty passes. Pentacene
(Aldrich Chemical Company) was twice vacuum sublimed. Dilute single

crystals (107°-10"7 m/m) of pentacene in p-terphenyl were grown from
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the melt using standard Bridgman techniques. Crystals (1-3 mm thick)
were cut parallel to the ab cleavage plane and mounted in most experi-

ments with the crystal b-axis parallel to the polarization direction of the

exciting laser.

B. Crxogenics

The crystals were suspended directly in a liquid helium filled
glass Dewar. Temperatures down to 1.7°K were obtained by pumping
on the helium reservoir with a Sargent-Welch (Model 1374) vacuum
pump. The temperature was monitored with a calibrated carbon glass
resistor (Lakeshore Cryotronics CGR-1-1000) mounted on the sample
~ holder near the crystal and by measuring the vapor pressure of helium

with calibrated Wallace and Tiernan pressure gauges.

C. Laser excitation sources

Three different laser sources were used for the excitation of
pentacene in p-terphenyl. For broad band excitation, a pulsed tunable
dye laser (Molectron DL 200) pumped by a nitrogen gas laser (Molectron
UV 400), or a multi-mode CW dye laser were used. The N, pumped dye
laser has a frequency bandwidth of 18 GHz, a peak power of 40 KW, and
a pulse duration of 5 nsec. The multimode CW dye laser has a band-
width of 240 GHz and up to 1 W output power.

For narrow band excitation (see Fig. 2) we used a single-mode
tunable jet-stream CW dye laser (Spectra Physics 580A) pumped by an
argon ion CW gas laser (Spectra Physics 171). To obtain single-mode
operation, the dye laser has three intracavity etalons with different

free spectral ranges (FSR). One of the etalons (2 mm air spaced) is
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‘Figure 2

A schematic diagram of the experimental arrangements used for EO and
LADS experiments. All laser components are mounted on a vibration-
isolation optical table. The electro-optic switching process shown in
the insert is monitored by synchronizing the scanning confocal etalon
with the voltage pulse supplied to the AD*P crystal. 'The other insert
depicts the method of L ADS.
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temperature regulated and piezoelectrically tunable. The other two are
solid etalons of 0.17 mm and ~1.7 y thickness, respectively.

For all of these experiments Rhodamine 6G is used. The maxi~-
mum laser power of the linearly polarized single mode is 100 mW in a
Gaussian beam (Fig. 3) with a half-width (1/e) of 0.31 + 0.01 mm
providing a maximum intensity (unfocused) of 33 W/cm?. The trans-
verse field profile of the single mode beam was measured using a
photodiode mounted on a micrometer controlled translation state (4
resolution). Slits (=~ 50 u) were attached to the photodiode thus limiting
its aperature. The results in Fig. 3 were obtained by scanning the
photodiode across the beam. The Gaussian profile seen here is what
one expects for a TEMy, beam,

The frequency bandwidth is determined by jitter and drift due
to jet instabilities, temperature fluctuations and vibrations. With a
combination of techniques we were able to reduce the jitter (long term)
of the single mode to + 3 MHz without active frequency feedback loops.
These techniques involved (1) careful control of the dye solution tem-
perature using a regulated bath; (2) independent air conditioning for the
lab providing room temperature stability to + 1°C; (3) use of a vibra-
tion isolation optical table to mount all laser components; (4) sound-
proofing of the dye laser with a tight fitting enclosure, and (5) amplitude

stabilization of the single mode by a feedback circuit.

D, The laser frequency switching and laser-acoustic diffraction
techniques |

To obtain nanosecond time resolution with the CW narrow band

laser we employ either electro-optic (EO) frequency modulation or laser
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Figure 3

The transverse beam profile of the single-mode laser. Experimental
data (circles) obtained by scanning a carefuily aperatured (50 p) photo-
diode across the laser beam are fit to a Gaussian whose 1/e halfwidth
is 0.31 + 0.01 mm. The excellent fit to a Gaussian profile confirms the
TEMy, nafure of the laser beam. This will be important for obtaining

the transition moment from optical nutation experiments (see text).
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acoustic diffraction. (We call the latter technique LADS18 for Laser

Acoustic Diffraction Spectroscopy to avoid confusion with another
technique: opto-acoustic spectroscopy developed by Harshbarger

and Robin. 195 For EO frequency modulation we modified the laser cavity
to accept an AD*P crystal. Frequency switching is accomplished by
supplying voltage pulses to the EO crystal which alter its index of refrac-
tion and the optical path length. Thus, for the duration of the voltage
pulse, the frequency of the laser can be changed from w, (the peak fre-
quency of the transition résonance) to a new frequency w. This EO

switching technique was first described by Ya:riv20

et al.21 for CdTe modulators. Ha.ll22

and later by Kiefer
was the first to demonstrate the
frequency switching technique to observe a coherent transient (FID) in

methane in the IR. He used a LiNbO, modulator to frequency switch a

23

He-Ne laser operating at 3.39 . Shoemaker and Van Stryland™ first

discussed how this technique would be useful for observing the nutation

and thus for measuring transition moments. Brewer and Genack24 were

successful in extending the technique to the visible region and measured

transients in I,. Since then this laser frequency-switching method has

allowed one to observe coherent transients in gases, 24,15 25, 26

27

solids,

and molecular beams, In addition to the above-mentioned technique

we have utilized the IRD1°

method to monitor the coherence of the
ensemble excited by a narrow-band laser. In this method, the EO crystal
is also intracavity.

Typically, the dispersion of the nonlinear EO crystal gives a
60 MHz frequency shift within the inhomogeneous resonance of the

optical transition (width > GHz) for voltage pulses of 100 V. To switch
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the laser frequency further (which would be necessary in systems with
larger homogeneous linewidths), fast high-voltage pulses are required.
In practice, these pulses are hard to obtain--especially at high repetition
rates and when multiple pulse (photon echo) experiments are desired.
Furthermore, there is a limit on the maximum frequency shift possible
(maintaining stable single-mode output) which is determined by the cavity
mode spacing (~400 MHz). When one finds it difficult to switch out of
the homogeneous linewidth (i.e., off-resonance) with the EO method,
then one can utilize the LADS method.

The LADS technique for observing coherent transients was

reported recently by Orlowski et al.18 An extra cavity acousto-optic

modulator is used to diffract the laser beam to and from the sample.
Thus, instead of switching the frequency of the single-mode laser off
resonance within the inhomogeneous line we effectively turn the laser

"off, '* This technique relies on the acousto-optic effect28

and can be
described as follows. The single mode beam is focused upon a quartz
crystal which has a thin film transducer bonded to it. RF pulses excite
phonons in the transducer creating traveling acoustic waves in the
crystal which diffract the incident beam (up to 50%) at the Bragg angle
and shift its frequency by the acoustic phonon frequency (470 MHz).
Thus, the diffracted beam is deflected into the sample for the duration
of the RF pulse. The characteristics of the laser pulse this technique
provides are determined by (1) the RF pulse width and its rise/fall

times and (2) the transit time of the acoustic wave across the focused

laser beam in the crystal. We have measured laser pulse rise/fall
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times of 3 nsec (1/e time) using a 75 mm fdcal length lens to focus the

laser beam into the crystal.

There are advantages to both of the techniques described
above. The EO technique is most useful for observing OFID since
extremely sensitive heterodyne detection techniques can be employed
which exploit the fact that the laser is off-resonance and can beat with
the coherent emission from the sample. The LADS methods offers
the following advantages. First, the decay of off-resonance
molecules is not superimposed on the build-up transients of on-
resonance molecules (which occurs with the EO technique) because the
laser is effectively shut off except for the duration of the pulse. This is
especially important for large molecules with a high density of excited
states. Inthese systems the complicated level structure can make the
interpretation of transient spectra difficult. The LADS method removes
the influence of off-resonance effects and thus simplifies the spectra.
Secondly, the optical pulses are generated by supplying low-voltage
(TTL level) pulse trains to an RF oscillator instead .of the high-voltage
pulses that may be required by the EO technique. Finally, one can
obtain high sensitivity as with heterodyne techniques by detecting the |
spontaneous emission at right angles to the exciting laser beam. With

the proper pulse sequences, one can directly measure both T, and T,. 18

E. Mggnetic field experiments

Several experiments were performed with samples in the
presence of an external magnetic field. Two coils were placed around

the tail of the Dewar at the Helmholtz spacing such that the field direction
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was parallel to the direction of laser polarization. With 22 amps of
current supplied by a regulated dc power supply we measured a field
strength of 900 Oersted at the sample usingva Bell gaussmeter and a
calibrated Hall effect probe. The field was homogeneous at the crystal
to better than 1%.

F. Experimental procedure
The apparatus used for the EO and LADS experiments is shown

schematically in Fig. 2. The output of the single mode laser is ampli-
tude stabilized and split (8%) to allow continuous monitoring of laser
frequency and single-mode operation using a 0.5 m spectrometer and a
scanning confocal etalon, respectively;

For LADS experiments the modulator was placed in the optical
path such that the diffracted beam continues on to the sample while the
transmitted beam was blocked. Thus, the sample was excited only
when an RF pulse was supplied to the AO crystal.

Coherent transient along the laser beam was detected using
fast biased photodiodes (HP 5082-4203) and/or a modified RCA IP 28

photomultiplier. 29

In some experiments (OFID) polarizers were used on
either side of the Dewar to ensure that only light polarized with the laser
reached the detector,

For some experiments the transients were displayed directly
on a sampling scope; however, signal averaging was also done using
a scanning-gate boxcar integrator (PAR Model 162).

Emission from the sample was detected at right angles to the

exciting beam usiog a shielded (RF, magnetic, electrostatic), cooled
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photomultiplier (EMI 9558). For detecting very fast transients on the
emission we used the modified IP28 photomultiplier which has a band-
width greater than 1 GHz. Sharp-cut glass filters were used to block the
exciting wavelength. In most experiments the total emission from the
sample was monitored; however, several experiments were performed
using a 0.5 m (or 0.75 m) spectrometer to resolve individual vibronic
lines. The output of the PMT was amplified and fed to the boxcar inte-
grator for signal averaging.

Absorption experiments were performed by using a tungsten
(1000 W) or a xenon (200 W) lamp, together with the appropriate filters.
For high-resolution measurements a Spex (1-14018) double monochrom-
ater equipped with holographic gratings (resoiution =0.09 cm'l) was
used. In some experiments, a Fabry-Perot interferometer (Burleigh
RC 110) in front of a 0.5 m Jarrell-Ash spectrometer was used for

scanning the line shape profile.
G. Data treatment

1. Temperature-dependence measurements

The temperature dependence of the optical nutation signal
(initial amplitude) and the IRD signal was determined using the fol-
lowing carefully controlled procedure. For the optical nutation experi-
ment the d.c. signal and the transient initial amplitude were monitored
at each temperature. Detector linearity was checked using calibrated
neutral density filters. As the temperature rose above the A point of

liquid helium and boiling started, the d.c. signal decreased one order

of magnitude due to scattering from helium bubbles, Amplificr gain was
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increased at this point. All data were corrected for the d. c. signal
strength which appeared to decrease slightly as the temperature was
raised. Since the transients observed in our experiments were insen-
sitive to temperature until ~ 3°K the A point (2.17°K) does not represent
a problem in determining the onset of the temperature effect.

For the IRD experiments, the entire decay signal was measured
at each temperature. The PMT current (d.c.) was kept constant (within
the detector's linear region) throughout the range of temperatures
studied. We observed an increase in the d.c. emission intensity (factor

“of three) when the temperature was increased from 2.17 to 4. 2°K.
Similar temperature dependences were obtained for both the optical

nutation and IRD experiments.

2. Zeeman measurements

IRD experiments performed with external magnetic fields of up
to 900 Qersted were compared very carefully with their zero-field
counterparts using the following procedure. First, an IRD decay and
d.c. emission intensity were measured at zero field. Then, the field
was turned on and another decay (and intensity) were recorded. Finally,
we immediately repeated the zero field experiment to insure reproduci-
bility. Because the magnetic field effect on the observed decay was
small (~ 15%) we repeated this cycle more than twenty times with
several different crystals, concentrations, and orientations. In all
experiments which utilize a shielded photomultiplier reproducibility was
excellent; however, the magnitude of the effect was very sensitive to

slight changes (one cavity mode [390 MHz ] or less) in laser frequency.
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‘One should note that the effect of a small d. c. magnetic field on the
- photomultiplier current might result in small changes in the d.c. signal
level but will not affect the dynamic response of the tube. More dis-

cussion of the Zeeman experiments will be presented later,

3. Computer fitting procedures.

Computer assisted nonlinear least squares regression analjses
were performed to fit all of the IRD data as well as the optical nutation
and the OFID. To avoid some of the ambiguities associated with these
techniilues (e.g., making initial estimates of parameters which may be
biased or which may lead to only a local minimization of error) most of
the data was fit in a two-step procedure. First, we utilized an eigen-
function expansion method develdped by Provencher30 for determining

the best exponential decay parameters (rate constants and coefficients)

for the IRD transients [discussed later in Eqs. (43)and (46)]. This method
requires no initial guesses and provides cross correlation coefficients as
well as confidence limits. From the values of the coefficients of the expo-
nentials we were able to make good initial guesses for the rate constants
needed in the steady-state coherence model of Section IVB. Then, we used
a more conventional (and more general) procedure for nonlinear least
squéres regression analysis using an algorithm developed by Marquarcilt.31
Although our program handles up to 50 parameters, only two
parameters were simultaneously varied (for the IRD fits) to get
solutions that converged upon the same values for several different

starting points. Thus, unique solutions can be assumed safely'in most

cases. Similar procedures were adopted for treating the results of other
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transients, and thus the program, which is stored in the Caltech com-

puter library, was used routinely for analyzing all the data reported in
this paper.

IV. THEORY OF DEPHASING IN PENTACENE

Pentacene, which vibrates in 102 different modes, has
approximately 3 X 10" vibrational levels per wavenumber near the energy
of the lp) state. 32 This implies that the molecule belongs to the
"statistical limit' in the sense that the levels interacting with Ip) form
essentially a continuum. However, the presence of a nearby triplet
manifold might make the interaction between the sparse levels of the
triplet state and the lp) state a discrete one, thus resulting in the for-
mation of |m) states. Furthermore, not every state out of the 10"
levels has the appropriate Franck-Condon and/or symmetry properties
for coupling with |p). If this coupling between |p) and quasi-resonant
levels is operative and the homogeneous linewidth of the resulting states
is less than their spacing, we expect to locate Im)'s which as mentioned
before have different T, decay times from that of the |p) state. |

5 it has been shown®’ 5° that following

In the statistical limit,
the excitation into ﬁp),, the decay will exhibit a fast component with a
rate of (27 /D) V;Q p(Ep) and a slow component (T}p,) in addition to a

complicated beat pattern due to interference effects34

similar to those of
quantum beat phenomena. Inthe sparse limit the situation is different
and depends on how many |m) states the light source spans as well as

the correlation time of the source.
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If lm) is excited say by a coherent narrow band source, then

the description of dephasing at any time t is that of a two-level system

provided there are no cross relaxations among {|m)}. The treatment
for the interaction between coherent light and such two-level systems is
a standard one and can be found in several articles and textbooks. 35 If,
on the other hand, lp) is prepared as depicted in Fig. 4, then we have
more than two levels to freat, and the description of the time evolution
of the excited state crucially depends on the time scale of the experiment.

As we shall see from the experiments done on pentacene, the
picture shown in Fig. 4 cah be simplified cOnsiderably if one knows
optical T,, T,, and the Rabi frequency. Of course, the definitions of T,
and T, in such a complex level structure require some care since a
genuine dephasing mechanism might be washed out by changing repre-
sentations or conversely an artificial dephasing process may be intro-
duced by changing the number of degrees of freedom !

For the pentacene case, we define the following rates for the

different pathways:

Tpo = T-I-;)O = total decay rate of |p) to |0)
Ty = Ti;l = total decay rate of |p) to {|2)}

-1

-1 _ -1 _ : .
T1p = Tlpﬂ + Tlpo = total rate for the depletion of |p) population

Tpo = Tﬁo total decay rate of ¢ into |0)
Tio = TI;)O + Ti}_o = total feeding rate to |0)

X = "'pump" rate
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Figure 4

A schematic diagram of the level structure in pentacene showing
important decay channels. The levels |0) and |p) refer to the ground
and first excited electronic states, respectively, while {Il)} is a
manifold of effective levels that interacts with the two-level system
enclosed in dashed lines. The nature of the {|£)} manifold is unspecified

and all the rate constants are defined in the text (see Section IV).
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I =T, = total dephasing rate of the two levels |p) and |0)

T, = rate of pu_ré dephasing (with no T, terms) of the two levels
|p) and |0) .

In what follows we provide the theoretical analysis that will be
used later in all of the experiments done on pentacene. These experi-
ments span different time regimes, and effectively probe the excited
population either in the |0) and Ip) levels (the levels in the dashed
rectangle of Fig. 4) or in the entire (statistically closed) level structure
after the phase coherence of IO) and Ip) achieves a steady state. Thus we
have two extreme limits which we will term the transient coherence and
steady-state coherence regimes, respectively. If the observed transient
decay time 7, (observed say by monitoring the population of lp)) is much
longer than (f/y - €) and T,, then the steady-state coherence regime can be
used assuming that on the 7, time scale all correlations among {|£)} do

not exist, otherwise one may use the decoupling scheme of Grigolini and

36

Lami. On the other hand, if 7, is comparable to (h/ i €) the transient

coherence coupling regime will be recovered.

A. Transient coherence regime: 7, ~ T,
WNWWMWWMWM“

In this limit the rate of optical pumping (X) is very large and the
dephasing is reaching a steady state value before the channel to {|2)}is
opened. In effect the two levels are therefore decoupled from the rest of
the (many) molecular levels, To describe the dephasing of the two-levels
on such time scales, we shall follow the standard procedure of using the
density matrix and the representation of Feynman, Vernon, and

Hellworth (FVH). 37
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First, we write the complete Hamiltonian for the system as a
sum of the zero-order Hamiltonian and an interaction term signifying
the coupling of the two molecular states by the field:

hw,

36:—2-03-p-eolcoswt (5)

Here 0, and 0, are the Pauli matrices, and w, and w are the transition
and laser frequency, respectively. In the laboratory frame, the equation

of motion for the system is therefore given by

iﬁbl = [SC,p'] _ (6)

where p’ is the density matrix and the prime is used to designate the

laboratory frame representation.

By going into a rotating frame of reference (at w) one obtains

where 4
ey = UG - oy Bt o, - By, ®
| ‘ -ig ot
Eq. (8) was obtained using the unitary transformation U=e and
the following identity:
elwost/2 o, e lW0st/2 0, cos wt - o, sin wt (9)

Terms oscillating at 2w were neglected and A is defined as wg~w.
Given Egs. (7) and (8) one can easily show that the equation of motion
for p can be written, after adding phenomenological relaxations terms

for pentacene, as:



. 1,

Poo = Tl—pOppp + 3ixbpg - Pop) (10a)
b= me—p .+ 2ix(pg, - Prg) (10)
PP~ Typo PP~ 2°7470p  Tp0

S 1,

Pop = (- T+ 18)pgp + 31X (05, = o) (10c)

Here TlpO is the spontaneous emission lifetime of the upper level,

x:l“—'ﬁ—e- and

1 1 1 1 1
T, T ¥yt T T AT -

The quantity (Tz' )'1, the pure dephasing rate, represents elastic
interactions with phonons in the solid which at very low temperatures
approaches zero. Thus, T, = 2T1p0 in the absence of dephasing
processes in the system and only when the level structure38 is similar
to that discussed here for pentacene.

The solution of the coupled differential equations of motion (10).
for the elements of the density matrix munst be found to interpret the
coherent transients one sees in the laboratory. Effects due to inhomo-
geneous broadening and the nonuniform spatial distribution in € of the
laser must also be treated. We shall deal with each transient separately

and focus our attention only upon those that we have observed in pentacene.

1. Optical nutation

Optical nutation has been observed recently in solids by

Zewail and Orlowski. 25 o describe these nutation signals one must
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determine the time dependence of the off-diagonal elements of the den-
sity matrix because these elements of p are related to the polarization P
(amplitude f) induced by the laser in an ensemble density of N mole-

cules according to the following expression:

~iwt iwt)

P(t) Np('pop e tPpo ©

= Nu(r, cos wt - r, sin wt) (12)

where from the FVH picture:

ry Pop + Ppo ,

I Pop ~ Poo

Thus the polarization acts as a source term in Maxwell's equation and

provides a field amplitude €5 in the solid (optically thin) that is given by

~ _iwly 5
€, =~ -i A P _ (14a)

where L is the crystal thickness, €, the background dielectric constant,
n the corresponding refractive index and c the speed of light.
Since the macroscopic polarization is given by r, and r, averaged over
the inhomogeneous lineshape, and because r, is an odd function of A

while r, is an even function of A, we can write €g as follows (see Eq. 12):
_ wk _ iwlL
- €g = 2‘622‘ Nu(r,) = —CE;!L N“(Pp()) (14b)

Therefore, to obtain (r,) or (ppo), Eq. (10) must be solved. Using
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Laplace transformation techniques, Schenzle and Brewer39 solved

Eq. (10) and we show their result for r, in the high power limit (i.e.,

X > 'IL , 1 ) which applies in our case:
1 2

2 sin x,t
r, = xexp[-(.l}—+2.1r2§;)t] = - (15)
2 xl 1
1 1 1
HereT-=TE6-T;, andxf= A2+x2.

Eq. (15) must now be averaged over the inhomogeneous line
shape g(w) of the solid. We assume a Gaussian lineshape function

(normalized area) of the form:

2 2

- 1
g(a) Tt e | (16)

where 6wy is the width of the inhomogeneous line centered at w = Wy -
For pentacene and for many other solids in the optical region
X < awI, and therefore the averaged value of r, can be written in the

following way [see Appendix II]:

i t
o v o-t/T -1 (x* <Sm X, >
(ra0) = xe™/ Gulgh (1) ) (5 1)
This factorization of the averaging is valid especially at short times and
39

has been checked numerically. The first integral can be evaluated

analytically while the second integral has been approximated by the usual

Bessel function description for optical nutation;16 i.e.,

L

(r(t)) =~ x %/‘-:’E_I_ exp l}% - 5-23; (-2%-) z] Jo(xt) (18)
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This solution is valid except near t = 0 because of the approxi-
mations made to evaluate the integrals. Later we will correct Eq. (18)
so that it will be valid for all times. Now, since GwI > X Wwe can

simplify Eq. (18) even further:

(1) ~ x g-‘fvl_l To(xt) et/ T (19)

To complete our calculation we must average Eq. (19) over the measured

transverse profile of the TEM,, Gaussian beam of our laser (Fig.

3) since individual molecules will see different field strengths along the

width of the beam and will therefore have different x's. This will

smear out the Bessel function causing more rapid damping of the transient.
First, let us consider the signal at the detector. As a square-

law devicé, it will see an intensity I(t) given by:
I(t) = c&,([ecos wt + €, cOS wt]z)t (20)
The time average simply yields
€ s |
I(t) = c&, (—2- + €€ + T) (21)

We may assume for optically thin samples that €5 K €. Defining
I, = 4 c&, € the total signal at any time t is: |
‘I(t) = I, + c& € es(t) (22)

Eq. (22) reveals the amplification of the signal field by the laser field,
similar to the heterodyne detection scheme. Combining Egs. (14, (19),
and (22) we have:



209

IM) = I, - AT, (xt) e/ Tz (23)

where A is a constant: A = (V7 /2)thN/6w_I andn =1,

2 2
If we replace € by € e R /2By, , where B; is the laser beam
halfwidth (1/e) of the intensity profile (not field), and integrate over the
surface area of the detector, which is larger than the beam diameter,

our total signal is:

Ip(t) = 27 fo ” I(t) RAR (24)

If we make the substitution
X = xtexp [-R°/(2B; 7] | (25)

Eq. (24) can be solved easily to yield

2 - xt 4 4 4
Lp(t) = 7B * {I, - —i—z‘i“- e t/T2 S X3 ax'}
= 7B, " {1, - 2AQ0) 3,(xt) e/ T2} (26)
23

Shoemaker and Van Stryland®” obtained results similar to Eq. (26)
when dealing with gases in the IR region, except for the exponential
term containing T,. In their approach they assumed an infinitely long
relaxation time T, = T, (which is reasonable in the IR) and thus the
nutation essentially damps by the preexponential terms of Eq. (26).
However, in our case (optical) T, is short enough so that the transient
decay is given by the full expression (26). Because of this the nutation
signal when treated properly can give T,. We see that averaging over

the laser beam causes the transient to damp faster than the result of Eq.

(23) which describes only the inhomogeneous averaging. However, the
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oscillation frequency is essentially unchanged. This point is illustrated
with the computer simulation of Egs. (23) and (26) shown in Fig. 5, and
will be clearly demonstrated when we fit the nutation data of pentacene.
Although J,(xt) goes to zero at t = 0, the factor of 1 /t in the
expression for the nutation obtained by averaging over the laser beam
causes Eq. (26) to be invalid near t = 0 (xt < 1). We can correct this
behavior with an error function similar to that used by Tang and

16

Silverman™" in their discussion of the nutation effect. Since the limiting

form of J,(xt) for small arguments is:

xt
30D | ghort times ® 3¢ » (27)

an error function of the form:

t
erf(zg) =_J2:-'_ [ e'az do (28)
‘ T 0

will correct the behavior of Eq. (26) and provide a result valid for all
t, within the framework of the above mentioned approximations. Thus

we have
Ip(t) = 7Bk - 28 (}) ert(d) 5,x0) &/ T2 (29)

This result (a) reveals the importance of averaging over the laser beam
if one is interested in relating the observed decay (see Fig. 5) of the
transient to T, and (b) shows that an accurate value of the transition
dipole moment can be obtained by fitting the observed transient since the

oscillation of the signal is still given by the Rabi frequency ¥.
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Figure 5

Shown at the top is a plot of the expression ‘[Eq. (15) ] for the optical
nutation in pentacene without averaging (on resonance case). Inthe mid-
dle is shown the result of averaging over the inhomogeneous linewidth
[Eq. (19)]. Here Eq. (19) is multiplied by the error function shown in
Eq. (28) for proper behavior at t = 0. Finally, at the bottom, is shown
a plot of Eq. (29) which considers averaging over both the inhomogeneous
lineshape and the laser beam spatial profile. In all three graphs, the
Rabi frequency (36.6 + 0.6 MHz) is the same; only the amplitude and
transient decay time are affected by the averaging process. Results

obtained in Fig. 3 were used in the averaging over the laser beam.
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2. Incoherent resonance decay

The initial jump in emission intensity seen on the IRD for
pentacene is due to the coherent driving of a new group of molecules
(8 of Fig. 1) brought into resonance with the switched laser frequency.
For short times, we may use the solution of Eq. (10b) to predict the
jump in emission intensity and from it characterize the temperature
dependence of the IRD obtained experimentally.

We will present the complete solution for ppp(t) obtained using
Laplace transform techniques and the perturbative expansion approach
used by Schenzle and Brewer; 39 This solution has not been presented
before and is generally applicable for solids at low temperatures.

Using Eq. (10b) and solﬁng for the diagonal elements of p

we have:

1 2
- X 1y Mt
Ppp®) F Wegr)e

(- 2)°
B sin .t
e*2t (A cos Xit + ——— )}
A Xl
1 2
+ 2’ Xz 2 ‘ (303)
T,u(, +X,)
where
2
N o=+ XL » (30b)
Ip0 1+ T,
1 x°T
Ay = = - (300)
’ T, 211 + szlz ]
A - 22
A = _(;__"i_ -1 (30d)
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and

B=(-2)+

(30€)

We should emphasize that the above solution is for the level structure
described earlier for pentacene. Inthe case where the T,'s of the excited
and ground states are equal the solution is not the same as (30a) but
yields identical results to Eq. (5) of reference 27.

Now, Eq. (30) represents the time dependence of the emission
intensity for the group of molecules on resonance with the laser. Off-
resonance molecules provide the transient decay. For the initial jump
in emission intensity which relates to T, we will ignore the contribution
from the decay of the group switched off-resonance. This is equivalent
to saying that we are in the high power limit where x > Tl'l' , Tl_z . The
oscillations predicted by Eq. (30) have been observed experimenta11y40
but due to the drastic smoothing that takes place when averaging Eq. (30)
over the lasér beam intensity profile and the inhomogéneous linewidth,
one will not observe them easily without subtracting the ’background
resulting from the off-resonance decaying molecules.

In the high power limit and at short times, Eq. (30) reduces to:

X.t
(t) = -3 e’ Bsin - (31)
1

Ppp
where B is now =~ - %(TII—(; + %— ) and the steady state term has been
p 2
ignored. Thus, we recover a function very similar to that found for the

nutation [Eq. (15)]. Averaging (31) over the inhomogeneous linewidth
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and making the previous approximation (i.e., x <« GwI) we obtain the

solution:

2

Pt = %(T—l— + Tl") sg; Jo(xt) et/ T2 (32)

As we shall see later, this result will be valid for examining the tem-
perature dependence of the initial jump in the IRD. If we

measure the relative amplitude of Eq. (32) at fixed t near the peak for

- various values of T, (see Fig. 6), averaging over the laser beam (which
introduces a faster damping rate and decreased absolute intensity) is
unnecessary since we are making a relative intensity measurement at
fixed t when examining this T, dependence in Eq. (32). Note that to
obtain the "exact" functional form for (ppp(t)) we must follow the pro-

cedure done in the nutation section.

3. Optical free induction decay

When a group of molecules initially on resonance (under steady
state conditions) is allowed to freely radiate by rapidly switching the
frequency of the laser off-resonance, the solution for the off-diagonal
density matrix element (and thus the polarization) is from Eq. (10) with
x=0:

(- %- + iA)t
2

Pop®) = pgpl=) € (33)

For the pentacene case we obtained the following result:
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Figure 6

The dependence of the (relative) optical nutation and IRD peak amplitudes
on T, from Egs. (29) and (32), respectively. In the nutation expression
the d.c. term wB;J I, is ignored. In the IRD expression, a factor of ".[‘-2"1
appears in the pre-exponential factor which causes the amplitude to

"decay'' slower than the matation.
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( i A) e(- 'I}; + iA)t
pop®) = = F pgo(0) — — | (34)
w () % 19

Averaging this result over the inhomogeneous linewidth one has:17’ 39

1
: T,
op® = %% I - x

RS
exp [T_ + (—l—+ )—(22— 1 0) 1] (35)

To obtain the signal field €, we use Eq. (14) and (35) (y = 1):

LNy X+v7 1
e (t) =~ w 1-- X
st =~ e Sw; ( X TlpOT ]1/2)

exp '[T;*( +X——Tﬂ))] (36)

In the OFID experiment the signal at the detector [different from (20)] is

IT(t) = c2 (e cos wt + € cos wst}z‘)t (37

which for optically thin samples,ignoring the high frequency (w + ws)

component,is

I(t) = I, + 2c€, € es(t) cos (w - ws)t (38)

Thus, one should see heterodyne beating at (w - ws) superimposed on a



219

power dependent exponential decay. As oné can see from Eq. (36), in
the low power regime (i.e., x < '%; , .I?; ) the FID gives T, directly, and
this is verified from our pentacene results. The dependence of the decay
rate on X is depicted in Fig. 7. It should be mentioned that the above
treatment is only valid for the case where the population remains in the
two level system. If, however, the system is statistically open with net
population loss then the treatment of Jones et al. 41 must be used. The

closed two-level system theory describes our pentacene solid state

- results quite well.

B. Steadz-state coherence regime: agglication of Wilcox-Lamb method
to gentacene

In this limit, 7,, the observed transient decay time is much
longer than (i/u - €) and T,. Thus, if 7, ~ 10 usec and T, is in the
nanosecond range as in pentacene, we can assume that transient dephasing
is complete and that the off-diagonal density matrix elements connecfing
levels |0) and |p) have decayed to their steady-state values in the
presence of the laser field.

We may smoothly enter this regime using the Wilcox-Lamb

method42

for deriving density matrix equations from the original Bloch
equations. This method has been used to show in several cases‘]“3 that
rate equations yield solutions equivalent to the time-averaged (i.e., the
usual transient solution "without'" coherent oscillations) Bloch solutions
for describing population flow in multi-level systems.

For the pentacene case, we shall first modify Eq. (10) to

include relaxation terms to and from the {|¢)} manifold, and then
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Figure 7

Shown here are graphs of the OFID rate dependence on the Rabi frequency
in pentacene for various values of T,. T, has been fixed at 23.5 nsec.
Extrapolated to X = 0, these plots allow one to obtain T, (intercept =
T,/2) for the optical transition. As shown in the graph, the power
broadening term in Eq. (36) dominates the expression at high laser power

and the observed decay becomes linear in x.
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provide analytical solutions for the EO and LADS experiments which
involve entirely different descriptions. With this in mind, Eq. (10)

can now take the form:

Poo = TooPpp ¥ TpoPye * %ix (po = Pop) (392)
Ppp = ~(Tpo + Tpg)Ppp + 51X (pgp = Ppo) (395)
Pes = TpgPpp = TgoPs (39)
Pop = (T + 18) oy + 31X (pyp = Pgg) (39d)

We note that the structure of {|l)} is unspecified and therefore the I''s
which describe the feeding into and the decay from £ represent an
average quantity. We will come back later to this point. Now, the first
step in the Wilcox-Lamb method involves setting the time-derivatives

of the off-diagonal density matrix elements to zero. This step is based
on the condition that the off-diagonal elements dephase quickly to their
steady state values. Expressing our result for Eq. (39d) in terms of r,

and r, (see Eq. (13)) we obtain:

r, (_xr_..) r, (40)
' + A

Substituting (40) into the differential equations for the diagonal density
matrix elements of (39) and assuming a statistically closed system

(i.e., poa + P + Pgg = 1) We obtain the following rate equations for the
00 " "pp " Pt

on-resonance case:
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: 1 1

Ppp* (Tpo + Tpg + 3 X T2 oy, = 5 X'T2 pgg = 0 (41)
.1 1 ‘
Poo + Gz X'T2 + Tgg)Pgg = ( X'Tz + I‘po T90)Ppp = Tao (42)

We now consider the solution appropriate for the two different experiments

(EO and LADS) done on pentacene, and consider off-resonance effects later.

1., LADS experiments

We can solve the above set of differential equati‘ons analytically
using Laplace transform methods and Cramer's Rule. The solution
presented here for ppp, provides us with the parameter directly related
to our experimental observable: emission intensity. Under the above
mentioned conditions, and provided that the laser is turned onatt =0

(i.e., x =0 whent < 0), the solution is given by:

o @) = —p [{Te0tPoo@N\ ap  TaotPoo @ o
L T A | A
+ ;—)1\’- Tyo (43)

Here p,4(0) is the population of |0) att=0, and R_ = % x*T,. For most
00

p
experiments we set pOO(O) = 1, although the extension for other cases
(e.g., when describing Poo at the end of short laser pulses) where

poo(O) # 1 is straightforward and will be discussed later. The arguments

of the exponentials, A+, satisfy the following quadratic equation:

2
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Eq. (43) provides a function that rapidly builds up att = O to a peak

value (t =t ) and then decays by essentially a single exponential
(eA e ~0fort>t ) to an equilibrium value Pop (t ) The decay time
To and the equilibrium value are determined by I‘p
experiments the laser does not turn on instantly so we have modified the

P and 1"10. In our

pumping rate in Eq. (43) to account for the finite rise time I‘I:1 of our

laser pulse. To do this we simply replace Rp by

-I‘Lt
Rp(t) =(1-e ) Rp(max) (45)

where Rp(max) is the maximum value for the pumping rate, and the
laser pulse has been given an exponential build~up which was measured
and verified experimentally. Eq. (43) gives the population of the

emitting level as a function of time when the laser is on-resonance. The

off-resonance solution (i.e., R_=0;t > t) for ppp can be written as

P

(t >t t=te /Tip (46)

Here, t’ is the time at which the laser 'pulse ends and so Eq. (46) is
simply an exponential dec’ay of population from the prithary levél. The
initial value ppp(t') equals the equilibrium value on resonance if the
laser pulse width is long enough.

Using Eqs. (43)-(46) one can generate the curve shown in Fig.
8 which, as we shall show later, fits our results quite well. In the

same figure the pulse used in the excitation into |p) is also depicted.
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Figure 8

Plotted here are the theoretical transients obtained from Eqs. (43) and
(46) for describing LADS emission experiments (top) and the excited
pulse (bottom). The slow decay during the pulse is labelled 'r(,"1 and the
fast decay at the falling edge of the pulse is 1'1';), the observed emission
rate of the prepared state lp) convoluted by the pulse decay, I"L. The
quantity, a, is the magnitude of the "overshoot' in emission intensity
observed before reaching a final steady-state value, b, The ratio

y = a/b will be referred to in later figures.
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Physically, the model can be explained in the following manner.
As the population builds up in |p) some of it gets trapped in the slow
decay channel involving ]R) before returning to IO) . Following the faét
initial build-up, population is redistributed until pppl‘pl and p w X0
are equal and equilibrium results.

Two quantities labeled a and b in Fig. 8 play different roles.
The first, a, is the extent to which Ppp is driven beyond equilibrium; it
increases as I‘pﬂ increases and gives a measure of how much of the
total population is "tied up" in the slow decay channel. For long pulses,
the second parameter, b, is the equilibrium population of |p) . The
ratio y = a/b is therefore determined by the ratio rpl/ I‘m for fixed Rp.
If one simultaneously fixes 7, the observed decay time, then a unique
solution exists because only one value of Tg0 and the ratio I’pﬂ/ l“m can
provide both the observed y and r,. The interrelationship of the
parameters and the physical significance of certain trends can be more
easily understood by examining Figs. 9 and 10. Here Tyor is fixed as
we examine (1) the ratio (y) versus l"p ﬂ/ Tyo at various pumping rates
Rp in Fig. 9; (2) the observed decay time 7, versus Fpﬁ/ I‘m in Fig. 9,

and finally (3) the observed decay time 7, versus R_ in Fig. 10. From

Fig. 9 we see that y is directly proportional to thepratio II.JQ/ 1"£0.
Physically, this means that more population is trapped in the slow decay
channel as rp g increases (with Tio fixed). If the pumping rate
increases, more populatiqn should be trapped for any given I'p !Z/ T 20
since more population is available in Ip). This effect shows up as a

change in the slope of the lines of Fig. 9 (bottom). Also, the intercept
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Figure 9

The dependence of the slow transient decéy time, 74, and ¥ = a/b on the
ratio I‘pi/r 0 [from Eq. (43)]. In these graphs, T is fixed at the |
best fit value (0.0266 + 0.002 MHz) obtained from the EO experiments,
rpO = 40 MHz and Rp =3 x2T2 is the pumping rate in the steady-state
coherence regime. As the ratio l“pﬂ/l"o_0 decreases, both the decay rate
1'.,'1, and y decrease. Thus, a measurement of the decay time at very

small values of rpl/ rﬂ.O is difficult to make accurately.
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Figure 10

Shown here is the dependence of 7, on the pumping rate, Rp obtained

from Eq. (43) for various ratios of l‘pl/ I'yo- Asin Fig. 9, T'yo and

Tpo are fixed. At very low pumping rates, the decay time increases

but since the overshoot, a, becomes very small also (see Fig. 9), To
cannot easily be measured experimentally. | Most of the experiments in
pentacene were carried out in the flat portion of the curves. Note that

at these higher power densities absorption from p to higher excited states

is feasible, although fast relaxation from these states will hinder such

processes.
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of this plot is zero which it should be since if the slow decay channel is
removed (Pp = 0),ppp should approach its equilibrium value (b) with no
overshoot. Finally, for fixed y, the observed 7o is constant on this plot
(i.e., a horizontal line represents a constant T, decay time). Thus, for
a given 7, there are different ratios of l"pl/ Tyo (corresponding to dif-
ferent pumping rates) that provide identical v values.

Fig. 9 (top) shows a plot of observed decay time 7, versus

rpl/ INTE As expected, the decay time increases as T ¢ 8oes to zero,

p.
Careful examination of Fig. 9 indicates that there is only one value of

l"pﬂ and rm that will simultaneously provide (1)‘the observed decay time

and (2) the observed y for fixed R

Figure 10 depicts a plot oI; the observed decay time 7, versus
Rp for various ratios of Pp!l/ I'yo- This plot as well as Fig. 9 show how
insensitive the model is to the choice of Rp, especially in the high power
limit. In addition, one sees that the observed decay time increases as
R, decreases. This is understandable physically since as the pumping

P
rate decreases it must take longer to achieve equilibrium,

2. EO experiments

For these experiments, the treatment is somewhat more com-
plicated than that described above for LADS, since in EO experiments
the laser is switched into resonance with another ensemble instead of
being turned off completely. Thus one must keep track of the time-

- dependent emission characteristics (population) of both groups simul-
taneously. At the beginning of an EO experiment (t < 0) the laser is

on-resonance with one group (@ of Fig. 1) and this group has reached
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its steady state value pgé)(t eq.)' At t = 0 the laser is switched into
resonance with a new group, B. Eq. (43) can be used to determine the
build-up of population ppp due to group B while the off-resonance solution,
Eq. (46), will provide the decrease in population due to the decay of o
molecules, The sum of the two provides the total population pgp + pgp
and hence the total emission signal. Now, the build-up population rate
from B does not usually equal the decay rate from «. Thus, an
"overshoot" is expected if the B build up is faster than the a decay and
an undershoot for the reverse condition. Whether or not this phenomenon

is observed experimentally will be determined by R Tlp and, of course,

)
detector response time and the signal averager tim: resolution. We
have observed an overshoot in pentacene (i.e., S8 build-up > o decay)
using a fast photomultiplier (1 GHz) in connection with a sampling scope.
To complete the analysis of the EO experiments we must con-
sider what happens when the laser is switched back to the original
frequency. Population in 8 will decay from the value at t = t’ (the
switching time) according to Eq. (46) while population in ¢, pgp, will
build-up again according to Eq. (43). If the frequency-switching pulse
is long compared to 7,, the total population will evolve in time (beginning
at t’) just as it did at t = 0. This is shown in Fig, 11 for various values

-of the pumping rate, R However, if the pulse is shorter than or

P’
comparable with 7,, all of the population has not yet returned to ]0)
for the @ group at t = t’. Thus, the build-up will not be as large as it
is for the long pulses and the net population will decrease at a rate

determined by (1 /Tlp)' To more fully explain this we must go back to
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Figure 11

The dependence of the IRD in pentacene at 1.8°K on the pumping rate for
the EO method. Eq. (43) and (46) are used to generate these computer
plots considering both the on-resonance and off-resonance molecules
(i.e., intensity here refers to pgp(t) + pgp(t) ). The parameters chosen
are best fit values from experimental data (see Fig. 18). A transient
overshoot (different from the overshoot, a, referred to in Fig. 8) occurs
at the leading and trailing edges of the EO pulse. As described in the
text, it results from the combination of incoherent emission and coherent
pumping of different groups of molecules. The amplitude of the IRD at
the end of the EO pulse (t = 50 usec) is smaller than the initial jump. This
occurs becausé the ground state population of the off-resonance molecules

has not recovered completely (i.e., population is still tied up in {ll)}).
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Eq. (43) and realize that poo(O) is the population of the ground state
when the system is brought into resonance. The boundary condition for
poo(O) is usually 1 which means the group was initially off-resonance for
a long time compared to 7, such that all population had adequate time to
return to |O) . For short switching pulses we need to calculate the off-
resonance solution for poo(t) and use it to determine the proper initial
value of poo(t') in Eq., (43).

The solution is found by solving the same differential equations

as before (41), (42) with R_ set equal to zero. One obtains

P

(po Tpo) {e'r;zot

Ty,
= T

Poolt) = ppp(t ) e

eq(

- [1-pgglteg Ve =0 +1  (a7)
To complete the solution for the off-resonance time dependence of
poo(t) we need to know two initial (boundary) values. These are (1) the

equilibrium value of p___ on resonance, ppp(t eq)’ and (2) the equilibrium

pp
value of Pgo On-resonance ( poo(t eq) ). The first can be obtained from
Eq. (43) at long times (compared to 7,). The second can be obtained

from a solution of the differential Eq. (42). The solution (Rp # 0) is:

-1
(t) ~ Rp+ T1p Pgo+7\ I’£0+A
Poo\) = % —=x X,
+ -
+--1—— (A, + T )e+ -(A_+T )e
X, - 20 20
R+ Tit
p__"1p
o Two (48)



2317

Now poo(teq) can be found from Eq. (48) at long times (compared to To)-
Armed with the results of Eqs. (47) and (48) one can calculate the popu-
lation of the ground state for any pulse width defined by t’. Then one can
use Eq. (43) to calculate the contribution of group « to the total signal
as the laser frequency is switched back to the original group. The
physical situation can be understood most easily by examining Fig. 12
where the total population pgp(t) + pg p(1:) is plotted for various frequency
switching pulse widths.

For pulse widths long compared to 7, the two decay patterns
are completely identical as also shown in Fig. 11, As the pulse width
decreases, however, one notices that the height of the jump at the falling
edge of the pulse is somewhat lower than the initial jump. Further
reductions in pulse width make this difference more noticeable until
finally the pulse width is short enough so that the increase in emission
due to a being switched back into resonance is less than the decrease
in emission due to g being switched off-resonance. For these very
short puise_s where the contribution of @ is negligible one can actually
measure 1 /T1p from the decay of population at the falling edge of the
pulse. These solutions of the coupled density~-matrix equations for the
EO and LADS experiments will be shown to fit all our available data on

pentacene.

V. RESULTS AND DISCUSSION

’WWNW\IVVW\ANVWWVW\

A. Narrow-band excitation: Site selection and vibrational relaxation

MMWVWWWWWWVVWWW
At low temperature (1.8°K) mixed crystals of pentacene in

p-terphenyl exhibit site splittings; four distinct lattice sites have been
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Figure 12

Shown here is the dependence of the IRD on‘ EO pulse width with Rp =
100 MHz and all other parameters as in Fig. 11. The lifetimes of the
slow decay seen after the leading and falling edges of the pulse are
identical, regardless of pulse width. The fast decay seen for short .

pulses has a lifetime close to that obtained from LADS experiments.
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observed (see Fig. 13) in our crystals. Each site shows a vibronic
progression of "'sharp' lines (1-3 cm'l) both in absorption and emission
(Fig. 14). In our work we have used several crystals of varying con-
centration (10”°-10"7 m/m) and all of them show sites at energies (em™):
16,887 (0,), 16,891 (0,), 17,009 (0,) and 17,069 (0,). These energies
which are not vacuum corrected agree with the previous work of

Marchetti et al.44 and Bridge45 and are different by approximately +4 cm”™

with the results of Meyling and Wiersma, 16 if the spectrum reported
in their Fig. 1 is the real spectrum (i.e., without vacuum correction).
If, however, their numbers are the corrected values, then all results
agreeto + 1 em™,

A careful study of the spectra was done in order to identify these
sites so that it is possible to make a meaningful comparison of our time
resolved spectra with all other available work on pentacene in
p~terphenyl. Furthermore, these sites must be identified in order to
establish whether or not intersite communication exists at these con-
centrations and temperatures since this process would introduce another
dephasing channel, a primary concern of this paper. The optical
properties of pentacene obtained in this work as well as a collection of
pertinent other spectroscopic data in the gas and liquid phases are
summarized in Table II.

To determine whether intersite communication occurs in penta-
cene isolated in p-terphenyl several experiments were performed at

guest concentrations of Ca. 5X 10™° m/m and 5% 10™" m/m .

Following narrowband excitation of the origin of site 0, we obtained the
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Figure 13

Optical site selection in a mixed crystal of pentacene in p-terphenyl

(5% 10"°m/m). Shown are (a) the emission spectrum of pentacene at

4. 2°K with the single-mode lasef on resonance with a vibronic line of

site 0,, 267 cm™" above the origin (see arrow). A very small amount
(relative intensity = 0.03) of emission is seen from 0,, otherwise
narrowband excitation has selected 0, molecules exclusively. (b) The
emission spectrum of pentacene under identical conditions as in (a)

except T = 1.8°K. The phonon sideband at the 0, origin is weaker but no
other change in the spectrum occurs. (c) The spectrum of pentacene
obtained with broadband excitation (Xenon lamp; 2000 — 4000 A) at 1.8°K.
Emission is seen from each site in this case. The spectrometer resolution
was 0.7 cm™* for all spectra. Shown on the right of the figure is an energy

level scheme that is consistent with the above results.
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Figure 14

(a) The emission spectrum of pentacene in p-terphenyl with single-mode
excitation (arrow) at 0, v(267 cm™) of site 0,. (b) The emission spec-
trum with the laser at 0,0 of 0,. Both spectra were obtainedat 1.8°K
and the linewidths shown here are determined by the spectrometer slit-

width (1.4 cm™).
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emission spectrum at 1.8°K shown in Fig, 13 for the high concentrativon
sample. An identical spectrum was obtained when we excited (narrow
band) at the first vibronic line of 0, (5829.8 &), 267 cm™" above the
origin. No emission was observed from sites 0, and 0, and only very
weak emission from 0, (relative intensity = 0.03) although each origin
lies below the vibronic line in energy (see Table II). The spectra for
the low concentration sample at 1.8°K and both samples at 4,2°K
matched the spectrum mentioned above except that the phonon sideband
of the 0, origin was more intense and showed structure at higher tem-
perature. The weak emission at 0, also appeared at very low laser
power indicating that power broadening of the 0, vibronic line can not
be responsible for the communication observed with 0,. It is interesting
to note that site 4 is the closest in energy to the excitation energy and
its appearance may therefore indicate the importance of near resonance
energy transfer to 0,. Although we cannot rule out that the site is dﬁe
to an impurity, the fact that it has the same vibronic progression4§
leads one to believe that it is due to pentacene.

Also,the emission spectrum for the high concentration sample
at 1.8°K following broadband excitation (Xenon lamp, UV bandpass) was
obtained. In this spectrum (see Fig. 13) emission is seen from each
site origin and vibronic lines can be identified. Several conclusions
can be drawn from these experiments.

First, vibrational relaxation within the lowest excited singlet
manifold is fast enough so that emission is observed from the origin

only. Second, at these concentrations (< 5 X% 10™° m/m) and tempera-

tures (< 4.2°K) spectral diffusion processes such as excitation exchange
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among sites are not competing effectively with vibrational relaxation
because emission is seen from the site 0, origin predominantly (with
narrowband excitation) although we are exciting above the origins of all
the other sites. Although the vibronic line for site 0, found at 5827.9 A
is only 5.6 cm™" above the corresponding vibronic line for 0, (excited
by the laser), no communication between these two sites occurs. Thus,
with narrowband excitation individual sites ¢an be selected and their
interaction with the environment can be studied free from complications
due to intersite effects. Even though intercommunication between sites
may not influence the spectra, it is possible that the Tz' processes
involving elastic site communications will be inﬂuenced and thus alter
‘the decay rate of coherent transients. Therefore one must be careful
about correlating the emission spectra with T,-type processes that
involve other sites. Finally, there appears to be structure super-
imposed on the phonon sideband continuum near the origin of 0, which
may indicate the presence of pseudolocalizéd or resonance phonon modes

47, 48

in the lattice. These are not seen in our absorption spectrum or

in the spectrum of Aartsma et al. 49 However, there is evidence that
phonon structure can be markedly different in absorption and emission

in very similar mixed crystals. °0

These inodes can be very important
dephasing channels and we will address this point in more detail in a
later section.

Because vibrational relaxation is fast enough so that emission
following excitation into the vibronic line is seen only from the site

origin, we decided to carefully measure the absorption linewidths of
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the O, origin and its vibronic line 267 em” to higher energy. Initial
results with spectrometer resolution of 0.8 cm™ revealed that the
origin can be fit to a Gaussian whose linewidth increases with sample
concentration and temperafure. The vibronic line, on the other hand,
appeared Lorentzian. Because the absorption at the origin was high

(~ 90%), self-absorption (which makes the observed lifetime longer
than the actual lifetime) and scattering effects could introduce artifacts
in thé measurement,

With very low concentration crystals (OD ~ 10'2) we repeated
these line‘width measurements using a high resolution spectrometer
(Spex double monochromator, 0.75 m, 0.09 cm™' resolution). The
results are depicted in Fig. 15 for the 0, 0 and 0, v transitions of both
O, and O,. The origins show dramatic broadening as the concentration
increases. For the lowest concentration crystal, the linewidths (FWHM)
of the O, and O, origins are 0.7 + 0.1 ecm™', At the highest concentration
used, these widths increase by more than a factor of two. Consistently,
we found that the vibronic lines of O, and O, ai'e broader than the 0,0
transition, From the coherent transient experiments we know that the
broadening of the O, origin is inhomogeneous in nature. If the vibronic
line is homogeneously broadened, as it appears to be, then we can
obtain T, directly. We were therefore encouraged to computer fit the
data carefully in order to establish whether the lines are Lorentzian or
Gaussian. The best fit for the O, vibronic line gives a Lorentzian with
a width (FWHM) of 1,99 + 0.03 ecm™', If this width is entirely due to
vibrational relaxation, then T,y = 2.7 psec, much different from previous

results.44 We shall return later to this point in Section VI.
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Figure 15

High resolution absorption spectra for pentacene in p-terphenyl at 1.8°K,
Shown are (a) 0, and 0, origins at low concentration (~ 1 X 10™°m/m,
1 mm crystal); (b) 0, and 0, origins at high concentration (~ 5 X 10™° m/m,

3 mm crystal); (c) 0, and 0, vibronic lines at high concentration.
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B. ORtical dephasing: Nutation and OFID

As discussed earlier, electronic dephasing times (T,) can be
obtained from optical nutation and OFID experiments under the proper
conditions. Dilute (10”° m/m) crystals of pentacene in p-terphenyl of
good optical quality were used to observe the optical nutation (Fig. 16)
and OFID (Fig. 17) at 1.8°K utilizing the EO method of frequency
switching.

The data in Fig. 16 were obtained with high (single-mode)
laser power (20 mw) exciting the electronic origin 0, at 16, 887 cm™t.

The EO switching frequency measured using a scanning confocal etalon
was 26 MHz (see Fig. 2). Theoretical curves for the data points were
generated (solid lines) using Eq. (19) which considers averaging the
result for r,(t) over only the inhomogeneous linewidth of the transition
(top), and using Eq. (29) which considers both inhomogeneous linewidth
averaging as well as averaging over the laser field spatial profile
(bottom of Fig: 16). It is apparent how important averaging over the
laser beam, which essentially causes the transient to damp after the
first oscillation, is for fitting the signal adequately. For both plots,

the same values of the Rabi frequency (x = u - €/h) and T, were used and
the best fit values for the bottom plot are 230 + 10 MHz (which corresponds
to a nutation time of 27.3 nsec) and 45 + 2 nsec, respectively. Thus,
our experimental results verify the assumption of high power

(x » %—2- R 11 ) which was made to simplify the form of the density matrix
solution for r, and show that with the appropriate averaging over the

laser beam, optical nutation measurements can provide T,. This

T,, as we shall see later, can also be obtained from OFID and echo
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Figure 16

Shown here are experimental data points and theoretical curves for the
optical nutation in pentacene at 1.8°K, In each plot, the vertical axis
corresponds to a relative absorption (arbitrary units) and t = 0 is taken
to be the switching time of the EO pulse. The top plot considers only
inhomogeneous lineshape averaging [Eq. (19) multiplied by the error
function shown in Eq. (28)]. The bottom plot considers averaging over
both the inhomogeneous lineshape and the laser beam spatial profile
(Eq. 29). The fit is quite good in the latter case and provides values of

27.3 + 1.3 nsec for the mtation time and 45 + 2 nsec for T,.
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Figure 17

The'optical free induction decay observed in pentacene (0, origin) at
1.8°K and 400 uW of laser power. Here the experimental data points
and theoretical curve (Eq. 38) are in excellent agreement. The power
broadening term in Eq. (35) was calculated by scaling the Rabi frequency
from the nutation by the square root of the ratio of the laser power used
in each experiment. (The mutation and the OFID were taken under
identical conditions on the same crystal.) The computer fit then pro-

vided a value of 45 + 2 nsec for T, from the observed transient decay.
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experiments. Since the spatial profile of the laser has been character-
ized (Fig. 3) the laser intensity can be determined, and thus the laser
field strength. As emphasized by Shoemaker and Van Stryland23
careful nutation measurements provide the Rabi frequency which allows
a direct determination of the transition dipole moment. Knowing the
power of the laser PL in mwatts, the Rabi frequency X in MHz (106
c/sec) and BL in microns from the laser spatial profile, one obtains

the following expression for u in Debyes:

XBL

p(Debye) = 4.06 X 107" — 5 (49)
nb+

3

)™

The Rabi frequency X (in linear units) obtained from Fig. 16 is 36.6

1.6 MHz. The terphenyl b-axis refractive index g = 1.687. We

have used the Lorentz local field approximation to obtain the laser

field inside the crystal. For a single mode power of 17 + 1 mwatts

at the crystal (after correcting for reflection losses from the optical

elements; only 3 mwatt, i.e., total of 15%), and using Eq. (49)

we obtain for pentacene in p-terphenyl at 1.8°K, a value for p of

0.7 + 0.1 Debye. This value is less than our earlier estimate of

1.5 Debye, 18 where no field correction was made. The T, value

obtained from the same transient (Fig. 16) agrees with our OFID

measurements51 (described later in detail) and with the results

obtained independently by Wiersma. 52
We have studied the nutation signal at various EO switching

frequencies and have observed an increase in the initial amplitude of
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the transient as the frequency is increased. No change in the Rabi
frequency (u - €/h) could be detected. This is very important since it
confirms the absence of complications due to OFID transients from off
resonance molecules which at this power decay extremely rapidly (see
Fig. 7). This increase in mitation amplitude can be explained by
realizing that at low switching frequency the laser is not "moved" com-
pletely off-resonance with the original power-~broadened group, allowing
it to weakly pump the original molecules. At very low switching fre-
quencies (i.e., within the homogeneous linewidth; 7.1 MHz) no transient
is observed, as expected. In addition to this frequency shifting effect
on the nutation amplitude, the signal is very sensitive to changes in
temperature. This effect will be discussed in a following section where
we consider phonon processes as effective dephasing channels.

The data shown in Fig. 17 for the OFID were obtained at very
low laser powers (400 uW) exciting the same electronic origin in the
same crystal under identical conditions of temperature and laser fre-
quency as in Fig. 16. Unlike the nutation, the computer fit (solid line)
using Eqs. (36) and (38) is very good when we only consider-averaging
over the inhomogeneous linewidth. Since the OFID transient originates
from molecules off-resonance its decay may not be influenced by the
laser. To be specific, averaging over the laser profile gives an
effective Rabi frequency which affects the decay of transients occurring
on—resonancg, To obtain the fit in Fig. 17 we fixed T1p at 25 + 1 nsec
(see Table II and Section C) and scaled the Rabi frequency in the power
broadening term for the OFID from that obtained in the nutation experi-

ment (done under identical conditions) by the ratio of the square root of
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the observed laser intensities in each experiment. The fit then pro-
vided a value of 45.3 x 2 nsec for T, consistent with our nutation
experiment. Thus, our results show that at 1.8°K, the pure dephasing
time T, is essentially infinite for pentacene in the terphenyl host since
T, = 2T1p [see Eq. (11)]. We shall see later that this is no longer

true at higher temperature.

In Fig. 17, the heterodyne beat frequency is 53 MHz. It depends
linearly on the EO switching voltage (here 100 V) and agrees with the
experimentally measured dispersion of the AD*P crystal (0.56 MHz/V)
determined using the etalon setup mentioned earlier (Fig. 2). We
should mention that a considerable improvement in OFID signal quality
was observed when linear polarizers were placed immediately before and
after the dewar windows. This is reasonable since slight depolarization
can occur from irregularities in the optical surfaces used to direct the
laser beam to the sample, and from strain-induced birefringence in
the dewar windows themselves.

In these frequency switching experiments, Whei'e both off-
resonance and on-resonance molecules are observed simultaneously,
the dependence of the observed transients on laser power is very
dramatic. At low power (< 1 mW) the OFID signal from off-resonance
molecules dominates and the optical nutation from molecules switched
into resonance provides a weak background absorption whose Rabi fre-
quency < 'I}; . On the other hand, at high power (= 20 mW) the optical
nutation from on-resonance molecules dominates since the power
broadening ierm in the OFID expression (Eq. (36)) causes the observed

damping time for the OFID of off-resonance molecules to be much
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shorter thanT, (see Fig. 7). In other words, power broadening allows
a larger fraction of the total frequency distribution within the inhomo-
geneous linewidth to "participate' in the coherent pumping process and
this distribution will cause a faster decay of the transient due to inhomo-
geneous dephasing.

In the OFID experiments at 400 uW the power broadening term
contributes only 10% to the observed decay. However, at 20 mW, the
observed decay would be approximately 7 nsec and within the fall time
of the switching pulse. Thus, an accurate measurement of T, from the
OFID requires very low laser power while for the nutation experiment
an accurate value can be obtained at high power if averaging over the
laser beam spatial profile is carefully done.

The homogeneous linewidth (1/7T,) obtained from the nutation
and OFID is 7.1 + 0.4 MHz. This value is over one thousand times
smaller than the inhomogeneous linewidth (see Section A). The fact that
th?s homogeneous broadening is very small has turned out to be a
valuable result since we can use EO and LADS techniques to study the
effects of environment (see Section F) and excess vibrational energy
upon radiationless relaxation processes which are important for large
molecules like pentacene. If the homogeneous linewidth was a factor
of ten larger we would be forced to do these experiments on the pico-
second time scale.

The important points about this homogeneous broadening are
(1) it is entirely determined by the relaxation rate of the primary level

|p) and there is no unusual intramolecular dephasing process at
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low temperature (1.8°K) and (2) knowing Tlp of sites 0, and 0, (Table 1)
and assuming that T.™ is zero (mimicking the 0, site) the width must
be 16.4 MHz, and that is why these sites have relatively weaker

transients that decay faster than O,.
C. Radiative and radiationless relaxation: IRD

1. Broadband excitation

In the molecular eigenstate picture, broadband excitation
prepares a large number of |m) states simultaneously. As mentioned
before, the observed decay should have a "fast' component and a slow
component whose decay time is essentially characteristic of zpm of
Eq. (1). If many states are involved in the coupling then the amplitude
of the slow component will be insignificant compared to the initial fast
decay and the total decay could appear as a single exponential (statistical
limit). On the other hand, for a sparse level structure narrowband
excitation should select |m)l states and their decay will reflect the con~
tribution of the primary level to the molecular eigenstate [Eq. (1)].

Broadband excitation of pentacene in p-terphenyl was per-
formed in three different ways: using a nitrogen laser pumped pulsed
dye laser, a nitrogen flash lamp, and a multimode CW dye laser. Using
the nitrogen laser pumped dye laser (5nsec pulse) with 18 GHz bandwidth
a lifetime (Tlp) of 23 + 3 nsec was measured for pentacene in p-
terphenyl exciting the electronic origin 0, at 16, 887 cm™' at a tempera-
ture of 1.8°K. This value agrees with previous measurements yet is a
factor of three longer than that found from gas phase experiments (see

Table II).Using an N, flash lam:p 350 + 50 A) careful lifetime
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45 at 4°K for each of

measurements were performed by N. J. Bridge
the electronic origins of a crystal supplied by us. He found that the
two highest energy sites (0, 0,) have lifetimes of 9.7 + 1 nsec while
the lower energy sites (0,, 0,) have lifetimes of 25.7 + 1 nsec. Within
detection limits the decays appear as single exponentials. Also,
similar vibrational progressions for each of the sites were observed in
the spectra consistent with the spectrum depicted in Fig. 14. The third
kind of broadband excitation, which utilized a multimode (240 GHz) CW dye
laser and LADS,gave the same T, decay time; its importance will be
discussed later.

From these T, type experiments done with broadband excitation
sources, two points can be made: (a) the lifetimes of origins 0, and 0,
are constant from 1.8 to 4.2°K (this will also be shown to be true for the
narrowband excitation) and (b) because the observed decay is a single
exponential over many lifetimes there is no apparent evidence of the
long-lived tail that characterizes the decay of zpm following broadband
excitation. Point (a) will be important later (Section F) when tempera-

ture dependent dephasing processes are discussed.

2. Narrowband excitation: EO and LADS

Our first experiments (I) on pentacene utilizing narrowband
excitation (+ 3 MHz) and the EO frequency switching method showed a
fast build-up in emission intensity followed by a slow decay (~ 15 psec)
occurring at the leading and falling edges of the EO pulse. This decay
could be fit to a single exponential over three lifetimes and the

transient pattern is characterized by several important observations
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that span the short (transient coherence regime) and the long (steady
state coherence regime) time scales. The short time behavior of the
pattern manifests the coherence effects discussed previously (Section
B) and will be examined later when we discuss the role of temperature.
The decay pattern at long times (i.e., t > T,) will now be discussed.
The decay at the falling edge of the pulse is very sensitive to
pulse width which in this regime is much larger than T,. Fig. 18 shows
IRD waveforms (data points) and computer fits (solid lines) utilizing
Egs. (43)-(48) from the density matrix solution for ppp(t) in the steady-
state coherence regime., Here, the datawere obtained with a signal
averager time resolution of 200 nsec and so the overshoot predicted in
Figs. 11 and 12 is averagéd out at the leading and falling edges of the
EO pulse. This overshoot has been observed using a fast (> 1 GHz
bandwidth) photomultiplier and a sampling scope. As the pulse width
decreases, the observed decay approaches that found in the broad
band experiments. Although this effect has been explained in Section IV,
up until this point we have neglected the fact that as the pulse width
decreases, its Fourier transform (in frequency) broadens. Therefore,
the effective bandwidth of the laser is wider than its CW single-mode
value and thus it may span a different energy width in the molecular
excitation process. In Appendix I we show Fourier transforms for
narrow and wide laser pulses to illustrate the effect. In general, it is
therefore not surprising that although one is exciting with a single-mode
source, the broad band prepared state may be recovered as the pulse

width decreases, especially if the homogeneous width of |m> 's is com-

parable to their separation,
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Figure 18

Pentacene IRD experimental data points and theoretical fits as a function
of EO pulse width at 1.8°K. The steady-state coherence regime density
matrix equations for ppp(t), Egs. (43) and (46), were used to determine
the contribution of resonance and off-resonance molecules to the total
emission signal. The computer fits provided values of 20.4 + 1.5 usec

for T, and 37.6 + 2.6 psec for T;, with T, fixed at 40 MHz.

p. p0
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From Fig. 18 one can see that the build-up in emission inten-
sity at the falling edge of a long EO pulse does not equal the build-up at
the leading edge if the decay has not reached a steady-state value. As

explained earlier (Section IV), this effect is due to population not having
| returned completely to the ground state, |0) .

To obtain the fits shown in Fig. 18, only one parameter, Tlp’
was fixed. All others were optimized by the nonlinear least squares
regression analysis program described in Section III. We set Tlp’ the
lifetime of the primary level,equal to 25 + 1 nsec as obtained from our
measurements. The computer fit provided values of 20.4 + 1.5 usec for

r

-1
p4
a value of 7, = 19.6 + 1.5 usec and this decay was insensitive to the

and 37.6 + 2.6 usec for 1"17(1) The fit for the observed decay gave

initial estimate of Rp, the pumping rate, if we chose a value large enough
(= 100 MHz) such that we were in the flat portion of the observed life-
time versus pumping rate curve (Fig. 10). This choice of Rp is con-
sistent with our observation of the decay time being insensitive to laser
power. At very small pumping rates where Fig. 10 predicts a longer
decay time the overshoot (referred to as "a' in Fig. 8) becomes very
small and so the decay time becomes difficult to measure accurately.
Over the laser power range that we could measure decay time accurately
(1 mW to 50 mW), the decay time did not vary significantly. Considering
the value of o ¢/Tgp in Fig. 10 the experimental results are consistent
with the theoretical predictions.

The rate of population loss from the {|¢) } manifold, Ty cor-

responds to a lifetime of 37.6 + 2.6 usec, which is very close to the
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lifetime of the lowest triplet state in pentacene measured at low pres-
sures in the gas phase (see Table I). So, it is reasonable to conclude
that the {|¢) } manifold does indeed involve triplet states. Of course,
it is possible that hot singlets happen to have similar lifetimes.

The rate at which the {|£) } manifold receives population from
the primary level |p) is Ty
represents an average of all the processes connecting |p) with {Il)}.

In the steady state coherence regime it

This average rate, however, does not mean that an indirect mechanism
involving an initial fast crossing between Ip). and vibrational levels of
the {|£)} manifold isoenergetic with |p) followed by slow relaxation to
lower levels in the manifold is indistinguishable from the simple
description shown in Fig. 4. In fact, this mechanism would provide a
completely different emission transient from the one observed as will
be discussed later.

We observed no dependence of the decay of the IRD with EO
switching frequency although the initial amplitude varied linearly in
most experiments. As discussed earlier for the nutation, the initial
amplitude should decrease if one does not switch completely outside of
the power-broadened homogeneous linewidth. The observation of no
change in decay rate with switching frequency up to the maximum value
of 65 MHz is interesting when one considers another observation. As
the laser frequency is tuned within the inhomogeneous linewidth
(~ 50 GHz) We measure decay rates that vary in the range 11to 20

usec depending on the frequency and the samples used. Thus, with
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these two observations there appears to be an anisotropy in the decay
channel(s) connecting the primary level Ip) to the {__[l)} manifold that
occurs for energy separations outside the range of the frequency switched
laser. The inhomogeneous linewidth of the 0 — p transition reflects a
distribution of local environments for the isolated Pentacene molecules,
but it is not obvious whether the observation of decay rate differences
implies an environmental effect on the intramolecular process connecting
|pY with {|£) } or that the coupling to individual levels is nonuniform
even in the absence of any environment (i, e. , a completely isolated
system). Molecular beam experiments are being planned to clear up
this point,

The emission signal seen for pentacene at 1.8°K using LADS
excitation (Figs. 19 and 20) differs dramatically from the IRD seen
for the EO method (Figs. 18 and 20). In Fig. 19, data points were fit
using the density matrix solution for ppp(t) in the steady-state coherence
regime considering only one ensemble of molecules since the laser is
shut off following the slow decay and not switched to a new group of
moleculés as in the EO experiment. The slow decay is somewhat faster
here (14.7 + 1.0 ysec) but within the range of the EO experiments.
When EO and LADS experiments were performed under identical con-

ditions of laser frequency and sample concentration, identical decays

were measured (see Fig. 20).

The fast decay on the falling edge of the LADS pulse has a life-
time of 24.5 + 2 nsec which is in excellent agreement with T1p obtained

from broadband experiments, This decay at the falling edge is a single
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Figure 19

Pentacene IRD experimental data points and the theoretical fit for LADS
excitation pulses at 1.8°K. Here ppp(t) is calculated using Eqs. (43) and
(46) for only the one group of molecules excited by the narrowband laser.
The computer fit provides values of 16.3 + 1.2 usec for I‘;; 26.6 +

1.5 usec for Fll_(; and 14.7 + 1.0 usec for the observed decay time, 7,.
The crystal of pentacene in p-terphenyl used in this experiment was dif-
ferent from the one used for the results shown in Fig. 18 but was

approximately the same concentration (1 X 10~° m/m).
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Figure 20

Emission and laser scattering experiments for pentacene at 1.8°K.
Shown are (a) The emission transient observed with the EO technique;

To = 13.9 + 0.4 pusec. (b) The laser scattering signal (on-resonance)
observed with narrow spectrometer slits (0.7 cm'l). Here, the slow
build-up time is 13.8 + 0.3 psec. (c) The laser scattering signal off-
resonance (-3.5 cm'l). 64 (d) The emission transient observed with the
LADS technique (single-mode); 7, = 13.8 + 0.4 psec. (e) The emission
transient observed with multimode (broadband) LADS excitation; 7, =
15.6 + 0.6 usec. At the top right of the figure is shown the single-mode
LADS emission transient exciting at a different frequency from experi-
ment (d) but still within the inhomogeneous linewidth of the 0, site origin;
here 7, = 14.6 + 0.5 usec. At the bottom right of the figure is shown
the LADS emission signal exciting at the 0, vibronic line 267 cm™ above

the origin.
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exponential after deconvolution knowing the exact excitation pulse
shape. Furthermore, there is no change in the long and short decays
(obtained from these LADS experiments) as a function of temperature

in the range 1.8-4.2°K: At 1.8°K1,=11.7+ 0.3 us, T1p =24.5+ 2
nsec and at 4.2°K, 7, = 12.8 £ 0.5 us, T1p = 25.3 + 2 nsec. In Fig. 21,
the temperature dependence of 7,, obtained from the EO results of a
different crystal, and Tlp obtained from_LADS are depicted.

Two important conclusions can now be drawn, First, the
narrowband (LADS, single-mode) and wideband (incoherent N, flash
lamp or N, pumped dye laser) measurements of T1p give identical
results. Second, the narrowband single-mode excitation and multi-
mode excitation give the same Tlp decay characteristics even though

the coherence properties of the laser are different. In other words, in

pentacene, the T, decay is insensitive to (a) the nature of the light

source and (b) the environment in the temperature range studied. This

situation is very different from the temperature dependence of T,.

D. Zeeman measurements

Several IRD experiments were performed in the presence of a
d.c. magnetic field parallel to the laser polarization and up to 900
Oersted in strength. Measurements of the IRD lifetime and d.c. emis-
sion intensity were made on several crystals with different concentra-
tions and orientations. A summary of data obtained in over twenty-five
individual experiments done on different runs appears in Table IIl. In
all cases, we observed both a decrease in d.c. emission intensity (up

to 17%) and a longer IRD lifetime (up to 15%) in the presence of the field.
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The IRD waveforms were run at zero field, in the field, and zero-field

again in order to ensure that no irreversible effects were occurring
(i.e., field induced strain, etc.). The magnitude of the effect is not
that sensitive to crystal orientation but it is quite sensitive to small
changes in laser frequency (i.e., one cavity mode = 390 MHz or less).
Note that because 7, changes with the laser frequency one cannot at
random correlate the in-field experiments with the out-of-field ones.
Since the magnitude of the effect is quite small a careful
measurement of the decay over several lifetimes is necessary to
accurately determine the change in lifetime in the presence of the field.
Considering an exponential decay of the form A(t) = Aj e~ I't the maximum
change in intensity AA corresponding to a change in rate AT’ occurs at
t = 7, and equals (-AT'/T')A. For changes in decay rate of 10-15% this
represents a small change in emission intensity and even for excellent
S/N waveforms which we were able to obtain (typically 100-1000),
several decay lifetimes were followed for all experiments to obtain
accurate measurements. Possibly the overall d.c. signal from the
detector could change partially due to the influence of a magnetic field on
the path that electrons follow through the dynode chain of the photo-
multiplier. However, the tube is shielded and for the field strengths we

used any effect of this nature would be smail. Furthermore, a d.c. field

will not affect the dynamic (time) response of the detector. The observed
decay pattern therefore reflects changes in 7, and also will have the
largest effect at t =~ 7,, as observed in the experiments.

We originally performed these experiments to determine

whether the {ll)} manifold coupled to the primary level Ip) consisted
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of triplets or hot ground singlets. There should be no magnetic field
effect on the IRD lifetime if singlets are involved predominantly. Con-
versely, the participation of triplet states in the IRD decay can
essentially be guaranteed if an effect is observed.

Several discussions of the rates of intersystem crossing for
the individual triplet spin sublevels and the effect of external magnetic
fie1d853'58 have appeared in the literature. It is generally considered,
with experimental evidence in some cases, that fluorescence intensity
module.tion occurs in the presence of a magnetic field due to changes in
spin-orbit coupling strength. 59, 60 There should be differences in the
magnitude of the effect however if the field is applied along different
principal magnetic axes of the molecule since the Zeeman interaction
will mix only the spin sublevels not aligned with the field. Of course,
an average effect will usually be observed especially in mixed molecular
crystals since different orientations of the guest exist, and the molecule
in the site has a very large number of vibronic levels near Ip) .

In these Zeeman-IRD experiments the effect always resulted in
a longer IRD decay time and a slightly lower d.c. emission intensity.
The two observations are consistent in that an overall decrease in the
average rate of population of {lﬂ)} levels would decrease the
overall rate of return of population to IO) and, therefore, reduce the d.c.
emission intensity. The rate of population return to |0) from {|2)} at
TQO may be affected by the field also. Thus because we do not know the
precise nature of the levels near Ip) we cannot quantitatively treat the
dependence of 7, on the orientation and the strength of the magnetic field.
Nevertheless, the experiments indicate the positive participation of spin

levels in the {|2) } manifold.
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E, Laser scatterigg exggriments: on- and off-resonance effects

In a real two-level system with homogeneous broadening, the
interaction between the molecular ensemble (i.e., a collection of mole-
cules characterized by ground and excited states) and the radiation field
gives rise not only to molecular absorption and emission of light but also
to the scattering of photons "off the molecule.' Clearly, this scattering
process depends on T, and the off-resonance frequency difference
between the molecule and the field. Stimulated by the experimental work
of Williams et al. 61 on iodine, several investigators have recently
addressed this question of resonance emission versus sca.ttering,r62 when
the molecule is excited by a weak broadband source.

Narrow-band excitation of such a system may influence the
observed decay depending on the relative magnitude of the laser band-
width and 1/7T, of the transition. In the limit where the laser bandwidth
is much smaller than 1/7T,, the scattering pattern will exhibit a decay
which is due to the light source. This phenomenon is sometimes referred
to as the Heitler effect, and has been discussed in detail by Hochstrasser
and his co-workers. 62 |

This effect was of concern to us whén we studied the narrow-
band transients of pentacene, since 1 /aT, = 7.1 MHz and the bandwidth
of the laser on the time scale of the experiment is < 3 MHz. Considering
a Gaussian-shaped laser beam profile and a Lorentzian-shaped molecular
resonance, the response function for the interaction between the molecule
and the light was calculated as a function of the ratio of the laser band-
width to 1/#T,. It was concluded that the Heitler effect is negligible,
under weak excitation conditions, when this ratio becomes close to

three. 63 Indeed, for the narrow band excitation of iodine, this ratio is
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larger than three and the decay is molecula,’r63 as is evident from it

21 the Stern-Volmer relationship.

being purely exponential and obeying
' As shown in Appendix I, the effective laser bandwidth in our
narrow-band short pulse excitation experiments is not determined by
the residual FM jitter (~ 60 KHz) of the CW single-mode but by the
Fouriér transform of the pulse (0.1-30 MHz) depending upon the pulse
width. Furthermore, as the temperature is increased to 4.2°K, there
is no change in the observed decay even though T, has changed (see

Fig. 21), and consequently the ratio of the linewidth to the laser band-
width has been altered. Finally the "real" T, of the 0, origin in these
narrow-band excitation experiments is the same as the T, observed with
broadband excitation. With these facts in mind, together with the
Zeeman experiments, we concluded that the effect of narrow-band
scattering is not a dominant one in pentacene under our experimental
conditions.

Careful investigation of the on- and off-resonance scattering
can provide additional valuable information, namely ground state popula-
tion dynamics. Inthe pentacene case, this kind of experiment is
important because if the ~ 15 usec decay represents a population flow
from |p)-to-{ |2) }-to-|0), then one should observe a slow transient on
the scattering signal that characterizes in part the time dependence of
the ground state population.

To check the above hypothesis we performed resonance and
off-resonance laser scattering experiments in the mixed crystal at

1.8°K. Since !0) receives population from the slow decay channel
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Figure 21

The dependence of coherent transient amplitudes and lifetimes on tem-
perature for pentacene in p-terphenyl. Optical nutation data for the peak
amplitude fit to Eq. (29) provided values of: (T,), = 44 + 2 nsec; rp=
10.4+ 0.3 GHz, and A=16.9+ 1.1 cm™". IRD data for the peak emis-
sion intensity fit to Eq. (32) provided values of: (T,), = 44 + 2 nsec;

Fp =12,0+£ 0.3 GHz; and A=15.1+0.9 cm™ . The lifetimes of both the
primary level |p>, Tlp’ and the slow transient decay, 7,, were found to
be independent of temperature in the range 1.8-4.2°K with narrowband
excitation. Average values found were: (Tlp) = 24,9 + 2 nsec and {7y =

15.7+ 1.5 usec. (See the data presented at the top of this figure.)
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while Ip) loses population to the slow channel, one might naively think

at first that the laser scattering transients should provide the recovery
time of the ground state and thus show a build-up transient rather than

the decay seen in emission (Fig. 19). This is not a correct picture of

the population flow within the level structure, however, for light on experi-
ments. In the presence of the laser field, net population is contin-

uously lost from both |0) and |p) (at a rate 7, ) to the {|£) } manifold

until rplppp =TyoPea and equilibrium exists. Thus, true molecular
scattering in pentacene should produce a scattering transient that
decreases in intensity during the laser pulse, as shown in Fig. 22.

The procedure used in these experiments was as follows.
During a single-mode laser pulse (LADS method), scattered laser light
from the sample was collected at right angles to the laser beam and was
observed through a 0.5 m Jarrel-Ash spectrometer with narrow slits
(0.7 em™). The experiments were performed with the laser on- and
off-resonance with the 0, origin. Although the sample emits at the
laser frequency, most of the emission (Fig. 14) occurs to upper vibronic
levels of the ground state and with narrow slits the scattered laser light
signal dominates.

The laser scattering results (Fig. 20) are compared with
theory in Fig. 22 together with the LADS emission decay at identical
pulse width and laser power. As one can see, the emission signal decays
by a slow transient. However, the on-resonance scattered laser signal
shows a slow build-up in intensity (Fig. 20) instead of the decay pre-
dicted by the time dependence of the ground state population shown in

Fig. 22. This build-up rate is identical with the ground state population
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Figure 22

Shown here are plots of the population |0), |p) and |£) obtained from the
density matrix equations in the steady-state coherence regime [Eqs. (43)
and (48)], and experimental data points from the resonance scattering
and LADS emission transients (see Fig. 20) at 1.8°K., The observed
decay rate for ppp(t) is identical to the build-up rate of resonance
scattering intensity. The best fit value for both is 13.7 + 0.4 pusec.
Resonance scattering datahave been plotted on py,(t) to show that it cor-

responds to a depletion of population from the ground state.
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decay rate as shown by the excellent fit of experimental scattering data
to theoretical ground state population as a function of time (Fig. 22).
From the experiments of Williams et al. 61 on I, one
knows that following a laser pulse excitation on-resonance, the lifetime
of the molecular scattering process is governed by the natural
(spontaneous) lifetime of the excited state,while off-resonance the
scattering lifetime is determined by the excitation pulse characteristics.
During the excitation pulse, however, the time dependence of the
scattering intensity should reflect the approach of IO) and |p) towards
equilibrium. If the background scattering of the laser beam (due to
crystal imperfections, etc.), i.e., the off-resonance scattering of
Fig. 20, is much larger tl{an molecular resonance scattering then the
observed scattering signal (on-resonance) will show a slow build-up
transient due to self-absorption effects rather than the slow decay due to
molecular scattering. In our experiments, background scattering is
strong and thus the observed build-up characterizes the time dependence
of self-absorption in the sample. One knows that the absorption coef-
ficient is proportional to the population difference between the levels
involved in the absorption process. Using Eqs. (43) and (48) .of the den-
sity matrix, the population difference between |0) and |p) can be deter-
mined. One obtains an expression that decays exponentially (following
the initial jump; Fig. 22) at a rate given by 'r,,"1 towards an equilibrium
value of (rpl"' Fpo) I‘ﬂo/)\ _A_. Since the amount of background scattered
laser light reaching the detector increases as the absorption decreases,

the observed build-up in the laser scattering signal is consistent with
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a decrease in the absorption of the sample as population is lost to the
slow decay channel. This interpretation is supported by (1) the fact
that the absolute scattering intensity increases off-resonance with no
build-up or decay64 and (2) this same effect is seen at much lower concen-
tration (1 X 10”® m/m) where although absorption is lower, total
molecular density is lower also. Thus the effect we see here at the
0, 0 frequency is not an artifact related to the sample concentration.
Furthermore, background scattered laser light need not be of concern
in emission experiments since laser light is blocked with appropriate
sharp-cut filters at the detector and the relatively intense emission to
upper vibronic levels of the ground state is observed exclusively.
These laser scattering experiments agree with the results
obtained from emission experiments concerning the origin of the slow
transient decay and are consistent with the level structure shown in

Fig. 4 for pentacene.

F. Effect of temgerature on deRhasig in Rentacene

1. Theoretical preliminaries

As shown in Fig. 21, the pure dephasing rate of pentacene,
which forms an impurity in the p-terphenyl host, depends on the lattice
temperature in a different manner from that of T, processes. The
interesting questions are therefore (a) why is thistrue in solids and
(b) can we describe this distinct behavior and fit the experimental
results without yielding to a phenomenological approach ?

Several models are now known to give rise to a temperature

dependent linewidth and frequency shift. The models have been used to
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describe vibrational dephasing in liquids and also some molecules in
rigid media.

Diestler65 has recently reviewed vibrational phase and popu-
lation relaxation theory as applied to a harmonic oscillator in a hea;t
bath. The work of Fischer and Laubereau, 66 Oxtoby and Rice, 67 and
Madden and Lynden-Bel1%® have emphasized the role of T, and T, in

69

determining the observed vibrational dephasing time. Oxtoby ~ has

shown that an accurate T, calculation for N, can be obtained by means of a
molecular dynamics simulation. More recently, Harris and covvorkersr70
have advanced an exchange model based on the Kubo-Anderson'71 theory
to describe the effect of temperature on T, and on the line shift 6. The
exchange model requires the presence of low frequency molecular or
localized phonons (on the impurity molecﬁle) that undergo changes in
frequency on going to the excited state, Thus,

it is expected that the temperature dependence of the dephasing will be

determined by the thermalization process (like e'A/ kT

, where A is the
phonon energy) into the nearby level.

This "activation' energy expression also appears to explain the.
temperature dependence of T, obtained from photon echo experiments
done on optical transitions. Thus we are now faced with an interesting
point; if exchange is the dominant process for the destruction of phase
coherence, then there must be '"selective' modes by which dephasing
occurs. Furthermore, in the exchange model the role of acoustic
phonons is incorporated only indirectiy, even though the experiments of

interest are usually carried out at temperatures below the Debye cut-

off.
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In what follows we highlight a theory developed by Jones and
Zewail'72 for optical dephasing in condensed phases as applied to
pentacene. The expressions obtained for dephasing in terms of
molecular scattering processes were originally derived by Jones 9_1:_&.73

utilizing the optical theorem of scattering theory and the Redfield's

74

superoperator technique exploited by Snider '™ and recently by Liu and

Marcus'75 for describing phase relaxation in a two-level system. We have

72

obtained "~ these same expressions more recently by using the projection

76 which has been applied to lineshape

7

operator technique of Zwanzig,

problems (especially in gases) in the classical work of Fano

Reuven., 78 In this way, it was possible to cast the parameters of dephasing

and Ben-

in solids as a function of temperature, and it was also possible to include
the exchange terms in a nonphenomenological way. The theory (to lowest
order) has been applied primarily by Diestler'° to liquids. With
reasonable models, the theory gives approximate T,'s and provides their
temperature dependence. For more details on the treatment the reader
is referred to reference 72,

Theoretically, the molecule is treated as consisting of a single
resonance with initial (i) and final (f) states interacting with a bath
without discrimination between optical and acoustic modes. The

Hamiltonian describing this system is
JC:I}Cm+JCph+V (50)

where JC = is the molecular impurity (pentacene) Hamiltonian, .'}Cph the

phonon Hamiltonian and V. the interaction term. Thus, we have
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hw 0 E 0
% = %— ° = p (51a)

0 -hw, 0 E,

_ + 1
chh z_;/hw 4 (aqjaq]. + 2) (51b)
V=VS+ V8 + ... (51c)
3

s h . _ ot

512 (—2Mw qj) (@i)lag; = g9 (514)

Here, V, and V, are the coupling parameters between the molecule and
the phonons, and S is a strain operator which creates (a+) or destructs
(a) a phonon (wavevector q and mode index j) as a result of the tensorial
distortion of the lattice around the excited molecule. a*a is the
occupation number in the reservoir, and M is the mass.

The total dephasing rate for a system described by the above

Hamiltonian is:'72

1 _
T, =

|

76 * mis)
T ' T

+§ I Wyloa'IT]oa) - <pa’|7le) ["o(E, - Eg

,»
1f 1 1 i
= + + (52
f( 10 ’rf;) T )

where the initial and final states are 0 and p, respectively, and T, is
the pure dephasing time. The temperature dependence of Tz' is now

contained in the 22 Wp which depends on the density of bath states and
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the phonon thermal distribution. On the other hand, the transition (T)-
matrix element difference between the initial and final states which now
has the phonon states as well (qj, the phonons,are replaced by q for
the sake of simplicity) determines the source of the elastic scattering
"anisotropy' between the two states of the transition. In other words, if
this anisotropy is large then the cross section for the T,’ process will
be relatively large when compared with the cross section for the T,
process. As we shall see from our data on pentacene, the anisotropy
term temperature dependence dominates that of the T, term simply
because the cross section of the former is very large for optical
transitions.'79
We shall assume that for pentacene in p-terphenyl the lowest
order contributions to T are the important ones. These processes

include two-phonon scattering and can be handled if we expand T in

terms of V using Dyson's equation:
T =V + VGT =V + VG,V + ... (53)

where G, is the free propagator (Green operator). It is apparent that
the two-phonon processes originate from the first order term of the
strain expansion of V carried to second order in the Dyson series or
the second-order term of the strain expansion carried to first order
in the Dyson series. However, we note that the former contribution
will be approximately on the order of the population decay rate and

will be neglected in the case of interest.

Combining EQs. (51), (52), and (53), we have
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T-zl-,- = %ﬂ qz,;q' (Z%q—) (nq) (nq: + 1) [(AVz)pol G(Eq - Eq') (54)

where the brackets, describing phonon absorption and emission, denote
thermal averages and AV,= (p|V,|p) - (0|V,|0). For acoustic phonons
obeying the Debye model, the density of states is quadratic in frequency,
and is only nonzero up to the cut-off frequency wp. Using the expres-

sion for the Debye density of states function and Eq. (54) yields,

kT)7fXd X° X dx

2
TIZ' = constant l(AV2>pol (“ﬁ' b T—(e T1) (55)

where XD = TD/T. Thus for temperatures much less than the Debye

temperature, the rate of pure optical dephasing is
1 2
7 = constant [{av,) p0| T (56)

and we now recover the T term. We note that this is different from the
T” that describes linewidths determined by T, ‘processes, discussed in

reference 72 and in the literature by many other authors.80

In fact, one
can see that the coefficient (anisotropy term) in front of T7 is what makes
the pure dephasing term a dominant one in a way similar to elastic de-
phasing in gases under the binary collision approximation. Two inter-
esting points can now be made. First, Eq. (56) is similar to the one

used by Diestler79

for describing dephasing of N, in Ar using
the Born approximation method. Second, the other temperature

terms of acoustic phonons can be obtained from Eq. (52) without (yet)
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considering the mechanism of dephasing by exchange into other states.
For example, if the phonon branch has an effective mode (e.g., quasi-
localized or resonance81) of frequency A/h then we obtain the Orbach-
type term using the same prescription given above, but with a different
cross section. To illustrate this point more clearly let us consider
the case of a resonance mode that causes dephasing. This case is
particularly useful for the pentacene/p-terphenyl system.

Dephasing by optical phonons is different from that which occurs
by acoustic phonons. The difference arises since the optic phonon branch

is described by essentially one energy, hw ob = A, at temperatures much

P
less than A/k. If one assumes that the density of phonon states for this
mode (optical or "resonance') is sharply peaked about A, then the tem-

perature dependence is easy to ascertain [Eq. (54)):

1 A/KT

T = constant (eAG;IEI‘ NpTE |<AV2>’PO]2 (57a)
= rpe'A/ KT. A » kT (57b)

where I‘p denotes a pre-exponentional constant., This result provides
several interesting points: (a) it applies to pentacene nicely; (b) it is
derived from formal theory, and thus the comparison with experiments
is not phenomenological; (c) it describes the Orbach mechanism (which
is similar in form to the temperature dependence results of the exchange
model) without invoking any specific modes. As discussed in reference

72, exchange comes from inter-resonance coupling, i. e., off-the-

energy shell terms in the language of scattering theory.
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Finally, the frequency shift § of the transition can also be
deduced as a function of temperature in the same manner. The shift is
given72 by the sum of two terms: §, which includes energy shifts of 0 and
p of the form |(T)|2/Aqq,) similar in meaning®? to the T, term of Eq.
(52), and 8’ which contains an anisotropy term similar to that of T,’

and is given by
r T s - +\ * -
8" = £ Re 1q>,3q, Wq (AT") o (AT ) g 8(E, - E ) (58a)

where

(AT%) 5 = €0a]T|0a") + (pq|T |pq’) (58b)

It is interesting to note that because the temperature dependence is

determined by the density of states of the ph:onons, the 6’ calculation for
both kinds of phonons gives a temperature dependence function like that
obtained for the linewidth, 81b Physically, this makes sense as the same
processes are responsible for the shift and the linewidth--an anisotropy
in the scatterlng amplitudes for the two states of the transition. Thus
we conclude that the ratio of the linewidth to the shift is generally
expected to be temperature independent, and that the use of this
criterion to invoke the exchange model is not unequivocal, 81b Further-
more, the expression for §’ clearly indicates that the shift could be
either positive or negative as observed experimentally, but the physics
that determines this behavior is now more clear--the anisotropy of the
scattering matrix element between the ground and the excited states.
Thus for electronic transitions the shift is expected to be one-way, while

for the IR transitions it might go either way. Also of significance,
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Eq. (52) indicates that an electronic transition will exhibit faster

dephasing than IR or spin transitions. 79, 82

2. Nutation, IRD, and echo results

As mentioned before, the data presented in Fig. 21 show the
distinct behavior for T,” and T,-type processes as a function of tem-
perature. This distinction comes about because of Eq. (52). For the
spontaneous lifetime of the Ip) state in pentacene, we found no difference
between the 1.8°K and the 4.2°K results (24.9 + 2 nsec). ‘ Similarly,
there is no dependence on temperature for 7, in the range 1.8-4, 2°K;83
i.e., 15,7+ 1.5 usec. These two observations indicate that the
population loss rate of the |p) state is not sensitive to temperatures
(1.8-4.2°K) and that the pure dephasing rate, which reflects differences
in the scattering amplitude of excited and ground states [Eq. (52)], is
changing with temperature by acoustic and/or optical phonons of the
mixed crystal, i.e., including resonance and guasilocalized modes.

If the impurity (pentacene) is dephased by phonons within the
entire frequency distribution of the acoustic branch, then a T’ tem-
perature dependence. Eq. (56), for T,’ is expected. Thus, one would
expect 1/T, to be constant in the low temperature regime and increase
when the T' process becomes active. On the other hand, a resonant
phonon mode built on the electronic ground and/or excitéd states can
make the impurity dephase according to Eq. (57), and the optical
resonance will shift following Eq. (58).

From the nutation and the IRD results of Fig. 21, we obtained

the following parameters from the computer fit and using Eq. (57):
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Nutation: A = 16.9+1.1cm™; (T,) = 44+ 2 nsec
and rp = 10.14 + 0.3 GHz

IRD: A=151:£0.9cm™; (T,) =44 x 2 nsec

— 0

and 1"p = 12+ 0.3 GHz

The above values for (Tz)o’ i.e., T, at very low temperatures
(0 means zero degree which in our case implies 1.8°K) is in very good
agreement with the OFID and echo results (44 + 3 nsec49). What is not
in good agreement is A which is slightly smaller (~ 17 as compared to
21 cm'l), and rp. The difference is not that serious, however, since
both of the values are obtained by fitting the data with two parameters,
but we also know that the lack of data between 4.2°K and 8°K introduces
some error. The important point is that all of the available results on
pentacene are consistent in that they show agreement on the measured
T, and T, and on the transition temperature (3.7°K) at which T,’
processes change with temperature. 84 It is interesting to note that the
A measured for two of the higher energy sites is 18.7 em”™ from the
echo results. 49

With these data, we conclude that there is an effective inter-
mediate state that dephases the impurity, although ét the moment we
cannot exclude all other channels discussed in Section4. The inter-
mediate is separated by ~ 17 cm”™" from the guest states. Interms of
the two states involved in the optical transition of pentacene (1A1g and
leu), the 17 cm™" state could be either a ground or excited phonon

state. Neither the absorption spectra of our crystals nor the crystals

49

of Aartsma et al. " have shown phonon side bands at this frequency.
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Based on the fact that pentacene in p-terphenyl does not exhibit these
resonance modes on the side band while tetracene does (at ~7 cm™),
Aartsma et al. 49 concluded that the guest and not the host is "helping"
the formation of these resonance modes. To us the origin of these modes
cannot be established with the few experiments available. Moreover,

as pointed out by Small in several articles81

the origin of sidebands
and dephasing is not necessarily coupled. If the mode is a resonant one,
its absence in the side band of the terphenyl host doped with pentacene
implies that it has the same frequency in the ground and excited state to
within the inhomogeneous linewidth.

The values of T, obtained above at 1.8°K when compared with
Tlp (24.9 nsec) indicate that T, = 2T1p, to within 12%. The experimental
errors are typically 4% and thus the difference may be due to self
absorption (note that u ~ 1 Debye) and/or some intrinsic intersite effects.
In very dilute crystals, T1p reaches 23.5 nsec suggesting the decrease
in radiation trapping that is expected when the crystal absorbs the light
strongly. Note that reabsorption will influence T, while echo absorption
will lead into a secondary echo85 or T, spontaneous decay. It is perhaps
worth mentioning that, as shown in Fig. 13, even when we excite 0,
solely with the laser, 0, emission appears with a relative intensity of
~ 3%. 1If 0, is acting as an intermediate dephasing level, it will con-
tribute to the overall T, measurement.

The significance of I?

p
It is a pre-exponentional describing the difference in the scattering

is now evident from Eqs. (56) and (57).

amplitudes of |0) and |p) due to the interactions with q and q'. Itis
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not clear to us why this should be called a lifetime of the phonon. 49 It

is a lifetime if one is dealing with pure T, processes (kinetic approach)
but for T,’ "scattering" events are the processes involved. More on
this point will be published by Jones and Zewail elsewhere.

Finally, the value of T, obtained using the results in Fig. 21
at 4.2°K is consistent with the fact that at this temperature we still
see IRD, and therefore the homogeneous width must be < 60 MHz, the
maximum switched frequency of the laser. Thus, one can use these
data to predict T, at higher temperatures. Of course, if the tempera-
ture is high enough to give say T, of 10 psec, then the width becomes
1.1 cm™ and one might therefore measure it directly without elaborate

picosecond methods.

G. Effect of inhomogeneous broadening

In describing the population flow in pentacene at long times, we
have used the solution of p on resonance, and showed that the results
agree with experiments quite well. In this section we discuss the effect
of inhomogeneous broadening and justify the neglect of its averaging

effects in the high-power limit.

Equation (41) is the on-resonance solution for ppp(t) obtained
by solving the density matrix Eq. (39b) appropriate for the level
structure of pentacene. To consider the effect of inhomogeneous line-

shape averaging on the population dynamics, one must retain the off-

resonance term of the pumping rate (i.e., R_ = %x’—L— ), and
P ) N
average Eq. (41) over g(A). Since the only time dependence of Rp is from

the known laser pulse characteristics (see pulse A of Fig. 1 in Appendix I
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Figure 23

Absorption lineshapes for pentacene in p-terphenyl at 1.8°K. Experimental
data (solid circles) and lineshape functions (solid lines) are shown for the
vibronic lines (left) and origins (right) of sites 0, and 0,. Attempts are
made to fit each line to either a Lorentzian (L) or Gaussian (G) by a
least squares curve fitting computer program. The program plots the
best fit for each line and also the sum. The results are (FWHM line-
widths in cm™ appear in parentheses): (a) 0, = G (2.82), 0, = L (1. 99);
(b) 0; = L (2.36), 0, =L (1.81); (c) 0, = G (3.12), 0,= G (2.48); (d) 0, =
L (0.66), 0, = L (0.61); (e) 0, = G (0.79), 0, = G (0.74); (f) 0, = G (1. 69),
0, = G (1.65). Spectra (a)-(e) were obtained with a low concentration

(~ 1% 10”° m/m) crystal and spectrum (f) was taken with a high concen~

tration (= 5 X 10™° m/m) crystal.
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and Eq. (45)), Eq. (41) can be solved for ppp(t) as shown in Eq. (43)
and then averaged over the lineshape. This averaging is, in general,
important because it shows that the hole burned in the inhomogeneous
line will saturate as Rp increases. Hence in a time resolved experi-
ment where Rp changes indirectly the number of pumped molecules
will change.

Equation (43) contains Rp and thus A in both the coefficients
and arguments of the exponentials. Therefore, averaging of Eq. (43)
in this form would have to be done numerically. However, in the high
power case where Rp is greater than the relaxation rates, Eq. (43) may
be simplified by a binominal expansion of the square root expression
(for large Rp) in Eq. (44). This is valid in our experiments where
(1) an overshoot in the emission intensity (a in Fig. 8) occurs at all
laser powers used, indicating that ppp(t) is initially driven beyond its
final equilibrium value, and (2) the observed decay time, 74, is inde-
pendent of laser power which only occurs in the high power case. The

expansion shows that:

2T,n+ I
A, = -(___P_ﬁoz f) - -yt (592)
and
~ - 59b
A~ -2R (59b)

The final form of Eq. (43) then becomes:
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r t/7, ~2R.t r
1 ‘ o 00
ppp® =~ 3 ) +p__rp£} e -e TS vy (60)

Thus, in the high power case only the build-up rate for ppp(t) needs to
be averaged, a great simplification over the numerical integration
which does not provide physical insight into the problem. The obsei'ved
decay time 7, is completely determined by the magnitude of the rate

constants l"m and T _,, and will not be affected by averaging over the

inhomogeneous linesiape. At this point we should evaluate the fraction
of the total inhomogeneous line pumped in the high power case and
determine if Eq. (60) is valid. This can be done by calculating the
magnitude of the off-resonance parameter A required to reduce R
from the pumping rate obtained in nutation experiments (at the same
power) fo an effective value where the binomial expansion of the square
root expression [Eq. (44)] is invalid (i.e., Rp o rpo). This calcu-
lation reveals that Eq. (60) is valid for the entire power broadened
linewidth (waB) since Rp > rpO for A <+ 120 MHz. Therefore, we
-2Rpt

can average e in Eq. (60) over GwPB or GwI (the molecules pumped

by the laser only span GwPB) to obtain an effective pumping rate:

-X'Tt A’

X't A® )
<e'2Rpt> _ <eI‘2+A2 GwZPB>g <e A? swbp >
2Rt

P
= e eff (61)

where

R = X JIT
Pegf Owpp VT
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This approximate solution (see Appendix II) shows that averaging the
expression for the build-up rate essentially dilutes Rp by the power-~
broadened linewidth. Using the results of Eq. (61) and Eq. (45) which
describes the exponential turn-on of the laser pulse, we obtain an
expression that agrees quite well with the observed emission intensity
build-up rate.

Two important conclusions can be drawn from the above dis-
cussion. First, in the high power case, inhomogeneous lineshape
averaging of ppp(t) has essentially no effect on the observed transient
decay time and, second, averaging of the build-up expression dilutes the
pumping rate by the power-broadened linewidth, effectively. The effect
of laser power on the ’observed transient patterns is now perhaps
physically understood. |

It is also clear now that by using Eqs. (60) and (61) from the
high power limit and by knowing ¢ and 7, experimentally, one is able to
determine unambiguously I‘pﬂ and Iy within the framework of the
above approximations and especially if they are very different. This

leads to the following useful formula relating ¢ to 74:

Ty = % Tpg (1+ y") (62)

Thus in the high power limit, one obtains rp!l' We shall use these

results in the coming section to help us identify the nature of Il) .

H. On the structure of {[£)}

The structure of the {|£)} manifold will be ascertained from

more than ten independent experiments. Several of these were reported
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inI and have been repeated again in this work. The following sum-

marizes all that we have observed:

(a) The observation of a 15 pusec decay when the emission was monitored
at right-angles to the exciting laser beam and the EO method was
used with long time pulses (50-100 pusec).

(b) A Zeeman effect was observed on both the d.c. and the decay (see
Table III.

(c) As the temperature increases the peak of the IRD decreases.

(d) T, (44 nsec) is much smaller than the 15 usec decay time,

(e) The decay signal (15 pusec) is absent when the molecule is excited
above its electronic origin.

(f) The decay time does not change with changes in the laser power
(~1 niwatt - 50 mwatts), but the build-up rate does.

(2) The decay is exponential and changes as we scan the narrow-band
laser within the inhomogeneous 0, origin.

(h) The signal gets stronger as we increase the switching frequency,
i.e., getting further away from the homogeneous width.

(i) Exciting with a long time single pulse (LADS and not the EO) the
15 psec decay is only observed during the light-oh cycle.

(j) Although the inhomogeneous broadening of all sites are comparable
in width (0. 7-3 em™ depending on the concentration) T, and T, of

the sites are different.

(k) Exciting with a single mode laser, a multi-mode laser or an
incoherent source gives the same Tlp decay time for the 0, origin.

The lifetimes of 0, and 0, are the same at 1.8 and 4. 2°K.
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(1) Exciting into the 267 em™ mode of 0,, neither LADS transients nor
EO transients have been observed. However, the falling edge of a
LADS signal still gives the same value for Tlp'

(m) Exciting with the single mode into the 0, 0 of 0, and monitoring the
light into the 0, 0 (scattering and emission) or into higher vibrational
ground states (emission)gives identical decay times but different
transient patterns (Figs. 20 and 22).

Observations (a) to (h) lead us to conclude that the narrow band
excitation prepares molecular eigenstates that have much longer life-
times, consistent with the prediction of Eq. ( 1). However, if this
were true then (i) should show the 15 psec decay on the falling edge of
the LADS pulse. Following the observation (i) we concluded that it is
possible that we have prepared a primary singlet state that decays into
states that do not contain much of the singlet oscillator strength or that
we just simply prepared !p}. 51 From all the observations, (i) — (m)
and also (2} — (h), we conclude the following. The state |p) is excited
very rapidly since X (the pumping rate) is very large. Then during a
short time light pulse coherence effects between ]0) and ip} are mani-
fested. During a long time pulse, however, the excitation (7 MHz width)
is statistically going into !i!i) , which as shown later is consistent with
being a triplet manifold. The key parameter here is the decay time
on the falling edge of a LADS pulse which gives a T, decay time that is
identical to T, obtained from the broad band and incoherent excitations.

The interesting question now is what is the relationship between
the structure of ‘l) and the long decay transient observed during the
long-time pulse? Several possibilities exist, but we shall rule out all
(that we can think of) but one.



303

The first possibility is that there is a slow intersystem crossing
(ISC) from [p) to resonant or near-resonant £ states (built on the origin
of the T, state) followed by fast vibrational relaxation (as in the singlet
manifold) and then decay from the triplet origin to IO) . The second
possibility is a fast decay from |p) into resonant £ states (either hot
vibrational levels of T, or a new state like T,) followed by slow vibra-
tional relaxation or electronic relaxation, to the bottom of T,, and then
decay from T, to ]0) by radiative and nonradiative channels. A third
possibility is a fast deéay from Ip) into £, a fast decay from resonant
£ to T, and a slow decay from T, to the ground state.

Several points support the slow depletion out of |p) . First,
although it will not be surprising to us if vibrational relaxation is slow

86

at 1.8 K for certain modes™"~ in large molecules, it will be difficult to

accept that vibrational relaxation is fast in the singlet and slow in
triplet manifolds. Furthermore, as shown by Lim and his co-workers,87
and by others, the internal conversion rate between triplets (T" — T) in
anthracenes is typically 2 x 10 sec™ while the radiative rate for

T, —T, is typically 2 x 10° sec™'. The energy gap between T, and T,

in anthracene is ~ 11, 200 cm™'. In general, as the gap gets smaller,
there seem to be a trend in large molecules in that the rate of internal
conversion increases (energy gap low) except at very low energy gaps
(<2000 cm'l) where it decreases again. 88 As in anthracenes, we do

not know how many triplets are involved in the ISC. What can be

inferred from the experiments, however, is that ISC in pentacene is

8 -1 . . . .
slow and not ~10" sec ~ as in other aromatic hydrocarbons, in which
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a determination has been made, with the exception of pyrene (ISC rate
constant = 3 x 10* sec'l), This point can be shown using Eq. (62).
Since we know y and 7, experimentally for pentacene, Eq. (62)

in the high power limit dictates that rpl be at hand. In fact, if the

overshoot is very large, y'l — 0, then rpi = 2/7o. For measured

values of 7= 19.6 usec and y = 0.9 in an EO experiment, the best fit
from the steady-state coherence equations gives l“I')' 1 =20.4 psec and
1"1'6 (ISC from T, —S,) = 37.6 usec. Using Eq. (62), we obtain for the

same values of ¥ and 75, T, }_1 = 20.7 pusec. Similarly, from a LADS

p
experiment: for 7, = 14.7 usec and y = 0,82, I‘p}l = 16.3 usec and
I‘i& = 26.6 usec from the steady-state coherence equations, and T, =

p
16.4 usec from Eq. (62), thus ensuring the self-consistency of the high

power approximation. [Note that as mentioned in the text, if LADS and
the EO experiments were done under identical conditions, then 7, is
exactly the same. 89] The important conclusion is therefore that

experimentally we can determine the rate of ISC especially if T 0 and

Ty are much different. This is certainly true for the higher ezergy
sites of pentacene in p-terphenyl at 1.8 K. Site 0, gives a very large
overshoot y = 1.5, and 7, =~ 6 usec. 20 If in pentacene the ISC rate
was 10° sec'l, as in many other aromatics, the overshoot would be
enormous and the decay during the pulse would be relatively very fast.

The interesting question is: What is the driving force for ISC ?

For direct S, to T, coupling (i.e., no other triplets involved), the ISC
of S, and T, will be comparable to that of T, —8, if we assume that the

electronic matrix element for the coupling and the density of states
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weighted Franck-Condon factors are similar, considering a Golden Rule
type expression for the rates. The lifetime of the T, state is 33 usec in
the vapor and 70 p.sec in solution and 38 usec from our mixed crystal
work (using the theoretical fit). The energy of T, is approximately half-
way between S ( IO)) and S, ( Ip)), see Table II. Since the energy gap
between T, and S, exceeds the 4000 cm™ range, C-H stretching modes
are presumably the dominant accepting vibrations and the Franck-Condon
weighted density of states should not be very dependent on which states
are participating. Using the results of the energy gap law for ISC, one
predicts an ISC rate on the order of 10* sec™" for an energy gap of

~ 8000 cm™' between the excited singlet and T, of pentacene. Thus, on
these grounds, we may conclude that I‘pﬂ and ' g0 re comparable.
From our results on the 0, site this is true, suggesting that the driving
force is a direct ISC.

On the other hand, if T, is slightly below |p) in energy, then
the driving force will be different. Internal conversion between T, and
T, will be fast (1010 - 1¢* sec'l) and this helps the irreversibility of the
crossing. According to Gillispie and Lim, 87 the ISC rate is related to
rTle (T, — T, rate of internal conversion) by the square of the ratio of
the spin-orbit coupling matrix element to the energy difference between
]p) and T,. Thus for a rate of 10° sec™ and I‘Tle ~ 10" sec™, the T,
state should be below lp) by = 1000 cm'l, knowing that the spin-orbital
coupling matrix element is typically 1 cm™ in these aromatics. This

is the same reason which makes Lim87

believe that in pyrene there is
no reason to assume that T, and T, must be above S, in order to explain

the low rate of ISC. Whatever the driving force is, it is clear from our
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data that the rate of depleting lp) into T must be determined by the
observed slow91 light-on transient.

The above conclusions about the nature of {[!Z)_} are supported
by the different experiments performed. The Zeeman effect results in
(average) shifting of the levels, and thus influences I‘pﬂ. The fact that
T, is temperature independent in the range 1.8-4.2°K is also consistent,
since a nearby triplet state (essentially in resonance) must be around
in order to see temperature-enhanced ISC by ~ 3 em™ phonon energies.
The peak of the IRD decreases because the homogeneous width is in-
creasing. The decrease in 7, on going to site 0, suggests that the T,
state is becoming more involved. Since the energy gap between lp) and
T, is very large, sensitivity of ISC to a site energy shift of 120 em™! is
not expected. On the other hand, if T, is very close (1000 cm™' or so)
then such energy changes will influence the ISC rate. For the same
value of I’Tle, if 7, becomes shorter by a factor of 3 (0, vs. 0, sites),
then T, shifts to only 580 cm”™’ below |p)'. It is interesting to note that
these sites, 0, and 0,have lifetimes very close to the gas phase value _
(see Table II) and are much different from the lifetime of 0, and 0,
sites. This would be consistent with the '"near'" resonance role played
by higher triplet states. Finally, all other observations are consistent
including the fast vibrational relaxation in the solid which explains the
absence of transients when the single mode of the laser was on resonance
with the 267 em™" vibronic origin. The homogeneous width of this
transition is larger than the 0,0 linewidth (i.e., the effective pumping
rate is much less) and vibrational relaxation is fast enough to deplete

population into |p).
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V1. SUMMARY AND CONCLUSIONS

In this paper we have attempted to address the question of what
happens to large molecules, specifically pentacene, excited by narrow-
and wide-band lasers focusing on the radiationless decay (optical T,)
and the phase relaxations (optical T,’) processes that the molecule under-
goes. The following summary highlights some of the important points
and observations. |
1. Optical T, has been measured using nutation and free induction decay

techniques. For pentacene in a p-terphenyl host at 1.8 K, T,

(44 nsec) = 2T, (23.5 nsec), suggesting that spontaneous emission to
the ground state is causing the dephasing of the "two-level" system.
Optical T,, which has contributions from T, and T,’ processes,
changes as a function of temperature while T, does not. This was
explained by the possible‘ presence of quasi-localized or resonance
modes, which have large amplitude at the guest impurity and are

~ 17 cm'l'away from the origin. We also did not rule out other pos-
sibilities (like T7) ignored before.

2. Optical T, is caused by radiative and nonradiative decay to the ground
state while T, is caused by the difference in the scattering ampli-
tudes between the ground and excited states [see Eq. (52)]. This
matrix element difference, together with the phonon occupation
number and density of states provide the temperature dependence
and details the origin of pure dephasing processes. In obtaining
expressions for these dephasing rates we have shown that the origin

of dephasing can be explained without requiring specific modes in
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the crystal and that exchange between transitions will provide simi-
lar temperature dependences. We also present explicit expressions
for cross sections of T,” and T, processes.

Experimentally, we have learned several things in doing these
transients to obtain T, and T,. First, when the crystal absorbs too
much light (e.g., singlet states) one has to be careful about radiation
trapping that makes T, appear longer. Coherent emission, on the
other hand, when reabsorbed does not seem to influence the T,
measurement if one is confined to the limit of optically thin samples
that obey Beer-Lambert's law., Second, it is very important tb
identify the effect of crystal inhomogeneous broadening and laser
spatial transverse profile on the observed transients especially in
the nutation experiments. Third, crystals with good optical quality
are essential for observing the coherent transients in the forward
direction of the laser. Finally, the laser pulse repetition rate could
influence the observed decay characteristics for all the transients

if it was high enough such that population in the {|£)} manifold had
not returned completely to the ground state. To insure that each
laser pulse found the system at equilibrium, the repetition rate was
kept at <10 KHz in our experiments where no effects on the transient
decay was observed.

The pentacene level structure was handled theoretically by dividing
the problem into two time regimes: the coherent transient regime,
where the time of observation is comparable to T, and the Rabi time,

and the steady state coherence regime where the time of observation

is much longer than T,. In the latter regime we used the Wilcox-
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Lamb theory which enables one to use density matrix equations rather
than a purely kinetic approach (averaging over inhomogeneous
broadenings, etc., is added phenomenologically). In this manner
{Ii)} was included in the equation of motion directly. For the
transient coherence regime, where the off-diagonal elements of the
density matrix have not decayed, the transients were handled using

the two-level system approach available in the literature and modified
to suit the pentacene level structure.

Because of |l), coherent transients of large molecules show unique
and additional features(that do not exist in the two-level small mole-
cule limit) which depend on whether the transient is observed following
long time preparation or using short pulses. Since optical free
induction decay transients occur when the laser is switched off-
resonance, one is monitoring the decay of the off-diagonal density
matrix elements from some initial value (usually steady-state, i.e.,
pop(co). This can be done using Eq. (39) setting the time derivatives
equal to zero. The result simply involves replacing TlpO in

Egs. (34)-(36) by (2T + rpl)/{rm(rpo + I‘pﬁ)}. Thus, inclusion
of the {[!Z)} manifold in the OFID expression does not affect the
transient decay at low powers. It does, however, increase the
influence of the power broadening term upon the observed decay at
high power, and alters the calculation of u.

Optical T,, in general, does not necessarily equal 2T,, and thus
measurement of T, from line shape analysis could be dangerous.

From Fig. 23, where we fit the observed high-resolution spectra
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(of low absorbance crystals) into Lorentzians or Gaussians, it is
clear that one has to be careful about obtaining dephasing times
from the analysis. A Gaussian fit, which is "usually" indicative

of inhomogeneous broadening, could not be obtained for the 0, 0
transitions of 0, and 0,. This is perhaps due to self-absorption
and/or the incomplete randomness of impurity distribution in the
host. We note that these lines must be inhomogeneously broadened
since we know T, exactly. For the vibronic bands, the best fits

we obtained (OD ~ 0,015) are a Lorentzian for ‘0, and a Gaussian
for 0,. Taking a Lorentzian lineshape as a criterion for homo-
geneous broadening we calculate a dephasing time of 5.4 psec. If
vibrational relaxation 1s the dominant dephasing channel at these
low temperatures (i.e., T,y = 2T,y), then the vibrational relaxation
92

time is 2.7 psec,

0,0 to 0, v (267 cm™") is ~107*,

and the ratio of the homogeneous width of the

As far as the theoretical treatment goes, the detailed structure of
the {|¢)} manifold does not enter into the picture directly, unless we
are interested in the details of intramolecular relaxations (internal
conversion and intersystem crossing). We share the view of Lim

et al. 87 that higher triplets could be inx?olved in these aromatics

and we present some observations that are consistent with these
ideas. The experiments show that the rate of intersystem crossing
in pentacene is slow even though the crossing to the bottom of T,

may proceed by fast vibrational relaxation or fast electronic (T'— T,)

internal conversion.
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The yield for ISC based on the above results is about 2 X 10'3, i.e.,
two molecules for every 1000 Ip) molecules make it to the triplet
state. Note that this number might confuse the reader because we
mentioned before that y could be as large as 1.5 (e. g., for site 3).
In other words, a very large fraction of the molecules is in the
triplet. This is true because the pulse has been on for a long time,
and thus molecules are constantly fed into the triplet. By triplet,
of course, we mean the vibronic states with the spin substates X,

Y, and Z. The reason we ignored being explicit with these spin
states is because they do not add any new feature into our treatment
since we assume that the total population in |p), |0), and |£) is
always constant. Our p does not ina di;‘ect way care about the fine

structure of £ and takes the following form:

Poo  Pop E
_Ppo Ppp |
p = p'Ql‘Ql\
Pe,e,
TP
and
Trp =.1

In the pentacene system (extinction coefficient ~ 104), the on- and
off-resonance scattering experiments reveal a long transient decay

and also the importance of self-absorption which is responsible for
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the inverted transient pattern in Figs. 20 and 22. These on- and
off-resonance scattering experiments are useful in that they are
sensitive in part to ground state population. Excellent fit between
theory and experiments in pentacene was found.

10. Finally, narrow-band excitation of molecules with narrow-band CW
lasers demands knowledge of the exact pulse (EO and LADS) shape
and width in order to determine the effective bandwidth and the
coherence properties of the source. For the pentacene studies we
can vary this effective width from essentially the residual width of
CW source to values exceeding the homogeneous line width of the

transition (7.1 MHz), as shown in Fig. 1 of Appendix I.
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APPENDIX 1
FOURIER TRANSFORMS OF THE LASER PULSES USED IN THIS WORK

The effective bandwidth of the CW single-mode laser varies
between 60 KHz and 6 MHz depending upon the time scale of the experi-
ment. When we utilize the EO and LADS techniques to produce pulses
from this laser, frequency broadening will occur as the pulse width
decreases. To quantify this effect we calculated Fourier transforms
for various pulse shapes and widths (see Fig. 1) in order to determine
a lower limit to the frequency bandwidth of the single-mode dye laser
in our experiments.

If f(t) represents the functional form of the laser pulse in time,

then its Fourier transform will be defined as:

NS £t em 19t gt (11)

- 0O

Fw) = C

where CN is a- normalization factor such that the value of the transform
at the center frequency (here w = 0) is 1. For the pulses shown in Fig.
1, which have identical widths T, and rise and fall times I, the

transforms are:

i r -iw . .
FA("") _ CN 2 smwa/Z . 1; | le iwT/2 _ em;T/z 12)
‘ I +w
p
and
_’ /sinwT/2 1 wT . wT
FB(w) =Cy ) + s o [I‘p cos —5- + w sin —2—] (I3)

P



324

Figure 1

Depicted here are Fourier transforms of laser pulses. Pulse A and B
have identical widths T, and rise and fall times, l"; of 10 nsec.
Spectra (a) and (c) correspond to 200 nsec wide laser pulses and their
bandwidths (FWHM) are 26.1 and 27.5 MHz, respectively, Spectrum
(b) corresponds to a 50 pusec wide A pulse and its bandwidth is 111.3
KHz. Shown at the bottom (spectrum d) is the effective bandwidth

(60 KHz, see ref, 1) of the single-mode CW dye laser on the time scale

of the slow transients observed in pentacene.
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FOURIER TRANSFORMS OF LASER PULSES
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-T T/2
To obtain F A(w) as shown in Eq. (I2), a term containing e P was

ignorec}.2 This is valid for our experiments where T >>,1"i')1 such that

- T

e P ~ 0. Since F A(w) is complex, we will calculate the energy
spectra of the pulses which are always real functions. The energy spec-

trum is related to the Fourier transform in the following way:

S(w) = F(w)F(-w) (14)

For pulse A,
2 i I’
w? T2 + w?
Y

and for pulse B,

S_(@) = F2(w) (16)

B B

since FB(w) is real. Eqs. (I5) and (I6) are plotted versus w in Fig. 1
for a pulse width of 200 nsec which is the width used in the OFID and
nutation experiments. Neglecting the small sidebands, the frequency
bandwidths (FWHM) are 27.5 and 26.1 MHz for A and B pulses,
respectively. The energy spectrum of pulse A is slightly broader than
that of pulse B. This occurs because the area under pulse A is less
than that of B. Continuing along these lines, the energy spectrum of a
step-function pulse (infinitely fast rise and fall time) of the same width
as A and B is even broader (FWHM = 27.8 MHz).

In our experiments, pulse A accurately describes the pulses
we observe using both the EO and LADS techniques. Therefore, we

used this pulse to determine the bandwidth of the long laser pulses used
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in IRD experiments, Shown in Fig, 1 is the energy spectrum (Eq. (I5)
versus w) for a 50 usec A pulse. Here, the frequency scale has been
reduced (w X 0,004) indicating that the bandwidth for this pulse is much
narrower (FWHM = 111.3 KHz).

Now, since the experiments are performed with a train of pulses
rather than just one the effects of repetition rate on the form of the
transforms must be considered. If the laser pulse is repeated ad
infinitum at regular intervals Ti’ where Ti is the pulse separation,
then all of the transform is removed except for delta function samples
atw=xn ,21.—7; where n is an integer. However, the envelope of the
transform does not change. Most of the experiments on pentacene were
performed at pulse repetition rates of 10 KHz. Therefore, the energy
spectra for pulse trains are identical to those shown in Fig. 1 (i.e.,
they have the same overall width) except that they have delta function
samples separated by approximately 63 KHz.

Finally, to illustrate the broadening effects introduced by
pulsing a CW laser, shown at the bottom of Fig. 1 is the effective bandf
width of the single-mode dye laser on the time scale of the slow
transients observed in pentacene. Wu and Ezekiel have shovvn1 that
the linewidth is 60 KHz (usec time scale) and determined primarily by
residual FM jitter.

The important points of this section are: (1) for short (200 nsec)
pulses, the bandwidth of the single-mode laser is temporally limited and
almost 500 times larger than the effective CW bandwidth and (2) for long
(50 psec) pulses the laser bandwidth is determined almost entirely by

residual FM jitter.
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APPENDIX I1
APPROXIMATE SOLUTIONS FOR INTEGRALS IMPORTANT FOR
INHOMOGENEOUS LINEWIDTH AVERAGING

The solution of the integral written here in general form as:

-0 __A_z
I - 1 weyz_'_Az Bz
Vo g -

dA (1I1)

is required to determine both r,(t)[Eq. @9 of Ch. IV] and p pplt) (in the high
power limit of the steady-state coherence regime) averaged over the
inhomogeneous linewidth. Since, to our knowledge, there is no analytic

solution for this integral, it is usually approximated as:

I-= e B daa (I12)
ViB Yew
which is analytic. To show that this approximation is valid in general
for 'yz < Bz thé integral may be evaluated by an asymptotic expansion
of the exponential in a Taylor series about the maxima of the argument.
With the argument of the exponential given by:

Ha) = 24— - & (m3)

Y+ A B
taking successive derivatives reveals that maxima in f(4 occur at
L
A=zxWap-9y)?ifap®>y? andat A=0if af’ < y*. Expanding
L
£(A) in a Taylor series about A = (+ Va8 - %) and keeping only the first
term in A one obtains:
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2

1
N A VA S T)
f(a) = -[F= - -4|= - A-{xVap- 114
@) (3 52) (32 alﬂB?')( (i *F y) )
Therefore, the integral I may be expressed as:
1
I~ 27 exp{f(a)} da (115
vaB over p{( )} )
- + roots
2 s F V1
T 1
S
2
=& i 8 (116)
1- ¥ _
oz/zﬁ

Using the same techniques, the result for the integral with f expanded

about A = 0 is:

-a
2

1 € -
1-

(Im7)

Q

~<|.§D"<
ol B ™

For our purposes, the useful result will be Eq. (II6). This can be
shown by substituting for a, y, and g the appropriate variables from

Eq. (15) of Ch. IV for r,(t) and Eq. (60) of Ch. IV for ppp(t).

First, from Eq. (15), o = X*t/2T, y= x and 8= wy. From

-1)-1

experiment, x = 0.23 GHz (see pg.250), T = (T;i)o -T, = 56.3 nsec
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and Sw; = 24 GHz (see Fig. 150f Ch. IV). Thus, af? >y whent > 0.2 nsec.

~ Therefore, Eq. (116) is valid for describing all but the very short time
behavior of {r,(t)). Furthermore, considering the above values of the
parameters, Eq. (II6) reduces to the form shown in Eq. (18) of Ch. IV for (r,(t))
which was obtained using the approximation shown in (II2). Now, from

the appropriate integral for ppp(t) in Eq. (60), a = X'It, y=T, and

B = dwpp. With these parameters Rp e = X /GwPB VvI/t which is

identical to the previous result.
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APPENDIX III

AN APPROACH TO SHOW THAT r, IS AN ODD FUNCTION OF

THE OFF-RESONANCE PARAMETER, A

In terms of r, and r,, Pp,q MAY be expressed as:

1 .
Ppg = 7 (r1+iry) (1111)

such that

¢ 1 . . ¢
Ppa = 5 (r, + ir,) . (12)
Eq. (30c) of Chapter I for the equation of motion can then be written as:

. .. 1 . . .
r, +ir, = (- T, * iA)(r, + ir,) + ixr, . (113)

Here r, has been substituted for Pan = Ppp- The real and imaginary
parts of Eq.(III3) may be separated to obtain the optical Bloch equations

for r, and r,:

1
T, = =g Ty - AT (I114)
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f'z = XIg+ Ar; - le r, . (II5)

Eq.(III5) has been solved in Chapter IV and reference 7 of Chapter I and
found to be an even function in A. Eq.(III14) may be rewritten to show

explicitly its dependence on A:

/T, (4 (/T
e I | e = - Ar, . (I116)
Thus,
t/T t/T
él-f (r1 e 2) = -e Ar, (II7)

and integrating over time one obtains:

-t/T, t t'/T
r, = -e [ e *Ar, at’ . (1118)
0

Since, r, is even in A, r, must be odd and so averaging Eq. (III8) over the

inhomogeneous lineshape will provide the result:

(rp) =0 .
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PROPOSITIONS
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PROPOSITION 1
Measurements of vibrational lifetimes and spin-orbit

relaxation rates in matrix isolated NO
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Vibrational relaxation (VR) in molecules isolated in condensed
phases has been studied extensively in the recent past. Emphasis has
been placed on diatomic mo]ecu]es]"8 isolated in rare gas matrices
because theoretical models have been developed for this simple case.9'17
Most of these models view the relaxation as a multiphonon process in
which a single quantum of vibrational energy of the guest diatomic is
converted into several host lattice phonons. Because of the analogy
between these multiphonon processes and electronic relaxation processes
important for large isolated polyatomic molecules, this field has at-
tracted considerable attention.

There is some controversy involving the energy gap law and the
strong temperature dependence for the vibrational relaxation rate that
multiphonon theory predicts. Several exceptions and the comp]icationsb
involved are worth noting.  Certain systems (e.q., CN/Af')7 have been
studied in excited electronic states where it is found that VR occurs
rapidly by intersystem crossing and internal conversion rather than by
a direct mechanism. Because of these competing processes it is difficult
to ascertain the details of the direct coupling of the guest vibrational
modes to the lattice. In other systems (NH/Ar, ND/Ar)3, where vibrational
lifetimes are short (< 1 usec in the A3H state) with no temperature depen-
dence in the range 8-25°K, it has been suggested that rotationM’15 or

17

other orientational motion ' of the gquest diatomic is an important local

accepting mode. These processes are completely ignored in the original
multiphonon theory. Energy transfer between isotopic species has been

found to be an important competing channel in CO/ArS. In this system,
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rotation is considered unimportant and the observed vibrational 1ifetime
is essentially radiative. To further complicate matters, several of the
diatomics studied (NH, OH, C, CN) are isolated in the host matrix after

photolysis of a precursor molecule (NH H20, C2H2, HCN). Therefore,

39
atomic impurities and unphotolyzed starting material may be nearby the

"isolated" diatomic providing additional energy transfer channels that

are difficult to quantify.

To avoid the complications introduced by competing decay channels
in electronically excited states and the possibility of energy transfer
to impurities as a result of photolysis, it is proposed that vibrational
relaxation be studied in the ground electronic state of the stable
diatomic NO in an argon matrix at low temperature. It is also proposed
that spin-orbit relaxation be investigated in this system to verify

whether this process can indeed be slow as suggested by McCarty and

18

Robinson'~ and whether it introduces a VR channel.

Nitric oxide is somewhat of a unique molecule. It is the only
stable diatomic molecule with a non-zero electronic angular momentum. Its

ground electronic state has two spin-orbit components, XZH]/2 and X2H

3/2
-119

separated by 123.2 cm Table I summarizes the energies (cm']) for

the first three vibrational levels of the 2H ground state obtained from

20,21

high resolution gas phase measurements. These gas phase energies

will be shifted slightly in a matrix. Red shifts of 4-5 cm'] have been
observed for CO5 and N§2 in argon matrices.

At 4.2°K, essentially all of the NO molecules will reside in the
ZH]/Z state (V=0) since the thermal population of 2H3/2 can be neglected.

Therefore, the first step would involve measuring the 1ifetime of ZH]/Z
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Table 1
2 2
v T2 T30
0 0 123.2
1 1876.1 1999.0
2 3724.1 3846.9
3 5544.1 5666. 6

2

(V=1) following excitation from °I

1/2 (V=0). To accomplish this, one
needs an excitation source at = 5.3u. The source must be tunable, since
the position of the line is not known exactly in the matrix. A new fre-
quency mixing technique capable of generating continuous]y»tunab]e IR
output from 3.5u to 13u has recently been 1'ntroduced.23 It involves mix-
ing of the Stokes wave generated by stimulated Raman Scatter1n924 in a

high pressure H2 cell with the tunable output of a LiNbO3 parametric

25

oscillator. The pump source is a 1.06u amplified Nd:YAG laser whose

output is split (50/50) to pump both the parametric oscillator and the H2

cell. Up to 6 kW peak power in a 5 nsec pulse has been obtained with a

o -1 2
linewidth of 0.1 cm . 1/2
2

(Vv=0) - H1/2 (V=1) transition, the lifetime of V=1 could be deter-

Following excitation of the sample at the “TI
mined by monitoring the emission using an InSb detector. Although dynamic
response has been a problem with IR detectors in the past, detectors are
now available with response times of 100 nsec or 1ess.26

From gas phase integrated absorption measurements the radiative
lifetime of NO is found to be 80 msec.27 [f VR is indeed sTow, and one

can neglect the effects of rotation, then one would measure the radiative
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lifetime in the matrix. This is indeed the case for CO/ArS. However,
the observed lifetime does decrease in CO/Ar when the temperature is
raised above 24°K. It would be interesting to see if the onset of the
temperature effect occurred at a lower temperature for NO, since it has

a noticeably smaller vibrational energy spacing. This temperature effect
could be due to nonradiative channels involving specific localized

phonon modes and should be investigated carefully. Although it is not
clearly understood why rotation plays no role in CO VR in a matrix,

~ rotational constants for CO and NO are similar, and it is possible that
rotation is unimportant in NO as well.

Upon measuring the lifetime of V=1 the next higher vibrational
mode should be studied. Theoryg‘]3 suggests that VR is faster in upper
vibrational levels, since the host-guest coupling is taken to be Tinear
in the guest vibrational coordinate. This has been observed in some of
the systems studied. For example, in CN/Ar7, the relaxation rate in the
A2H state does increase with the extent of vibrational excitation.
Lifetimes of 10, 90 and 670 nsec have been measured for V = 4, 3, and 2
respectively. Although the VR mechanism in this system is thought to in-
volve intersystem crossing to vibrational levels high in the ground state
manifold which cross back rather than relax directly, the experimental
results do obey the energy gap law, which impTlies that the relaxation
process has a multiphonon character. On the other hand, no dependence of
the vibrational lifetime on V was found for CO/ArS. In this system,
relaxation is essentially radiative and energy transfer processes involv-

ing isotopic species complicate the interpretation of the relaxation

mechanism. These isotopic species constitute 1.3% of the total number of
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CO molecules. In NO, isotopic species (N]5016, N14O]8, N]SO]B) amount

to only 0.4% of the total number of NO molecules. Therefore, at low con-
Centration these energy transfer processes will not interfere as much,
and the observed relaxation behavior may dfffer considerably.

To excite the ZH]/Z (V=2) state, one needs a tunable excitation
source near 2.69u. Recently, F-center Tasers have been developed that
provide tunable IR excitation from 0.9y to 3.3u.28’29 An F-center con-
sists of a single electron trapped at a halide ion vacancy in an alkali
halide crystal. They are created in the crystal by X-ray bombardment.
Laser action has been demonstrated in crystals where one of the six metal
ions immediately surrounding the vacancy is foreign. Following absorption
of a visible photon, the F-center relaxes to a new configuration and sub-
sequently emits a near IR photon before relaxing back to its original
configuration. This discussion is not meant to explain the physics of
color centers. Let it be stated at this point that a type FA(II) color
center in lithium doped KC1 will provide tunable excitation in the re-
quired region. This laser medium can provide a very narrow linewidth
(100 kHz) and operates either CW or pulsed. It can be pumped with the
frequency-doubled (0.53u) output of the Nd:YAG laser mentioned previously.
Thus, time resolution would be approximately 5 nsec.

| Following excitation with the F-center laser, the lifetime of the
ZH]/2 (V=2) state can be measured by monitoring the emission as before,
using an InSb detector. The temperature dependence of this 1ifetime

should be investigated as well to establish whether or not V= 1 and V=2

relax similarly.



341

Upon determining the 1ifetime for both vibrational levels and
whether the energy gap law predicted by the multiphonon theory applies
in this system, the spin-orbit relaxation (SOR) between the components
of each vibrational level should be considered. This process can be
examined with a double resonance technique as shown in Fig. 1 and

described below.

In this double resonance experiment, one Taser pumps the
2H]/2 (V=0) » 2H3/2 (V=1) transition. ATthough this transition is
forbidden (Hund's Case (a)) it has been observed20 before in the gas
phase spectrum of NO using conventional IR excitation. With the moder-
ately high powers available in the pulsed IR laser as described earlier,
it should be possible to pump this transition as shown in Fig. 1. If
spin-orbit relaxation is fast (e.g., due to some mechanism involving the
participation of lattice phonons), then the build-up in absorption of
the ZH]/Z (Vv=1) » 2H]/2 (V=2) transition monitored by v probe should
follow the laser excitation pulse (i.e., 5 nsec) or the detector response
if one monitors the absorption. Now, if SOR is slow compared to the
radiative and VR times of the 2H3/2 state, then no absorption would be
seen. In the interesting intermediate case, the build-up in absorption
would provide the relaxation rate between the spin-orbit components. At
this point it should be noted that the Jasers mentioned previously have
adequate resolution to probe the (1-2) transition without exciting the
(0+1) transition simultaneously.

Since the energy separation between the spin-orbit components is

small, one might expect the relaxation process to be fast using energy gap

arguments. It is not known, however, what influence this process would have



342

Figure 1: Energy level diagram for NO illustrating the double
resonance method of measuring the spin-orbit relaxation

rate.
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on vibrational relaxation. In one system (NH/Ar), there is considerable
controversy over the rate of spin-orbit relaxation in the A3H state.
18

(

McCarty and Robinson MR) show spectra for NH in Ar which indicate that

NH freely rotates in both its ground X3Z' and A3H states in this environ-
ment. Upon assignment of the emission lines 6bserved to various spin-
orbit components of each state, they suggested that SOR is on the order
of the 1ifetime of the electronic transition, =~ 1 x10'6sec. Bondybey and
Brus> (BB) however, claim that rotation is hindered in the AST state with

1

a barrier of 320 cm ', and that SOR is fast (< 10 nsec). In the MR

experiment, NH was prepared from NH3 in a microwave discharge, while in
the BB experiment, NH was prepared by photolysis of NH3.

The experiment on NO could help resolve this anomaly. It can be
isolated cleanly in the matrix and its large spin-orbit interaction could
make it a better candidate to examine SOR and its participation, if any,
in VR.

In summary, NO appears to be a molecule worth studying in an
attempt to further the understanding of VR in simple isolated systems.
Not only could it add new information about the energy gap law, it also
introduces the possibility of determining whether spin-orbit relaxation
should be considered in the mechanism of vibrational relaxation in these

simple systems.
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PROPOSITION II

Measurement of the intersystem crossing (ISC) rates in excited
electronic states of 3,4-benzopyrene using a triplet-triplet

absorption technique.



348

3,4-benzopyrene is a large aromatic molecule with a very small

energy gap (2000 cm'l) between its first and second excited singlet

1

states. The coupling between these two electronic states as a result

of this small energy gap is a classic example of the "dense inter-
mediate case".z'4 The radiative decay of the second excited singlet
state (52) in this regime exhibits the characteristics of the small
2,5

molecule limit for a finite set of strongly coupled levels. Conse-

quently, emission is observed from S2 with a lifetime much longer than
that expected on the basis of the integrated oscillator strength and
approximately equal to the lifetime of S]. Although the radiative

properties of S] and 52 for 3,4-benzopyrene have been studied extensively
1,6-8

in the past, not much emphasis has been placed upon nonradiative
processes. Since the Tifetime of 82 is much longer than that found for
upper excited states in more "typical" aromatic molecules, it represents
somewhat of a unique system to study the effects of electronic and excess
vibrational energy upon the rate of intersystem crossing for strongly
coupled states. It is proposed therefo}e, to measure the intersystem
crossing rates for S] and 52 of 3,4-benzopyrene in the gas phase as a
function of temperature, pressure (inert gas) and laser frequency using
a narrow band dye laser for state selectivity and a triplet-triplet ab-
sorption technique.

Because of the interesting radiative properties for molecules as

a result of interstate coupling in the dense intermediate case, the essen-

tial details of the coupling in this regime will be presented.
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For a large molecule with two excited electronic states separated
by a small energy gap, a small number of zero-order vibronic levels {¢Q}
in the S] manifold will be strongly coupled (large Franck-Condon vibra-
tional overlap factors) with a vibronic level ¢S of 52. These ¢g Tevels
w9,10

have been called "promoting modes and strong coupling is assumed to

occur only for modes that are nontotally symmetric (S] and 82 are taken
as nondegenerate states of different symmetry). The zero-order Born-
Oppenheimer (BO) Tevels ¢ and {¢Q} are.characterized by the energies

Es’ {E],-~-,En} and by the widths \ {y],---,Yn}. The widths are de-

fined as:

Yy =ty
where Fi is the radiative width of level i, and Ai is the corresponding
nonradiative width. A; arises from intersystem crossing to the triplet
manifold (s) and internal conversion to the ground electronic state. Its
measurement is of concern here.

The physical model for the strongly coupled levels involves the
assumption:

Vg, | >> [E, -E,.] (2)
where ¢£ and ¢2. are adjacent levels in the % manifold, and Vsz is the
non-adiabatic coupling term. In a situation of strong coupling, the
states that diagonalize the decay matrix cannot be assigned in terms of

the zero-order states ¢s and {¢2} such that a molecular eigenstate1]

basis set given by:

lpm - asmq)s * % b%m¢2 (3)
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is more useful. From the time evolution of the compound state in the
Weisskopf-Wigner approximation, one can determine the widths of the
molecular eigenstates in terms of the widths of the original zero-order
levels. It is assumed that 1) no correlation exists among the decaying
levels (i.e., a diagonal decay matrix), 2) <y,> is the mean decay width
of a state in the 2 manifold, and 3) the coupling is uniform such that
Vsz can be replaced by <V> and EZ—EQ. by <e>. Within the framework of
these assumptions, the diagonal elements of the decay matrix will be

roughly comparable, and the decay rates for the states defined by

Equation (3) take the form:
Y
_'s

Ym - n + <Y2> . (4)

In Equation (4), n is the number of strongly coupled levels given by:4

2
. (5)

n = n<V>
<g>
Several interesting points can be made about the results shown in
Equation (4). First, eigenstates whose energies aré close to either the
zero-order BO ¢2 or ¢S state will have single exponential decays with
approximately the same lifetime. Second, the total decay rate corres-
ponding to the zero-order ¢S state is "diluted" by an amount correspond-
ing to the number of strongly coupled levels. This is the origin of the
statement made earlier that the radiative decay of ¢s obeys the small
molecule Timit where 1ifetimes Tonger than that expected from oscillator
strength measurements have been observed.5 Finally, since the rates,
Yio have radiative and nonradiative contributions, the nonradiative chan-

nels are "diluted" as well.
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The nonradiative channels should be investigated carefully and
directly for the following reasons. First, although the radiative 1ife-
times in the s and g spectral regions have been found equal for several
dense intermediate case mo]ecu]eshl2 including 3,4-benzopyrene,6 in
most cases only a few measurements have been made in the intermediate
region between the origins of the ¢2 and ¢S manifolds. In this region,
with a narrowband laser, it may be possible to probe the eigenstates more
selectively to determine the detailed structure of the coupling, Vsz.
This coupling should affect nonradiative channels also (Egs. 1,4,5).
Second, a narrowband laser will effectively test the assumption that
there are no correlations among the decay channels, since closely spaced,
strongly coupled Tevels can provide radiative interference efm"'ec’cs]3
(i.e., quantum beats) if their widths exceed their spacing, while eigen-
states well separated relative to their widths do not. These interference
effects may possibly manifest themselves in the nonradiative channels.

To theoretically handle the nonradiative decay involving inter-
system crossing to triplet manifolds, it is usually assumed that the
triplet manifolds correspond to the statistical 1im1t3’14’15 where the
density of triplet levels ¢T in the vicinity of ¢2 and ¢S is large. It
is further assumed that cp2 and ¢s decay into their own quasicontinua
(i.e., diagonal nonradiative decay matrix) such that the nonradiative

widths may be characterized (neglecting internal conversion processes) by

the expressions:

_ 2

by = 2y relory (6)
- 0. 2

Ag = 2"IVS,Ts'st (7)
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where pT2 and pTs are the density of states in the d1q and o triplet
manifolds. v

The object of the experiments described below will be to measure
intersystem crossing rates in 3,4-benzopyrene following selective exci-
tation throughout the energy region given by E2 and ES to determine the
nonradiative widths given by Equations (6) and (7). This new information
may help possibly in the understanding of the intramolecular coupling
between the s and T and the % and T manifolds, and indirectly provide
information about the coupling between s and %.

Much is known about the radiative processés important for

1,6 (

3,4-benzopyrene. In the gas phase 115°C, <.1 torr) emission is seen

from both S, (at 24,800 cm'1) and S, (at 26,800 cm']) following excita-

tion into a vibronic line of 52 at 28,800 cm']. The emission which
follows a single exponential has a 1ifetime6 of ~70 nsec at both origins
with some evidence of interference effects6 (quantum beats) superimposed

on the decay! These interference effects, if real, indicate that certain
levels must be closely spaced relative to their widths. The fluorescence
yie]d] for 52 is almost 10% relative to S], and this yield increases with
both temperature and excitation frequency. The addition of an inert gas
(n-hexane) quenches] the emission from 52 reiative to S]. The triplet
yield has been measured in solution (toluene) and found to be 0.6.]6
Because the triplet yield is large, measurement of the intersystem
crossing rates by triplet-triplet absorption should be possible and may

aid in the understanding of the temperature and pressure effects upon the

observed radiative properties.
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The proposed experiments require a narrow band tunable excitation
source between 24,000 and 29,000 cm-]. Single-mode CW tunable dye lasers
have very narrow linewidths (= 10 MHz) and recent advances have improved
single-mode power to the point that intracavity frequency doubling is
practical. The most significant advance]7 involves the use of a ring-
shaped cavity such that the laser can operate in a traveling wave con-
figuration rather than the conventional standing wave arrangement. Single
mode output powers of up to 1 watt (CW) héve been achieved with rhodamine
6G, and 55 miW in the UV has been obtained with intracavity frequency
doubling. With the dyes dxazine 1 and oxazine 750 and a KDP intracaVity
frequency doubling crystal, a ring dye laser could provide tunable narrow
band excitation in the required region. Time resolution could be obtained
using Bragg diffraction from an acousto-optic modulator to deflect the

laser beam into the sample]8

for a short pulse. Transient triplet-triplet
absorption spectra could be observed with a tungsten lamp at right angles
to the Taser beam. This lamp would be on continuously, and after passing
through the sample it would be focussed upon the s1it of a spectrometer
whose output would be monitored by a photomultiplier.

The first step in the experiment would involve obtaining frequency
resolved trip]et-tripiet absorption spectra following laser pulses. This
could be accomplished using a scanning-gate boxcar integrator to look at
the signal coming from the detector for a very narrow time interval fol-
Towing each laser pulse. One would get a frequency-resolved transient

absorption spectrum with this technique by scanning the spectrometer

with the boxcar gate fixed in time relative to the laser pulse position.

Time-resolved spectra,on the other hand, would be obtained by scanning
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the boxcar gate position with the spectrometer fixed. Thus, by using
both of the above methods in a systematic way, one can get both fre-
quency and time jnfonnation for the transient absorption process.

Since the tungsten lamp output varies with frequency, it would
be advantageous (in terms of sensitivity) to remove this effect which
manifests itself as a sloping background superimposed on the spectra.
This can be done in a way that also corrects for the frequency depen-
dent detector and spectrometer efficiencieé as well. If one splits
the signal from the detector, sending half to the original boxcar and
half to another boxcar whose gate width is set to the laser pulse
separation, then the ratio of the output of each boxcar gives the cor-
rected time-resolved spectrum. This technique is much simpler than
conventional ways of correcting spectra which typically require two
matched detectors.

WithAthe above techniques one should be able to obtain both the
frequency and time-resolved transient triplet-triplet absorption spec-
tra. From the build-up and decay of the intensity of the observed
lines (at low Taser power) one should be able to extract both the rate
of intersystem crossing and the triplet 1ifetime. If certain lines
appear at short times (relative to the laser pulse) and disappear later
as other lines build up, then one has the chance of measuring and pos-
sibly identifying absorption from upper triplet states. There are many
other effects to study. Of obvious concern and importance are the tem-
perature and pressure dependence of the transient spectra because of the
known effect] these variables have upon the radiative properties of

3,4-benzopyrene.
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A temperature dependent intersystem crossing rate has been ob-
served for anthlr'acene]9 before, and it has been attributed to parti-
cipation of a second triplet manifold in the vicinity of the lowest
excited singlet. Since the emission from 52 in 3,4-benzopyrene
increases with temperature, a different kind of temperature-dependent
process such as collision-induced emission may be in effect.

The pressure dependence of the intersystem crossing rate should
be interesting in this system because of the selective quenching of
emission from 52 observed upon addition of an inert gas (n-hexane) to
the sample cell. This may show up as an enhanced ISC rate and thus
stronger T-T absorption.

Possibly most interesting will be the effect of laser frequéncy
upon the ISC process. Several examples in the literature can be found
where plots of nonradiative decay rates versus excitation energy
exhibit breaks at energies corresponding to the origins of various ex-

20-22

cited singlet states. These experiments suggest that the initial

state involved in the radiationless transition may be a "compound

20

state or molecular eigenstate as given by Equation (3). Thus, meas-

urements of these radiationless decay rates in 3,4-benzopyrene as a
function of excitation energy may possibly add more insight into the

details of the coupling in molecules corresponding to the dense inter-

mediate case.
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Proposition III

Study photosensitized redox reactions at semiconductor

surfaces
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The efficient interconversion of optical and chemical energy is a
difficult problem that has received a lot of attention in recent years.
Success in the development of chemical lasers and photo-electrochemical
cells using semiconductor electrodes are indications of the achievements
thus far. Recently, the electrolysis of water]'3 has been accomplished
upon ifradiation of a T102 semiconductor electrode in an electrochemical
cell with ultraviolet (< 41503) light. It is proposed that this chemical
reaction might be accomplished upon irradiation of a dye adsorbed to the

surface of a semiconductor crystal with visible 1ight.

1. Electrolysis of H,0 in photoelectrochemical cells

The mechanism of the electrolysis of water at an illuminated T1'02

electrode is thought to involve excitation of an electron from the valence

band to the conduction band creating a hole (h+).4 The band gap in Ti0
5

2

is approximately 3 eV™ and thus UV photons are required for this process.

Oxidation of water occurs at the T1'O2 surface while evolution of H2 pro-

ceeds at the platinum electrode in the electrochemical cell. The reaction
occurs in acidic or basic electrolytes with quantum efficiencies6 (
2

3) for

and 10'].

the conversion of optical to chemical energy of between 10~

The electrolysis of water has subsequently been observed at the
surface of several other semiconductors upon irradiation with UV light.
These semiconductors include SnQ 7 (band gap = 3.5 eV,8 i)

2
.~ O _ 9 . 10 11
Sr‘T1O3 (band gap = 3.4 eV,” & = .20); KTaO3 - (band gap = 3.5 eV,

.01);

¢ = .06); and wo3 12 (band gap = 2.8 eV,12 ® = .005). For SrTiO3, effi-
cient electrolysis occurred without biasing the semiconductor. A1l of

the other systems (including TiOz) required a bias but always much less
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than that required (1.23V) to electrolyze H20 at standard conditions.
The need for this bias is thought to involve overcoming cell impedances
and to achieve an effective depletion region at the surface of the elec-
tr‘ode.4 For example, a positive bias on an n-type semiconductor favors
hole migration to the electrode surface, while electrons move toward
the bulk. This process improves the photocurrent yield by inhibiting
h*-e” recombination.

A few other photoelectrochemical reactions have been observed
using semiconductor electrodes. In basic solution (pH 14), the oxida-

tion of 5'2 and Te-2 at the surface of GaP 13 and CdTe 14

has been ob-
served upon visible irradiation into the conduction band of each semi-
conductor. Efficiencies have approached 10%. Photoelectrochemical
cells using these electrodes appear to be very useful because the sub-
stance oxidized at the semiconductor is reduced at the counter electrode
(platinum) such that no net chemical change occurs in the electrolyte.
With this arrangement sustained photocurrents are possible.
Photosensitized electron transfer reactions have been observed

at semiconductor electrode surfaces and are discussed in the following

sections.

2. Photosensitized electron injection

It is possible to inject an electron into the conduction band of
a semiconductor by irradiating a dye adsorbed on the surface which has
an excited state that overlaps the conduction band of the semiconductor
(see Figure 1). This phenomenon has been observed for Zn0 (band gap

15,16

3.2 eV) in the presence of Rhodamine B. It is not known whether
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Fiqure 1

Photosensitized electron-injection
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the dye transfers an electron from an excited singlet or triplet
sfate. The triplet is longer lived, yet the dye is adsorbed to the
surface of the semiconductor and the interaction could be strong
enough to allow electron transfer from the short-lived singlet. The
dye is oxidized in the process. In the Zn0O-Rhodamine B (10'4M, pH2,
1M KC1) system, the anodic photocurrent reaches a maximum at the ab-
sorption peak of the dye (SSOOR) and is greater than three orders of

magnitude above the unsensitized photocurrent level.

3. Photosensitized hole-injection

Cathodic photocurrents have also been sensitized by dyes absorbed

on the surface of certain semiconductors.”’18

In this case, hole-
injection can occur if the ground state energy level of the dye overlaps
with the valence band of the semiconductor. Irradiation of the dye
excites an electron into an upper level. An electron from the valence
band of the semiconductor reduces the dye by filling the ground state
dye level creating a hole in the valence band as shown in Figure 2.

It is necessary for the excited state of the dye to fall below the
conduction band of the semiconductor to observe cathodic photocurrents.

Hole-injection has been observed in Cu20-Rhodamine B]7

gl8

and GaP-Rhodamine
systems. In both cases, photocurrents were not observed with dye

absent.

4. Importance of flat-band potentials

Before making use of electron and hole injection to accomplish

redox reactions, one must know the energy of the band edges of semi-
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Figure 2

Photosensitized hole-injection
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conductors in relation to the series of standard redox potentials,
the electrochemical scale for the free energy of electrons in electro-

19 of the semiconducfor allows one to

lytes. The flat-band potential
estimate the position of the band edges versus a normal hydrogen €lec-
trode (NHE) or other standard electrode. The flat-band potential
(vfb) represents the difference in Fermi level between the semiconduc-
tor and reference electrode and is the intercept of a plot of 1/C2
versus V (Mott-Schottky p]ot)20 where C is the capacitance of the
semiconductor and V is the applied voltage. The conduction band edge

can then be found from the expression:4

Ec = Ep - kT zn(ND/NC) (1)

Here, EC is the conduction band energy (eV), Ep is the Fermi level
energy (EF = —qvfb), Np is the donor density calculated from the slope
of the Mott-Schottky plot, and NC is the effective density of states at
the lower edge of the conduction band. The band gap then determines
the position of the valence band. These calculations were done by
Gomes and CardonZ] for a series of semiconductors, and their results

appear in Figure 3 and Table I.

5. Photosensitized oxidation of water by hole-injection

Hole-injection into the valence band of GaP was observed by

Memming and Tributsch]S

for GaP-Rhodamine B systems in 1M KC1 upon
irradiation at 57008. This places the ground state energy level of

Rhodamine B at less than -0.80 eV on the energy level diagram of
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Figure 3

Semiconductor band edge energies (eV) versus NHE
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Table I  Semiconductor band edge energies versus NHE

Semiconductor Medium EC(eV) vs NHE EV(eV) vs NHE
GaAs 1M KOH + 1.3 - 0.1
GaP* M H,50, +1.0 -1.3

1M NaOH + 2.0 - 0.3
CdSe 2M KCT +0.6 -1
CdS 2M KC1 + 0.8 - 1.6
In0* pH 9.2 + 0.4 - 2.8

*It has been found that the positions of the bands of several semi-
conductors shift toward higher energies as the pH increases.m’22

Figure 3, since overlap with the valence band of GaP is necessary for
this process. 02 evolution was not reported in this system. A possible

explanation lies in the reduction potential of the reaction:

0, + 4Rt + g s 2H,0 (2)

at pH7 . Using the Nerst equation and an E° value of + 1.23V,23 t

he
potential is + 0.82V versus NHE at pH7 . This places the electron
energy at which Equation 2 occurs below the valence band of GaP in
Figure 3. Thus, oxidation of water is not expected.

It is conceivable, however, that 02-ev01ution might be observed
at a GaP semiconductor surface in the proper environment. At pHO
(1M.H2504) the valence band of GaP lies at - 1.3 eV (from Table I). This

is below the electron energy at which O2 evolution occurs (-1.22 eV at

pH0 ) and so if one was able to inject holes into the surface of GaP,
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the oxidation of H20 should proceed.

Although there is no published data that I know of on redox
potentials for xanthene dyes such as Rhodamine B, the observation of
hole-injection in GaP-Rhodamine B systems at pH7 indicates that the
ground state of this dye has an electron energy near -1 eV. However,
since the conduction band of GaP is much lower at pHO , Rhodamine B
would not be a suitable dye for hole-injection into the semiconductor
because its excited state undoubtedly overlaps the conduction band of
GaP. A suitable dye would be one with an absorption band at longer
wavelength. Therefore, a reasonable first set of experiments to try
would involve irradiating a GaP semiconductor in acid solution with
Nile Blue, oxazine 9, or dye 140 (an amidopyrylium dye) absorbed to its
surface.

Nile Blue and oxazine 9 have absorption maxima (EtOH) at 63SOR
and 60108, respectively, and have been found to be much more stable

photochemically than xanthene dyes 1ike the Rhodamines.24

Dye 140 has
an absorption maximum at 66OOR (see Figure 4 for structures). The dye
should be excited with monochromatic 1ight near the absorption maxi-
mum. However, the optimum position might be at lower energy where
there is 1e§s chance of transfer from the excited state of the dye to
the conduction band of GaP.

If overlap between dye in its ground state and the valence band
of GaP was sufficient for hole-injection, the oxidation of water with

subsequent evolution of O2 from the surface of the crystal should oc-

~cur. The evolution of 02 might not be noticed, however, if it
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Figure 4

Dyes for photosensitized hole-injection

into GaP
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immediately oxidizes the dye. Therefore, it might be necessary to add
an oxidant or to have an electrode present to oxidize the dye after
electron transfer from GaP to allow evolution of 02 from the solution.
The energy level diagram for the process is shown in Figure 5.

It would be advantageous to have the dye transfer its extra elec-
tron in a way that does useful chemistry. If another semiconductor was
close by, and it had a conduction band that.over1apped the excited state
of the dye, it might be possible to oxidize the dye with an electron-
injection process.

‘ CdS is a possible candidate for the job. Although CdS decom-
pose525’26 upon hole-injection due to dissolution, it is stable toward
_e]ectkon-injection processes. Its conduction band lies at + 0.8 eV and
its valence band lies at - 1.6 eV (Table I). Thus, it should be possible
to transfer an electron from the excited dye to the conduction band of
CdS. The electron energy of the conduction band should be high enough
to see evolution of hydrogen at the surface. This has been observed in
GaP'8 upon irradiation with light (= SSOOR) into its conduction band at

“pH 7. The complete energy level diagram for the redox reaction is shown

in Figure 6. At the surface of GaP, oxygen should be evolved:

+ 1 +
HZO +2h «— > 02 + 2H (3)
while at the surface of CdS, hydrogen should be evolved:
+ -
2H + 2e7 <« H, : (4)

There are several modifications one could make in the system if

the desired chemistry did not occur. Perhaps of most importance is the
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Figure 5

Chemical reaction at p-GaP surface: H20+2h+ > %-OZ-F 2n*
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Figure 6

Energy level diagram for the redox reaction
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fact that the enerqy band edges of the semiconductors are sensitive to

21,22

both pH and temperature8 of the electrolyte to which they are ex-

posed. Thus, shifting of the band edges can be done if necessary for
better overlap of the valence band of the semiconductor with the ground
state of the dye (hole injection) or better overlap of the conduction
band of the semiconductor with the excited state of the dye (electron
injection). For example, if one could shift the band edges of SrTiO3
or KTa03‘which have very high quantum efficiencies such that good overlap
occurred with the ground state of the adsorbed dye, then the efficiency
of the electrolysis might improve dramatically. Other dye-semiconductor
combinations could be tried and even if the electrolysis of water could
not be achieved, other chemical redox reactions could be studied in order

to improve the efficiency and further the understanding of the details

of the electron-transfer process.
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PROPOSITION IV

Synthesize new substituted styrenes by alkylating group V

heterobenzenes using viny1 triflates
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The group V heteroaromatic compounds, pyridine a, phosphabenzene
b, arsabenzene ¢, stibabenzene d, and bismabenzene e form an interesting
chemical series in that elements of an entire column of the periodic

table are incorporated into aromatic rings.

OO0 00
XN P XAs Xsb NBj

a b c d e

Studying the relative chemical reactivity of the members of this series
in various types of reactions should provide information about the nature
of m bonding between carbon and group V elements as well as Tend insight
into the details of the reaction mechanisms themselves. It is proposed
that several of the group V heterobenzenes (b,c,d) can be a]ky]ated‘in a
Friede1-Crafts electrophilic aromatic substitution reaction with vinyl
triflates to form new substituted styrenes. A comparison of the relative
reactivities of b,c,d towards alkylation could 1) provide information
about the influence of the heteroatom upon the electron density in the
aromatic ring and 2) possibly add support to the belief that the mechanism
of vinyl triflate alkylation involves a vinyl cation intermediate and not
a carbonium ion as invoked for other Friedel-Crafts a]ky]ations.2

Except for the highly labile bismabenzene, e, the group V hetero-

benzenes are stable, isolatable compounds. Microwave spectral stud1‘es3'6



383

indicate that all of the heterobenzenes are planar. Carbon-carbon bond
lengths are extremely close (.O]X) to the C—C bond in benzene (1.395R).
-Although the C—X bonds (where X = heteroatom) are much longer than the
C—C bonds, the CXC bond angles are smaller than the CCC bond angle 1in
benzene (120°) such that the structural strain introduced in the ring by
the addition of the Targe heteroatom is minimized. With the exception
of pyridine, whose chemistry is very different from the other members due
to the basicity of nitrogen, the heterobenzenes undergo Diels-Alder type
cycloaddition r'eactions,7 certain electrophilic aromatic substitution
reactions,8 and can form transition metal comp]exes.B’9 Recently, it
has been found8 that the heteroatoms of phosphabenzene and arsabenzene
show no basic properties toward proton acids or alkylating agents. For
this reason, it may be possible to alkylate these heterobenzenes (and
perhaps stibabenzene as well) using vinyl triflates to form new substi-
tuted styrenes. To justify this hypothesis, a discuséion of the alkyla-
tion of aromatic substrates using vinyl triflates is necessary.

Vinyl triflates are highly reactive species containing a tri-

fluoromethanesulfonate (TFMS) group as shown below:

1
R OSCFq
I
(o) (1)

>:< R

1

where TFMS = CF SO3 and R],R2 are alkyl and/or aryl substituents. Since

3
it has been established that triflic acid, CF3SO3H, is the strongest
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Brgnsted acid (proton donor) known, the CF3SO§ anion shou]d be one of

the best leaving groups available. This is the origin of the reactivity

of vinyl triflates.

1,1 that both activated and deactivated

It has been discovered
aromatic substrates (i.e., substrates with substituents that either
donate or withdraw electron density from the ring) can be alkylated with
certain vinyl triflates. The reaction occurs under mild conditions,
without the usual Friedel-Crafts catalysts (e.q., A1C13). It requires
the presence of a sterically hindered nonnucleophilic base,

2-6-di-tert-butyl-4-methylpyridine (2).

CH
=4

3

(2)
(HgC)gC” NN~ C(CHj,)g

This base neutralizes the triflic acid Tiberated in the reaction, but

does not interact with potential electrophilic intermediates (i.e.,

vinyl cations) due to steric hindrance.]2 Any interaction of this type
would prevent alkylation. The mechanism of aromatic alkylation using
vinyl triflates is thought to occur via a vinyl cation as shown in Fig.
1. In the diagram, L = CF3SO3 and for simplicity the aromatic substrate
is taken to be benzene. The third step in this mechanism involves an
intermediate with a positive charge delocalized on the aromatic ring.
Because of this, alkylation of deactivated aromatic substrates (which

already have reduced electron density in the ring due to an electron with-
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Figure 1. Mechanism of aromatic alkylation with vinyl triflates
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Fig. 1
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drawing substituent) is difficult, yet it has been accomplished for
ch]orobenzene] with good yield using 1-phény1-2-methy1-1—propen-1 yl
triflate (R] = C6H5, R2 = CH3 in (1)). This vinyl triflate (to be
referred to as PMPT later) was used because 1) the vinyl cation
thought to be produced is stabilized by the aryl group (R]) and 2) it
has no B hydrogens. Vinyl triflates with B hydrogens have been found]
to undergo elimination reactions more favorably than alkylation.

Now that the mechanism and requirements for vinyl triflate
alkylation of aromatic substrates have been presented, the reasons why
group V heterobenzenes (b,c,d) should react to form styrenes will
be given. First, as mentioned previously, the heteroatoms of phospha-
benzene, arsabenzene, and possibly stibabenzene show no basic proper-
ties toward proton acids or alkylating agents. Therefore they should -
not interact with electrophilic intermediates (vinyl cations in this
case) and electrophilic aromatic substitution should proceed if the
substrate is reactive enough. Second, vinyl triflates are highly re-
active species that can alkylate aromatic substrates under mild condi-
tions without catalysts. This should make it more favorable to
alkylate stibabenzene which is known to polymerize above room tempera-

13

ture. Finally, arsabenzene8 undergoes a Friedel-Crafts acylation

reaction as shown below:

COCH3
v 3
7 CHBCXH (3)
— e
XNAs A1C13 N As

CH2C12
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This reaction usually occurs for aromatic substrates that are at least
as reactive as the halobenzenes. Therefore, arsabenzene must be as
reactive as, say, chlorobenzene toward electrophilic aromatic substitu-
tion. As mentioned before, chlorobenzene undergoes vinyl triflate
alkylation (primarily para-substitution) so if the other group V
heterobenzenes (b,d) are as reactive or near]y as reactive as arsaben-
zene, then they should all undergo vinyl triflate alkylation to give

the following styrene products:

where G = P,As,Sb.

Comparing the relative reaction rates and product yields for the
resulting substituted styrenes should give some indication of the rela-
tive ability of the group V heteroatoms to stabilize the reaction
intermediate. Also, comparison studies of the‘spectroscopy of the
products with the benzene derivative (i.e., G= C) could provide new
information about the influence of the heteroatom upon the electronic

structure of these products.
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PROPOSITION V

Study dephasing processes in molecules capable of forming

intramolecular exciplexes using picosecond laser excitation

and the three-pulse photon echo method
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An exciplex is a complex of an electronically excited molecule
with another chemically distinct molecule in its ground state. It only
exists in the excited state and dissociates into its ground state com-
ponent molecules upon radiative or radiationless relaxation. The binding
energy of the complex is provided by charge transfer. However, if the
difference between donor ionization energy (DE) and acceptor electron af-
finity (AE) is small, ground state charge transfer (CT) complexes are
formed. Therefore, a necessary criterion for exciplex formation is that
(DE-AE) be Targe enough to prevent the formation of ground state CT
complexes. Intramolecular exciplexes can be formed if a molecule has

two distinct aromatic parts separated from each other by some aliphatic

chain or other group.

1-5 and theoretica17 effort has been devoted to

Much experimental
the problem of understanding the orientational requirements for the for-
mation of an intramolecular exciplex and its electronic structure follow-
ing the local excitation of one of the aromatic groups of the molecule.
From excib]ex formation rates in certain systems, it is thought that
internal rotation of the aliphatic chain 1is necessary to get the two
aromatic groups in a favorable geometric position for the charge transfer
interaction.3 Several questions come to mind regarding this orienta-
tional requirement. One may ask what happens in the molecule during the
time period following photon absorption in one aromatic group and before
the exciplex is fully formed. Is there any energy redistribution in the
excited chromaphore before it interacts with the other aromatic group?

Does excess vibrational energy influence the rate of exciplex formation?

How would the approach of the other aromatic group influence the dephas-
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ing rate of the locally excited group? For that matter, althouah one
assumes that there is no interaction between the two chromaphores in the
ground state, can one treat the groups independently when one speaks
about dephasing processes of the system? Information that may help to
find the answers to some of these questions can be obtained by studying
the molecular dynamics of these systems. In particular, it should be
useful to obtain 1) the coherence of the system (i.e., the dephasing
time of the locally excited chromaphore + ground state chromaphore);
2) the lifetime of the excited chromaphore; 3) the formation rate and
~lifetime of the exciplex; and 4) the dephasing time of the locally ex-
cited chromaphore when isp]ated (i.e., just the free chromaphore). This
information should provide insight into the relationship between the
dephasing'rate and the exciplex formation rate in the system and also
provide an indication of just how "isolated" the chromaphores actually
are in the ground state. Previous studies on intramolecular exciplexes
have been done in so]ution]'5 as a function of solvent polarity and vis-
cosity. Exciplex formation rates, lifetimes and emission spectra have
been obtained for several systems. To answer some of the questions posed
earlier and specifically to determine the coherence properties of these
systems, it is proposed that several molecules capable of forming intra-
molecular exciplexes be studied at low pressure in the gas phase where
the influence of the solvent upon both the rate of exciplex formation and
the resulting exciplex structure is removed.

The systems choéen for these studies have already been examined

in solution. They are diaromatic molecules of the form X-(CH2)3-Y where

X is anthracene and Y is an aromatic amine. Shown below are their
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structures:

N
o
o

0 CHy
O (CH,)3-N OCHg4 11

In these molecules it has been found that anthracene acts as an
electron acceptor (A) and the aromatic amine an electron donor (D) in
the charge transfer interaction in the excited state. The mechanism for

intramolecular exciplex formation and decay can he described as follows:

k
AAAD DY At A 2
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Following absorption into the lowest allowed singlet of the

anthracene part of the molecule, a Tocally excited anthracene moiety
is formed. This intermediate either emits at a rate given by kf, decays
nonradiatively at ki (here ki represeﬁts the total nonradiative decay,
i.e., intersystem crossing and internal conversion) or if the proper
orientation of D is obtained (during the excited state lifetime), goes
on to form the exciplex. The exciplex also has radiative and nonradia-
tive relaxation channels as shown in the diagram. In solution, much has
been Tearned about the details of this mechanism. Because the informa-
tion is useful for an understanding of the photophysics of exciplex
formation, a summary of some of the re§u1ts will be presented below.

First, the absorption spectra of I 2and II 4aré identical with
the sum of the spectra of 9-methy1anthraceﬁe and the respective aro-
matic amine. Therefore, it is thought that no appreciable ground state
interaction between the aromatic groups occurs. One should be careful
at this point not to draw any conclusions about the dephasing (T2)
channels between the aromatic groups simply from the spectra. Second,
the emission spectrum of the anthracene part of both I and II resembles
that of anthracgne itse]f.2’4 In I, the Tifetime is about equal to
that of anthracene in so]utioh (3-6 nsec).8 In II, the lifetime is
strongly temperature dependent, equalling that of anthracene only at
low temperature (= 120°K). At room temperature the lifetime of the
anthracene-like emission in II is 0.7 nsec. From these results (in
nonpolar solvents) and quantum yield measurements it has been concluded

that the rate of exciplex formation is much higher in II than in I.
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Third, exciplex emission spectraz’4 for I and II are broad and red-
shifted from the anthracene emission. The lifetime of the exciplex emis-
sion (both I and II) is about 100 nsec. 1In I, the emission shifts to
lower energy with increasing solvent polarity. This has been attributed
to the polar nature of the exciplex state. . Further evidence for this
comes from the S] > Sn absorption spectra of the anthracene part of I.

In polar solvents, peaks can be identified2 with those of the anthracene
anion. This implies a high degree of charge separation in the exciplex.
Finally, the time constant (k;]) for exciplex formation has been measured
for I using picosecond absorption spectroscopy. In a nonpolar solvent
(n-hexane) k;] was found to be 900 psec3 at room temperature. For II

k;] was estimated as < 1 nsec.

With this information in hand, the proposed experiments are as
follows. vFirst, it would be interesting to measure the dephasing time
(TZ) of both T and II following coherent excitation into the Towest al-
towed singlet transition in the anthracene moiety (1A]g > ]BZU origin at
= 27,500 cm'] for the free mo]ecu]eg) in the gas phase at low pressure.
Exciplex formation represents a unique kind of intramolecular energy
transfer in these systems in that a predominantly localized excitation
is spread out over another part of the molecule upon proper orientation
of the two aromatic groups. Several questions relating to dephasing can
be posed. One may ask how close the second aromatic group has to be and
what orientation it needs to affect the phase coherence created in the
"two-Tevel" system in anthracene selected by the laser. Can the aliphatic

chain connecting the two portions of the molecule provide a communication

channel between the two groups such that phase coherence is lost well
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before an exciplex is formed or is phase coherence lost (assuming no
collisions during the lifetime of the excited state) only by formation
of the exciplex and radiative and nonradiative (T]) processes of the
Tocally excited anthracene moiety? HopefuT]y, the experiments men-
tioned above might answer these questions. Second, the dephasing time
of anthracene itself under similar conditions should be measured to de-
termine the relative importance of excip]ek formation compared with
other dephasing channels in the molecule. Finally, it would be interest-
ing to measure the dephasing rate in another type of diaromatic molecule
containing anthracene to see if it might provide additional insight into
intramolecular dephasing processes. For example, [2.2](1,4)-naphthaeno
(9,10)anthracenophane contains both anthracene and naphthalene connected

with aliphatic chains as shown below:

ITI

Since anthracene is bonded to naphthalene at two positions, the interac-
tion between groups may be stronger resulting in even faster dephasing.
Of course, it is not known at this point if the groups can achieve a
favorable orientation for exciplex formation or weaker interaction for
that matter. Measuring the dephasing rate may provide clues concerning
the nature of the intramolecular interaction. These suggested dephasing

experiments will require a picosecond dye Taser and can be done mos t
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easily using the three-pulse photon echo method.]] Since the time con-
stant for exciplex formation in I is 900 psec (in solution), one must
have the time resolution of a picosecond laser to coherently excite
anthracene and have sufficient time to measure the decay of the photon
echo which provides the dephasing time. It has already been established
that the three-pulse photon echo method for measuring the dephasing rate
in a system is sensitive enough to work at low pressure in the gas phase.H
This is due to the fact that one probes the spontaneous emission from the
system with this method at 90° to the exciting beam, which can be done with
extremely sensitive detectors. Therefore, the only technical difficulties
in doing these experiments are 1) to get picosecond pulses with sufficient
power in the region of the origin of the lowest allowed singlet in
anthracene (= 3600R), and 2) to obtain the necessary laser pulse sequence
(n/2, m, m/2) to perform the experiment.
The first problem can be solved in the following way. Synchron-

ous 1y~-pumped mode-1locked cavity dumped (SPMLCD) picosecond dye lasers are
now available. They have pulse widths of 5-20 psec and peak powers of
over 1.5 kW. For these experiments, a SPMLCD picosecond dye laser consist-
ing of a krypton laser pumping a dye laser containing oxazine 1 should
provide picosecond pulses from 6800-82002. These pulses can be frequency
doubled using a KDP crystal to provide pulses at the required wavelength

(= 36OOR). However, the peak power of the doubled pulses with this laser
arrangement will probably be too Tow to do the experiment. To overcome
this problem, a dye amplifier would have to be used. Briefly, this would

entail transverse excitation of a cell containing oxazine 1 with a pulse
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from a doubled and amplified Nd:YAG pumped rhodamine 6G dye 1aser13

synchronized with the arrival of a picosecond pulse from the oxazine

dye laser as shown below:

R6G pulse(10 MW, 5nsec)

psec oxazine pulse - ‘:amplified psec pulse

dye cell
(oxazine 1)

Using a sequence of three cells and appropriate spatial and spectral fil-
tering between stages, this amplification system has provided gains of

103—105 in other apph’cations.m’]5

Following the amplifier, the pulse
would be doubled using KDP as before to obtain the required frequency.
With this laser arrangement, there would be sufficient tunability to do
the experiment at the origin of the transition in anthracene as well as
at the first few vibronic lines to determine the effects of excess vibra-
tional energy upon the various dephasing processes.

The second problem can be solved using a combination of beam split-
ters and opticé] delay lines as shown in Fig. 1. Since all of the pulses
are of the same width, the proper excitation sequence requires that the
intensity of the first and third pulses be one-fourth that of the second.

This 1is because a /2 pulse is obtained from the relation:
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Figure 1. Schematic of an optical arrangement for splitting a single
pulse into three pulses with the intensity ratio (1:4:1).

Optical delay lines provide variable pulse separations.
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(5t = w2 (1)

where u is the transition dipole moment and e is the Taser field ampli-
tude. An estimate of the field amplitude nécessary to produce a 7/2

pulse for a pulse width (t) of 10 psec can be obtained fromvthe oscil-
Tator strength of the anthracene transition (f = 0.4).]6 This corres-
ponds to a dipole moment of u = 0.6 debye and therefore, for a 10 psec
pulse, an e of =9 x 10° V/m is required to satisfy equation (1). If the
laser beam is focussed to a 100u spot, a pulse of less than 1 kW peak
power will provide this field. Peak power levels of this magnitude should
be obtainable using the dye amplifier even considering the losses intro-
duced by the optical arrangement for creating the pulse sequence.

The decay of the photon echo, which provides T2 as stated earlier,
is obtained by varying the‘Qelay times (T],Tz) between pulses and moni-
toring the intensity of the spontaneous emission at T = T, This
dephasing time (T2) when combined with a 1lifetime measurement (T]) ob-
tained using one excitation pulse, can provide information about pure
dephasing events (Té) in the system since:

-

T

il A R LR (2)

le 1g 2

where T]g and T]e are the lifetimes of the ground and excited states,

respectively. For electronic transitions T, << T, so one usually

le 1g
ignores the 1/T]g term in (2) and obtains Té knowing T2 from the photon

echo and T]e from the spontaneous emission lifetime. Recent theoretical
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17

work " has related Té to the anisotropy between the scattering ampli-

tudes of the ground and excited states of the "two-level" system
selected by the Taser. If one assumes that phase destroying events as
a result of elastic collisions are unimportant in these systems at low
4pressure where the excitéd state lifetime is less than that required
for collisions, then one can establish whether or not intramolecular
dephasing channels exist in these systems. If T2 = 2T1e’ theh by Eq.
(2), Ty = 0. On the other hand, if T, < 2T, , then T) # 0. If it is
found that intramolecular dephasing does occur in these systems, one
may ask what the anisotropy in scattering amplitudes between the excited
and ground states refers to. One approach to this problem would be to
attribute this anisotropy to differences in the coupling of each level
to the continuua of vibrational levels from other manifolds. Not
enough is known at this point however to understand these processes.
Much more experimental and theoretical work in the area of intramo]ecﬁ-

lar relaxation is needed. Perhaps these experiments may provide some

new information concerning these important processes in large molecules.
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