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Abstract

Femtosecond laser pulses provide the necessary time resolution to study
fundamental dynamics of chemical reactions at the temporal scale of atomic
resolution. New experimental techniques are introduced to the field of laser
femtochemistry to generalize the range of accessible systems and further the
understanding of molecular dynamics. In addition, theoretical models are
developed that complement the experimental results and form the required basis
for the interpretation of ultrafast measurements. The combination of multiphoton
ionization with mass spectrometry and femtosecond lasers is introduced to isolate
the elementary steps of reactions, differentiating parent and intermediate species
and establishing the time scale for their dynamics. In two examples, using this
approach, the direct real-time detection of diradical intermediates was made, and
in another study the stepwise nature of a process initiated by the Norrish Type-I
alfa-cleavage of acetone was revealed. This technique was also employed in the
direct observation of vibrational motion in the transition state of a reaction
(stilbene isomerization). The kinetic-energy time-of-flight (KETOF) method is
developed to describe anisotropy and rotational alignment in the transition-state
region and is applied to the dissociation of Hgl,. An extension of the pump-probe
scheme is made using the non-linear optical technique of femtosecond degenerate
four-wave-mixing (DFWM) and application is made to the study of gas phase
reaction dynamics of uni- (Nal) and bi-molecular (NaHp) systems. A detailed
theoretical description of femtosecond transition-state dynamics is provided and
illustrated via numerous examples. A kinetic model is developed, describing
molecular response functions for ionization, fluorescence, depletion and
absorption measurements. Effects of pulse width and saturation are discussed

and comparison is made to classical and quantum mechanical models.
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Chapter 1

Introduction to Femtochemistry



The nature of a chemical reaction is governed by the evolution of the
molecular system through a transition-state region from the initial reactant to the
final products. In this region it is determined how the chemical bonds are broken
or formed and the time scale for this to occur lies in the picosecond (10-12 s) to
femtosecond (10715 s) regime. Using femtosecond (fs) laser pulses it is possible to
achieve the necessary temporal resolution to directly observe, in real-time, the
motion of the atoms in a molecule. The introduction of such laser pulses to the
study of ultrafast dynamics of chemical reactions has led to the exciting field of
femtochemistry pioneered by Zewail.!

Typically, a fs pump laser pulse initiates the reaction and a second fs pulse
is introduced at a time delay later to probe or, in other words, take a picture of the
system at this certain time. By repeatedly performing this so-called pump-probe
experiment at discrete time delays, a complete motion picture of the reaction is
obtained with detailed information about the whole evolution of the system.
Such femtosecond transition-state spectroscopy (FTS) experiments have led to a
wide range of applications since their first introduction and development by the
Zewail group, and have already provided answers to many fundamental
questions. The scope of this established, yet rapidly expanding field of
femtochemistry is reviewed in recent books by Zewail? and by Manz and Wéste,?’
and is illustrated by the recent exciting conferences in Lausanne? and Berlin.”

In the first example of a pump-probe experiment, the dissociation of ICN
along a repulsive potential energy surface was directly observed and the reaction
was seen to be complete in less than 1 ps.6 The method of detection was by
means of laser-induced fluorescence (LIF) emitted as a result of probing. These
methods have since been extended to enable the observation of dynamics in more
complex molecular systems2 and even to control a chemical reaction.” Recent

technological advances have formed the basis for a very promising technique, fs-



resolved electron diffraction.8: 7 The probe in this case is an ultrafast electron
pulse which scatters off the transition-state species, revealing the internuclear
separations from an analysis of the resulting diffraction pattern. As such itisa
very direct means of investigating the dynamics and promises to yield significant
results in the future.

In order to characterize a reaction, it is important to acquire detailed
knowledge about the translational, vibrational and rotational dynamics involved.
The aim of different experimental techniques, each with a unique combination of
the arrangement of the laser pulses, the molecular system and the detection
scheme, is to gain an understanding of the influence on the dynamics of one or
more of these three types of degrees of freedom. In so doing, key information is
provided towards a complete picture of the reaction. For example, using a fs
pump-probe arrangement and probing to ionization, it was possible to see
vibrational motion in the transition state reached in the isomerization of the
stilbene molecule.10; 11 Upon the absorption of a photon, this molecule twists to
its isomer and this behavior is similar to that of rhodopsin, a molecule that plays a
vital role in vision. In addition to being able to apply such ultrafast experimental
approaches, it is equally important to possess the necessary theoretical tools to
interpret the experimental data.

The goal of this thesis is therefore not only to develop new experimental
techniques but also to provide the complete theoretical basis required in the
analysis of the experiments. These techniques enhance the ability to gain
information about and link the different significant aspects of the molecular
dynamics of a chemical system. The approaches developed and applied here are
summarized below, and some of these methods have already led to further

investigations in different unique systems.



Chapter two presents a description of the fs laser system12: 13 ysed in the
study of ultrafast dynamics. The idea of a pump-probe experiment is presented
and is followed by discussions of different conditions for a molecular system and
the detection arrangements. A description is provided of the molecular beam
machine equipped with time-of-flight (TOF) mass spectrometry in different
modes of operation. Fluorescence detection with a monochromator and the use of
a quartz cell with a gas phase sample is also detailed.

In chapter three, a necessary theoretical description of fs transition-state
dynamics is developed and illustrated via numerous examples.14 A kinetic
model is used to describe the signal observed in many typical pump-probe
experiments and examples are given to illustrate the effects that influence
transients, signal vs. time delay. The response of the molecular system is derived
for various types of dynamics with one or more rate determining processes.
Furthermore, the influence on the signal of the finite temporal width and shape of
the laser pulses is quantitatively presented. Effects are discussed both in the
unsaturated and the saturated regime of transition probabilities. The results of
the kinetic model approach are compared with the predictions of classical and
quantum mechanical models.

Chapter four illustrates experimental and theoretical aspects of the
detection of ultrafast dynamics via multi-photon ionization (MPI). The idea of
mass selectivity used as a tool to separate parent, intermediate and product
dynamics is developed. This approach has been applied to directly observe the
fast (150fs) birth and slower (700fs) decay of diradical intermediates, 12 produced
by the ultrafast decarbonylation of (certain) cycloketones. In addition, the
technique was employed to establish the stepwise nature of the fragmentation of
excited acetone, (CH3)2CO, via the acetyl radical, CH3CO, to 2CHz + CO. The

initial process, Norrish Type-I o.-cleavage, as well as the build-up and decay of the



intermediate could be clearly separated and the lifetimes were measured.1® Ina
separate study,17 the femtochemistry of organometallics was investigated by
separating the dynamics of metal-metal and metal-ligand bond cleavage in
My(CO)1p. Chapter four also includes a discussion of laser-induced fluorescence
detection and the concept of fluorescence depletion.18 A comparison to
measurements with ionization is made and experimental results are fitted using
the relevant kinetic model developed in chapter three.

Chapter five gives a thorough account and further development of the
kinetic-energy time-of-flight (KETOF) method first introduced in refs. 19, 20.
Knowledge of the anisotropic distribution of the velocity of the emerging
fragments from a reaction provides key insight into the translational, vibrational
and rotational motion in the transition state. By carefully choosing the orientation
of the polarization of the fs pump and probe laser pulses and by tuning the probe
to the transition-state region, as opposed to the nascent fragments, it is possible to
directly observe the spatial alignment of the atoms in the molecule in the
transition state. A discussion of existing theory is given to explain results
obtained by detecting free fragments. A new theory is developed to describe the
anisotropic spatial distributions and velocity profiles obtained by probing the
transition state. The theory matches the experimental observations1? made using
the molecular beam apparatus with the TOF tube operated in a mode to see the
velocity distribution at each mass peak. Since its introduction, KETOF has been
applied in other studies in our group including the velocity gating in complex
systems with applications to the caging problem in a pure solvent cluster of
iodobenzenes.?1

In chapter six are the results of recent work using non-linear optical
techniques with femtosecond laser pulses to study molecular dynamics.22

Degenerate four—wave-rhixing (DFWM), using fs laser pulses, is introduced to



study transition-state dynamics of chemical reactions in the gas phase. The
ultrafast techniques are applied to a range of systems: atomic, unimolecular and
bimolecular. It is shown how fs DFWM can be incorporated in different temporal
pulse schemes to extract the dynamics. The DFWM beams are configured in a
folded-boxcar geometry, producing a spatially separated, background-free,
coherent fs signal pulse. Aspects of the technique, such as absorption, are
investigated. Advantage is taken of the relatively broad spectral width of the fs
pulses, extending the techniques to two-color grating experiments in the gas
phase. The unimolecular system, Nal, provided a means of testing this new
approach. The experimental observations of the wave packet motion are in
excellent agreement with results obtained using laser-induced fluorescence
(LIF).23, 24 A control experiment was also performed on this system, .
demonstrating the advantages of the non-linear technique. Atomic sodium was
investigated with fs DFWM and the oscillatory wave packet behavior (2 ps
period) was observed, corresponding to the fine structure splitting of the 3p level
(17.2cm™1l). In addition, fs DFWM was applied to the reactive and nonreactive
collisions of the Na+H2 system which serves as a good model for studying
dynamics of non-adiabatic quenching processes and collision complexes,
important to the understanding of bimolecular systems.

Chapter seven includes an appendix A devoted to the derivations of some
general formulae and specific cases pertaining to the kinetic model of chapter
three. Selected papers, relevant to the approaches presented in the preceding
chapters, are given in appendices B through G.

Because of the versatility of the different techniques, developed and
applied as detailed in this thesis, it is possible to study more chemical systems in

even greater depth, revealing new exciting aspects of their ultrafast dynamics.
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21 Femtosecond Laser System and Pump-Probe Scheme

The femtosecond laser pulses were generated from a colliding pulse mode-
locked ring dye laser (CPM) similar to that developed by a research team led by
C.V. Shank at Bell Laboratories.] A complete description of the femtosecond laser
system used in our laboratory is provided in the thesis of Marcos Dantus.2 Here,
an outline of the key features is presented.

The CPM laser, as shown schematically in Fig. 2.1, was pumped by a 514.5
nm continuous Ar* laser (Coherent, Innova 100), typically operated at 2-3 W. The
output pulses, emerging from the cavity at a repetition rate of 83 MHz, had a
wavelength near 620 nm and temporal widths as short as 60 fs (measured with
real-time auto-correlation and fit assuming hyperbolic secant squared pulse
shape). Due to the low energy in each pulse (maximum energy of ~240 pJ), it was
necessary to amplify the CPM output by a factor of a million to 0.2-0.3 m]. This
was achieved using a four-stage pulsed dye amplifier (PDA) pumped by a (ns) Q-
switched Nd:YAG laser (Spectra Physics, Quanta Ray DCR3) with a 20 Hz
repetition rate (see Fig. 2.2). Therefore, only about one in every four million
pulses is amplified. For the same reason that two prism pairs were placed within
the CPM cavity, four prisms are positioned after the PDA. These serve to
recompress the pulses which have suffered positive group velocity dispersion.
The PDA output pulses are thus shortened by a factor of ten, back to ~60fs.

Tunability of the wavelength of the ultrafast pulses was accomplished in
several ways. For example, by focusing part of the PDA output into a D20 cell, a
white light continuum could be generated3 from which frequency selection was
possible using an interference filter (Corion, 10 nm bandwidth). This was
typically followed by amplification in a flowing dye cell using residual 532 nm

YAG laser light (with optimized synchronization). Frequency doubling of the
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PDA output or of a chosen wavelength was achieved using a 0.2 or 0.5 mm Type-I
KD*P crystal of appropriate phase-matching angle.4 Sum-frequency mixing of
the 532 nm YAG laser with 620 nm was used? in generating 286 nm pulses with
duration almost as short as the incident fs pulse. Other frequency mixing
schemes are also possible with the system, e.g., sum frequency mixing of residual
infrared from the YAG (1064 nm) with 620 nm to give 391.7 nm.

Fig. 2.3 shows the arrangement for a typical pump-probe experiment.
Using a beam splitter, pulses are diverted into the two arms of a Michelson
interferometer. By directing the probe pulse (Apy) to a retroreflecting mirror on a
computer-controlled actuator, the delay of the probe with respect to the pump
could be varied before collinearly recombining the beams using a dichroic mirror.
The choice of wavelength (e.g., using frequency doubling as indicated in Fig. 2.3)
could be made in each arm before recombination. In addition, the relative
polarization and attenuation of the pump and probe were carefully chosen for
each experiment.

After recombination, the two pulses are focused into the molecular system
being studied. The pump initiates the dynamics at time zero (defined as the
arrival time of the center of the pump pulse) and the probe interrogates the
system at the delay time. A molecular beam apparatus (see section 2.2) was used
with detection of the ions produced following probing. In other experiments, a
quartz cell with a gas phase sample was used in combination with laser-induced
fluorescence (LIF) detection by a monochromator (section 2.3). The detected
signal was sent to a boxcar averager (Stanford Research, SR 250) before being
transferred to a computer (Apple, Macintosh II) for further analysis. The data

acquisition programs were developed by this group and have been extensively

documented.2/ 6
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Great care was exercised in ensuring consistent and reproducible
experimental conditions, not only for the laser pulses but also for the molecular
system and the detection schemes. In each experiment, the laser pulses were
characterized temporally via auto- or cross-correlation, and spectrally using the
monochromator. To accurately determine time zero in a transient (signal vs. time
delay), when the peak of the probe coincides with that of the pump, cross-
correlations of the pump and probe were performed. Often it proved useful to
use an iodine vapor cell and perform a pump-probe experiment with LIF
detéction to quickly locate time zero (care should be taken in using this observed
transient in the exact determination of time zero due to the influence of
polarization). Conditions such as temperature, pressure and concentration of the
molecules were carefully monitored whenever possible, and attention was paid to .

avoiding any saturation of the signal intensity by the detection scheme employed.

22  Molecular Beam Apparatus

Fig. 2.4 illustrates the operation of our molecular beam apparatus7 inafs
pump-probe experiment with ion detection. The pump pulse excites the
molecules in the focal region and the probe further excites the evolving system
and generates the jons. These ions are repelled, accelerated and allowed to drift
through the field-free region before being detected by micro-channel plates.
Time-of-flight (TOF) mass spectra were taken using either a fransient digitizer
(LeCroy 8818A) or a 300 MHz digital oscilloscope (LeCroy 9361). The fs transient
for a specific mass was obtained using the boxcar integrator (SR 250) and

monitoring the selected ion signal as a function of the time delay between the

pump and probe laser pulses.
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The sample was typically placed externally in a quartz cell with a backing
pressure line attached. If necessary, the temperature, and hence the vapor
pressure, of the sample was raised by ohmic heating using a wire wrapped
around the cell and the stainless steel tubing leading to the pulsed nozzle. By
regulating the temperature using the reading from a thermocouple attached to the
nozzle, it was possible to ensure increased heating closer to the nozzle and
thereby prevent sample condensation in it. The molecules were expanded
through a 0.3 mm nozzle orifice (triggered by the "oscillator out" of the Nd:YAG
laser) and skimmed (2 mm diameter) before reaching the interaction region 12 cm
downstream from the nozzle. The TOF spectrometer was used either in its mass
resolution mode or in its kinetic energy resolution mode.8 For the former case,
the first two plates had a large electric field (on the order of 1000 V/cm) between
them resulting in sharp peaks in the mass spectrum. The latter mode used a low
electric field (<100 V/cm) which resulted in a spread of the signal at each mass
position in the TOF spectrum, reflecting a distribution of the arrival time for each
mass at the multichannel plates due to an initial velocity distribution. It is this
latter mode which is used in the kinetic energy time-of-flight (KETOF) technique

to study anisotropy and rotational alignment.

2.3 Fluorescence Detection

The detection of laser-induced fluorescence (LIF) from a pump-probe
experiment is illustrated in Fig. 2.5. The two pulses are focused (L1) into a quartz
cell containing a gas sample of the molecule under study. The induced
fluorescence is collimated (L2) and focused (L3) into a monochromator (SPEX,
0.34 m) and detected by a photomultiplier tube (e.g., Hamamatsu R1527P). A

pre-amplifier (Stanford Research, SR 445) was occasionally used before the
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boxcar. A short BNC cable length between the photomultipliér tube (PMT) and
the pre-amp ensured noise reduction (decreased influence from ambient
electromagnetic noise in the laboratory, e.g., from the YAG laser). In addition,
triggering the boxcar using a photodiode directed at scattered light from residual
532 nm YAG light, as opposed to using the Sync Out from the YAG as the trigger,
gave less electronic noise in the gating region for the boxcar.

Two possibilities for the production of the fluorescence may be exploited in
pump-probe experiments. In both cases the pump initiates the reaction at time
zero by exciting the (ground state) molecules. If the probe excites the evolving
system to a radiative state, a fluorescence signal is observed that is a function of
the pump-probe time delay and no signal is seen if the probe is blocked or if it
arrives before the pump (negative delay). This will be referred to as a
fluorescence detection experiment. The other scenario involves fluorescence
emitted directly following the pump excitation. The action of the probe is then to
deplete the fluorescence by decreasing the number of radiating molecules. Such a
case is termed a fluorescence depletion experiment. It too reveals information

about the molecular dynamics initiated by the pump.
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2.5  Figure Captions and Figures

Fig. 2.1 Colliding pulse mode-locked ring dye laser (CPM) used in the
generation of ~60 fs pulses. Two counterpropagating pulses can exist in the
cavity if they simultaneously pass through the saturable absorber jet (SA]). The
gain jet (GJ]), pumped by the Ar* laser, is positioned at a quarter of the cavity
length from the SAJ to guarantee that each pulse experiences maximum gain. The
output pulses emerge at a repetition rate of 83 MHz, corresponding to a cavity
round-trip time of 12 ns. It is important to choose the right dye concentration of
the GJ and SAJ along with appropriate pumping power to ensure that only two
pulses exist in the cavity. With higher energy available to the cavity, two pairs of
pulses may exist ("double pulsing"), leading to a broadening of the pulse widths,

and a lowering of the individual pulse energy as energy is now allocated to four

and not two pulses.

Fig. 2.2 Schematic of the 20 Hz Nd:YAG-pumped four-stage pulsed dye
amplifier (PDA). The incident ~60 fs pulse (output of CPM, shown in Fig. 1) is
amplified by six orders of magnitude. The four stages receive 3%, 3%, 24% and
70%, respectively, of the YAG light, with most given to the last stage. The

amplified pulse is recompressed to ~60 fs by two prism pairs.

Fig. 2.3 Arrangement for a typical pump-probe experiment. The probe
pulse is delayed with respect to the pump pulse by being reflected in a mirror
mounted on a computer-controlled actuator. The wavelengths of both the pump
and probe arms may be altered before recombination of the two beams. Upon
recombination at the dichroic mirror, the pump and probe pulses travel

collinearly and are focused onto the molecular system studied.
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Fig. 2.4 Experimental apparatus showing the molecular beam, with the
time-of-flight mass spectrometer, and the fs pump and probe laser pulses. The
TOF spectrometer may be operated either in mass resolution or in kinetic energy

resolution mode.

Fig. 2.5 Schematic showing a fs pump-probe experiment with laser-induced
fluorescence detection. The fluorescence is collected perpendicular to the
direction of the laser beams by a system of two lenses and a monochromator.
Detection is performed using a photomultiplier tube attached to the

monochromator.
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Chapter 3

Theoretical Description of Femtosecond Transition-State Dynamics
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3.1 Development of the Kinetic Model
3.1.1 Introduction

In this chapter, a theoretical description of fs transition-state dynamics is
developed and numerous examples and limiting cases are provided to illustrate
various aspects of the dynamics. A kinetic model is employed in describing
typical transients observed in pump-probe experiments. In this model, the
continuous nature of transition states is neglected and instead a reaction is
depicted by rate determined steps between a discrete number of states. Several
effects that influence the transients are discussed, e.g., the relative time scales
associated with the rates, the method of detection, the ratio of probing cross
sections and the effect of the finite width and shape of the laser pulses. The
important influence of pump and probe saturation is covered and detailed
analysis of expected results of power dependence studies are provided.
Experimental examples are given to show the application of some of the
theoretical results. At the end of the chapter, a comparison to classical and

quantum mechanical models is made.

3.1.2 Basic Definitions

To describe a molecular system and its evolution, and to explain the effects
of the pump and probe laser pulses, it is necessary to begin with some definitions.
The instantaneous population of state |i> is nj(t*), where t* is the time; k refers to
a rate of transfer from one state to another; f is a fluorescence decay rate; and oy is
the absorption cross section for the transition between states |i> and [j>.

Furthermore, a dimensionless parameter, 8, may be introduced to describe the
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relative ratio of two possible probe absorptions. The initial population of the state
accessed by the pump pulse, usually a ground state, is defined by the integer N.
This is the number of molecules accessible to the pump in the interaction region.
The pump has wavelength Apy, total energy Epy, and is focused to radius R in the
interaction region. The total number of pump photons, which impinge on the

interaction region, per unit cross-sectional area is then
R henR?

(3.1)

The cross section, 6B, is introduced and defined as the probability of absorption
of a photon by one molecule in the interaction region, such that the molecule is
excited from state | A> to |B>. In section 3.1.4, this cross section is given in terms
of the transition dipole moment and the frequency of the transition. If we define

OapApuEpy
= A8 = g oy, 32
heaR2 ABOpy (3.2)

where the pump excites from state IA> to B> say, then in the limit of no
saturation, FpyN of the N molecules in state | A> are excited to state |B>. For
example, Fpy=0.001 would imply one in a thousand molecules is excited by the
pump laser pulse. If, on the other hand, the pump transition is saturated (Fpy
large), then a smaller fraction than Fpy, is excited, due to significant stimulated
emission from [B> to [ A> by the pump pulse. A discussion of saturation and its
effects is postponed until section 3.1.5.
The intensity of the pump pulse is given by

E .
Ipu(t*)=;r-§fpu(t*), (3.32)

where fi(t*) is a normalized representation of the laser pulse in the sense that
j“ £, (t¥)dt*=1. (3.3b)

00

For a Gaussian pulse, f; is a normalized Gaussian function:

1 22
f.(z) = G(z,FWHM,) = -2, .
i(2) (2 ) Gi\/fieXp( 20'12) 34)

where the pulse temporal standard deviation is given by
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_ FWHM;
0.i - zm 7 (35)

and FWHM,; is the full-width-at-half-maximum. The pump pulse has its

maximum intensity at t*=0, also referred to as time zero. The probe pulse arrives
at a certain time delay, t, after the pump and its temporal profile is therefore
centered at t*=t. The intensity of the probe is thus given by

Ip (t*-t) = ERPE fp(t*-1) (3.6)

with wavelength Ap;, total energy Ep;, temporal width FWHMp,, and radius R
equal to that of the pump. It is useful to make definitions for the probe that are

analogous to those made for the pump. The total number of probe photons per

unit area is

Ap.E
Op, =0 = h_:;r—T{E%_' (3.7)
and
OijApEp,
Pr= —_——hcﬂRz_‘ = O'ija (38)

is (in the unsaturated regime) the fraction of molecules excited by the probe pulse
in a probe transition, 1i> — 1j>.

In the next section (3.1.3) the pump and probe pulses will be considered
instantaneous (to gain insight into the molecular dynamics), and algebraic
expressions are obtained for the populations of the states with decay rates
appearing explicitly. The calculated signals, which are functions of the time delay
between the pump and probe, t, will consequently be molecular response

functions, Mj(t). The pump and probe are considered instantaneous in the sense

that
lim f;(z)=4(2), (3.9)
FWHM, -0

the Dirac-delta function. Hence, the intensities become

E
Ip, (%) > -&% S(t*) (3.10)
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and

Ip (t*-t) > EE%&‘( *-1). (3.11)
nR

The molecular response functions, Mj(t), when later convoluted with the actual
pump and probe temporal intensity line shapes (c.f. equations (3.3) and (3.6)),
yield the predicted transients, i.e., signal vs. t. This is the convolution approach to
the problem. Later, in section 3.1.4, further effects of finite temporal laser pulse
widths are discussed, and a treatment is given of the influence of saturation on
the signal in section 3.1.5. The advantage of first obtaining the molecular
response function is that an algebraic expression is obtained. Limiting cases can
therefore be found very easily, providing insight into factors influencing the

observed signal, and leading to a better understanding of the dynamics in the

molecular system.
3.1.3 Pump-Probe Experiments: Molecular Response Functions

Molecular response functions are found for states in several interesting
molecular systems, and the dynamics involved are discussed by analyzing
limiting situations. The pump and probe pulses are considered instantaneous as
described above. For each system, a level structure is presented, depicting all the
states involved, the decay processes linking them, and the optical transitions
induced by the pump and probe pulses. Considering the optical transitions as
being instantaneous freezes the dynamics during each of the pump and probe
excitations. At all other times, the molecular system in question is allowed to
evolve freely with the specified decay rates. Where appropriate, a discussion is
provided to describe the differences among signals obtained with different

detection schemes such as ionization, fluorescence, fluorescence depletion, and

absorption.
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3.1.3.1 Transient Decay Measurements

(a) Ionization Detection

Consider a reagent molecule, in a state | A> that is excited by a pump
pulse (at time t*=0) to a dissociative state 1B>, as shown in Fig. 3.1(a). This
excited state population decays exponentially with a rate k+f, where k and f are
the non-radiative and fluorescence decay rates respectively. After a time delay, t,
the probe pulse arrives and ionizes part of the population in IB>. The
experiment is repeatedly performed at different distinct time delays and the
resulting signal, i.e., the total number of ions collected, is recorded as a function of
the delay time and a so-called transient is obtained. Below, it will be shown that
the decay constant, k+f, can be directly extracted from this transient.

Before the pump pulse arrives, all excited states are unpopulated and the
ground state, | A>, has a population N. At time zero (t*=0), the pump pulse
excites a fraction, Fpy, of the ground state molecules to state |B>, so: ng(0)=

FpuN. Fpy is given by equation (3.2). After the pump pulse, state | B> decays

with time, t¥, at a rate k+f:

dng/dt* =-(k+f)ng, (3.12)

and consequently in the absence of probing:
ng(t*) =0, t*<0 (3.13a)
= np(0) exp[-(k+f)t*], t*20. | (3.13b)

The probe pulse, arriving at time t, will excite a fraction, Fp;, of the | B> state

population at this exact time. With a certain probe delay time, t, the population of
| C> will be described in time, t*, by

nc(t*t) =0, t*<t, (3.14a)

= Fpr np(t), t*t, (3.14b)
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where Fp; is given by equation (3.8) with oj=0pc. The total signal (t*—<o), or total
number of ions collected, as a function of the time delay, t, is thus given by the
following molecular response function:

Mc(t)= lim nc(t%t), (3.15)

t* — oo

or writing this explicitly, using (3.13) and (3.14b):

Mc(t) =0, t<0, (3.16a)

= FpuFpeN exp[-(k+)t], >0, (3.16Db)

as Mc(t=0) = Fp; np(0) = FpyFp:N.
The resulting signal (see Fig. 3.1(b)) is therefore a pure single exponential decay
with rate k+f. The maximum amplitude of the signal, Fp,,Fp;IN, occurring at zero
delay of the probe, is a constant depending on the initial ground state population,
N, and the pumping and probing fractions, Fp, and Fp, respectively. This initial
amplitude is independent of the rates f and k. It is interesting to look at the limit
f<<k, which occurs, for example, when the fluorescence timé, f-1, is in the
nanosecond regime, while the non-radiative decay time, k-1, is in the picosecond
or femtosecond regime. In this limit, equation (3.16) reduces to:

Mc(t) =0, t<0, (3.17a)

= FpuFpN exp[-kt], t20. (3.17b)

The exponential decay is now simply with the non-radiative rate, k.

An experimental example1 (see Appendix D) of probing a dissociative state
to ionization is illustrated in Fig. 3.2. An acetone molecule was excited by the
pump pulse and this excited parent molecule was probed as it dissociated to an
acetyl radical and a methyl radical. By probing to ionization and detecting the
parent mass, the temporal behavior of the excited state neutral parent molecule,
prepared by the pump pulse, could be observed. The single exponential decay
yields the decay time, k~1=50+30 fs, of the parent. This rate is much faster than
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the expected fluorescence rate, so k+f reduces to k in (3.16), resulting in the
limiting case described by equation (3.17). The effects that finite pulse widths
have on the observed transient will be discussed in section 3.1.4. A good fit to the
data was achieved using the molecular response function of equation (3.17), that

rises instantaneously at time zero and then exhibits the fast single exponential

decay.
(b)  Monitoring Fluorescence

Suppose that level [C> is not an ion level but rather a state that fluoresces
at a rate fc, as shown in Fig. 3.3(a). The total number of photons emitted from
state |C> then equals the cumulative population of state | C> which is given by
(3.16) above. Hence,

Mfyorc(t) =0, t<0, (3.18a)

= Fpy Fpr N exp[-(k+£)t], t=0. (3.18b)
This molecular response function, shown in Fig. 3.3(b), is identical to that
obtained with ionization detection, described in section 3.1.3.1(a) above. If we can
impose the limit f<<k, then equation (3.18) simplifies and we obtain the following
signal, which shows an exponential decay with rate k:

Mflyorc(t) =0, t<0, (3.19a)

= Fpy Fpr N exp[-ki], 0. (3.19b)

() Monitoring Fluorescence Depletion

Another detection scheme may be employed by utilizing an excited state
I B> that fluoresces (see Fig. 3.4(a)). By detecting |B> state fluorescence and

depleting it with the probe pulse, the temporal behavior of the system can be
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extracted. If the probe were not present, the total fluorescence yield from |B>
would be FpyNf/(k+f). With the probe present, at the delay time, t, it excites
Fpmp(t) molecules from | B> to |C> and consequently the signal will be reduced

by an amount Fpng(t)f/(k+f). Hence, the fluorescence signal (see Fig. 3.4(b)) from

state | B> becomes

f
Mo (1) = Fp,N x+f’ t<0, (3.20a)
= FpuN-k——f_‘_—f(l - Fpexpl—-(k+)t]) , t=0. (3.20b)

Again, a function containing a single exponential with rate k+f is obtained. The
minus sign in (3.20b) indicates that the fluorescence is depleted or reduced at
positive times. The depletion is most severe near zero time delay when the probe
can deplete the most of the excited |B> state population before this population
has had time to decay away. At much longer times, i.e., t>>(k+f)’], the | B> state
has had time to lose almost all its p’opulation, so the probing of the small
population which is still in | B> will only lead to an insignificant depletion of the
total fluorescence yield. Hence, at long delay time, the fluorescence gathered
before the probe arrives is then already close to the total yield. It should be noted
that as we are working in the non-saturated regime, Fp; and Fp, <<1 (see section
3.1.5 on saturation). Equation (3.20) shows that the ratio of the depletion signal to
the background fluorescence level (at t<0) is Fp; : 1, and, for an Iunsaturated probe
transition, this puts a restriction on the permitted noise level in the detected signal
if the depletion is to be observed clearly in such an experiment. Let us again
consider the limiting situation, where the non-radiative decay rate is much faster
than the fluorescence rate, i.e., k>>f: equation (3.20) then reduces to:

MﬂuorB<t>=FpuN-E, <0, (3.21a)

=FPuN-lf;(1—FPrexp[—kt]), £0. (321b)
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The depletion then simply decays with rate k. It should be noted that, in this
limit, the overall fluorescence yield may be low due to the factor f/k appearing in
equation (3.21). State | B> has little time (1/Kk) to fluoresce before it is completely

depopulated via the non-radiative channel.
(d) Detection of Absorption

Yet another detection possibility remains, as iilustrated in Fig. 3.5(a):
monitoring of the absorption of the probe pulse upon passing through the excited
molecules. In this case, and again considering single photon unsaturated
transitions, the probe pulse (at t*=t) will initially consist of a fixed number, Np,, of
photons. Of these, Mc(t) will be absorbed upon exciting Mc(t) molecules. Hence, -
the probe pulse emerges attenuated to Npr - Mc(t) photons. The intensity of a
pulse, 1, is proportional to the number of photons in the pulse (vide supra) and

hence the transmitted probe intensity is
I,=1,(- MQ_@.
Pr

)s (3.22)

where I, is the incident probe intensity. The absorption signal is then Myps =
IoMc(t)/Npr =« Mc(t), given by (3.16). Therefore, it has the same exponential
decay behavior as that obtained upon detecting ions, fluorescence or fluorescence

depletion (see Fig. 3.5(b)).

(e) Remark

If IC> is an ion level, the probe step in ionization cannot involve
stimulated emission from |C> to |B>. The reason is the ion, a molecule in state
[ C>, having lost an electron within the probe pulse, can not become a neutral

molecule (1B>) within the time span of the rest of the laser pulse. In contrast, if



33

IC> is a neutral state, saturation of the probe transition may occur, because
stimulated emission is then possible. The case of photon depletion? will not be

discussed here.

3.1.3.2 Transition-State Measurements

Consider the kinetic model shown in Fig. 3.6a. The excited state |B>
evolves via a transition state |C> to a final state | D>. By probing the transition
state and detecting the appropriate signal (ions, fluorescence or absorption), it is
possible to find the rates at which the molecules enter (k1) and leave (kp) the
transition state. Before the pump arrives, the ground state population is
na(t*<0)=N and all the other levels are unpopulated. At time zero, the pump
excites FpyN molecules from | A> to |B>. Before the probe arrives, i.e., O<t*<t,

the system evolves freely according to the following:

dng/dt*=-king; dnc/dt*=king-konc; dnp/dt*=konc, (3.23a;b;c)
which imply that:

ng(t*) =0, t*<0, (3.24a)

= Fp,Nexp[-k;t*], t*>0; (3.24b)

nc(t*) =0, t*<0, (3.25a)

= Fp,N o ’ilkz (exp[-k,t*] - exp[-k;t*]), £*20; (3.25b)

np(t*) =0, t*<0, (3.26a)

= Fp,N{l- 0 i K (kiexpl-k,t*]- koexpl[-k t*])}, t*=0. (3.26b)

When the probe arrives, at t*=t, a fraction, Fpy, of the 1C> state population is
excited to the | E> state, so that:

ng(t5t) =0, t¥<t, (3.27a)

= Fpmp(t), t*t. (3.27b)
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After the probe has arrived (t*>t), the system again evolves according to (3.23)
where now the initial conditions are the populations just after probing. However,
the population of the state probed to, | E>, will be unaffected by this subsequent
dynamics. The signal is given by (3.27b) with the limit t*—e imposed, and the
formula is unaffected by taking this limit. The molecular response function
(signal as a function of time delay) is therefore given by:

MEg(t) =0, t<0, (3.28a)

= Fp,FpN ” klk (expl-k,t] - exp[-kt]), t>0. (3.28b)
1Kz

This is seen to exhibit a bi-exponential behavior with a rise and a decay (see Fig.
3.6b). The faster of k1 and ky will appear in the rise and the slower in the decay.
It is therefore not always kj that appears in the rise and k; in the decay of the
signal. Next, consider a limiting case in which k;—0 and the state |C> probed
becomes the final state reached. In this case, (3.28) reduces to:

MEg(t) =0, t<0, (3.29a)

= Fp,Fp.N(1-exp[-k;t]), t=0, (3.29b)
an exponential rise with rate kj to its final asymptotic value, Fp,FpN.

If ions are detected, the signal is given directly by (3.28) as Mg will be the
total number of ions. If the |E> state were a neutral radiating state, then the
fluorescence signal would again be given by (3.28) as each of the molecules in
| E> would eventually emit a photon that could be detected. If the absorption of
the probe is measured then, in analogy with the analysis for section 3.1.3.1(d)
above, the absorption signal would be simply proportional to Mg given by (3.28)
above. In the absence of saturation, the three detection mechanisms are thus
equivalent. If state | E> is not an ion level, then it is possible to saturate the probe

transition and in doing so affect the fluorescence and absorption measurements

(see section 3.1.5 below).
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Fig. 3.7 shows the case of ICN for which the transition state is monitored
directly by the probe. Four different transients were obtained with progressively
redder probe wavelength (lower transients). The lower transients in Fig. 3.6
correspond to the probe being "off-resonant” in that it is tuned to the transition-
state, | C>, instead of the final products. These transients show the expected bi-
exponential behavior with one component in the rise and the other in the decay.
The rise was slower than what could be accounted for by the cross-correlation of
the laser pulses alone, and hence the component in the rise of the molecular
response function was required to fit the data, in addition to the decay
component. With a probe more to the blue (higher transients, Fig. 3.7), there is a
contribution to the total fluorescence from probing state D> in Fig. 3.6, in
addition to the prbbing of the transition state, |C>. This leads to the final

asymptotic levels in these transients. The model then becomes that of Fig. 9 in

ref. 3.
3.1.3.3 Transient Intermediate Detection
(@)  Derivation of the Molecular Response Functions

Fig. 3.8 shows a kinetic model which allows for the probe to access the
initially excited state, | B>, in addition to the transition state, | C>. We shall allow
states |B> and |C> to decay radiatively at rates fg and fc in addition to decaying
non-radiatively at rates ki and kj respectively. To facilitate taking the results to
different limits, the probing cross sections are modeled as 6gg=poo and ccr=(1-
B)oo, where B is a fixed probing parameter in a given experiment and 0<p<l.
With P=1 the probe only excites state | B>, while with =0 only the transition

state, |C>, is probed. For intermediate B, i.e., 0<B<1, both I|B> and 1C> are
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probed. The fraction of molecules probed from |B> will be Fp;g=BFp; and that
from | C> will be Fp,c=(1-B)Fp;, where Fp,=6oEpAp;/ (hcnRz). At t=0, the pump
pulse excites FpyN of the N ground state molecules to state | B>. The system then
evolves with the rates ki, ky, fg and fc until, at time t*=t, the probe excites
Fpanp(t*=t) molecules from |1 B> to | E> and Fp;cnc(t*=t) molecules from |C> to
| F>. After this, i.e., for t*>t, the system again continues to evolve with the four
rates. Some interesting conclusions can be made at this stage: the population of
states |E> and |F> will remain unchanged at the values attained following
probing. In particular, probing state [B> will not lead to a depletion of
population |F> as the probing of |B> and |C> occur simultaneously while it
takes a finite time (O(1/k1)) for the system to decay from B> to | C> (in practice,
considering finite pulse widths, this is true if the témporal width of the probe
pulse is much shorter than 1/kj). In Appendix A the full solution to this problem
is provided, and considerations of the general results are given. Here, we shall
take the general formulae from Appendix A and impose the limits fg<<k; and
fc<<kp. This is justified if for each of the states, |B> and |C>, the fluorescence
rate is much slower than the non-radiative rate. The formulae obtained are then

much simpler than the general formulae in Appendix A, and offer a lot of insight

into the problem:

MEg(t) =0, t<0, (3.30a)
=FPUFPrNﬁexp[_klt] P t.>_0,° (3.30b)
MEg(t) =0, t<0, (3.31a)
=Fp,Fp,N(1- ) - klk (exp[—k,t]— exp[—k;t]), t20; (3.31b)

1782
_ fp [1, t<0, (3.32a)
Ma(=FpNp {1 _ Fp Bexpl—kit], £20; (3.32b)
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My (1) = Fp,N1C{ 1 ) t<0, (3.33a)
21— Fp, [ﬁexp[—klt]+(1 -B) 1k (exp[—k,t]- exp[—klt])] ,

k; ~ky

£20;  (3.33b)

Mp(t)=Fp,N{ 1 | t<0, (3.34a)

1- Fpr[ﬁexp[—klt]ﬂl -B) - k1k (exp[—kzt] - exp[—klt]):l ,
1~ X2

t20;  (3.34b)
Population ME is seen to follow a single exponential decay with rate k; as would
be expected from section 3.1.3.1(a) above. M is a bi-exponential, building up
with the faster of the two rates, ki and kp, and decaying with the slower. The first
minus sign appearing in each of the expressions for Mg, My and Mp indicates
that depletion is occurring as a result of probing. Mg shows a depletion which
decays with rate ki, and is analogous to the fluorescence depletion discussed in

section 3.1.3.1(c) above.

Suppose that |E> and | F> can not be detected separately, but rather their

sum is observed experimentally:

Mions(t) = ME(t) + ME(t), (3.35a)
Mijons(t) =0, t<0, (3.36a)
= FPuFPrN[ﬁexp[—klt]ﬂl -B - klk (exp[-k,t]— exp[—klt])], t>0. (3.36b)

1—Ka '

This expression, (3.36b), has the exact same temporal behavior as the depletion
signal in both My and Mp. Understanding the temporal behavior of the total ion
signal, Mjons, Will therefore lead to an understanding of the fluorescence
depletion signal in My and Mp. A comparison of Mjons with My and Mp for the

general case, where fA and fg must be considered, is made in Appendix A.1.
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In the analysis above, the probing transitions to yield ions were the same
that caused the depletion of the fluorescence and in this sense B was the
parameter relevant to both types of signal. For certain different yet related
experiments, this may not hold and a ' must be used for depletion that is
different from the [ associated with ionization. For example, if ionization by the
probe is accomplished by the absorption of two or more probe photons while
depletion of the fluorescence is achieved with just one or more, then p must be

used in the expressions for Mg and Mg, whereas B' should be used for Mg and

My.
(b)  Understanding the Shape of the Molecular Response Function

Equation (3.36) expresses the total ion signal as a single exponential decay
function added to a bi-exponential, which has a rise and a decay. However, to
more easily visualize the shape of this signal, it is convenient to rewrite equation

(3.36) in terms of two exponential terms, one with kj and the other with ko:

Mions(t) =0, t<0, (3.37a)
= Fp Fp:NM(t), t0, (3.37b)

where
M(t) = a exp[-k;t] + b exp[-kat], (3.38a)
with 2= f-(-p)- lilkz , (3.38b)
and b= (-p)- ‘f_lkz , (3.380)

where we still have 0<<1. Notice that M(0)=B, so that Mjons(0)=Fp Fp:fN
=FpuFprBN, is expected, because at time zero there is no population in |C>, so

ions are only produced by probing the fraction Fp; of the FpyN molecules in state
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IB>. To understand the signal, M(t), it is helpful to first look at the two extrema

of the probing parameter. If B=1 then only state | B> is probed and

M(t) = exp[-kit]. (3.39)
In contrast, if B=0, only state | C> is probed and
M(t) = S (expl-k,t]—exp[-kit]), (3.40)
k; -k,

a bi-exponential, rising with the faster of k1 and ky and decaying with the slower.
In the following, the full range of B from 0 to 1 will be addressed to illustrate its
influence on the observed signal.

In general, the slope, s, of M(t) at t=0 is given by

s = -(kja+kob) = k1(1-2B), (3.41)
which, for k1>0, implies that at time zero M(t) increases if 0<B<0.5, decreases if
0.5<B<1, or is level if f=0.5. We shall be interested in non-zero values of k; for
otherwise there would be no dynamics and M(t) would just equal B at all times.
The slope at time zero is independent of kj but this is only due to the presence in
(3.40) of the first factor, which has a ratio of rates. This factor determines the
overall amplitude and its sign governs which of the two rates is in the rise and
which is in the decay (see Fig. 3.6).

The signal exhibits a maximum if 0<B<0.5 which is located at

- 1 _ 1n[ﬂ+(1—1 2B)k, /kz]. (3.42)
1~ K2 -B
If k1 equals kp, the maximum occurs at
1{1-28
t =—| ——|. 3.43
maxIkl"‘z kl( 1-B ) G4

For 0.5<B<1, there is no maximum and the signal is a monotonically decreasing
function with time.
It is important to understand how the two rates influence the shape of the

transient. For example, if there is a maximum, its amplitude and location will be
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affected by k in addition to kj. To illustrate this point, consider the case p=0,

which yields the bi-exponential in (3.40). The maximum occurs at

In[k; / k,]
t =———" 3.44
max ﬂ___o kl _ k2 ( )
and the maximum signal amplitude is given by
Mo = K2/ kp(k2/ (k1-k2)) (3.45)

which is a monotonically decreasing function with increase in (kp/k;), being 1 at
(k2/k1)=0, decreasing to e-l at (kp/k1)=1, and asymptoting to 0 when (kp/kj)—>ee.

Fig (3.9) shows the bi-exponential, given by (3.40), with different values of kp, and
fixed ki. The slope at time zero remains unchanged at s=kj, but this arises
because of the amplitude factor, k1 /(kj-kp) in (3.40), and does not reflect the
overall shape. For very fast kp, the maximum is very close to time zero appearing,
as is shown below, at a time of order 1/ky. As ky is decreased, the maximum
appears at a later time, and when k=k;, the maximum is at t=1/k;. With further
decrease in kp, Fig. 3.9 shows how the maximum moves to longer times, but

remains on a time scale of order 1/kj, even for very small ky.

(c)  Molecular Response when the Decays are on Different Time Scales

Often one of the two decay processes is on a much faster time scale than
the other. This may lead to simplifications in the formulae as discussed in the two
cases below. The general cases, for which the decay times, ki1 and ky-1, are not

necessarily on different time scales, are discussed in Appendix A.2.
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Case 1: ki1>>ko

This case physically corresponds to a situation where |C> is reached very
fast and decays slowly. The constants a and b reduce to:

a=2p-1, (3.46)

b =1-B. (3.47)
For short times, t~O(1/k1), M(t) reduces to:

M(t) = a exp[-kit] + b. (3.48)
For longer times, t~O(1/k3), we obtain

M(t) = b expl-kat]. (3.49)
So M(t) initially changes exponentially with rate kj, on a time scale of order 1/k;,
from M(0)=a+b=p to a value of b=1-B, and then on a longer time scale it decays
exponentially at a rate kp to a value of 0. Rate ky can only appear in the decay as b
is negative. Rate k; appears as a rise or a decay, depending on whether a is
negative or positive, respectively. If 0.5<B<1, then a>0 and b>0, and the signal is a
bi-exponential, as shown in Fig 3.10 (a), with both k1 and kj in the decay. If §=0.5
then a=0, b=0.5, and M(t)=0.5exp[-kat], a pure single exponential decay with rate
ko, as shown in Fig. 3.10 (b). For 0<B<0.5, Fig. 3.10 (c) illustrates the signal

obtained. A maximum is reached at a time given by (3.42), which becomes
1, [1-28 k
t =—In| ——.—|. 3.50
maxlk1 >> K, K n[ 1“ﬁ kz:l ( )

This is typically of order 1/kj, as expected. The maximum signal height becomes
Mmax|k1 ——— B. (3.51)
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Case 2: ko>>kq

This happens when the intermediate decays at a rate that is much faster
than the rate at which it is populated. The constants a and b become

a=p+(1-B)ki/ky, (3.52)

b = -(1-B)k1 /ka. (3.53)
For short times, t~O(1/ky), the signal changes exponentially with rate ky from a
value (a+b) to a value a:

M(t) = a + b exp[-kot]. (3.54)
For longer times, t~O(1/k1), the signal drops exponentially to 0 with rate ky:

M(t) = a exp[-kit]. (3.55)
Rate k; is always in the decay of the signal as a is positive. As b is negative, the
rate ko appears as a rise at early time, but the contribution to the overall signal
amplitude is small (unless B=0) since |b|<<a.

If B=1 then a=1, b=0 and the signal, shown in Fig. 11(a), becomes

M(t)=exp[-kit]. (3.56)
If 0<B<1 then a=, b=-(1-B)k1/k; and the signal (Fig. 11(b)) is
M(t)=B exp[-kit] - (1-B)k1/kz2 (= B exp[-kit]). (3.57)
If 0<PB<0.5 (see Fig. 11(b), insert), a maximum, derived from (3.42), exists at
_ 1-p
tmax|k1 >k, g1n[ 3 } (3.58)

which is typically of order 1/ky, as expected for the rise time. Because |bl<<a
this maximum has a very small amplitude and may be difficult to distinguish
from the overall shape which just looks like B exp[-kjt].

If B=0 then a—k1 /k2 and b=-k1/ky=-a, yielding

M(t) = (exp[ k;t]—exp[-k,t]), (3.59)
ky
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a bi-exponential with kj in the rise and kj in the decay (Fig. 11(c)). The amplitude

of the signal, determined by the factor (k1/kp), may be quite low when ko>>kj.
(d)  Experimental Examples of Transient Intermediate Measurements

(d.i) Detection by Ionization

Fig. 3.12 shows normalized experimental data obtained in a study4 in
which an excited parent molecule, cyclopentanone, decays via decarbonylation to
a diradical intermediate, which in turn decays but on a longer time scale (see
Appendix C). The probe arrives at a time delay after the pump which excited the
parent at time zero. The probe ionizes a fraction of both the parent and the
intermediate populations and detection is performed by weighing the masses
using time-of-flight (TOF) mass spectrometry. The parent mass (84 amu) could
thus be separated from the lighter intermediate (56 amu).

The solid lines in Fig. 3.12 are fits based on the kinetic model depicted in
Fig. 3.8, with the fluorescence rates omitted. The parent (|B>) is fit with a single
exponential, given by equation (3.39), with a decay time of 12020 fs. The
intermediate is fit with a bi-exponential ((3.40)) with a rise time 1/k;=150%30 fs,
and a decay time 1/k=700+40 fs. The decay of the parent therefore matches the
rise of the intermediate. In terms of the probing parameter, B, appearing in the
more general equation, (3.38), the parent transient corresponds to f=1 while the
intermediate was fit with B=0. The transients in Fig. 3.12 were obtained at low
pump and probe intensities. At higher intensities of the probe the transient for
the intermediate mass was seen to have a contribution in it corresponding to the

shape of the parent transient. This was due to fragmentation of the parent ion by
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further absorption of probe photons. This behavior for the intermediate mass
could be described by fitting with $>0.

The approach of using mass resolution to separate intermediate dynamics
from that of the parent has proven to be very useful. It has been used to study the
a-cleavage reaction of acetonel establishing the stepwise nature of the overall
process (see Appendix D). The parent acetone decays via a-cleavage to an
intermediate, the acetyl radical, which then decays with a different lifetime to the
final products. In another study5, the dynamics of metal-metal and metal-ligand
bond cleavage in an organometallic were distinguished by probing to ionization

and monitoring the parent and fragment masses (Appendix E).

(d.ii) Detection via Fluorescence Depletion

Fig. 3.13 shows experimental data corresponding to a fluorescence
depletion experiment® aimed at studying the hydrogen-atom transfer in the
molecule methyl salicylate (MS). MS has two different forms: the "blue" and "uv"
rotamers (A and B), so-called because of the fluorescence they emit at 440 nm and
330 nm, respectively. Fig. 3.13 shows transients obtained, detecting fluorescence
at 440 nm, corresponding to rotamer A, for three different initial excitation
energies (Apy). The dynamics may be described by the kinetic model in Fig. 3.8.
Excited rotamer A* in a nn* state, denoted by | B>, undergoes hydrogen transfer
with rate kj to a tautomer T*, denoted by 1C>. T* decays non-radiatively (ko) and
radiatively (kj), and the fluorescence at 440 nm, from |C> to |H> in Fig. 3.8, is
collected. The probe is allowed to deplete both the initial (I1B>) and the
intermediate (1C>) state. The signal is given by Mg(t) in equation (3.33), which

may be rewritten in terms of the function M(t) of equation (3.38) as follows:

_ fc [1, t<O0, (3.60a)
MH(t) - FPuNk—2{1 -~ FPrM(t)’ 120. (3.60b)
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The minus sign indicates that the fluorescence yield is depleted at positive delay
time, t, when the probe arrives after the pump.

The maximum depletion achieved (near time zero) was =20%,
corresponding to Fpr ~ 0.2. The actual detected signal was inverted to give the
transient in Fig. 3.13, which therefore should be fit with the positive signal, M(t).
Since the hydrogen transfer rate, kq, is much faster than the non-radiative rate
from the intermediate, kp, the limit k1>>k) was appropriate. The data could be fit
well using B=0 (c.f. equation (3.40) and Fig. 3.10(c)) in which case k; is in the rise
and k; in the decay. The rise time, 1/k;, was found to be within 60 fs, and the
decay time, 1/k> (=7 in Fig. 3.13), was on a picosecond to nanosecond time scale,

depending on the excess available energy (see Fig. 3.13).

3.1.3.4 Isomerization

Fig. 3.14 shows a kinetic model that may be applied to isomerization
reactions. The pump initiates the reaction, exciting the ground state, | A>, of one
isomer of the molecule. The excited state, | B>, then decays to the ground state of
the other isomer, 1D>, via an intermediate state, |C>. The probe, arriving at
delay time, t, after the pump, monitors the build-up of the second isomer. The
signal is given by the final population, Mg(t), of the state probed to, I1E>.
Experimentally this may be achieved in different ways, e.g., by monitoring the
absorption of the probe, or detecting the total fluorescence from | E> if this state is
radiative, or by collecting all ions produced if | E> is an ion level.

State [ B> is allowed to fluoresce with rate f, in addition to decaying along
the isomerization pathway to |C> with rate k;. The intermediate, |C>, decays
with rate kj to the final isomer, | D>, and state | C> also has a decay rate, k3, back

to the initial ground state isomer, | A>. However, since the short pump pulse is
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only present at time zero, the partial repopulation at later times of state | A> by
rate k3 does not influence the detected signal, Mg(t). If longer laser pulse widths
were used then this repopulation, or feed-back loop, would have to be
considered. Here, k3 will only manifest itself as part of the depopulation rate of
state |C>.

Before the pump arrives there are N molecules in ground state | A>. The
pump populates state | B> with FpyN molecules at time zero (t*=0). The system
then evolves according to the rates described above and indicated in Fig. 3.14. At
a time delay, t, the probe excites a fraction, Fpy, of the population in state | D> to

state |E>. By varying t, the signal, M(t), is obtained. The set of differential

equations to be solved are:

dng/dt* = -(k1+f)ng ; (3.61)
dnc/dt* = king - (kp+ks3)ng; (3.62)
dnp/dt* =konc, (3.63)

with the initial conditions:

ng(0) = FpyN; nc(0) = 0; np(0) = 0. (3.64a-c)
Solving (3.61) and (3.62) shows that state |B> decays exponentially with rate
ki+f, while state |C> exhibits a bi-exponential behavior with the faster of (kj+f)

and (kp+ka) in the rise, and the slower in the decay:

np(t*) =0, t*<0, (3.65a)
= FpulN exp[-(kj+£)t*], t*>0; (3.65b)
nc(t*) =0, t*<0, (3.66a)
= Fp,N S (expl—(k, + k3)t¥] - exp[—(k, +f)t*]), t*20. (3.66b)

ki +f—(k, +k3)
The signal, Mg(t) = Fpynp(t*=t), is given by

ME(t) =0, £<0, (3.67a)
= Fp,FpNSL K2 i) g, (3.67b)
ka kb
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where ka=k1+f, kp=ko+k3, and
M) =1- k, exp[-kpt] - ky exp[——kat].
ka - kb

(3.68)

The signal, ME(t), rises from 0 at time zero to a final value that is the product of
the pump and probe excitation fractions, Fp, and Fp;, and the two ratios k1/(k1+f)
and ky/(ka+k3). The two ratios of rates express that k; competes with f in the
decay of | B>, and ky competes with k3 in the depopulation of 1C>.

Fig. 3.15 shows plots of M(t) against time delay for different values of ky
and with k, fixed. Fig. 3.15(a) illustrates cases in which k, is faster than or equal
to ka. In the limit that kp>>k,, the function approaches

M(t)lkb»ka =1-exp[~kt]. (3.69)
The reason is that if k1+f is very slow then it is the overall rate determining step in
the reaction. Even if kp is only one order of magnitude greater than k,, the signal

is already close to this limit, (3.69). For kp=k,, (3.68) reduces to
M(t)lk = 1-(+ktexpl-k,t]. (3.70)
b Ta

For ky, slower than k, (see Fig. 3.15(b)), kp, becomes the determining rate in the
overall reaction: it is now the bottle-neck, so to speak. When O<kp<<k,, the signal

in (3.68) reduces to a single exponential rise with rate ky:

M(t)lkb«ka =1-expl-kyt]. (3.71)

This functional form is almost already attained when kp is one order of
magnitude smaller than ki, as seen in the bottom part of Fig. 3.15(b). The
amplitude of the signal, MEg(t) in (3.67), is not influenced by the magnitude of ky
in relation to k, but rather by each of the two rate ratios appearing in (3.67):

ki1/(ky+f) and ko /(kp+ks).
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3.1.3.5 Stimulated Emission Pumping

A level diagram for a kinetic model of stimulated emission pumping is
given in Fig. 3.16(a). Within the pump pulse, state |C> is populated by
stimulated emission from state |B> by the pump, which excites population from
| A> to |B>. State | C>, prepared in this way, essentially at time zero, decays at
a rate k to the final state, |D>. The probe pulse arrives at a delay, t, after the
pump and excites a fraction, Fpy, of the | D> state population at this time to a state
|E>. Detection may be performed in one of several ways, each of which reveals
the temporal behavior: absorption of the probe, or monitoring the total ion signal
if |E> is an ion state, or it may be realized by collecting the total fluorescence
from | E> if this state radiates.

The temporal pulse widths of the pump will clearly play a role in
determining how quickly state | C> is populated. However, by treating the pump
and the probe as instantaneous, an overall picture of the process in going from
|A> to |D> may be obtained. The influence that finite pulse widths and
saturation have on transients is discussed in sections 3.14 and 3.15, respectively.
For the approximation that the pump and probe are instantaneous, the
description is as follows. At time zero, the pump excites a fraction, Fpy, of the N
molecules in state | A> to state |B>. The pump populates state |C> with a
fraction, Fpy', of the FpyN molecules in | B>, resulting in a population FpyFp,'N
for state |C> at time zero. The pumping fractions, Fpy and Fpy', are

approximately given by the expressions of the type in equation (3.2), i.e.,

; 3.72ab
heaR? Pu heaR2 ( )

After the pump pulse state |C> decays at rate k and its population is therefore

given by:
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nc(t*) =0, t*<0, (3.73a)
= FpyFpu'N exp[-kt*], t*>0. (3.73b)
State |D>, whose population is given by dnp/dt*=knc and np(t*<0), shows a

build-up with rate k to a final asymptotic value:

np(t*) =0, _ t*<0, (3.74a)
= FpyFpu'N (l-exp[-kt*]), t*>0. _ (3.74b)
With the probe arriVing at delay t, the | E> state population becomes Fpnp(t):
ME(t) =0, t<0, (3.75a)
= FpuFpuFp:N (1-exp[-kt]), 0. (3.75b)

This is the single exponential rise with rate k shown in Fig. 3.16(b).

With finite temporal pulse widths, the signal will have the single
exponential rise given by (3.75) at time delays much longer than the widths
(FWHM,j) of the pulses as long as the decay time of 1C> is long in the sense that
1/k>>FWHM;. At early times, near time zero, the transient is expected to be
influenced by the finite laser pulse widths. When the decay (k) is comparable to
the pulse widths, 1/k=O(FWHM,;), the signal will show a rise of order 1/k to its
maximum value, but the shape of the rise will be strongly influenced by the fact
that the pulses are not instantaneous. If |C> has a lifetime much shorter than the
widths of the pump and probe pulses, then the rise of the signal will occur on a
time scale of the pulse widths and not 1/k. In this case, the shape of the transient
is greatly affected by the finite pulses.

This is a qualitative description of the effects of finite pulses in the case of
the stimulated emission pumping experiment. In the following section (3.1.4),
quantitative analysis is presented to describe effects that occur as a result of finite

pump and probe temporal pulse widths.
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3.1.4 Effects of Finite Temporal Laser Pulse Widths

In the sections above, the pump and probe laser pulses were treated as
being instantaneous in the sense of equation (3.9) and an excitation then involved
instantaneous transfer of population from one state to another. In this case, the
detected signal becomes the molecular response function, M(t). The goal of an
experiment is to find the molecular response function as it contains all the
dynamical information measurable in the experiment. In practice, the laser pulses
are not instantaneous but rather have a finite width and a shape which influence
the detected signal. The aim of this section is to describe how observed transients
are affected by the characteristics of the laser pulses and to explain how the data
should be interpreted to retrieve the molecular response function.

With finite pulses, radiation absorption and emission rates must be
considered in an excitation between two levels (lower, |1>; upper, 12>). When a
system is in a region with radiation of energy density per unit frequency, py,
where v is the transition frequency, (Ex-E1)/h, the matter-radiation interaction is
described as follows.” 8, 9, 10, 11, 12 The rate of stimulated absorption per
molecule from 11> to [2>is

Wabs = Bi2pv, (3.76)
where Bi; is the Einstein coefficient of stimulated absorption. The rate of
stimulated emission per molecule from 2> to 11> is given by

Wsg = Baipv, 3.77)
where Bjq is the Einstein coefficient for stimulated emission. The rate of
spontaneous emission (fluorescence) is

Wsp = A, (3.78)
independent of any radiation present. Einstein showed” that for degenerate

levels, 11> and |2>, the coefficients satisfy (S.I. units used throughout below):
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A = 8”‘53”3 B,, =8’§;V3 By, for n=1; (3.79)
Biz = B (=B). (3.80)
For electric dipole transitions, 2
A = 1368:;:33 o’ (3.81)
) = %t—;—zwm 2 (3.82)

where [p1=<2|er| 1> is the transition dipole moment.

Since the Einstein coefficients B2 and By; are equal, (3.76) and (3.77) imply
that the rate of stimulated absorption, Waps, equals the rate of stimulated
emission, Wgg. Calling this common rate, r, the two equations may be combined:

r = Bpy. (3.83)
The laser intensity (Watt/m?2) is given by3

Iy = cpy/n = cpy, forn=1. (3.84)
Therefore, the rate may be written as follows:

r =Bly/c (3.85)
The integrated absorption cross section, 612, is defined as the probability of
absorption of a photon by one molecule in the interaction region, from state 1>

to state 12>. It can be shown to be given by:11
27y |
3eghc’ 2!

2

012 = , (3.86)

where Vv is now the average frequency for the absorption band. The oscillator

strength, f, is related to this cross section:11

f = 4“32‘:80 G1y, (3.87)

where me and e are the mass and charge of an electron, respectively. Using (3.85)

and (3.86), the rate r may be written as

. = 012}1&01, (3.88)



52

where the frequency index, v, is dropped on the intensity.

In our experiments, the pump and probe intensities are time dependent.
We are therefore interested in finding the pumping and probing rates as a
function of time. As (3.88) is valid at any time it may be written as follows:

1i(t) = oy %Ii (), (3.89)

where the subscript i on r, I and A refers to the pump or the probe, and the cross
section, ojj, is between states |i>and |1j>. The subscriptionr, I and A is not to be
confused with the subscript i in 6jj. The laser pulses may be expressed in terms of

normalized functions, fi(t), containing information about the shape and width of

the pulse:
Ei .
Ii(t) = Wfi(t), (390)
r’ f(0dt = 1, (3.91)
ri(t) = Fifi(t), (3.92)
L (3.93)
' henR?’ '

where E; is the total energy in the pulse, and R is the common radius for the lasers
in the interaction region. The pump and probe are then given by Ipy(t*) and
Ip,(t*-t), where t* is time, and t is the delay time between the arrival of the peaks
of the two pulses. The delay is positive when the pump arrives first.

Information about the pump and probe pulse shapes is contained in the
normalized functions, fp,(t*) and fp(t*-t). The effects that these functions have on
observed transients is illustrated in the next two sections. Most of these effects
may be shown in the unsaturated regime, in which stimulated emission rates may

be omitted. In section 3.1.5, stimulated emission will be included to describe

saturation effects.
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3.1.4.1 Pulse Shape

Effects of the pulse shapes on the observed signal are presented in this

section and are shown in several examples.
3.14.1.1 Three Level System with no Decay
(@ Pump Only

Consider the three-level system shown in Fig. 3.17. First, the effect of the pump
alone is treated. This pump pulse, centered at time zero (t*=0), excites from state
| A> to state | B>, as shown in Fig. 3.17(a). Only an upward pointing arrow is
shown in Fig. 3.17(a) to indicate that the transition is unsaturated. In section 3.1.5,
where saturation is considered, the stimulated emission rate becomes crucial and
a downward pointing arrow will be added in the diagrams. Neglecting
fluorescence (slow), the populations are related by:

dna/dt* = -rpyna + rpy ng; (3.94)

dng/dt* = rpyna -rpyng, (3.95)
with boundary conditions, na(-00)=N, and ng(-<)=0. In the unsaturated regime,

np(t*)<<na(t¥), and then (3.93) reduces to:

dng/dt* = rpyN, _ (3.96)
leading to
ng(t) = N j:rpu(t)dt (3.97)
= NFp,f(t*), | (3.98)
where
Fpy = Zannbe (3.99)

henR?
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F(t*) = j:fpu(t)dt. (3.100)

The final population of | B> is then given by np(eo)=FpyN since f(e0)=1. So, in the
unsaturated regime, Fpy is the transition probability, referred to in the earlier
sections as the fraction excited.

Before introducing the probe pulse (Fig. 3.17(b)), it is necessary to consider
the build-up of |B> due to the pump. Equations (3.98) and (3.100) give the
number of molecules in | B> as a function of time, t*, and Fig. 3.18(a) shows this
growth in the | B> state population for three different pump pulse shapes, fpy(t*).
If the pump approaches the instantaneous limit of a delta function, then f(t*)
vanishes for negative time and equals unity at positive time, yielding the step
function (Fig. 3.18(a.i)):

np(t*) = 0, t*<0, (3.101a)

= FpuN, t">0. (3.101b)

For a Gaussian pump pulse, with fpy(t*)=G(t*, FWHMp,,), given by (3.4) and (3.5)
and characterized by the temporal width, FWHMp,,, the function f(t*),

appearing in (3.98), becomes

F(t*) = jﬁ G(t, FWHM, )dt (3.102a)

%k

75 (3.102b)

1 t
= —(1+erf
> (1 +erf] o
where 6j=0py, is related to FWHM;=FWHMp,, by (3.5), and the error function is
erf[x] = —\/% [} expls?1ds. (3.103)

The normalized build-up of IB> for a Gaussian pump pulse is shown in Fig.
3.18(a.ii). If instead the pump pulse is square (Fig. 3.18(a.iii)), then
f(t*) =1/FWHMp,, ItI<FWHMp,/2, (3.104)

which leads to
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f(t*) = 0, t* < -FWHMpy/2, (3.105)
= (*+FWHMpy/2)/FWHMpy, t*| < FWHMpy/2, (3.106)
=1, t* > FWHMp,/2. (3.107)

The rise of | B> is linear as shown in Fig. 3.18(a.iii).
(b) Pump and Probe

Next, the probe is introduced at a time delay t after the pump, as shown in
Fig. 3.17(b). In the unsaturated regime, nc(t*)<<ng(t*)<<na(t*), and the |C> state
probed to is given by n(-00)=0, and
dnc/dt* = rpmp. (3.108)
The | B> state is almost unaffected by the probing and the expression(s) derived
for ng above may be used. The population of | C> is therefore given by

*

ne(t*t) = Fpy mepr(tz — Ong(ty)dt, (3.109)
t* t2
= NFPUFPI‘ J_oofpr (t2 - t)‘,._oo fPu (tl )dtldtz . (3110)

The measured signal, Sc(t) or simply S(t), is the final (t*—o0) population of 1C>,

which then becomes a function of just the time delay:

S(t) = ncleo,t) (3.111)
o ot
= NFpuFer | [ 2 fpu(t)fpe(t — Ddtydty (3.112)
oo t
= J.__m J_ifPu(tl)M(tz -t)fp (t, — £)dtydt,, (3.113)

where M(t) is the molecular response function:

M(t) = Mc(t) = 0, t<0, (3.114a)
= FpuFpN, t20. (3.114b)

A change of variable, s=ti-ty+t, then leads to

SO = [ 7 fpt)fertt ~M-)dtyds. (3.115)
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The laser system response, R(t), defined as the signal if M(t) is set equal to the
Dirac-delta function, is easily recognized as the cross-correlation of the two pulses
fp, and fpy:

RO = [ fplt)fpt; ~0dy. (3.116)
The observed transient may then be written as

S) = ﬁl}o(s)M(t—s)ds, | (3.117)

which has the form of a convolution of the cross-correlation with the molecular
responée function.

Fig. 3.18(b) shows the normalized signal, S(t)/(FpuFp:N), observed for
three different cases. In each case, the probe is assumed to have the same shape
as the pump. If the pulses are Dirac-delta functions (c.f. equation (3.9)), then their

cross-correlation, (3.116), reduces to:

RE) = f’ 8(t)8(t; -yt (3.118)
= 3(t). (3.119)

The observed signal becomes

s = J‘iS(s)M(t-s)ds (3.120)
= | 8ty-oMay (3.121)
- 1% t<0 3.122a,b
~ Mo, £20 (3.122a,b)
= M), (3.122)

which is just the molecular response function (see Fig. 3.18(b.i)), as expected for
instantaneous transitions.

If instead, the pump and probe are Gaussian functions ((3.4) and (3.5)),
then the cross-correlation of the two pulses becomes

R(t) = J.:OG(tl,FWHMPu) G(t, -t, FWHMp, )dt; (3.123)

= G(t,FWHMcc), (3.124)
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also a Gaussian, whose width is given by

FWHMcc = (FWHMp2 + FWHMp2)1/2, (3.125)
The signal, given by (3.117), is then
Sty = j " G(s, FWHMc) M(t - 5)ds (3.126)
t
= FpuFpN | G(s,FWHMcc)s (3.127)
= PpuFp N 14erf] — (3.128)
Pul'Pr > Occ \/i ’ .

where

FWHM ¢

=-——CC 3.129

occ = 22 (3.129)

This signal, shown in Fig. 3.18(b.ii), reaches half its maximum value at time zero.
In this figure the pump and probe widths are chosen to equal the same value,
FWHM, and the cross-correlation then has a width equal to v2 FWHM.

Consider next the case of square laser pulses that have the same width,
FWHM. The cross-correlation becomes a triangle whose full width at half

maximum is also FWHM:
FWHM--Itl

R(t) = WL It| <FWHM; (3.130a)
=0, It > FWHM. (3.130b)

The signal is then

S(t) =0, t <-FWHM; (3.131a)
= (1+t/FWHM)2/2, -FWHM <t <0; (3.131b)
= 1-(1-t/FWHM)2/2, 0<t<FWHM; (3.131¢)
=1, t > FWHM. (3.131d)

This signal (Fig. 3.18(b.iii)) reaches half its maximum height when the probe is at
time zero (t=0), and exhibits quadratic behavior in the rise on either side of time
zero. Although less realistic physically than Gaussian pulses, square pulses may
sometimes reduce the complexity of the mathematics, especially for more

involved kinetic models (more rates and levels). The shape of the signal obtained
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is usually quite similar to that calculated using Gaussian pulses, as can be seen for

the three level model with no decay, by comparing Fig. 3.18(b.ii) and Fig.
3.18(b.iii).

3.14.1.2 Three Level System with Decay

The level diagram considered is that of Fig. 3.1(a) with no fluorescence

(f=0), and with the nature of |C> not yet specified. The |B> state decays with

rate k. The full rate equations are:

dna/dt* = -rpyna + Py NB; (3.132)
dng/dt* = rpyna - (rputk+rpy) N + rpr NC; (3.133)
dnc/dt* = I'Pr NB - I'pr NC, (3.134)

with na (t*—-00)=N, np(t*—-0)=nc(t*— -0)=0, rpy=rpu(t*) and rp=rp(t*-t), where
t is the time delay. In the unsaturated regime, ng=np(t*) and nc=nc(t* ), and the

rate equations reduce to

na = N; (3.135)
dng/dt* = rpy(t*) N-kng; (3.136)
dnc/dt* = rpg(t*-t) np. (3.137)

Equation (3.136) may be solved using the integrating factor,13 explkt*], yielding
ng(t*) = NJi exp[—k(t * —x)] rp, (x)dx. (3.138)

The pulses are assumed to be Gaussian in which case (see (3.92))

rpu(X)=FpuG(x,FWHMp,), with G given by (3.4). When carried out, the

integration in (3.138) gives

" = 167 exop (ORI 1 e
np(t*) = FpuN exp[-kt*] exp[ ) ] 2(1+erfl' \/i{o‘pu O'Puk}:D, (3.139)

where opy is given by (3.5). In the limit k—0, this reduces to (3.98) with
f(t*) given by (3.102b).
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Integration of (3.137) leads to an expression for nc(t*,t) and, by substituting
in ng from (3.138) and taking t*-—oo, the signal as a function of time delay is
obtained:

S = [_rp(t —t)_[iN expl-k(t *-x)] rp, (x)dxdt *. (3.140)

This may be written in the form of (3.117) with cross-correlation, R(t), given by
(3.124) and with molecular response function:

M(t)

0, t<0, | (3.141a)
= FpuFp:N exp[-kt], t>0. (3.141b)

Performing the integration yields

2
S(t) = FpuFpeN exp[-kt] exp[(—q-gg—li)—] 1(1 + erf[——l— {——t-— - GCCK}D, (3.142a)

2 V2 | occ
where occ is the temporal standard deviation of the Gaussian cross-correlation:
FWHMc
ocC = ——==, 3.142b
ATy (3.142b)

with FWHMCcc given by (3.125). Equation (3.142) has a very similar form to
(3.139) because each expression was derived from a convolution of a Gaussian
(FWHMCcc vs. FWHMpy, respectively) with the same molecular response function
(except for a factor of Fpy less in (3.139)).

Fig. 3.19 shows the normalized signal, S(t)/Smax, obtained for different
extremes or ranges of k. With &-function pulses the signal is the molecular
response function, given by (3.141). With a Gaussian cross-correlation, the
transients (using S(t) from (3.142)) in Fig. 3.19(ii) are obtained. For k=0, the
smooth rise in the normalized signal reaches 0.5 at time zero. As k is increased,
the value at time zero increases monotonically from 0.5, finally reaching a value of
1 as k—oo (i.e., when occk>>1). When k is large, the molecular response function
(see Fig. 3.19a.i) starts to resemble a 6-function, although it still has a finite height.
The convolution in (3.117) then yields a signal that is proportional to the cross-

correlation function, R(t). With square pulses the cross-correlation, R(t), is a
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triangle with FWHMcc equal to that of each pulse, FWHM (see (3.130)). The
signal, given by 3.140, may be put in the form of a convolution (see(3.117)) of this

cross-correlation with the molecular response function of equation (3.141). The

signal then becomes
S(t) = 0, t<-FWHM, (3.143a)
t
= PFpuFp:N exp[—kt] Mexp[ks] ds, ltl <FWHM, (3.143b)
FWHM
-FWHM
FWHM
= FpuFp:N exp[—kt] j Wexp[ks] ds, t2FWHM,  (3.143¢)
FWHM FWHM

and is shown in Fig. 3.19(iii), normalized to 1 at the maximum signal. For k=0,
half the maximum value is reached at time zero. When k is increased the value at
time zero increases continuously, reaching 1 for large k (FWHMcck>>1). For

large k, the signal shape again approaches that of the cross-correlation.
3.14.2 n-Level Kinetic Model in the Unsaturated Regime: Convolution

Consider a kinetic model, with any number of levels and decay rates, in
which the rates are constants, independent of the populations of the levels. The
molecular response function of interest is M(t). The signal, S(t), may be detected
by any means, e.g., ionization, fluorescence, fluorescence depletion, and

absorption. The probe is allowed to access more than one level:

M) = Y M(t), m2l. (3.144)
i=1

The pump arrives with its peak (or center of its shape) at time zero (t*=0) and the
peak of the probe comes later at a time t*<t, the delay time.
Consider the pump and probe temporal intensity profiles, fpy and fpy, as

being made up of infinitesimally narrow square pulses, as shown in Fig. 3.20.
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Suppose just one such slice, at t*=ta, were present in pump and one in the probe,
at t*=t+tg; these are the two highlighted slices in Fig. 3.20. What will be the
observed signal? The pump slice initiates the dynamics at t*=t, and the probe
slice is delayed by a time t+tp-tA with respect to the pump slice. This delay must

be non-negative to yield a signal, i.e.,

t+tg-ta 2 0. . (3.145)
The intensity of the pump slice is
Ipy(t*, ta) = —Eﬁ% fpu(ta), tA StF<ta + Ata, (3.146a)
T
=0, otherwise, (3.146b)
and that of the probe slice is
Ipg(th-t, tg) = E};’rz £pe(tg), tp < -t < tp + Atp, (3.147a)
T
= 0, otherwise. (3.147b)
If Ata and Atg are infinitesimal, then the intensities approach &-functions:
Tpu(t, ta) = B oy (tr) At B(E"tA); (3.148)
T
Tpe(t*-t, tp) = -E-I% £pc(tg)Ath S(t*t-tp). (3.149)
T

Since the molecular response function, Mj(t), is by definition the signal obtained
with the following &-function pulses:
Too(t) = —2% 8(t) (3.150)
7R

Tpe(t*-t) = 7% 8(t-t), (3.151)

the signal obtained with the intensities in (3.148) and (3.149) becomes

ASi(t,ta,tB) = fpu(ta) Ata fpe(tg) Atg Mj(t+tp-ta). : (3.152)
So far only one pump slice and one probe slice were considered. If we

restrict the discussion to the unsaturated regime, then the total signal will be the

sum of the contribution from all such pump-probe slice pairs that satisfy (3.145),

i.e., for which the probe slice arrives after the pump slice or at the same time as it.

For infinitesimal slices, this summation becomes an integration with tg running
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from -0 to oo, and tA from -co to t+tg. The signal, a function of just the time

delay, t, is therefore given by
oo ot+t
Si(t) = L [ B fpulta) fpe(tp) Mj(t+tp = ty) dty dtp. (3.153)

If more than one level is detected, then the total signal, S(t), is a sum of the S;(t),
where the summation may then be taken inside the integral sign and equation
(3.144) may be used. The total signal may therefore be written as

S(t) = j_: f:tB £y (ta) Fpc(ty) M(t+tg —t4) s dtg. (3.154)

If we let s=ta-tg and let tpA and s be the dummy variables, then if ta is allowed to
run from -o° to oo, condition (3.145) restricts tg to lie in the range (ta-t) to oo, and
so s must run from t to -oo (which becomes -< to t, using the minus from ds=-dtg).

With this change of variable, the signal becomes

SO = [ 7 fulta) ferlty -5) M(t-5) dt ds (3.155)
= f R(s) M(t ~s) ds, (3.156)

where

R = [ fpulta) fprlta -0 dea. (3.157)

Therefore, in the unsaturated regime, any kinetic model has a signal that is
a convolution of the molecular response function, M(t), with the cross-correlation,
R(t), of the laser pulses. Unsaturated here strictly means that the contribution to
the total signal from any pair of pump-probe slices must be given by (3.152). In
other words, the contribution of a pair must not be altered by any cumulative
effect of other pump or probe slices. The pump and probe intensities, as well as
the absorption cross sections, determine if a system is unsaturated, or saturated to
some extent. Other factors such as the time scale of decay rates compared to the
pulse widths, and whether a state (e.g., ion state) cannot be stimulated to emit,

also contribute to whether a system is unsaturated or not. These effects are

discussed in section 3.1.5.
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As an example of applying (3.156), consider an unsaturated system that has
a molecular response function given by

M(t)

0, t<0, (3.158a)

= A + Bexp[-kit] + Cexp[-kat], t=0, (3.158b)
where A, B and C are constant. If the pump and probe laser pulses are Gaussian,
then the cross-correlation, R(t), is Gaussian (see equation (3.4) and (3.5)):
G(t, FWHMcc). Equation (3.142) shows the result of integration of a single
exponential response function with a Gaussian cross-correlation. If we define

S(k,FWHMCcc,t) as the signal obtained by convoluting M=exp|[-kt] with the
Gaussian, G(t, FWHMc(), then

S(FWHMcet) = explki] expr@ey Lo LIt o LIl 3150)
’ ’ 2 2 N2 | o cc

cc

The signal obtained by convoluting M(t) of (3.158) with G(t, FWHMc() is then

S(t) = A + B S(k;, FWHMCcc,t) + C Sk FWHMCcc t).

Experimental data may be fit using a chosen form of the molecular response
function. For example, a single exponential decay uses B>0 and C=0. A single
exponential rise has B<0, C=0. A bi-exponential with both rates in the decay
would use B>0 and C>0. A bi-exponential, starting at the baseline (A) and rising

with k; and decaying with ky back to the baseline, would use ki>kj; and B=-C<0.

3.1.4.3 Pulse Width

In the unsaturated regime, the signal was shown in section 3.1.4.2 above to
be a convolution (see equation (3.156)) of the cross-correlation, R(t), given by
(3.157), of the laser pulses with the molecular response function, M(t). Suppose
the cross-correlation has a width FWHMcc. If FWHMcc—0 then R(t) becomes a

delta function and S(t) equals M(t). If, however, FWHMcc>0, as is the case with
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physical pulses, the signal will be a smeared-out molecular response function,
where the degree of smearing, dictated by the convolution in equation (3.156),
increases with increase in FWHMcc.

With short pulses the condition, FWHMcc<<1/k; holds, where k; is the
dominant rate in a region of M(t), and the signal in this region will be similar to
the shape of M(t), changing on a time scale, T, of order 1/k;. For relatively fast
pulses, FNHMcc<O(1/k;), it is possible to retrieve M(t) by accurately measuring
the cross-correlation, R(t), leaving M(t) as the only unknown in equation (3.156).
For long pulses, FWHMcc >> 1/Xk;, the signal will only change on a time scale of
order 1/FWHMcc. It may therefore be difficult to accurately retrieve the much
faster changing molecular response function as the uncertainty (AFWHMcc) in
the measured cross-correlation may be on the time scale of the dynamics.

The effect the pulse widths have on the maximum signal, Spax, is of
interest. For example, how will the signal amplitude change in going from 100 fs
pulses to 1 ps or even 1 ns pulses? To answer this question it is necessary to know
if M(t) attains its maximum asymptotically at long time (case (i) below) or if M(t)
has a local maximum at a finite delay time, case (ii). Using the substitution, y=t-s,

equation (3.156) may be written
S(t) = j:R(t-y) M(y) dy. (3.160)

Case (i) M(t) attains an Asymptotic Maximum

Here Mpax = M(t>>any 1/kj) = M(e0). Consider a time delay given by
t >> Max(1/FWHMcc, 1/kj), (3.161)
then in the region where R is non-zero, M(t) = Mmax. At this long time delay, the

signal, S(t), has reached its maximum value, Smax, and (3.160) becomes
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Smax = Mmax IO R(t-y) dy (3.162)

= Mmax, (3.163)
as R is a normalized function centered at t-y=0, i.e., y=t, and equation (3.161)
ensures the integration covers all non-zero values of R, yielding unity. So for a
molecular response function that has an asymptotic maximum, Mmay, the signal
reaches its maximum value at time delays given by (3.161) and this maximum is

simply equal to Mmax.
Case (ii) M(t) has a Local Maximum

The molecular response function exhibits a rise to a maximum,
Mmax=M(tmax), followed by a decay. The region of time in which M(t) is of order
Mmax will be 1=0(1/k;), where k;j is a dominating rate in the region. Consider
broad pulses in the sense that FWHMcc>>t. Then the convolution in (3.160)
approaches the following:

S® = | R(-Y) Muax 7 8(tmax-y) dy (3.164)

== Mmax T R(t’tmax). (3.165)
R(t) has its maximum at the origin, and since R(t) is a normalized function and

has a width FWHMC(c, its maximum is R(0) = O(1/FWHMcc). Hence,

Smax = Mmax T R(0). (3.166a)
= Mmax O(1/k;) O(1/FWHMcc), (3.166b)

which leads to ‘

Smax * Mmax / (ki FWHMCc(), (3.167)

and this may also be written

Smax * Mmax —, (3.168)

Tp
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where 1=0(1/k;) is the dominant decay time in the region of the maximum signal
and 1p is a pulse width (e.g., of one of the lasers pulses) that is proportional to the
width of the cross-correlation, FWHMCcc.

Consider then an experiment in which dynamics on a time scale (t) of say
20 fs is measured, and this may be done with pulses of width tp=100 fs (e.g.,
FWHMp,=FWHMp,=100 fs), or 1p=1 ps, or with tp=1 ns. The energy in the pump
pulse is restricted to the same value, Epy, and that of the probe to a value Epy, in
each experiment, so that the amplitude of the molecular response function
remains the same. The cross-correlation, R(t), is normalized by definition. If the
maximum signal, Smax, is 1 for 100 fs pulses, then according to equation (3.168) it
will be 0.1 (=100 fs/(1 ps)) using 1 ps pulses, and 0.0001 (=100 fs/(1 ns)) using 1 ns
pulses. '

For a single exponential molecular response function, M(t)=Mmax exp[-kt],
the maximum signal in the case of Gaussian pulses, each of FWHM much longer
than 1/k, may be shown, using equation (3.142), to be
Smax = @ Mmax / (k FWHM), (3.169)
a FpyFp:N / (k FWHM), (3.170)

with a=(n-12 In2)1/2. It holds for FWHM>>(8 In2)/k, but is also reasonable in the
region where FWHM-~k. The cross-correlation has FWHMcc=21/2 FWHM.
Consider next the case of the bi-exponential molecular response function,
M(t), corresponding to the case of a transition-state measurement (see Fig. 3.6),
such as in the femtosecond pump-probe experiment with ICN.3 Fig. 3.21 (see also
ref. 14) shows the signal, S(t), obtained using the parameters of ref. 3. The pump
and probe each have the same half-width at half maximum, HWHM, and the

signal is shown for four different values of this HWHM. The parameters used

(S.I. units) are the following:
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kps = 1/(50x10-155s); (=k1 in Fig. 3.6) (3.171)
kss = 1/(100x10-15s); (=k2 in Fig. 3.6) (3.172)
o172 = 4x1024m?2; (=0aB in Fig. 3.6) (3.173)
o34 = 5x1021m2; (=oc in Fig. 3.6) (3.174)
Epa = 150x109]; (3.175)
Epr = 50x10°9]; (3.176)
R = 40x106m; (3.177)
APu = 306x10°m; (3.178)
Apr = 391.4x109m; (3.179)
h = 6.626x10-34 Js; (3.180)
C = 2.99792458x108 ms-1. (3.181)

The Values‘of Fpyu and Fp; (see equation (3.93)) are then 0.000184 and
0.0980, respectively. The factor, Fp, is quite large (close to 10% excitation
probability), but because the transition state is so short lived (1/ks5=100 fs <
FWHM) there is not appreciable saturation (see section 3.1.5). Even though the
signal is expected to lie in the unsaturated regime, stimulated emission in both the
pump and probe transitions was accounted for in finding the signal in Fig. 3.21,
by solving the full set of rate equations which included the stimulated emission
rates. In going from HWHM=5 ns to 750 fs, the signal maximum increases by a
factor of 6.58x103 (see caption to Fig. 3.21 for peak signals), very close to the
predicted ratio 5 ns/(750 fs)=6.67x103 from equation (3.168). In narrowing the
HWHM from 750 fs to 250 fs, the peak signal increases by a factor of 2.81, quite
close to what equation (3.168) predicts: 750 fs/(250 fs)=3.00. The values are
starting to differ slightly at shorter HWHM because the pulses are no longer
broad in the sense of FWHMcc>>t~0O(1/k1) or O(1/k2)=50 - 100 fs. Thus the
condition used in deriving (3.168) is not satisfied completely with pulses that are

on the time scale of the dynamics. Nevertheless, the agreement is still good.
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When the change is made from 250 fs to 75 fs, the peak signal grows by a factor of
2.39, and the increase predicted by equation (3.168) is 250 fs/(75 fs)=3.33, still a
very good estimate even though the condition under which the equation was

derived is not strictly satisfied.

3.1.5 Saturation

A signal is saturated by the pump (probe) if the power dependence of the
signal differs from that at very low pump (probe) intensity. In a very small range
of the intensity centered at intensity I;, of the peak of the laser pulse (Ij=Ipy(0) or
Ip:(0)), the signal at a fixed time delay, t, is given by:

S(t) = c(t) L,™W, ' (3.182)
where the power dependence in this range is mj(t), and c(t) is independent of the
intensity of interest. Hence, the power dependence is the slope of a plot of InS(t)

against Inl; at the intensity Ij:
d InS(t)
dInl;

myt) = (3.183)

The fact that the power dependence may be a function of the time delay implies
that the shape of a transient may be distorted from its unsaturated form. We shall
see that this distortion does not lead to additional features such as changing the
underlying nature of the transient (e.g., bi-exponential with a rise and decay).
The idea of plotting an experimentally determined intensity dependence, m;(t),
against the time delay was introduced in ref. 15. Here, theoretically predicted
plots of the pump and probe dependence will be presented for certain cases.
Saturation is not synonymous with just high laser intensity. The signal 5(t)
also depends on the absorption cross sections, i, and decay rates, k;, in the
system and these may consequently appear in mj(t) when the differentiation in

(3.183) is carried out. The peak intensity, I;, is proportional to the factor F;j (see
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(3.90) and (3.93)), and it is therefore possible (and very useful) to write the power

dependence in terms of this quantity:
d InS(t)
i(t) = .
™0 = T,

(3.184)

Below, several cases are treated to see the effects of pump and probe
saturation on different systems. The influence of saturation on transients is
illustrated and the power dependence is discussed as a function of time delay in

different regimes of the laser intensity and the decay rates.
3.1.5.1 Two Level System with No Decay

We first consider the two-level problem (with no spontaneous relaxation), as

shown in Fig. 3.22, with just one laser pulse (pump) present. Using equation

(3.92), the appropriate rate equations are:

dnp/dt* = -Fpufpu(t)na + Fpufpu(t*)np; ' (3.185)

dnp/dt* = Fpufpu(t*)na - Fpufpu(t*)ns. (3.186)

Substituting ng=N-na (conservation of population) in (3.185) and rearranging

terms leads to

dna/dt* + 2 Fpufpu(t)na = Fpufpu(t*)N. (3.187)
Using exp[2 Fpufp,(t*)] as the integrating factor,13 where fp,(t¥) is given by

equation (3.100), and invoking the boundary conditions, na(-e2)=N and ng(-e0)=0,

equation (3.187) reduces to

na(t*) = 0.5 N (1 + exp[-2Fpy fp, (t9)]). (3.188)

The population of | B> then follows from population conservation:

np(t*) = 0.5 N (1 - exp[-2Fpy Ip, (t9)]). | (3.189)
The final population of |B> is then

ng(ec) = 0.5N (1 - exp[-2Fpy])). (3.190)
In the limit of very high intensity, Fpy is large and ng(co) approaches na(e0)=0.5N.
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The transition probability is given by

P =ng(ec)/N = 0.5 (1 - exp[-2Fpy]). (3.191)
For low intensity, Fpy is small and P = 0.5 (1-(1-2Fpy)) = Fpy. The final signal,
S(e0), or total population transferred, ng(e0), is then FpyN in the unsaturated
regime. From equation (3.184) we see that the (pump) power dependence is 1, i.e.,
the signal is linearly proportional to the pump intensity.

Fig. 3.22 illustrates the signal, or | B> state population, in the unsaturated
regime (Fpu<<1) and in the saturated regime. A Gaussian pump pulse is used as
described by equations (3.4) and (3.102b). The signal shifts to earlier times as the
transition becomes more saturated. This is because at higher intensities the early
part of the laser pulse is already intense enough to significantly populate the
upper level, and the amount of stimulated emission then increases, making the

rest of the pulse less effective in further increasing the upper population.

3.1.5.2 Three Level System with Decay

This system was treated in section 3.1.4.1.2 in the unsaturated regime in

which nc<<np<<na. Here we lift this restriction, keeping the full set of rate

equations:

dna/dt* = -rpynp + rpy NB; (3.192)
dng/dt* = rpyna - (rpyt+k+rp;) ng + rpy NC; (3.193)
dnc/dt* = rpr NB - I'pr NC, (3.194)

with np(t*— -00)=N, ng(t*— -o0)=0=nc(t*— -oc). The populations na, ng and nc
are functions of the time, t*, and the time delay, t, as is the probing rate, rp,(t*-t).
The pumping rate, rpy(t*) is independent of the probe arrival time, t. The
quantities associated with the pump transition from |A> to B>, rpy(t*), Ipu(t*),

fpu(t*), Fpy, 0AB, APy and R, are related by equations (3.89) through (3.93). The
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equivalent quantities associated with the probe transition (1B> to 1C>) obey the
same set of relationships.

Unless analytical expressions are derived for limiting situations of equation
(3.192) through (3.194), these equations are solved using Runge-Kutta integration
techniques inherent in the numerical solution package for differential equations
»(NDSolve) in the Mathematica programming language.16 Adaptive stepsize,
crucial to problems with different time scales involved, is incorporated in the

integration technique and it surpasses approaches such as the modified Euler

method.
3.1.5.2.1 Pump Saturation

Fig. 3.23 shows transients and power dependence curves for the signal
obtained, detecting the final (t*—°0) population of 1C>. The probe transition is
kept unsaturated, while the pump is chosen to be either (i) saturated or (ii)
unsaturated. Since the probe is unsaturated, the same signal will be seen by
detection of any of the following: absorption of the probe, total fluorescence
(slow) yield from |C> if it radiates, or total ions if |C> is an ionized state. The
transient is shifted to earlier time as the pump transition becomes saturated. This
shift decreases as the decay rate grows (see caption of Fig. 3.23). The pump power

dependence plots were calculated using (3.184) in the form:
InS(t,Fp, + AFp,)-InS(t,Fp,)

t) = ,
mPu( ) ln(FPu + AFPu) - h'\Fl’u

(3.195)

and AFpy was chosen to be 1% of Fpy to ensure the power dependence was
calculated in the neighborhood of the intensity (or Fpy) used. With Fp,=10-4,
mpy(t)=1 for all times, but with Fpu=117 the power dependence changes with

time. At very early time, much before time zero when the peak of the pump



72

arrives, the dependence is linear as the intensity of the early part of the leading
edge of the pump pulse is still low. At time zero the power dependence is just
above 0.5, and it decreases further to an asymptotic value at longer time.

When k is increased (and Fpy=1) the saturatioh becomes less severe at early
time as | B> starts to decay (k) faster than it is populated (~rpy), thus reducing the
stimulated emission. For example, at time zero the power dependence goes from
0.522 to 0.530 to 0.559 in Fig. 3.23. At long time the power dependence is almost
independent of k if k is slow compared with the pulse width (0.311 for k=0 and
0.310 for k=0.5/FWHM). However, when k is very fast (k>>1/FWHM) and the
pump transition is saturated (e.g., Fpy=1) the | B> state has no chance to build up
before it decays. Stimulated emission is then almost absent, yet the intense pump
keeps depleting the ground state, | A>, until it is almost empty by the time the
trailing edge of the pulse encounters the molecules.

At any given time the population just excited to state |B> only lingers in
this state for a time of order 1/k. Consequently, in a time window of order 1/k
the contribution to the signal must be due to what the pump excites in this time
span and the number of these molecules the probe can excite to |C> in the same
time. Therefore, with a long time delay, i.e., separation of the peaks of the pump
and probe pulses, the signal must be due to an overlap of the trailing edge of the
pump and the leading edge of the probe pulse. If the whole pump pulse is
intense then by the time its trailing edge arrives, there is very little population left
in the ground state. Increasing pump intensity will only decrease the ground
state population further and this can not be balanced by the added intensity in the
trailing edge of the pump. Hence, there is severe saturation of the signal for long

time delays: e.g., for k=10/FWHM and Fpy=1 the pump dependence is 0.124 at
t=5 FWHM (see Fig. 3.23, bottom right).
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3.1.5.2.2 Probe Saturation

@) Ionization Detection

Fig. 3.24 shows a three level kinetic model where the probe excites state
I B> to an ion state | C>. State | B>, excited to by the pump (unsaturated) decays
with rate k. The probe transition does not involve stimulated emission as |1C> is
an ion and | B> is a neutral, but this does not prevent saturation from occurring,

The rate equations, (3.192) through (3.194), become

na = N; (3.196)
dng/dt* = rpy(t*) N - (k + rp{t*-t)) np; (3.197)
dnc/dt* = rpg{t*-t) np, | (3.198)

with the same boundary conditions as before. Equation (3.197) may be solved

using the following integration factor:

exp[kt * +£°°1r1>r (s— t)ds] = explkt * +Fp fp (t*~1)], (3.199)

where fp,(t) is given by equation (3.102b) for a Gaussian pulse. The solution to

(3.197) is then
- t* -
np(t*,t) = N exp[-kt *-Fp fp (t *—t)] J. Fp fpu(s) explks + Fp fp (s—t)]ds, (3.200)

where fpy(t) is given by equation (3.4) for a Gaussian pulse. The signal is the final
(t*—o0) population of |C>, obtained by solving (3.198):
S() = Fpe |_fpes—t) ng(s,) ds. (3.201)

It is the appearance of Fp; in ng of equation (3.200) that can make the signal
deviate from the otherwise linear dependence that (3.201) would give.

Fig. 3.24 shows transients and probe intensity dependence plots for
different decay rates and probing intensities using an unsaturated pump

transition. The transients follow a single exponential decay (k) with a smoothing



74

out due to the finite pulse widths. With Fp,=10-4 (<<1) all transients are
unsaturated and have a linear power dependence. For Fp;=1 and with slow
(k=0.1/FWHM) or intermediate (k=0.5/FWHM) decays, the transients exhibit
saturation effects. For slow decay the saturation is greatest as the intense probe
has time to depopulate | B> significantly, leading to a less than linear increase in
the signal with further increase in probe intensity. At early time and near time
zero, the trailing edge of the probe always sees the highest population of
I B> and it will contribute significantly to the total signal. The central part of the
probe has higher intensity (higher saturation) but does not contribute significantly
until it is near or later than time zero, and contributes most when it arrives at a
delay long enough that the pump has populated |B> as much as it can. The
saturation will therefore be at its most severe value at delays longer than where
the maximum of the transient is reached, i.e., longer than
t~0.5(FWHMp+FWHMp;).

With very fast decay rate (k=10/FWHM) the transients approach the cross-
correlation, even in the case of Fp,=1. The saturation is not very severe, even at
high intensity, and the probe dependence is linear at all time delays, except for a
dip (slight saturation) near time zero when the peak of the probe pulse encounters
the highest population and is most effective. Overall, the dependence is close to 1
because rp;/(rpr+k), the fraction of molecules probed from |B>, is much less than
1, and approaches rpy/k when rpy<<k. For given time delay, rp;<Fp; and hence
the signal approaches a linear power dependence. The slight dip below 1 in the
intensity dependence near time zero can be explained as follows. The |B> state
decays so fast (O(1/k) that any population present in | B> must be probed in a
time of order 1/k before it is gone. If the time delay is not near time zero, then the
peak region of the probe becomes ineffective in contributing to the signal; instead

the trailing edge of the probe is effective if t < ~(-FWHM) and the leading edge if
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t> ~FWHM. Near time zero (~ -FWHM < t < ~FWHM) the peak region of the
probe contributes most to the signal and since the intensity is high, appreciable
depopulation of |B> may still occur, leading to saturation of the signal and the
dip in the intensity dependence plot.

If the pump transition were a two-photon transition via a virtual state, then
the effective pump pulse would be narrower. If the virtual state is considered as
having zero lifetime, then the effective pump would approach a squared
Gaussian, and the rise in the transients would be sharper but still have the same
time zero position. If the virtual state has a very short but finite lifetime, then the
second pump photon may be absorbed any time within the pump pulse after the
first photon, leading to an effective repositioning of time zero at a time later (on
the order of 20-40 fs for 100 fs pulses) than that measured in a cross-correlation of
the pump with the probe, and this time shift equals the average time (At) between
the absorption of the first and the second pump photon. In this case, the effective
delay to the arrival of the probe is shortened and for a fixed probe delay the
transient will have a signal that resembles what it would be at a shorter delay
with a one photon pump transition. With time zero fixed using a cross-
correlation to be when the peaks of the probe and pump pulses arrive
simultaneously, the transient for a virtual state with an ultrashort but finite
lifetime will then be shifted to later time (by At) from that obtained in a single
photon experiment. It is assumed that the decay k of the state pumped to, | B>,

and the probing intensity are the same.
(b)  Fluorescence Detection

Fig. 3.25 illustrates a three level model with fluorescence detection. The

fluorescence rate is assumed slow and the rate equations become
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na = N; (3.202)
dng/dt* = rpu(t*) N - (k + rp{t*-t)) ng + rp{t*-t) nc; (3.203)
dnc/dt* = rp{t*-t) ng - rp.(t*-t) nc (3.204)

with the boundary conditions, ng(t*— -°)=nc(t*— -0)=0. The signal is the final
(t*—o0) population of |C>. The transients show a shift to earlier time with
saturation (Fpr increased), and the saturation, as evidenced by the probe
dependence plots, is most severe for large k when significant depopulation of | B>
due to k occurs even within the duration time of the probe pulse. After the pump
pulse is gone, state | B> just decays and the rising edge of the probe is thus more
effective than the rest of this pulse which as a conséquence leads to large
saturation. At early times when the pump is still present and the population of
I B> is rising, the peak and trailing edge regions of the probe are more effective as
they encounter a growing population, leading to less overall saturation by the
probe pulse.

A comparison of Fig. 3.25 with Fig. 3.23 shows that the transients are
identical (comparing the common cases k=0.5/FWHM and k=10/FWHM).
Therefore, if the pulses have the same width and if Fp, and Fp; are switched, e.g.,
so that the pump instead of the probe transition becomes saturated, then the same
signal and power dependence (of the saturating pulse) as a function of time delay
are obtained. The reason for this is that with this molecular response function,
M(t), the signal can be shown18 to be a convolution of M(t) with a laser response,
R(t), that is unchanged by an interchange of Fpy and Fpr. The response, R(t),
becomes the cross-correlation in the unsaturated regime (as it must: see section
3.1.4.2). In the saturated regime R(t) is an asymmetric function, showing a steep
rise to an early maximum followed by a slower decrease. This early steep

behavior translates into the shift and sharpening of the slope at early time in the

transients.
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(¢)  Fluorescence Depletion

Fig. 3.26 illustrates two models, (a) and (b), that yield the same
fluorescence depletion signal except for a difference in amplitude. Often it may
be difficult numerically to solve these models if processes (f and k) are on time
scales that differ by more than an order of magnitude. However, if it is possible
to treat the problem in the limit that f<<k, then the fluorescence yield in Fig.
3.26(a) is just f/k of the final population of the state | D> that builds up with rate
k (assuming it does not further decay). The problem may therefore be solved by
omitting f from the set of rate equations and just solving for the final |D>
population. This population also equals the fluorescence yield for case (b) in Fig.
3.26. The transients shown are inverted (and normalized) to show the positive
depletion signal.

The relevant rate equations are the same as in case (b) above (fluorescence
detection) with the addition of

dnp/dt* = kns, (3.205)
with the boundary condition np(t*— -00)=0. The depletion signal follows the
same qualitative behavior as the fluorescence signal discussed in (b) above. The
shift of the signal to earlier time is greatest for slow decay rate. Power
dependence plots are not calculated because with depletion experiments these
may be difficult to measure, and it is easier to establish the presence of saturation

by the magnitude of the shift in the transient signal to earlier time with increase in

laser power.
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3.1.5.3 Four Level System

In this section, a four level model is described in which the pump or the
probe transition may be saturated. Stimulated emission is allowed for in both
transitions. The pump pulse, centered at time zero (t*=0), excites the ground
state, | A>, to state |B> which decays with rate k to state |C>. The probe pulse
arrives later with its peak at a delay t after time zero, and excites from |1C> to
ID>. The signal is the final (t*—o) population of | D> as measured, for example,
by collection of the total fluorescence from this state on a time scale (O(1/f)) much
longer than the dynamics (1/k) and the laser pulses (FWHM). The molecular
response function, M(t), is as shown in Fig. 3.9 (with k;=0), i.e., a single
exponential rise with rate k to a final asymptotic value. In the unsaturated regime
the signal would be just M(t) convoluted with the cross-correlation (see section
3.1.4.2). The effect of saturation is to distort the signal further from its
unsaturated shape as described below. The approach is again to solve the set of

relevant rate equations (using a Runge-Kutta routine).

3.1.5.3.1 Pump Saturation

In Fig. 3.27 the level diagram shows the possibility for a saturated pump

transition, and the unsaturated probing. The relevant equations are

dna/dt* = - rpy(t*) na + rpu(t*) ng; (3.206)
dng/dt* = rpy(t*) na - (rpu(t*)+k) ng ; (3.207)
dnc/dt* = k ng - rpe(t*-t) nc; (3.208)
dnp/dt* = rpe(t-t) nc, (3.209)

with boundary conditions, na (t*— -00)=N, ng(t*— -00)=nc(t*— -co)=np(t*— -0)=0.

With a decay time twice as long as the pulse widths (k=0.5/FWHM), the
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saturated (Fpy=1) transient is shifted only slightly earlier than the unsaturated
(Fpy=10-%) transient. The pump dependence is linear for the unsaturated case
whereas it exhibits a decrease with time delay in the case of saturation. With fast
decay (k=10/FWHM) the transients show a fast rise in a time mainly bounded by
the pulse widths. Saturation shifts the transient to earlier time: by 0.12 FWHM at
time zero in going from Fp,=10"4to 1.

Unlike the case in section 3.1.5.2.1 in which the probe accessed the state
pumped to, the pump dependence in the four level model here shows less
saturation with faster decay. The probe is monitoring the accumulating
population of state | C> and the signal is thus affected by the averaged saturation
effect for the whole pump pulse as opposed to the localized saturation occurring
for the tail of the pﬁmp in the case in section 3.1.5.2.1. The leading edge and peak
of the pump pulse meet a ground state (| A>) population that is not yet depleted
fully and in addition encounter little stimulated emission because of the fast non-
radiative depopulation of IB>. The trailing edge of the pump sees less
population in | A> and is saturated more, but the overall effect is dominated by
the less saturated, yet larger, contribution to the signal from the early part of the
pump pulse. Hence, it can be said for this model: the faster the decay, the less the
saturation: e.g., mpy(0)=0.657 for k=0.5/FWHM and 0.705 with k=10/FWHM;
mpy(5 FWHM)=0.395 for k=0.5/FWHM and 0.561 for k=10/FWHM.

3.1.5.3.2 Probe Saturation

The same level diagram is considered as in section 3.1.5.3.1 above, but now

with unsaturated pumping and a saturated probe transition as shown in Fig. 3.28

and given by the following equations:
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na = N; (3.210)
dng/dt* = rpy(t*) N-knp; (3.211)
dnc/dt* = k ng - rp(t*-t) nc + rp{t*-t) np; (3.212)
dnp/dt* = rp(t*-t) nc - rp(t*-t) np, (3.213)

with boundary conditions as above. The effects of saturation are more severe
here for the probe transition than they were for the pump transition in the case
presented in section 3.1.5.3.1. The reason is the decay rate, k, reduces stimulated
emission in the pump transition but does not alter it for the probe transition
which depends on the cumulative population of state |C>. As a consequence, the
transients in Fig. 3.28 exhibit a greater shift to earlier time with saturation of the
probe transition: e.g., for k=10/FWHM, 0.5 is reached at 0.095 FWHM for Fp,=
104 but at 0.23 FWHM earlier than this with Fp,=1.

At long delay times (t>>1/k), state 1C> is fully populated and the probe
dependence is expected to be independent of the decay rate, k. With t=5 FWHM
the intensity dependence for k=10/FWHM is 0.311, the asymptotic value, and for
k=0.5/FWHM the value is 0.320, almost the asymptotic value of 0.311 that is also
reached at longer times for this rate. Near time zero the saturation is more severe
for faster decay: mp(0)=0.632 for k=0.5/FWHM and 0.549 for k=10/FWHM.
With a very fast decay the |C> state builds up quickly and if the probe arrives
almost at the same time as the pump, the peak region (most saturating) of the
probe pulse still sees a large population and can contribute significantly to the
signal. With a slow decay and the probe delay near zero, mainly the trailing edge
of the probe is effective in yielding signal. Because the trailing edge is less intense
than the peak region of the probe, there is less stimulated emission and less

saturation of the probe transition near time zero for a slow than for a fast decay

rate, k.
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3.2 Classical and Quantum Mechanical Models

In considering classical and quantum mechanical models, the nature of the
potential energy surface (PES) as a function of internuclear separation must be
known, in contrast to the kinetic model for which this is not required. Being able
to invert observed fs transition-state transients to a PES is an important aspect of

ultrafast studies of molecular dynamics.

| 3.2.1 Classical Model

A classical mechanical model was developed by Bersohn and Zewaill?
who considered the process of bond breaking as a classical motion of the two
fragments on the PES. The effect of the finite laser pulse widths is incorporated
by first considering the pulses as instantaneous and later convoluting the
calculated signal with the cross-correlation. This is similar to the treatment that
may be performed for the kinetic model in the unsaturated regime (see section
3.1.4.2) and in this sense the classical model would have to be modified in order to
describe saturation effects.

The key steps in describing a signal that depends on the pump-probe delay
are the following.31 19 Suppose the probe wavelength is centered at an
internuclear separation R=R*. Usually the spectral profile of a fs pulse exceeds
the intrinsic linewidth of the transition and consequently the probe absorption at
arbitrary R is given by

AR) = C/{R +[AV(R) - AV(R¥)]3}, (3.214)
where v is the half-width (in the energy domain) of the optical pulse,
AV(R)=V2(R)-V1(R), and C is a constant. Here, the absorption is assumed to be

Lorentzian in shape, but similar expressions may be obtained for a Gaussian or
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other shapes. The probe absorption as a function of the delay time, A(t), is
directly proportional to the measured signal in an FTS experiment:

S(t) = A(t) = C/{¥* +[AV(t) - AV(t")]2)}, (3.215)
where t* is given by R(t=t*)=R*. If the upper excited state potential (V7) is much
flatter than the lower (V1), then (3.125) reduces to

S5(t) e A(t) = C/{y2+[Va(t) - Va(t)]?). (3.216)
For a given form of V1(R), the equation of motion can be integrated to yield the
internuclear distance as a function of time, R(t). Combining the expressions for
V(R) and R(t) yields the potential of the reaction as a function of time, V(t), so that
the absorption expected to be observed in the FTS experiment is known explicitly
as a function of time. Conversely, knowing A(t) implies V(t) and V(R) can be
deduced. The example of a single exponential repulsive potential, V1(R), is given
in ref. 3. The form of the predicted transients, A(t), are derived in general and
using parameters relevant to the dissociation of ICN, transients very similar to

those predicted by the kinetic model are obtained.

3.2.2 Quantum Mechanical Model

In a kinetic model, the off-diagonal terms in the Hamiltonian and the
density matrix equations are not considered and coherence effects can not be
described. In this sense the kinetic model describes a statistical decay averaged
over the whole ensemble of molecules and the state-to-state rates of a
unimolecular dissociation process are simply measures of the coupling strength of
an approximate molecular state to each continuum channel.20

A quantum mechanical model takes into account the full Hamiltonian and
allows for coherence effects and the creation of a wave packet. The time

dependent Schrédinger equation can be solved numerically. For example, the
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wave packet approach of Heller?! was applied to the dissociation of ICN by
Williams and Imre.22 The only internuclear distance considered as a parameter
was the separation of CN and I. The potentials, V1(R) and V2(R), were assumed
to be single exponentials. The spreading of the wave packet on V1(R) with time
was observed. This is an aspect of the molecular dynamics that can not be
described by the kinetic model. For a comparison of aspects of a kinetic and a
quantum mechanical model in multilevel systems, see also ref. 23.

The three models are therefore similar in some ways but not in others. The
classical and quantum mechanical models require a knowledge of the PES and
predict wave packet dynamics. Coherence effects are only fully described by the
quantum mechanical model. A kinetic model is easy to apply to problems where
no prior knowledge of the PES is required. Effects of saturation are allowed for
in both the kinetic and quantum mechanical models, but not in the classical
model. Of course, a full quantum mechanical treatment is preferable whenever
possible. It is interesting to note that on the fs time scale, the degree of
localization is on the atomic scale of distance and the classical description is

completely illustrative of the dynamics.
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3.4  Figure Captions and Figures

Fig. 3.1 (a) Kinetic model showing a dissociative state | B> that is accessed
by the pump pulse from the ground state |A>.  State |B> decays non-
radiatively and radiatively at rates k and f, respectively. Detection is by means of
probing to an ion level, | C>, and monitoring all ions produced. The probe comes
at a time delay, t, after the pump, which arrives at time zero. (b) Transient, or
signal vs. time delay, t, obtained upon monitoring state |C>. At negative t, the
probe arrives before the pump and no ions are produced as no molecules are in
IB> at the time of arrival of the probe. At positive t, the pump comes first,
populating |B> before the probe arrives. The pdpulation of 1B> decays
exponentially at a rate k+f from its maximum value, FpyN, at time zero. The
probe excites a fraction, Fpy, of the molecules in |B> to |C>, and hence |C>

decays at the rate k+f with t from an initial maximum of Mc(t=0)=Fp,Fp;N at t=0.

Fig. 3.2 Transient obtained in an experiment in which a deuterated acetone
molecule, (CD3)2CO, is excited at time zero by a pump pulse and probed to
ionization at a time delay t after the pump. The total ion signal was monitored as
a function of the delay. The solid line is the fit to the data. It consists of a
molecular response function, M, that has been convoluted with the cross-
correlation (here, HWHM.~90 fs) of the pump and probe laser pulses. M has an
instantaneous rise at t=0 and then decays exponentially with rate k. The value for

k-1 obtained using several such data sets was 50430 fs.

Fig. 3.3 (a) State B>, populated with FpyN molecules at time zero by the
pump, decays with rates k and f. The probe arrives at a delay time, t, after the

pump, exciting a fraction, Fpr, of the |B> population to the neutral level 1C>.
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The |B> state dynamics is revealed through the collection of the total
fluorescence, Mpjyorc(t), from | C> at discrete values of the delay, t. (b) Transient
showing the molecular response function, MpiyorC(t), vs. t. The fluorescence yield

is maximum (MFpjyorc(0)=FpuFp:N) at time zero and decays exponentially at the

rate k+f.

Fig. 3.4 (a) The total fluorescence from state | B> is measured for different

values of the pump-probe delay time, t. The probe depletes this fluorescence
| yield by exciting a fraction, Fpy, of the molecules in B> to IC> at time t. (b)
Transient showing the total fluorescence from {B> as a function of t. The
fluorescence yield, normalized to 1 at negative delay in this figure, is depleted at
positive delay, when the probe arrives after the pump pulse. The depletion is
most severe when |B> is most populated, which occurs at time zero. The

magnitude of the depletion decays exponentially with the rate k+f.

Fig. 3.5 (a) The absorption of the probe is monitored in this experiment as a
function of the pump-probe delay time. (b) The absorption follows the 1 B> state
population, which decays exponentially at a rate k+f from its maximum value at

time zero, when | B> is excited by the pump.

Fig. 3.6 (a) Level diagram for a kinetic model to study transition-state
dynamics. The pump excites the reagent molecule to a state |B>, which
subsequently decays at a rate k1 to the transition state, | C>, which in turn decays
at a rate kp. The probe monitors this transition state at a time delay, t, after the
pump. (b) The molecular response function of the state probed to, | E>, from the

transition state. This directly reflects the population of the transition state, 1C>.
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The signal exhibits bi-exponential behavior, with the faster of the two rates, k;

and kj, in the rise, and the slower in the decay.

Fig. 3.7 Transient showing data obtained by probing the transition state in
the dissociation of ICN.3 The transients show a bi-exponential behavior with one
component in the rise and the other in the decay. Key: solid squares: Ap,=389.7
nm; solid diamonds: Ap;=389.8 nm; open squares: Ap;=390.4 nm; open diamonds:
Apr=391.4 nm. Time zero was determined separately for each data set using the
DEA-MPI technique.3 The solid lines and arrows are guides to the eye, showing
the approximate peak position for each data set. By tuning off-resonant to the
red, the probe excites the transition state more, and is less sensitive to the build-

up of the final products, seen with on-resonant probing.

Fig. 3.8 Kinetic Model for transient intermediate measurements. The probe
can excite not only from the initial state, | B>, excited to by the pump, but also
from the transient intermediate, |C>. The cross sections for the two probe
transitions depend on the parameter, B, as shown. With B=1, only | B> is probed,
while if =0 then only |C> is probed. For intermediate values, 0<p<1, both states
are probed. The probe arrives at a delay time, t, after the pump. By varying this
delay and monitoring one or more of the states |E>, |F>, |G>, |H> and |D>,

the dynamics of the system (kj, ko, f, fc) can be observed.

Fig. 3.9 Bi-exponential signal, corresponding to =0, the case where only the
intermediate, |C>, is probed. Transients are shown for a fixed rate kj, and for
five different values for the rate ko. If ky could be increased in an experiment,

then the signal amplitude would drop and the maximum would move closer to

time zero. The rise time, the location of the maximum signal, is given by
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In[ky/ko]/(k1-k2) (see text). If ko>k; (e.g., the two lowest curves), then in general
terms the shape is such that the rise is dominated by kj and the decay by k1 (=1

unit). For the opposite case, ka<kj (e.g., the two highest curves), the rise is with k;

and the decay is with kp.

Fig. 3.10 Signal obtained for a transient intermediate experiment in which the
decay (k_z) of the intermediate state, | C>, is much slower than the rate at which it
is populated (k1) from B>, i.e., ki>>ky. (a) 0.5<P<1: the initial state, | B>, has a
higher probe absorption cross section than the intermediate, |C>. The signal is a
bi-exponential with both rates in the decay. (b) p=0.5: both states (IB>and |C>)
are probed to the same extent. The transient is independent of k1, showing a pure
exponential decay with k. (c) 0£B<0.5: the intermediate has the larger probing
cross section. The signal has an initial step at time zero, followed by a rise with k;

and a decay with k.

Fig. 3.11  Signal for transient intermediate measurements in which the
intermediate, | C>, decays (k2) much faster than the rate at which it is populated
(k1) from B>, i.e., ko>>k;. (a) B=1: only the initial state, | B>, is probed and the
signal is a single exponential decay with rate k;. (b) 0<B<1: both the initial state,
IB>, and the intermediate state, |C>, are probed. The long time behavior is
described by a single exponential decay with k1. The short time behavior shows a
small amplitude maximum if 0<f<0.5; if 0.5<B<1 then there is no maximum at |
positive time: the signal decreases monotonically and does so slower than rate k1
at early time. (c) B=0: only the intermediate state, | C>, is probed, leading to a bi-
exponential signal. Since ko>>kj1, ko appears in the rise and kj in the decay. The

maximum amplitude of the signal equals k;/ky when ky>>kj, and the amplitude

may consequently be small.
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Fig. 3.12 Femtosecond transients showing the detected ion signal of a given
mass as a function of the delay time between the pump and the probe laser
pulses.4 The parent cyclopentanone (84 amu) exhiblits a single exponential decay
with a lifetime of 120420 fs. The intermediate (56 amu), the tetramethylene
diradical, shows a bi-exponential behavior with a rise (11=1/k1=150+30 fs) to a

maximum followed by a slower decay (12=1/ky=700+40 fs).

Fig. 3.13 Depletion transients observed® for the 440 nm emission of methyl
salicylate as a function of excitation energy (pump wavelength, Apy; excess
vibrational energy, Ey). The solid lines are least-squares fits to the data, yielding
the time constants as shown for the non-radiative lifetime. This is the long time
behavior of the signal. The short time behavior, not shown with the time scale

chosen in this figure, has a very fast (<60 fs) rise component with the rate of the

hydrogen transfer.

Fig. 3.14 Level diagram for a kinetic model of isomerization. The ground
state, | A>, of one isomer is excited by the pump to state |B> at time zero. |B>
decays radiatively (f), and non-radiatively (k) along the isomerization pathway to
I C>, which in turn has a finite lifetime due to the rates ky and k3. The other
isomer, | D>, in the system is populated at a rate kp from |C>. The probe,
arriving at a delay after time zero, excites a fraction of the | D> state population to

the state | E>, the population of which constitutes the signal.

Fig.3.15 Molecular response function, M(t), showing the build-up of the final
state reached in an isomerization reaction (kinetic model of Fig. 3.14). The rate

ka=kj+f is the total decay rate of the initial excited state, | B>, and kp=ky+k3 is the
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total decay rate of the intermediate, | C>, which populates the final isomer, | D>,
at rate kp. When kj and ky are non-zero, a signal may be detected, and the
normalized signal, M(t), asymptotes to 1 at long time delays. (a) Signal for
different values of kp/ka21. In the limit kp>>k,, M(t) becomes a single
exponential rise with rate k,. (b) Signal with distinct values of kp/ka<1. When

O<kp<<ka, M(t) approaches a single exponential rise with rate ky. If k=0 then
M(t)=0 at all times.

Fig. 3.16 Kinetic model for stimulated emission pumping. The pump pulse
(t=0) excites from the ground state, | A>, to an excited state, |B>, and then
stimulates emission to a state |C>. State |C>, thus populated by the pump,
decays with rate k to a final state, | D>. This final state is probed at a time delay,
t, after the pump, resulting in an excitation to state, | E>, whose population after

the probe pulse constitutes the signal.

Fig. 3.17 Three level kinetic model in which the influence of the shapes of the
laser pulses is considered. There is no decay in the system. (a) Pump present
only, with its center at time zero (t*=0). The build-up of B> is of interest. (b)
Pump and probe both present. The pump arrives at time zero, and the probe at a

time delay, t, later. The detected signal is the final (t*—e°) population of |C>.

Fig. 3.18 The effect of the shape of the laser pulses in the unsaturated regime.
The three-level model with no decay is considered (see Fig. 3.17). The pump and
probe are considered to have the same shape and width, as given by f(t). (i) For
d-function pulses, the B> state (see (a.i)) is populated instantaneously at time
zero (t*=0), and the signal observed by detecting the final (t*—ec) population of

|C> as a function of the time delay, t, is also a step function (see (b.i)). This signal
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equals the molecular response function. (ii) For Gaussian pulses, the B>
population rises during the presence of the pump, reaching half its maximum
value at time zero (see (a.ii)). The signal in (b.ii) shows the effect of both the
pump and the probe in the rise. Half the maximum population is reached at zero
delay (t=0), the point at which the center of the probe coincides with that of the
pump (t*=0). (iii) A square pump pulse gives a linear rise of level |B> as seen in

(a.iii). With the square probe pulse present, the |C> state signal detected (b.iii)

shows a smoother rise (see text).

Fig.3.19 The effect of the shape of the laser pulses in the unsaturated regime.
The three-level model with a decay (k) of the middle state (1 B>) is considered.
The probe excites from |B>to |C> at a time delay t after the pump arrives (t*=0).
The signal is the final (t*—o0) population of 1C>, and is a function of t. The signal
is considered for three different types of cross-correlation, and, in each case, for
three different values or ranges of k. (i) With 8-function pulses, the cross-
correlation is also a 8-function and the signal becomes the molecular response
function: a single exponential decay with rate k. (ii) Gaussian pump and probe
pulses, each of width FWHM (= separation of small ticks), yield a Gaussian cross-
correlation with FWHMcc=21/2FWHM (larger ticks). The signal is a convolution
(see text) of the cross-correlation and the molecular response function. Note the
signal value at t=0. (iii) Square laser pulses (each FWHM) give a triangular
cross-correlation (FWHMcc=FWHM), which when convoluted with the
molecular response function yields the detected signal shown. The shapes of the

signals are quite similar to those obtained with the Gaussian cross-correlation.

Fig. 3.20 The pump (peak at t*=0) and probe (peak at t*=t) are considered as

being made up of infinitesimal square pulses or slices. A slice of width Atp at
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t*=ta in the pump pulse and a slice of width Atp at t*=t+tg in the probe will
contribute an amount AS(t, ta, tg) to the total signal, S(t), if the probe slice has a
positive delay with respect to the pump, i.e., t+tg-to20. In the unsaturated regime,
the total signal S(t) is the sum (or integration) of the contributions from all such
pump-probe slice pairs. The signal then becomes a convolution of the pump-

probe cross-correlation with the molecular response function (see text).

Fig. 3.21  Predicted transients for a transition state measurement. The
molecular response function is a bi-exponential with a rise (1/k1=50 fs) and decay
(1/kp=100 fs). Due to the finite pulse widths, the detected signal is that shown.
The pump and probe pulse each has the same HWHM, and transients are shown
for different values of this common width. Note the change in the signal height as
the pulses become longer. For 75 fs, the peak height is 5.22x106; for 250 fs,
2.18x108; for 750 fs, 7.77x105; and for 5 ns, 1.18x102. The parameters used in this

simulation are similar to those in ref. 3, except for the pulse widths.

Fig. 3.22 A Gaussian pump pulse (top) is used to excite a transition from [ A>
to IB> (inset). In the unsaturated regime (bottom), Fpy<<l and the final
population of B> is FpyN. The signal in the unsaturated regime reaches half its
final value at time zero (t*=0). When Fpy, is increased (e.g., by increasing the
pump intensity, or if the absorption cross section is higher) to such an extent that
Fpu<<1 is no longer valid, then the transition is saturated (middle). The signal
with Fpy=0.2 grows to a final population of 0.165N (not 0.2N) and half this value
is reached before time zero, at t*=-0.0530 FWHM. The signal with Fpy=1 reaches
an asymptotic value of 0.432N, and half this value is attained already at t*=-0.244

FWHM. The rise also becomes steeper with increase in Fp,, i.e., as the transition
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becomes more saturated. In the limit of very severe saturation (Fpy >>1), the final

value of ng approaches 0.5N.

Fig. 3.23 (Top) Three level kinetic model with a decay (k) of the middle state,
I B>, and detection of the uppermost state, |C>. Gaussian pulses are used. The
probe transition is unsaturated (Fp=10"4<<1). Two values are considered for the
pump: (i) Fpy=1 (saturation) and (ii) Fpy=10-4 (unsaturated). (Bottom)
Normalized transients (left) for different decay rates, and | pump power
depéndence (right) corresponding to each transient. (a) For k=0 with case (i), 0.5
is reached at time zero, and the whole transient is unsaturated, showing a linear
power dependence, Mpy(t)=1. For k=0 with case (ii), 0.5 is at t=-0.235 FWHM, and
the rise is steeper. The signal is saturated even at negative time. Note the .
decrease in the power dependence: e.g., mp,(0)=0.522

and mpy(5 FWHM)=0.311. (b) For k=0.5/FWHM, (i) shows a transient with 0.5 at
-0.214 FWHM, and (ii) is 0.195 FWHM earlier. The peaks are separated by 0.202
FWHM and for (i) the peak is at 0.763 FWHM. The power dependence is linear
for (i), but not for (ii): 0.530 at t=0, 0.310 at 5 FWHM. (c) With k=10/FWHM, half
maximum is at -0.618 FWHM for (i), and 0.123 FWHM earlier for (ii). The peaks
are at (i) 0.097 FWHM and (ii) -0.033 FWHM. Case (i) shows a linear pump
dependence. Case (ii) has less saturation than for (b) above at early times (e.g.,
mpy(0)=0.559) since fast k means low |B> population and hence low stimulated
emission. However, there is more saturation later (mpy(5 FWHM)=0.124) as state

| A> becomes depopulated.

Fig. 3.24 (Top) Three level kinetic model with ion detection. No stimulated
emission from the ion, |C>, to the neutral state, | B>, exists, and it is possible to

deplete | B> severely with an intense probe if the decay, k, is slow. The pump is
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kept in the unsaturated regime. (Bottom) Normalized transients (left), and probe
intensity dependence plots (right) for three values of k and with one of two values
for the probe intensity: Fp;=104 (unsaturated) and 1 (saturated). Saturation shifts
the rise of the transients to earlier time and steepens its slope. When the rise is
0.5, the shift here is 0.12 FWHM at k=0.1/FWHM, 0.09 FWHM at k=0.5/FWHM,
and 0.01 FWHM at k=10/FWHM. At the peak, the shift changes from 0.10 to 0.08
to 0.004 x FWHM. The probe dependence plots show that for low and
intermediate k, the saturation increases with time delay to a final value. For k=0,
mpy(0)=0.72 and mp(5 FWHM)=0.59. For k=0.5/FWHM, mp;(0)=0.75 and mp.(5
FWHM)=0.64. For a very fast decay there is very little saturation at all times
(except some near time zero) as k competes effectively against the probing rate.
The slight saturation near t=0 (mp;(0)=0.93 for Fp,=1) occurs because this is when

the probe is most effective.

Fig. 3.25 Three level kinetic model showing the effect of probe saturation on
fluorescence detection. The pump transition is unsaturated. The pump and
probe laser pulses have the same width, FWHM. Three different decay rates, k,
are considered: slow (0.1/FWHM), intermediate (0.5/FWHM) and fast
(10/FWHM). In each case transients are shown for (i) a saturated and (ii) an
unsaturated probe transition. For the slow decay in the unsaturated regime, 0.5 is
reached at -0.07 FWHM, and the peak at 1.21 FWHM. For the saturated transition
these positions are each 0.23 FWHM earlier. The probe dependence is 1 in the
unsaturated case, (ii), while it decreases in the saturated case, (i) (mp.(0)=0.524,
mp(5 FWHM)=0.311). For the decay with intermediate rate, transient (ii) has 0.5
at-0.21 FWHM and the peak at 0.76 FWHM. The saturated transient, (i), is earlier
by 0.20 FWHM at both 0.5 and the peak. For fast k, (ii) reaches 0.5 at -0.62 FWHM

and 1 at 0.10 FWHM,; for (i) these are 0.12 FWHM earlier. The probe dependence
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plots for the unsaturated probe, (ii), show a linear dependence for all delays,
independent of k. With saturation, (i), the intensity dependence decreases with
time until a constant value is reached when the entire probe pulse arrives after the
whole pump pulse. The saturation increases with faster k: mp(0) changes from

0.524 to 0.530 to 0.559, and mp (5 FWHM) from 0.311 to 0.310 to 0.124.

Fig. 3.26  Kinetic model demonstrating the effect of probe saturation on
fluorescence depletion experiments. The pump transition is kept unsaturated and
it is assumed that the fluorescence rate, f, is slow. Both (a) and (b) yield the same
depletion signal as a function of time delay, except in (a) the overall fluorescence
yield is f/k of that in (b). Transients are shown for slow (k=0.5/FWHM) and fast
(k=10/FWHM) decay rates and for unsaturated (Fp,=10-%) and saturated (Fp=1)
probing. The pump and probe laser pulses have the same width, FWHM. For
slow decay the shift in the saturated case is 0.20 FWHM to earlier time from the
unsaturated position (0.5 at -0.21 FWHM). For the fast decay the shift is 0.12 to
earlier time from the unsaturated transient which has 0.5 at -0.62 FWHM. The
peak of the unsaturated transients are at 0.76 FWHM (slow) and 0.10 FWHM
(fast). In the saturated case they are at 0.56 FWHM (slow) and -0.03 FWHM.

Fig. 3.27  Effect of pump saturation on a four level model. State IB>,
accessed by the pump, decays (k) to state | C> which is probed. The probe is kept
unsaturated. The transients show a slight shift to earlier time with increased
pump intensity. For k=10/FWHM the time at which 0.5 is reached is 0.10 FWHM
with Fpy=10-4 and -0.02 FWHM with Fp,=1. The pump intensity dependence,
mpy(t), plots show a linear response in the unsaturated regime (Fp,=10-4). With
Fpu=1, mpy(t) decreases from 1 at very early delays to a final asymptotic value

below 1 at long times. With k=0.5/FWHM, mp(0)=0.657 and mpy(5
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FWHM)=0.395; with k=10/FWHM these values become 0.705 and 0.561,

respectively.

Fig. 3.28 The effect of probe saturation for a four level model with a decay (k)
from the state excited to by the pump, IB>, to the state probed from, |C>.
Significant shift of the transients to earlier time is seen as the probe intensity is
raised. In going to Fp,=1, for k=10/FWHM, the shift at 0.5 is 0.23 FWHM from a
position of 0.095 FWHM with Fp=10-4. With Fp;=10-4 the probe dependence
plots yield constant straight lines: mp(t)=1, reflecting the unsaturated regime.
With Fp,=1 severe saturation occurs: the asymptotic long time dependence is
0.311 in both cases (for k=0.5/FWHM this value is not yet reached at t=5 FWHM,

where it is 0.320); at time zero, mp(0)=0.632 for k=0.5/FWHM and 0.549 for
k=10/FWHM (see text).
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Chapter 4

Investigating Ultrafast Dynamics via Multiphoton Ionization (MPI)
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Molecular beam chemistryl: 2 3 and photofragment spectroscopy4' 56,7
have contributed significantly to the observation of chemical reactions.8 9 In
femtosecond transition-state spectroscopy (FTS), several detection schemes may
be used: LIF10, 11, 12,13 absorption,14 mass spectrometry with MPI-TOF
detection, 15 16, 17, 18 photoelectron1?: 20 kinetic energy21 and ZEKE
spectroscopy,zzf 23 stimulated emission pumping,24 and fs degenerate four
wave-mixing (DFWM) (see chapter six). The use of supersonic beams in our
group has been particularly fruitful (see p. 6 of ref. 15). The emphasis of this
chapter is on mass spectrometry with MPI-TOF detection and how it can be used

in femtosecond experiments. A comparison to LIF detection is also provided.
41  Mass Spectrometry and Time-of-Flight (TOF)
4.1.1 Experimentai Considerations and Basic TOF Formulae

A good account of the early development and history of mass spectrometry
is given in ref. 25, and sources of technical descriptions of molecular beams and
mass spectrometry are refs. 26, 27, 28. Fig. 4.1 shows a simple TOF mass
spectrometer. Ions are generated in an acceleration region. Many different ion
sources exist,2) 30 but the interest here is the generation of ions using fs lasers in
pump-probe type experiments. Much of the discussion here holds for other
sources as well. The initial part of this section deals with the motion of ions in the
TOF tube. Later, effects of their generation and initial conditions are described.
In a pump-probe experiment where the probe produces the ions, the zero position

in the TOF spectrum corresponds to the time of arrival of the probe laser pulse.
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Assuming the ions are initially at rest, all ions are accelerated to the same
final kinetic energy (given by the work done by the constant electric field: force x
distance),

U; = qEx, | 4.1)
before leaving the acceleration region and entering the field-free drift region (see

Fig.4.1). AsU;1= %mvz, the velocity of an ion of mass m in the field-free region is

v= 2 42)
m

The time spent in this region at this constant velocity is therefore

tp = xo/v = xz‘f?n[}——. (4.3)
1

The time spent in the acceleration region (a=F/m = qE/m) is given by

t; = v/a (4.4a)
- VZ;nEU1 (4.4b)

X14 ’%IE . | (4.4¢c)

The total time-of-flight is then

T=t1+t (4.5a)
_ 2 1
= (xl\/; + Xy / 20, )x/ﬁ (4.5b)
o Am, (4.5¢)

i.e., it is proportional to the square root of the mass of the ion. Heavier ions will
therefore be more closely spaced in the TOF spectrum.
The capability of a mass spectrometer to differentiate masses is usually

given in terms of its resolution defined by

m

R = 4.6
o (4.6)

where Am is the mass difference between two adjacent peaks in the TOF

spectrum that are just resolved and m is the mass corresponding to the first of the
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two peaks (sometimes the mean mass of the two peaks is used instead). Two
peaks are considered to be separated if the valley between them is no more than
some percentage of their height (often 10%). For example, a spectrometer with a
resolution of 5000 would resolve peaks occurring at m/q=500.0 and 500.1 (or
50.00 and 50.01). Commercial spectrometers usually vary from R=500 to 50000
and typical TOF times are 1 to ~1000 ps.

The mass resolution, R, is determined by:
i) Definition of T=0 (ion formation):
- pulsed electron impact jonization: ms - us;
- flash lamp ionization: ms - ns;
- ns laser ionization: 1 ns - 20 ns;
- ps and fs laser ionization: ps and fs, respectively.
For our fs laser pulses this is an almost negligible uncertainty in the time-of-flight,
T. Even though the TOF display is not triggered by the prdbe, the fs - ps pump-
probe delay times do not influence the definition of T=0.
(ii)  Initial spatial distribution:
This effect, discussed later in section 4.1.2, is governed by the radius of the region
ionized, e.g., for the focal region of our lasers it may be 40 um.
(iii) Initial velocity (kinetic energy) distribution along TOF direction.
- thermal distribution of the neutrals: a cold molecular beam is better than an
effusive source from a high temperature oven;
- kinetic energy release from neutral and/or ion fragmentation. The anisotropic
velocity distribution created by the pump pulse and affected by the relative
polarization of the probe is covered in detail in chapter five and ref. 16 (see
Appendix F). The experimental effects and opportunities this offers are explained

briefly in sections 4.1.3 and 4.2.2. The effect of ion fragmentation is discussed

later in section 4.1.4.
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- space charge effect. The (positive) ions repel each other when close together.
This is a problem also encountered in the generation of ultrashort electron pulses
where it leads to a broadening of the pulse duration over time3! and a trade-off

between temporal resolution and electron pulse densi’cy.32
4.1.2 Correction for Initial Spatial Distribution

The limitations due to electronics, ion detector response and space charge
effects will not be expanded upon here. The effect of (ii) is to give the ions that
are initially further away from the exit of the acceleration region more kinetic
energy when they enter the field-free drift region (see Fig. 4.2). This figure
illustrates how at some point in the drift region (the space focus) they (b) will
catch up with and overtake the ions (a) of the same mass that started above them.
It would therefore be best to place the detector at this point. The condition for

space focusing is
dT _

— = Q, 4.7
= 4.7)
. d
Le., —“(t1+t2) =0 (48)
Xm
and using (4.3) and (4.4c) this reduces to
X2 =, (4.9)
X1

which is independent of m and E. However, it means the free drift region
becomes too short to separate different masses. This led to the introduction of the
two-stage time-of-flight mass spectrometer of Wiley and McLaren33 shown in Fig.
4.3. This is the type used in our experiments as illﬁstrated in Fig. 2.4 and shown
very detailed on p. 8 of ref. 15. The idea is that a second acceleration stage is
introduced between the first stage and the field-free drift region and with an

appropriate choice of xj, x2, x3 and the ratio of the electric fields, Ep/Ey, (see Fig.
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4.3) it is possible to position the space focus exactly at the detector. The initial
spatial distribution may thus be counterbalanced and the finite laser diameter will
not influence the arrival time, which is still proportional to Vm. Detailed
calculations and numerical examples using typical parameters are provided in ref.
33. In the discussion below it will be assumed the ions are initially at rest when
produced and the calculations simplify.

The time to travel from the initial position to the end of the first

acceleration stage is

t] = xlﬁ(—ﬁ]———], (4.10)
1

i.e., the same as (4.4c) and Uj is given by (4.1). The time taken to pass through the

second stage is

th = xzﬁﬁ(f%;‘/—u—l) | (4.11)
where

U = UpUs _ | (4.12)
and U= qxzEs. (4.13)

To cross the field-free region requires a time, t3, where

ts = x3\/%(71—-6) (4.14)

which of course is of the same form as equation (4.3).
The total time is therefore given by
T=t1+tr+1t3 (4.15)
< vm. (4.16)
Space focusing occurs where (4.7) is satisfied. The following are required
and derived using the definitions above:

dtl _ m 1

— T 4.17
dx;  V2qE; \x @17
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-1
dt, __ / m ;E;) [____1 _ L ; (4.18)
dxq 2qE1\ By ) | VX1 A +%a(E; /Ey)

dt, \[_m‘ X3
. | (4.19)
dx, 2qE; | 2(x; +xo(E, / El))g/z}

Hence (4.15) implies
dT m E
—= f(x1,%p,X3,=2 4.20
ax 248, (x1,X7,X3 E1) (4.20)
where
£(xq,%5,X &)__1_._ (E&)—l 1 _ 1 - X3
VTR T U (B [V xa+xa(B, /Ey) 2(x1+x2(E2/E1))3/2
(4.21)
Space focusing then occurs when
f(Xl,Xz,X3,'E—2') = 0. (4:22) ’
E

For our TOF tube, x3=1.27 cm, x3=26.7 cm, and positioning the lasers at the center
of the first acceleration stage gives x1=0.635 cm. The space focus then occurs at
our detector when

Ez/E1 = 3.822. (4.23)
Our plates in the two stages are equally spaced (d=xp=2x1) and condition (4.23)

may be expressed in terms of the applied (positive) voltages (see Fig. 4.3):

(V,-0)/d
~—2 - =382, 4.24a
(V;-V,)/d (4.242)
ie., Va_ 3.822, (4.24b)
V-V,
or V1/Vy = 1.262. (4.24¢)

This is the required voltage ratio that should be used at all times. So, for example:
V2=1000 V and V1=1262 V would satisfy the space focusing condition for our TOF
tube. It is the fact that our drift-free region (x3) is quite short that gives the low
ratio in (4.23). If this region had been 1 m long then the ratio would have been

9.24. This is closer to what a lot of systems have (10 - 30). The advantage of a
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short tube is that the X-Y deflection plate voltages (see p. 8 of ref. 15) may be kept
low or are even not needed if the focus of the lasers is slightly displaced

horizontally to the left in Fig. 4.3 to balance the horizontal velocity of the

molecular beam.
4.1.3 Effect of Initial Fragment Velocity Distribution

The distribution in initial velocity may be corrected for using a reflectron
TOF mass spectrometer, first introduced by Mamyrin et al.3%: 35 The idea is to
compensate for the difference in times-of-flight by using a system of electrostatic
fields which result in focusing of the ion packets in space and time at the detector
entrance plane. Ions of higher velocity will require a longer turn-around time as
they penetrate further into this system of electrostatic fields before reversing and
traveling to the detector. For a certain ratio setting of the electric field strengths,
the time-of-flight is independent of the initial velocity, vi, for the detection of a

particular mass:

dT
= = 4.25

As we have a Wiley-McLaren TOF mass spectrometer and not a reflectron,
an initial velocity distribution will lead to a spread in the arrival time at a mass
peak in our TOF spectrum. However, this may be used to great advantage. Fig.
4.4 illustrates how the width of the profile in the TOF can be used to determine
the kinetic energy of the most energetic ions released along (up and down) the
TOF direction. The formulae are derived in section 5.4 and in ref. 16. Fig. 4.5
gives an idea of how the TOF profile (or equivalently, the velocity projection onto
the TOF axis) is affected by the initial anisotropic velocity distribution. The TOF
spectrum shows a splitting or two peaks for one mass corresponding to these ions

initially traveling straight up (1) and arriving early, or straight down (2) and
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trailing behind at the detector by the turn-around time in the first acceleration
stage. If instead the ions were initially confined to traveling mainly horizontally
before swinging up, they would arrive centered about a peak time and any width
of the profile would be due to some initial vertiéal velocity component. The
width only reflects the kinetic energy associated with the maximum initial vertical
velocity. However, the extremes of the distribution almost always correspond to
ions that have traveled at maximum speed either straight up or down and
therefore the profile width gives the total maximum kinetic energy release
possible to this ion mass.

Chapter five gives a full account of how the orientation of the pump and
probe laser polarizations, the TOF direction, and the pump and probe dipole
moments and transitions (parallel vs. perpendicular) influence the velocity (and
hence TOF) profile. In that chapter, a discussion is provided of existing theory for
the probing of free fragments. For transition-state probing, a new theory is
provided that is in agreement with experimental observations.1® For the latter
case, the basic ideas are quite intuitive. Fig. 4.6 shows the relative orientations.
Suppose the pump polarization is vertical, just like the TOF direction. For a
parallel pump transition, the neutral parts (not yet fragments as they are still part
of the transition-state molecule) will separate primarily along the polarization
direction, i.e., up and down. Supposing the probe transition is parallel (see
chapter five) and choosing the probe polarization to be vertical too, this will
enhance the sharpness of the distribution, favoring the excitation of the neutral
molecules that exhibit fragmentation along the TOF axis. If the dissociation to
form the ion mass is prompt (fs, i.e., no time for rotation), then the ions will travel
either up or down, resulting in the splitting indicated in Fig. 4.4 and observed

experimentally16 as shown in Fig. 4.7. If the probe polarization were turned to be
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perpendicular to that of the pump, then it would not enhance the distribution
created by the pump (see chapter five).

If instead a dissociation channel exists which is accessed via a
perpendicular pump transition, then if the pump polarization is still along the
TOF direction (vertical), the molecules will dissociate in a horizontal plane. If the
probe is polarized vertically (and still assuming a parallel probe transition), it will
not generate many ions. By aligning the probe polarization horizontally, the
probe will ionize many neutrals and generate a distribution that is more strongly
peaked at a central value at the mass position in the TOF. This is illustrated
schematically in Fig. 4.5 (bottom right). Fig. 4.8 shows a comparison of the two
scenarios, detecting I* emerging from the transition-state probing of Hgl>. Two
channels are present: one with a parallel pump transition, the other
perpendicular. It is therefore a very powerful technique in that it allows the
detection of simultaneously accessed channels with the detection of the same

mass. A further technique, gating the velocity profile, is covered in section 4.2.2.

414 Ion Fragmentation

The effects of ion fragmentation in fs pump-probe experiments are
indicated in Fig. 4.9. Details of the ion fragmentation mechanisms36 will not be
covered here. What may influence the mass spectrum in our experiments (which
aim to detect neutral dissociation dynamics) is the lifetime of the fragmenting ion.
Ions AB* and B* are detected and the latter may come from either a probing of
the neutral, B, or from a fragmentation of an excited parent ion, AB+*. In addition
to absorption cross sections and the initial number of ions (Bt, AB+, AB+*)

produced by probing at the pump-probe delay time, the features in the TOF
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spectrum depend on the lifetime, Tjon, in relation to the time spent in the
acceleration region for the fragmenting ion, AB**.

If the decay of the ion, AB+*, is much faster than the ps time scale for the
period spent in the acceleration region, i.e., Tion<<tacc (case (i) in Fig. 4.9), then
fragmentation occurs in a very localized region close to the initial point of
ionization. All ions AB* (and AB**) and B* then travel independently almost
from the start and yield their separate distinct mass peaks. In transients where
the AB* mass is detected, only AB* dynamics are observed, but detecting the B+
mass gives contributions from both the AB* decay dynamics and the build-up
dynamics of B.

If fragmentation occurs during the acceleration time (Tjon ~ tace case (ii) in
Fig. 4.9), then different flight times arise for B+ ions génerated in this way because
of their different starting conditions: they will be born with the velocity of the
AB** jon at the time and place of fragmentation. A kinetic energy release in the
ion fragmentation will lead to a further smearing out. As the fragmentation
occurs in the acceleration region, the B+ generated will move ahead of all the AB+
(and AB**) ions present but will never catch up with the B+ ions originally
generated in the interaction region. The result is a decaying distribution in the
TOF spectrum (see, e.g., ref. 37). Should a sharp peak at the B* mass position
occur, in addition to the distribution, then this peak corresponds to the probing of
the neutral B. In a fs pump-probe experiment, monitoring the AB* mass will give
the dynamics of the neutral AB*, while detecting the B* mass will give
contributions from both the decay of AB* and the rise of B.

The third region to be considered (case (iii) in Fig. 4.9) is that of slow ion
fragmentation: Tjon<<tacc. Here there is little fragmentation in the acceleration
region. The fragmentation of AB+* that occurs on the longer time scale spent in

the field-free drift region gives A and B+, but the center of mass of these two
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fragments travels at the same constant velocity as the AB** ion, and if there is
little kinetic energy release in this ion dissociation, then the B* from this reaction
will arrive at the detector at the same time as the AB+ and AB** ions, and hence
contributes to the peak at the parent mass. The peak at the B* mass is from
probing of the neutral B. Detecting the AB* mass and scanning the pump-probe
delay will still only give the neutral AB* dynamics since the B+ contribution to
this mass peak came from AB** ions generated from the probing of the neutral
AB* and not from the neutral B. Monitoring the B+ mass peak will just give the

neutral dynamics of the build-up of B.
4.2 Femtosecond Transients

4.2.1 Parent and Fragment Dynamics

By pumping a parent molecule and probing with MPI at a time delay after
the pump, it is possible to see both the parent and intermediate (fragment)
dynamics by virtue of their difference in mass and the ultrashort time resolution
of the fs laser pulses. By fixing the time delay, a mass spectrum may be taken,
revealing the parent and fragment masses at this time. If, instead, the gate of the
boxcar is set to a specific mass peak and the delay is varied, a transient
corresponding to the gated mass species is obtained.

Numerous cases and considerations for such transient intermediate
measurements were provided in section 3.1.3.3 using the kinetic model
description. An experimental example38 was presented (see Fig. 3.12), displaying
transients obtained for a parent (cyclopentanone) and the intermediate
(tetramethylene diradical) reached. Appendix C contains the full report of this

experiment. In addition, appendices D and E provide further examples of the
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attractiveness and versatility of the combination of MPI probing, mass
spectrometry and fs pulses.

To illustrate the connection between the mass spectra at different time
delays and the transients for different masses, the case of the diradical
intermediate (Appendix C, ref. 38) will be used (later an alternate way of
presenting mass spectra is offered using data from Appendix D). Fig. 4.10 shows
the relevant pump and probe schemes. The parent molecule is excited to the
Rydberg region from which decarbonylation leads to the birth (11) of the diradical
intermediate. This intermediate has a lifetime (t3) which is much longer than
11.38 Both the parent and the intermediate are ionized by the probe. For low
probe powers, fragmentation of the parent ion by further absorption of probe
photons was eliminated. This was confirmed, at low probe intensity, by the -
absence in the transient for the intermediate mass (56 amu) of any contribution
resembling the transient for the parent (84 amu) (see part (d.i) of section 3.1.3.3).

Mass spectra for different femtosecond delay times are shown in Fig. 3 of
Appendix C. The parent signal is seen to appear at time zero and subsequently
decays. The tetramethylene diradical intermediate exhibits a completely different
behavior. It is almost absent in the mass spectrum at time zero, and rises
(11=150£30 fs) with increase in the delay time, peaking at 300+50 fs, and then
decays very slowly (12=700140 fs). The small amount of detected signal present at
t=0 can be accounted for by the finite laser pulse widths (see section 3.1.4). By
tuning the pump wavelength it was possible to give the parent, and in turn the
intermediate, more excess internal energy, decreasing 11 and 1, (see Appendix C).

To further illustrate the connection between mass spectra at different time
delay, and transients for different masses, it is useful also to view a figure, such as
the one just described, with the axes turned. This was done with the data from a

different experiment3? in which the dissociation process initiated by the Norrish
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Type-I o-cleavage reaction of acetone was monitored (see Appendix D). Fig. 4.11
shows mass spectra vs. time delay where the time axis is now presented
horizontally as is done for transients. As the area under each mass peak is
proportional to its height and also to the observed signal in a transient (boxcar
gate set to detect full peak area) for this mass, it is possible to draw the (fits to the)
observed transient above the mass peaks as a function of time delay, as shown in
Fig. 4.11. The fits correspond to the observed transients of Fig. 3(b) in Appendix
D. The temporal parent (acetone) signal corresponds to a single exponential
decay (1=50+30 fs) convoluted (see section 3.1.4.2) with the cross-correlation of the
laser pulses (FWHMcc=150430 fs). The signal for the intermediate produced, the
acetyl radical, CH3CO, was fit with a bi-exponential with t1=7 in the rise and 13 in
the decay. For the data shown, Ap;=307 nm, and 19=500+100 fs. The lifetime (1)
of the intermediate was found to decrease with increase in excess internal energy

(see Appendix D).
4.2.2 Gating the Velocity Distribution of a Fragment

The effect of an initial fragment (m) velocity distribution is to cause a finite
width of the profile centered at the mass m in the TOF spectrum. This profile is
also referred to as the kinetic-energy time-of-flight (KETOF) spectrum.16 The
position relative to the central time, T, in the TOF spectrum corresponding to an

initial velocity component, vy, along the TOF direction is given by16
_ mvy

qE

Without loss of generality, the TOF direction may be taken as vertical (gravity is

t= (4.26)

negligible). The fragments with zero initial vertical velocity then arrive at time T
while those with an initial upward velocity component reach the detector earlier,

and those traveling down at the start are detected later. The fast fragments that
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travel along the TOF axis initially will contribute to the wings of the TOF profile
as indicated in Fig. 4.12 (top). In contrast, initially slow fragments (strictly
speaking, slow here means small initial vertical velocity component) arrive near
the central time T. This suggests gating the velocity distribution and detecting
either fast or slow fragments. By gating in this way and scanning the pump-
probe delay line, transients may be obtained corresponding to fast or slow neutral
dynamics. This may be an easy way of discriminating two possible reaction
channels if one has a high and the other a low kinetic energy release to the
fragment detected. For example, by gating very early or very late in the TOF
profile, the transient obtained reflects the dynamics corresponding only to the
channel associated with a high kinetic energy release.

This technique was used in ref. 16 to distinguish between different
channels in the dissociation of Hgly, each of which contributed to the same mass
peak (I* ion). Transients are shown in Fig. 4.12 (bottom) corresponding to three
different gating conditions. When the total profile is gated, both channels
contribute to the signal, whereas by choosing a narrower boxcar gate and
selecting either fast or slow ions, the dynamics of the two channels may be clearly
distinguished.

Therefore, in addition to yielding substantial anisotropy information in the
profile shape (see chapter five), the full impact of the femtosecond-KETOF
method also introduces a means of channel selectivity in fs transient
measurements. The profile shape depends on the relative alignment of the pump
and probe laser polarizations and the TOF direction. By carefully choosing these
orientations and using an appropriate gating of the profile in transient
measurements, detailed information about the dynamics may be extracted, and

otherwise indistinguishable reaction pathways may be resolved.
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4.3  Comparison of MPI and Laser-Induced Fluorescence (LIF) Detection

MPI and LIF offer two unique ways of measuring transients in addition to
other methods mentioned at the start of this chapter. They each have particular
advantages that may be completely different. For example, in the detection of
ions produced via MPI probing, the KETOF method explained above may be
employed, placing emphasis on the anisotropic velocity distribution of the
fragments in the dissociation. For LIF, wavelength tunability in the detection may
play a key role in determining the vibrational content of an emitting product
species. The dissociation of Hgly is a case in point. This reaction was studied in
separate experiments using the unique aspects of LIF12, 40 and MPIL6, 41 to
reveal different details about the molecular dynamics.

" Even when such unique approaches are not employed, the transients
obtained for MPI and LIF may differ and yield complementafy information about
the dynamics. This is best illustrated by an example. In section 3.1.3.3 transient
intermediate detection was discussed in terms of the kinetic model developed in
chapter three and formulae were obtained for ion and fluorescence signals. Fig.
3.8 shows the relevant model. The fluorescence to | G> is given by (3.32) and that
to |H> is determined by (3.33). These differ significantly in temporal behavior
(and amplitude) from the signal obtained detecting ions separately from either
|E> or |F> (equations (3.30) and (3.31), respectively), with the exception of the
ion signal, Mg, and the fluorescence signal, Mg, having the same decay behavior
(although inverted). If ions from |E> and |F> are not distinguishable to the
detector, then it was shown that the combined ion signal had the same temporal
form as the depletion observed in the fluorescence to | H> under the condition
that fg<<k; (see section 3.1.3.3 and Appendix A.1). They could still differ,

however, if the effective probing cross section parameter (B vs. ') were different
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for MPI and LIF. This is usually the case as a depletion requires just one probe
photon while two or more are usually needed to probe to ionization. These
differences between the two methods, even for such a simple model, are a great
advantage in retrieving information in ultrafast real-time studies of chemical

reactions.
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4.5 Figure Captions and Figures

Fig. 4.1 Basic TOF tube with the ions produced in the acceleration region

and each accelerated to the same kinetic energy (U1=%mv7') before entering the

field-free drift region. The heavier masses will have a smaller velocity and arrive
last at the detector, as indicated in the TOF spectrum. The overall flight time is

proportional to Vm (see text).

Fig. 4.2 The idea of space focusing due to an initial spatial distribution
caused by the finite laser cross section. Ions a and b have the same mass. Ionb
overtakes a at the space focus because it gains more kinetic energy before entering
the field-free drift region. This suggests placing the detector at the space focus.

However, this would lead to a short drift region and low mass resolution.

Fig. 4.3 Wiley-McLaren TOF mass spectrometer. 33 Two acceleration stages
are used, and with appropriate choices of x1, x2, x3 and E/Ej, it is possible to

position the space focus at the detector even for a long field-free drift region (x3).

Fig. 4.4 Schematic illustrating the relationship between the width, At, of the
TOF profile and the maximum kinetic energy release, Exina, to an ion, A*, of mass
mp and charge q, when an electric field E is used between the first two plates. An
ion that follows case 2 will return to the initial position of excitation with the same
speed, Vo, as it was originally kicked downwards with, because the electrostatic
field is conservative. After this it travels under the same conditions as case 1, and
therefore the overall flight time will be slower by an amount equaling the turn-

around time, At. A consequence of energy and momentum conservation in the
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dissociation/fragmentation process is that the total kinetic energy release, Et, may

be deduced from Egina and the ratio ma /mg.

Fig. 4.5 Principle of how an initial anisotropic velocity distribution of a
detected ion species determines the shape of the profile in the TOF spectrum at
the position of the mass of this ion. The detected profile is sensitive to the
probability distribution of the initial vertical velocity component. If initially the
ions travel straight up or down, a splitting results, while ions traveling sideways
arrive at a central time, yielding less ions collected early and late (c.f. "inverted

parabola” shape). In order to simplify the figure, the third plate, which is part of

the second acceleration stage, is not shown.

Fig. 4.6 Figure showing the perpendicular intersection of the molecular
beam, the fs pump and probe pulses, and the TOF direction. The pump
polarization is aligned vertically along the TOF direction. The probe polarization
is chosen either parallel or perpendicular to that of the pump in order to influence

the initial velocity distribution and, in turn, the profile in the TOF spectrum.

Fig. 4.7 Full TOF spectrum experimentally obtained10 at a fixed pump-
probe delay of 90 fs (transition-state probing) in the dissociation of Hgly. The
iodine mass peak shows a clear splitting when the probe polarization is aligned

vertically, parallel to the pump polarization and the TOF direction.

Fig. 4.8 Effect of changing the probe polarization while keeping the pump
polarization fixed parallel to the TOF axis. The left-hand side shows a splitting
for a parallel probe polarization (see also Fig. 4.8), while a distribution peaked at

the center is seen for a perpendicular polarization of the probe (right).
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Fig. 4.9 Effects of ion fragmentation on the TOF mass spectrum.
Consequences for pump-probe experiments are discussed in the text. (i) Fast ion
dissociation, occurring close to the initial excitation position. (ii) Ion dissociation
on the time scale of the period (~us) spent in the acceleration region for the
dissociating ion species, AB+*. (iii) Slow ion dissociation, leading to little
dissociation during the flight time, and any dissociation occurring will primarily

be in the field-free drift region (see text).

Fig. 4.10 Femtosecond pump-probe experiment38 indicating the two-photon
pump excitation at time zero to the Rydberg region and REMPI probing, at a time

delay later, of the parent (cyclopentanone) and intermediate (tetramethylene

diradical).

Fig. 4.11 Femtosecond mass spectra for the dissociation of acetone, taken at
discrete time delays.39 The parent acetone molecule (68 amu) appears at time
zero and decays exponentially (t=50+30 fs). The acetyl intermediate (43 amu)
formed shows a rise of 11=T and a decay of 1,=500+100 fs for a pump wavelength
of 307 nm. The dashed and solid lines are fits to the transients in ref. 39, using a
single exponential for the parent (1) and a bi-exponential (t1, 12) for the
intermediate with the stated values. Note the expected good agreement between

the transient fits and the peaks of the mass spectra (see text).

Fig. 4.12 (Top) Gating of the velocity profile for the I* ion mass in the TOF
spectrum obtained in the fs study of the Hgl; dissociation. Fast or slow fragments
(I mass) may be detected separately by gating in the wing or at the center,

respectively. A broad gate covering the full profile yields the combined signal
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from fast and slow fragments and is therefore not sensitive to the kinetic energy
release. (Bottom) Transients obtained for the three different gating pkosi’cions.16
Note the drastic difference in the transients corresponding to the detection of fast
vs. slow fragments. This may be used in distinguishing (neutral) dynamics from

two channels that have different kinetic energy release to the detected fragment.
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Chapter 5

Kinetic-Energy Time-of-Flight (KETOF) Method:

Anisotropy and Rotational Alignment in Pump-Probe Experiments



163

51 Introduction

When a molecule is excited by a pump laser, the optical transition dipole
moment, Y, is preferentially aligned along the pump polarization direction, gpy.
If the parent subsequently dissociates, then the resulting fragments will be
characterized by their velocity, v, and angular momentum, J. Because of the
alignment of the parent transition moment (1), the fragments will be described
by a recoil anisotropy (u-v correlationl 2- 3,4, 5,6, 7) and will have a rotational
alignment (p-J correlation® 9, 10, 11, 12, 13, 14). In addition to v and J of the
fragment being correlated with p of the parent, they must also be correlated with
each other.19, 16,17, 18,19, 20, 21, 22 The theory for the angular distributions
and correlations has been developed thoroughly (see the excellent review by Hall
and Houston23). Both LIF (Doppler profile; see refs. 14, 23, 24, 11, 22, 25, 26) and
MPI detection (see refs. 14, 23, 24, 27, 28, 29, 30, 31, 32, 33) have been used to
measure the correlations and to extract information such as the nature of the
parent transition and estimate of the lifetime of the dissociating parent molecule.
While LIF Doppler spectroscopy relies on very narrow line widths to detect
anisotropic profiles, the resonance-enhanced multiphoton ionization (REMPI)
detection methods do not need such narrow line widths and have instead to

ensure that the spectral width of the probe laser used covers the entire Doppler

profile.

First we shall consider the p-v correlations, which describe the fragment
velocity recoil anisotropy. After this, the effect of REMPI probing and detection
of the resulting fragment velocity profile along the TOF axis will be explained in

detail. Next, the effect of probing the transition state as opposed to the free
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fragments will be discussed. Finally, a section dealing with the energetics is

presented.

5.2  Angular Distribution Created by the Pump Pulse

Consider an electric dipole transition in which a single photon excites a
target that subsequently breaks up into two fragments. Using Fermi's Golden

Rule, the probability of transition is given by:
2
P oc\epu.pl ) (5.1)

where gpy is the pump polarization, the direction of the E field of the pump laser,

and p is the transition dipole moment of the parent molecule (1 = pfj = <flpli>).

Hence, if v is the angle between gpu and |, then the normalized transition

- probability is
P= %coszy. ‘ (5.2a)

The probability of a transition for a dipole, y, lying in a solid angle dQ and at

angle ¥ to €py is PdQ and the normalization is such that

[pag=1. (5.2b)
(47)

The probability distribution can be expressed in terms of the second degree

Legendre polynomial:
1
P=—I|1+2P , 5.3
211+ 25 (cosy)] (53a)

where P,(x) = %(3x2 -1). (5.3b)
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5.2.1 No Rotational Effects

If all fragments recoil such that there is a fixed angle %o between p and the
direction of dissociation (given by the final recoil velocity, v, since no rotation is
assumed here) of the fragment of interest, then the center of mass (CM) angular

distribution for the fragment recoil is given by:lf 4,534

P(9) = 117;[1 + Py(cos0)], (5.42)

where 0 is the angle between v and €5y, and f is the anisotropy parameter:
B =2 Py(cosy, ). (5.4b)
This can be seen? from Fig. 5.1 and noting that

P(9) = ﬁ [ Psiny dy dg, (5.5)

where P is given by (5.2). We can express the cos2yin P in terms of ¢ since:

cosy = cosf cosyp + sin® siny cosod. (5.6)
Hence,
1 ¢7 ., 27
P(6)=~ j siny dy j P d¢ (5.7a)
1
= 4—7;[1+ 2 Py(cosy, ) Pa(cos6)], (5.7b)

which is just (5.4). We can generalize to give the CM angular distribution for an

arbitrary recoil distribution P(y) by averaging over this P():

P(6)= " il;[nz P,(cosy) P(cos6)] P(x) dx (5.8)

= 11-”-[1 +B Pz(cose)] (5.9a)

with B =2Ln P,(cosy) P(x) dx. (5.9b)
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The anisotropy parameter, 3, being the average of Py(cos x) over the probability
distribution of x, must lie between the maximum and minimum values of Py(cos

x), e, -1<B<L2

In certain experiments, the "axis of detection,” e.g., TOF axis, is well
defined in the laboratory. If the pump pulse is parallel to this axis and the
fragments can be detected along this axis, then equation (5.4a) can be expressed

in terms of the projection of the fragment velocity parallel to this axis, v:

21’0 {1 +B Pz[—:i)] (5.40)

which is a parabola or "inverted parabola” depending on the value of B (see Fig.

P(vy) =

5.2, and section 5.5). For LIF detection, an equation of the same parabolic form is

obtained.22

Let us return to the case of P(y) = &(x - o), and look at three cases. If the
excitation involves a parallel transition moment (i |l v), then %9 = 0 and B = 2,

implying that P(0) = Z%r—cosze, i.e., a dumbbell shaped angular distribution with

respect to the gpy direction. In this case, the fragment is therefore most likely to
travel along (collinear or anticollinear) the €py direction (Fig. 5.2(a)). This can

also be seen from the velocity profile, which is given by:

2 2
P(v")=2i (%) oc (%) ,i.e., a parabolic probability distribution with

maximum probability at vg. On the other hand, with a perpendicular transition

moment (xo = 90°), we obtain B = -1 and P(6)=Sisin29, a probability
T

distribution that is shaped like a torus with respect to the epy direction (Fig.

5.2(b)). In this case, the fragment has maximum probability to travel at right
2 2
angles to epy. The velocity profile is P(vy) = 41{1 - (-‘ﬂ) } o< 1- (ﬂ) , which is
VO

\£3 \£
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an "inverted parabola” with maximum probability at v,=0, and zero probability

at vo. In the very unlikely case that xo happens to be 54.7°, we would obtain an

isotropic distribution (Fig. 5.2(c)): P(6)= %, and P(vy) = 51_’ i.e., a constant.
T A\

0

Let us briefly present some commonly used terminology, just to tie it in
with the present work. For a linear molecule in the classical limit, the transition
dipole moment, |, can point in either of two directions: along the angular
momentum vector of the molecule, J, for a Q branch (AJ = 0), or in the plane of
rotation for a P or R branch (A] = ¥1). For parallel transitions (2-%, I1-TI, etc.)
only P and R branches have intensities in the classical limit, while for
perpendicular transitions (Z-I1, I1-Z, etc.) all branches are present. Later, when
discussing the effect that probing has on the pump generated fragment
distribution, the alignment of u with respect to the angular momentum of one of
the fragments will be described. Then the symbol J will be used to refer to the

angular momentum of the nascent fragment.

5.2.2 Effects of Rotation

There are two rotational effects to be dealt with. First of all, the excited
parent complex may not fragment instantaneously, but rather have a finite, non-
vanishing average lifetime, To, before dissociating. Secondly, when the excited
state does dissociate, the nascent fragment will have a tangential velocity
component, v, that is perpendicular to the "radial" velocity component vy (called
v above), yielding a final recoil velocity v = vo+v;. For a diatomic molecule, v

lies along the internuclear axis. The tangential velocity component is a result of
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the finite angular momentum of the parent excited state, which possesses a finite

rotational energy.

These two effects, the finite lifetime and the tangential velocity
component, have been discussed by various authors. Busch and Wilson® first
analyze the case of an instantaneous fragmentation (Tp = 0, v¢ # 0), but then
generalize to the case of a finite lifetime (T # 0, v¢ # 0), treating the two effects
simultaneously. Yang and Bersohn,® while also using the results of Jonah,3 first
consider the case of finite lifetime, ignoring the effect of the tangential velocity
(To # 0, v¢ = 0). Next, they treat the effect of tangential velocity as a separate
factor in B, concluding that this factor typically reduces the magnitude of B by 5 -
10%. A derivation of the angular distribution of rotating excited molecules of
arbitrary shape was performed by Yang and Bersohn,6‘ using the methods of St.
Pierre and Steele;35 this derivation will not be described here except to say that
very general expressions for  were found for cases such as linear molecules,

symmetric tops, and an accidentally spherical top.

Let us first follow the treatment of Busch and Wilson who used a
pseudodiatomic model for polyatomic molecules in which each of the two
fragments is treated as a point mass located on the bond axis to be broken (their
model describes a diatomic in the limit that each of the two fragment masses is
just an atom). To begin with, consider the case of instantaneous dissociation,
where the lifetime of the complex vanishes: Tg = 0. There is still a tangential
velocity, v, due to the finite angular velocity o of the excited parent: v = 0 x r,
where r is the radial vector from the center of mass to the fragment part. The
final recoil velocity is then v = vo+vy, in which vy is the radial velocity along the
r direction. This is illustrated in Fig. 5.3. The angle 0 is defined as the angle

between the polarization direction of the pump laser, epy, and the final recoil
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velocity, v. The angle between v and vy is fixed: o =- sin"l(v¢ / v). The angle

between vy and M is still fixed at %o. In a manner similar to how (5.4) was

derived, we find:

P(6) = Zl;t-[n 2 P,(cosar) Py(cosp) Py(cost)] (5.10)

This reduces to (5.4), of course, in the limit of o = 0.

Next we let the excited state have a finite lifetime before breaking up. If
the molecule lives for a time 7 and is rotating with an angular velocity o, then it
will rotate through an angle y = 0t before fragmenting. We now follow a path

similar to Jonah's classical route.3 Assuming the molecule dissociates with a first

order decay, then the distribution of lifetimes is: P(7)= —%—exp[— ;}T—}, where Ty

0 0

is the average lifetime. This distribution, P(t), is the probability that the molecule
has not dissociated in a time 7. The total angle at which the fragment recoils is
now M = + o (see Fig. 5.4), with respect to the orientation that this fragment
part had in the molecule in the initially excited configuration (gray lines in Fig.
5.4). The angles o and y are both about the same axis along which the total
angular momentum of the parent complex lies. We assume that when the
lifetime 7 is over, the molecule dissociates rapidly with respect to rotation. Then

we have (again the derivation is similar to that of (5.4)):
P() = 21;[1+ 2 Py(cosm) Py(cosy,) Pa(cos6)] (5.11a)
ie, P=2 Py(cosn) P,(cosy,). (5.11b)

But there is a distribution of n due to the distribution of lifetimes, and this must

be taken into account. We have P(n) dn = P(t) dt, which leads to:

P(n) = w}l" exp[“w}"]. (5.12)

0
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Hence f=2 (_‘: P,(cosn) P(n) dn] P,(cosy,) (5.13)
. | Py(cosa) +(@T,)* - 3 (@T,) sina cosa
= B=2 { ™ (a)To)z } Py(cosy,), (5.14)

and so writing it out in full, the fragment angular probability distribution is

given by:

2 _ .
P(8) ___21_[1_*_ 2P2(Cosa)+(a)T0) 3 (@T,) sino cosax
n

1+ 4 (aT.) Py(cosy,) Pz(cose)].(5.15)

This is the general expression derived by Busch and Wilson to describe the two
effects of rotation: (a) the finite average lifetime, Ty, of the excited parent complex
which rotates with angular velocity ®, and (b) the presence of a tangential
velocity component yielding a resultant fragment recoil velocity that lies at an
angle, o, to the main, radial, velocity component. Equation (5.15) was used by
Busch and Wilson to set an upper bound of 0.23 ps on the lifetime of excited NO;
reached by absorption at 28810 cm-L. If we set Ty to zero we return to (5.10),
which describes instantaneous fragmentation, but still takes into account the
tangential velocity effect. If we further decide to omit this tangential velocity
effect, by setting o = 0, we get back to (5.4). Let us look at (5.15) in a different
limit: let us see what happens if we retain the finite lifetime Ty, but assume that o

= 0. In this limit, the angular distribution for fragment recoil becomes

1 1+ (T,)? |
P(6) = E[l+ 2 Tﬁ%'r—))f P,(cos,) Pz(cose)}, (5.162)
. 1+ (wT,)?
ie. B=2 ﬁ"z’w—fr)? P,(cosy, ). (5.16b)

This formula neglects the effect of the contribution from the tangential velocity of

the fragment as this fragment finally breaks free from the rotating complex. This
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assumption is justified if ®Tp >> o and o is very small, i.e., the assumption holds
well if the complex does not dissociate instantaneously (To # 0) but ® is still

or . . .
small (note that o = 2L if the rotational energy of the complex is much smaller
v

0

than the translational energy available to the fragment). Equation (5.16) has been
used to determine an upper bound for the lifetime, Ty, of the excited state. For
instance, an upper bound of 0.4 ps was found3® for the lifetime of 350 nm excited
methyl nitrite (CH30ONO), which dissociates to the two neutral fragments CH30
and NO.

Let us turn our attention now to the approach of Yang and Bersohn® and
]onah.3 These references discuss the effect of a finite lifetime of the excited
complex. This predissociation, with an average lifetime T, is found to yield an
expression for B that is given exactly by (5.16b). In the limit of very slow
dissociation (wT >> 1), the anisotropy is reduced by a factor of 4. If the form of

given by (5.16b) is averaged over the Boltzmann distribution, then one finds

B =;_- (1+3 y‘ey' JW x'le_xdx) P,(cosy,), (5.17a)
Y

where y'= , and I is the parent moment of inertia. (5.17b)

I
8kT T

0

Next, the effect of the presence of a small tangential velocity of the fragments

during rotation when treated as a separate effect, is seen to reduce B by a factor
of:3/ 6

1_%ﬁ kT/Erel + O[(kT/Erel)Z]’ (5'18)

where Ere] is the energy of relative motion of the fragments. Equation (5.18) was
derived for a diatomic molecule. Let us see how this description compares with

that of Busch and Wilson. In particular, consider the presence of the Py(cos o) in
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2.2
5.10). If v¢ << v then o =sin™} Ve o ﬂ, and hence P,(cosa)=1- 3o
2

v, v 2 y2

. But

o2 (B) KT
v2 Erel E

and so it follows that the two approaches show the same
rel

dependence on the ratio of the rotational energy to the translational energy.
Yang and Bersohn state that application of (5.18) to typical cases causes a
reduction of § by 5 - 10%. Busch and Wilson apply their general formula, (5.15),
to the problem of the photodissociation of NO» (at 28810 cm'l) and find

1
2
(o) =(”2kIT) =3.5x10% s}, v{ ~ 400 - 500 ms-1 and o ~ 13° - 24°, which

implies that P2(cos o) ~ 0.92 — 0.75, corresponding to a reduction in the

magnitude of § on the order of 8 to 25%.
5.3  Probing to Ionization and KETOF Detection

When the pump pulse encountered the ground state parent molecules, it
found these with an isotropic distribution of dipole moments because these
molecules were randomly oriented (in the molecular beam). This is the
assumption used in (5.5): any orientation of the parent transition dipole moment,
1, is equally probable. Upon excitation, these parent molecules began to
dissociate, with a finite average excited state lifetime, Ty, before breaking apart
into two fragments. The CM velocity angular distribution of one of these
fragment types was found to be, in general, anisotropic (with the rare exception

of %o = magic angle = 54.7°) and is given by (5.4):

P(6)= 21;[1-*- B Pz(cose)], (fragment distribution due to pump) (5.19)
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where 6 is the angle between the pump laser polarization, gpy, and the final
direction of recoil given by the final recoil velocity, v. The anisotropy parameter,

B, characterizing this distribution, was described in detail already.

When the probe pulse arrives (at a time delay, t, after the pump) it sees an
anisotropic fragment recoil velocity angular distribution, characterized by B. It
also encounters an anisotropic fragment rotational distribution. This is different
from the case of the pump excitation, because when the pump arrived the
rotational distribution of the parent molecules was isotropic. It is therefore
necessary to know the fragment rotational distribution as well. In order to
eliminate the effect of molecular alignment, one may be able, with a specific
detection scheme, to use the magic angle (v = 54.7°) between the pump (epy) and
probe (epr) beam polarization vectors. This may be done for both LIF
measurementsS 15 and for REMPI TOF. We shall concentrate on TOF detection
here and discuss the velocity profiles obtained for arbitrary orientations of epy,
gpr and the TOF axis. The description of the translational and rotational
anisotropies for the situation in which the probe pulse arrives after the excited
molecules have completely dissociated (t >> Tp) has been treated in the literature.
After presenting results and references pertaining to this situation, we shall
proceed to discuss the case in which the transition state of the dissociating
complex is probed. The sections on free fragment probing and on transition-state
probing may be read in reverse order as the necessary concepts are very different

and are described in each section from the beginning.
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5.3.1 Free Fragment Probing

Let us first introduce and develop the formalism required to describe the
physical state of the molecular system. Mons and Dimicoli33 have described
very clearly the case of a pump initiated dissociation for which the resulting free
fragments are probed by REMPIL. They have related the TOF distribution to the
angular correlation between the fragment velocity, angular momentum, the
pump and probe orientations, the parent transition moment, and the direction of
the TOF axis. In general,21 the intensity, I, of any optical process acting on a set
of rotating molecules, characterized by its moments or multipoles, (R)Ag , is
given by:

1= q5 MAY, (5.20)
KQ

where the q coefficients depend on the physics of the optical process,
R(Ox,0y,0z) is a fixed axis system, and K and Q are integers with -K < Q < K33
The moments are defined in such a way that the ®AX, moments vanish if the
angular distribution of the angular momentum, J, is invariant under rotation
about the Oz axis. The (R)A:f moments with odd K vanish if the rotational
distribution of J is invariant under inversion of the Oz axis. The summation in
(5.20) only has even K with Q=0 if the optical process exhibits invariance under
rotation around an Oz' axis (axis system R') and invariance under inversion of
this axis. The highest value of K in the sum is twice the maximum tensorial order
appearing in the operator responsible for the optical process.21 Rotational and
inversion invariance with respect to an Oz’ axis is satisfied by a REMPI process
induced by a linearly polarized probe laser. The Oz' axis here is parallel to the

probe polarization axis, gpy. Hence, the probe intensity for each rotational level is

given by:
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I=Yq, ®AL, (5.21)

K even

where the qx are real and determined by the probed quantum state of the
fragment. The same treatment applies to LIF in which linearly polarized light is
used. However, for invariance under rotation, the fluorescence must be detected
in a direction parallel to the laser polarization. The q, coefficient for LIF

detection has been calculated for one3” and twol® photon excitation.
p

For REMPI detection little is known about the rotational selection rules for
the ionization step.38 This difficulty is removed if the last step is a very high
probability (near 1 and hence isotropic) ionization step, in which case the
anisotropy of the whole process only depends on the preceding steps made by
the probe: e.g., in a 2+1 REMPI probing of the fr'agments, the anisotropy would
depend on the two photon step if the final step has very high probability. The
highest K value appearing is then 4 (if there is strong saturation present in the
first two steps, then the REMPI process may become very weakly sensitive to
even higher moments38). The intensity dependence for a linearly polarized

probe (gpr along Oz') then reduces to:
I=1, (1+ q, ®A; + g, ®ay), (5.22)

where the qx are assumed to be known and the A are mean values of

combinations of the angular momentum operators, J, of the fragment that

resulted from the pump process:sf 33

=1, (5.23a)

< > =2(P,(j.2) ), (5.23b)

J* - 6] - 307 2 ] +25],% +35] %
8J4 ’

(5.23¢)
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In the limit J§ — < for the fragment state 1]i>, we get: A; = <P4(j.2) > In
general, -1 < A} < 2 and —% < A; £1. If the alignment is created by a pump
excitation (with gpy along Oz), then we have (R)A; =0 and -1 S(R)A§ < %, and

. i . 2 (R) o2 4 . .
for high Ji this becomes: ——<VWAI < —. In this case, since
(02977 = (O2)A2 P,(cosv), the intensity of a symmetrical probe process (Epr
along Oz') is given by:

I(v)=1, (1+q2 Ozp: Pz(COSV))’ (5.24)

where v is the angle between the pump and the probe laser polarizations. Hence,
the fragment rotational alignment A’ can be deduced from measurements of line
intensities for different relative orientations of the pump and probe polarization
vectors, e.g., using v = 0° (parallel) and v = 90° (perpendicular):15' 39
Al 2[1(0°) - 1(90")] o _Jpar=Tperp ’

D [oye2 100 g, Treer2 T

(5.25)

which is the signal polarization anisotropy, where Ipar =1(0°) and Iperp =1(90°).

Equation (5.24) also shows that at v = 54.7°, the intensity becomes equal to Io.

However, if a projection of the velocity distribution along an axis Oz" is
detected, then the fragment distribution can not in general be considered as
invariant under rotation about the polarization direction £py (the Oz axis), unless
of course the Oz and Oz" axes coincide. The general expression, (5.21), should
then be used. For instance, in the case of a two photon unsaturated probe

process (such as in a 2+1 REMPI, with a saturated final ionization step), we need

to use (5.22).
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5.3.1.1 Fragment Angular Correlations

First we need to refine the definitions of the angular correlations. Mons
and Dimicoli33 applied a semiclassical model similar to that of Dixon.22 The
correlation between the velocity (v) and the angular momentum (J) of the probed
fragment are described by an angular distribution P(w¢®r) expressed as an

expansion on a basis consisting of the bipolar (v-J) harmonics Byxg(k1,k2,mt,®r):

2k, + 12k, +1
P(cot,mr)=2222‘/ 1+ 142k bi(ky ky) B(ky k0, 00,)  (5:26)
K Q k, k,

1672

where ot and wr are the CM angular coordinates of v and J with respect to y, the
transition moment of the parent molecule. The bi(k;,k,) are called the bipolar
moments,33 and they describe mean values of different types of angular

correlations involving i, v, and J. The integers kq and k7 are the orders at which

the translational and rotational motions are involved, respectively. The b;(k, k)

coefficients describe v - J correlations that are independent of p. One such

coefficient of relevance here is:
C = (P,(cosay)) (=+5Db3(2,2) ), (5.27)

where otr is the angle between the CM quantities v and J. The bj(k;,k,)
coefficients describe correlations of v and/or J relative to i. Another relevant
coefficient is the previously encountered anisotropy parameter, B =2b;(2,0),
describing the correlation between p and v and it is given by one of the formulas
from the preceding section, such as (5.15). Another parameter, which has also

been discussed, describes the second order i - J correlation:

A= YD) = (Pa(cos00) =2 030.2), (5.28)
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where Oy is the angle between p and J . Another coefficient will be of impoftance

here: C'=\/Z b(z)(2,2), which describes a p-v-J correlation. The quantities

1

C, %[3, %A and C' all lie in the range ) to 1.

5.3.1.2 ~  Velocity Profiles of Resonance-Enhanced Multiphoton Ionization
(REMPI) Ionized Fragments

Having described the center of mass angular properties of the fragment,

the laboratory fragment velocity profile must be found. The following

assumptions are made:
- the linear pump polarization, €py, lies along an Oz axis.
- dissociation leads to a final single fragment recoil speed, vo.

- the linear probe polarization, p;, lies along an Oz' axis, and the probing process
exhibits invariance about this axis and is invariant under inversion of this axis.

The q coefficients of this REMPI process are assumed known.

- the velocity profiles of the ionized fragments are detected along an Oz" axis in

this KETOF method.

As explained previously, because we perform a velocity projection, we

will start with (5.22). The (R‘)Ag moments must be expressed explicitly in terms
of the velocity component v, along the Oz" axis. Mons and Dimicoli33 use the

procedure reported by Dixon22 to arrive at the appropriate expressions. By

inserting these (R')Ag moments into (5.22), the velocity profile, g(vy), of the
ionized fragment along the TOF axis (Oz") is obtained (g(vy) is used in ref. 22 and

here we use P(vy)). This profile contains not only Py(x) and P(x) like the neutral
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fragment profile (5.19), but also terms in P4(x) and Pg(x). However, the high
order Legendre polynomial contributions are difficult to evidence
experimentally. According to Mons and Dimicoli, if, in addition, no strong
angular correlations are expected, it seems reasonable to neglect these higher
order terms and to focus our attention on the first coefficients: B, A, C, and C'.

Under these assumptions, the experimental profiles can be expressed in the

form:33

glvy) = 21,0 (go +82P2(Z—2D

Vo

where Beff is an effective anisotropy parameter defined by:

Bete = —z% (5.29b)

0

where g, =1+q, AP,(cosv), (5.30a)

and
g, = BPy(cost)

+ q2C{2P2(cos§) P,(cosv) + 6¢osé siné sinv cosv cos¢ + %sinzé sin®v codeJ}

——-g-qzC' {4P2 (cos&) P, (cosv)+ 6¢cosE siné sinv cosv cos¢ — 3sin?& sin®v COSZd)}

(5.30b)

in which £ is the angle between the pump polarization direction, €pu, and the

TOF axis, S, and v is the angle between epy and €pr. The angle ¢ is given by Fig.
5.5. The dynamical range of the q; coefficient is typically [ % , %] 15 The second

0 0

2
degree Legendre polynomial, Pz(ﬂ] = %[3[&'—} - 1}, in (5.29a), expresses the fact
v v

that the velocity profile is parabolic, where vy lies in the range -vo < vy < vp. The
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limits vy= % vg describe fragments whose final recoil velocity was aligned either
directly up along and parallel to the TOF axis or directly down, anticollinear with
the TOF axis. The point v;=0 corresponds to fragments whose final recoil

velocity was perpendicular to the TOF axis. The velocity profile is shown in Fig.

5.6 for different values of Beff.

The most commonly used method detects the REMPI ionized fragments
through a TOF system in which an electric field, E, is responsible for velocity
discrimination. Here, the TOF for the ionized fragments is a linear function of
their velocity projection onto the TOF axis at the ionization time33 (see section 5.4
for derivation) and hence the TOF spectra obtained can be considered as good
images of the velocity profile. Mons and Dimicoli consider various specific
pump-probe geometries (see ref. 33 for diagrams with specific values of the
correlation coefficients). Here, these cases are given along with a few more. If
the pump and probe lasers propagate collinearly and the TOF axis is
perpendicular to this propagation direction, then ¢ = 0° or 180°, depending on
our choice. However, let us look at some geometries that are even more

restrictive than this, but which serve as special cases of this set-up:

(1) Pump Il Probe Il TOF axis, i.e., €py llgpr 1 S (£ =0, v = 0, ¢ undefined)

B+2q[c-3c]
1+q,A

Bess = (5.31)

Here Beff is not just the anisotropy parameter, B, describing the p-v correlation.
It is distorted by the alignment parameter A (u-J correlation) and v-J (C

parameter) and p-v-J (C' parameter) correlations. The error arising from their

. 1 I
omission can reach . They therefore have a significant effect.
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(2) Pump Il TOF axis, probe at magic angle (£=0, v=54.7°, ¢ undefined)
Beit =B (5.32)

This experimental geometry directly yields the exact anisotropy of the neutral

fragments created by the pump pulse.

(3) Pump Il TOF axis, pump L probe (£=0, v=90°, ¢ undefined)

B -q,lC-iC
Bets = : ! A7 ] (5.33)
_qu

(4) Probe Il TOF axis, pump L probe (£=90°, v=90°, ¢= 0)

1 2
—=B +2q,|C+:C
Bese = 2 1 T [A ! ] (5.34)
- 'z_qz
(5)  Probe Il TOF axis, pump at magic angle (£=54.7°, v=54.7°, ¢=0)
B =2q,C (5.35)

This doubly magic geometry leaves only the contribution of the v-J correlation,

and causes the contribution of the second order angular coefficients related to p:

A, B, C', to vanish.

(6) Pump Il probe, pump at magic angle to TOF (£=54.7°, v=0, ¢ undefined)

Bege =0 (5.36)
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The experimental profiles are isotropic to the order of the approximation used.

This geometry would test the presence of any higher order terms like q,5,P, (V—)
v

0
"

or q-aAzPZ(:”_

o

), where S, =\/gb§(4,2) is a higher order p-v correlation, and

A, = \/§b§(2,4) is a higher order p-J correlation.

(7) Pump L TOF, probe at magic angle to pump (£ =90°, v=54.7°, $=0)
Best = —%ﬁ +q, [C + -;'C'] (5.37)

(8) Probe L TOF, pump at magic angle to probe (£=90°-54.7°, v=54.7°, ¢ =180°)

Ber =38 - 4.[C-3C| (5.38)

Using the result of an experiment of type (7) above together with this, one can

- find the product q, C'. Alternatively, one can derive q, C' using B from (5.32)
and q, C from (5.35) and combining this with (5.37) or (5.38). The alignment
parameter, A, can then be found from (5.31), (5.33), or (5.34).

5.3.2 Probing the Transition-State Region

If femtosecond pump and probe pulses are used, the time delay can be
varied on a time scale that is comparable to the average lifetime, Ty, of the excited
complex. For short enough settings of the time delay, t < Ty, the transition state
of the complex can be probed. In this case there are, of course, no free fragments

and we cannot speak of a fixed fragment velocity or fixed fragment angular

momentum.
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Let us define p,(t) to be the probing transition moment at time t after the
arrival of the pump pulse. Following the pump excitation, the probability of
finding the complex with p,(8,0) in a solid angle dQ (= sin 6 d6 d¢) is given, in
analogy with equation (5.4), by:

P(6) dQ=Zl7:{1+/3(t) P, (cos6)| 42, (5.39)

where 6 is the angle between p>(t) and €py, and B(t) is the anisotropy parameter

given, in general, by:
B=2 (Py(d. f1,(t)) (5.39b)
=2 (P,(cos{(t))), (5.39¢)

where {(t) is the angle between the parent transition dipole moment, |, and the
probing moment, 15(t) (see Fig. 5.7a). The ensemble averaging in (5.39) accounts
for effects such as those described in (5.9b), as well as accounting for rotational
averaging. If, after probing, the velocity of the nascent fragment, v, lies along the
same direction as pa(t), then {(t) will be the angle between pand v (see Fig. 5.7).
The effect of rotation is incorporated into this angle since B describes these effects

(see (5.14)). In particular, if rotational effects are negligible, then {(t) = xo (see
(5.4b) and (5.39c¢)).

The probability of probing one of the excited complexes is given by:

Ppr(©) o< cos?0, (5.40)

where O is the angle between €p; and p(t) (see Fig. 5.7b). The probability of
finding a probed molecule, whose orientation at the time of probing, t (=time

delay), was given by n,(0,¢), is then:

P(6,¢) dQ o< [1+ B(t) Py(cos)] cos’® dQ. (5.41)
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If rotational effects are negligible, and the final velocity, v, is parallel to p, then
P(6,0)dQ is the probability of finding a fragment from the probed molecule
traveling in a solid angle dQ in the direction given by the velocity of this

fragment, v(6,0).

First, let us digress and ask the question: what is the total absorption of the
probe laser? This question is relevant to an experiment in which the intensity of
the transmitted probe laser is measured.40 The probe absorption coefficient at

time t is given by:

o(t) = [P(6,0)d, (5.42)

where the integration is performed over all solid angle (4r). The transmitted
intensity is given by the Beer-Lambert law:41

i(t)=ie *M! (5.43)

where i(t) is the probe pulse intensity after the sample, ig is the intensity before

the sample, and [ is the sample length. Using the identity:

cos® =sinf sing sinv + cosf cosv, (5.44)

obtained by looking at the dot product, tz(t) . €pr, in Fig. 5.7b, we find that

o(t) ocj [1+B(t) P,(cos)] cos?® sin6 d6 d¢ (5.45a)

> at)e %[1 + % B(t) Pz(cosv)] (5.45b)
o 1+%[3(t) P, (cosv) (5.45¢)

o a®)e 1+ 2 x(t) Py(cosv), (5.45d)

where r(t) = B—g-)— = % <P2(ﬁ . ﬁz(t))> = % (Py(cos{(t))) is the so called reduced
anisotropy. The proportionality constant in (5.45d) is 0p,,.0,,0,,0, Where o,
and o, are the absorption cross-sections for the pump and probe transitions
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respectively, Opy is the total number of photons in the pump pulse per unit area
(given by equation (3.1)), and n is the total density of molecules in the region of
overlap of the pump and probe (in Millar's thesis,40 the same cross-section is
involved: o, = 0y (= 0)). The quantity, o,,a,,n, is the concentration or
density of molecules excited by the (unsaturated) pump pulse (see section 3.1.2).
The absorption coefficient thus depends on the angle, v, between the probe and

pump polarizations. If the probe is parallel to the pump (gpr Il €pu), then we get:
a"(t) o« 14 2 r(t), (546)
while for perpendicular polarizations we have:
o) (t)ee 1- 1(t). (5.47)

This implies that,

_ooyt)—o (t)
0= Gt 2 o (0

(5.48)

It was assumed above that the pump and probe processes were essentially
instantaneous. The effect of the pulse shapes on a(t) is described by convoluting
o(t) calculated assuming &-function pulses (equation (5.45d)) with the cross-

correlation of the pump and probe pulses (see ref. 40). This ends the short

digression.

We shall now proceed to discuss what happens when we detect the ions
along a TOF direction. We shall restrict the discussion to the case in which the
final recoil velocity, v, is along the direction of the probing transition moment,
H2(t), i.e., we have a parallel probe transition. In general, the velocity profile
along the TOF axis involves an integration around this axis, adding up the
probability that an ion is traveling with a velocity whose projection along the
TOF axis is v (an analogous treatment, but for free fragments and expressing the

distribution as a function of a Doppler shift, can be found in the Appendix of ref.
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22). The most general case, in which €pw Epr and the TOF axis are oriented in
arbitrary directions, is presented in section 5.5. Here, we will present the case in
which the pump polarization, €py, is along the TOF axis. Using vy=vq cos9, it

follows that dQ =sin 6 d6 d¢ = —gﬂdq‘). The angle 6 lies in the range 0< 0 < 7,
v

[

corresponding to v, 2 v 2 -v,. We can therefore write,

P(v)) dvy< [ [P(6,9) dg] dv;. (5.49)
@ fixed

Making use of (5.44), and carrying out the integration yields,

P(v;) dv; e [1+ B Pz(ﬂﬂ [1+ 2 P,(cosv) Pz(ﬂ)] dvy, (5.50)
VO VO

where v is the angle between epu and gpyr, and the TOF axis is along Epu-
Equation (5.50) describes the velocity profile obtained in a process involving one
pump photon, and one probe transition from the transition state (if additional

steps are made by the probe, then (5.40) must be altered).

If the neutral fragments following pump excitation could be detected, then
the observed velocity profile would be given by 1+ B Py(vy/vo). The effect of
probing the transition-state is to introduce the second factor, 1+ 2 Py(cos v)
Py(vy/vo), in (5.50). If the polarization of the probe is oriented at the magic angle
to that of the pump (v = 54.7°), then this second factor reduces to unity and the

velocity profile is unaltered by the probing.

Let us consider the two distinct cases of a parallel (B = 2) and a
perpendicular pump transition (B = -1), and in each case investigate the effect of
probing with a polarization that is either parallel or perpendicular to the pump

polarization. These cases are illustrated in Fig. 5.8 in which both the spatial

distributions and the velocity profiles are shown.

(i) Parallel pump transition: f =2.
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The spatial distribution generated by the pump only is %cosze, and the

corresponding velocity profile is proportional to (vy/vo)2, i.e., parabolic and
peaking at +vo. Probing the transition state alters this profile in a way that

depends on the orientation of the probe polarization:
(a) TOF Il pump Il probe (v = 0°)

In this case, the resulting spatial distribution, P(8,4), is proportional to

cos?6 cos?0, i.e., cos*, and the velocity profile is given by:
2 2 4
P(v) o (vi/v,)" (i /v,) = (w/v,)" (5.51)
The velocity profile is thus enhanced and sharpened near the limits vy.
(b) TOF Il pump L probe (v =90°)
P(0,¢) o< cos20sin?0 sin2¢;
POy o (i /v,) 1= (/%) - 65

The velocity profile is greatly altered and the yield of ions is less than for case (a)

above.
(ii) Perpendicular pump transition: f§ =-1.
The spatial distribution generated by the pump only is ;—sinze and so the
T

velocity profile is proportional to 1-( v,/ Vo), ie., parabolic and peaking at v;=0,
corresponding to a preference for fragmentation in the plane perpendicular to

the pump polarization. This profile is also altered upon probing the transition

state:
(a) TOF ll pump Il probe ( v = 0°)
The resulting distribution here is given by:

P(6,0) o sin’6cos’6;
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P(vy) o [1=(vy/v,)"1 (vi/ v,)". | (5.53)

The velocity profile is thus changed and the yield is lower than for case (b)

below.
(b) TOF Il pump L probe (v =90°) |
P(6,¢) < sin’0 sin’6sin’¢ = (sin8)? sin2¢;
P(vp) o [1=(v/v,)’] {1—(V||/Vo)2] = [1-(vy/ v, )1 (5.54)

The velocity profile is enhanced about vy=0 due to the probing.

54  Kinematics and Energetics

Here we will derive some of the basic equations related to the KETOF
method. First it will be shown that the time-of-flight for the ionized fragments is
a linear function of their velocity projection, vy, onto the TOF axis. It is
convenient to consider two identical ions formed at the same initial spatial
position r1 with equal but oppositely directed speeds along the (vertical) TOF
axis (ion 1, say, travels vertically upwards). lon 2 is decelerated by the electric
field E of the extraction region until it stops at a position r, directly below ry. It is
then accelerated, and returns to ry with its original speed, and in the same time it
took to decelerate from rq to r;. Subsequently, the motion of ion 2 is identical to
that of ion 1, which it will now continue to lag by the "turn-around" time. Let us

look at ion 2 (which has a charge q): it has a vertical acceleration:
a=qE/m, (5.55)

since the force acting on it is given by: F = ma = qE. The time, Ty, taken to stop

when moving downward is given by (using v = u + at):
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Ty = 2 (5.56)
qE

The ion then accelerates back, passing through the initial position. As it is a
conservative field, the speed at the return to the initial position will be the same

as the initial speed (just directed in the opposite direction), hence the time to
accelerate back to the initial position is given by:
To=Tp = L, | (5.57)
qE
The total turn-around time is then given by:
mvy

2T =2
qE

(5.58)
Hence, ¢, the position relative to the central time T (note: T o Jm ) in the TOF

spectrum corresponding to vy is given by:

mv

qE

t = (5.59)

Therefore, the total time-of-flight, T+t , is a linear function of the velocity
projection, vy. In an experiment, the maximum time spread for a particular
fragment ion, At, resulting from an initial fixed translational energy release (fixed
initial fragment speed vo) is the "turn-around" time of an ion of this type, whose

initial velocity lies directly downwards, parallel to the TOF axis. We therefore

have:

At = z%. (5.60)

The kinetic energy of the ion is Ekin = %mvoz, which can then be written:

22 2
Ekin = ﬂ__E__(éﬂ. (5.61)
8m

Because of the excitation distribution, determined by the pump polarization and

the direction of the transition moment, there is a distribution in t, as discussed
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below. It should be mentioned that alternative methods of determining the
kinetic energy release have been used: one such uses a pulsed-acceleration TOF

mass spectrometer.42 They will not be discussed further here.

In the type of experiment considered, two fragments (1 and 2) are formed
in the dissociation of the pump excited molecule. Let us define the ground state
of the parent as the zero of potential energy. If the pump accesses the potential

energy surface V1(R), then, because of conservation of energy in the CM frame,

we have:43
Eavi = Vl(Rpu) - V(o) = Eint + Et, (5.62)

where Eaylis the energy available to be partitioned among internal and
translational degrees of freedom of the recoiling fragments, Vi(Rpy) =

P
Eint +hvpy,

Vi(es) = D!, EF, is the thermal internal energy of the parent
molecule, hvpy is the pump energy, Djis the dissociation energy from the
ground state parent to the ground state fragments, Ejnt is the total internal
excitation energy of the two neutral fragments and E; is the total CM

translational energy of both fragments.

In the CM frame (p1 = -p2; p1 = p2 = p) the total available translational
energy is shared between the two fragments:

Et = Ekin1 + Ekin2, (5.63)
2 2
where Ekinl = P ,and Ekin2 = P Hence we have the relationships:
2m1 2m2
E
Fy. =—0L%
kinl
n 1+
mp
and By o= B _ TLE (5.64)
n 1+ ﬂz_. m, n

my
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5.4.1 Free Fragment Probing

Consider the probing of a free fragment. Conservation of energy in the
frame in which the fragment is at rest (the frequency shift in the probe in going

from the laboratory frame to this frame is negligible as v/c <<1) is given by:

2 2

Eint1 + hvpr = 22—+ LT (5.65)

2m, 2m,

where, in this frame, pe is the momentum of the emitted electron, p;'is the
momentum of the resulting ionized fragment, Eint1 is the internal energy of the
free fragment before it is ionized, Eint]' is the internal energy of the ionized
fragment and hvpr is the energy of the probe photon. Conservation of

momentum in this frame implies that
Py = P1' +Pe, (5.66)

where py is the photon momentum. Let us consider some of the magnitudes
involved here. From (5.65) we obtain a very rough order of magnitude estimate

for the momentum of the ion in this frame (see later for better estimate):
p1' ~ 2m; hv, ~5x102kgmsl, (5.67)

for a fragment ion of mass ~ 100 amu and for a probe wavelength ~ 300 nm. In

contrast,
py= —~2x10 gms .

Therefore, (5.66) becomes:

Pl' + Pe = 0, or Vl' = EiVe (569)
my
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1 m, 11

Ve = X
100 1836

For example, if m1 = 100 amu then v;' =
100 m,

ve ~5x 106 ve.

Equation (5.64) implies that the kinetic energy of the ionized fragment in this

frame is

2 2
E,. =Pl _MePe Mep 5.70
kinl 2m1 m, Zme m; e kin ( )

Hence the estimate made in (5.67) was instead a good estimate for pe and not for

p1' which should instead be estimated at:
) m - -
p1' ~ J?n—‘l*— [2m, hv,, ~1x102%kgms 1 (5.71)

which, although it is three orders of magnitude smaller than the momentum of
the emitted electron, is still three orders of magnitude larger than the momentum
of the probe photon. The additional velocity imparted to a 100 amu fragment is
then ~ 6 m 51, i.e., of order 10 m s~1. This is negligible in comparison with the
velocity that the fragment has in the CM frame (or that it has in the laboratory
frame): typically of order 103 to 104 m s-1 (in the dissociation initiated by the
pump pulse the two nascent fragments were of comparable mass, thus sharing

the available translational energy more evenly).
5.4.2 Probing the Transition-State Region

On the other hand, if the pump-probe delay time is small enough (t < Tp)
that the transition state is probed, then the picture is different. In the transition
state, the available energy, partitioned among internal and translational degrees
of freedom, is given by:

ES(R) = Vi(Rpy,) - V1(R) = B (R)+E(R). (5.72)
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When the transition state is probed to a dissociative state above the ionization
level, the excess energy above the asymptotic level (free ion and free fragment)
can be shared by the two nascent parts as well as by the ejected electron. The
kinetic energy of the resulting ion thus depends on the probe wavelength or
excess energy probed to. Immediately after probing, the velocity, v(t), is
unchanged. However, the subsequent evolution is on a new potential energy
surface, Vo(R), with a different total available energy. If the kinetic energy, Ee, of
the photoelectron is measured, then the difference potential may be determined.
It should be noted that if the potential energy, V1, has dropped significantly (i.e.,
dropped from Vi(Rpy) to V1(Rpr), where V1(Rpr) - Vi(e) << V1(Rpu) - Vi(e)),
then the ionization process is characteristic of the asymptotic limit (free fragment

probing) and the kinetic energy release is similar to that of the neutrals on V7.

5.5  Velocity Profile for Arbitrary TOF and Polarization Directions

In section 5.3.2 of the text, the velocity profile of the ions, resulting from a
probing of the transition-state region, was derived for the case in which the TOF
axis was parallel to the pump polarization, €py. Here we shall treat the same
experiment (one pump, and one probe transition), but generalize to the case
where the TOF axis is also allowed to be in an arbitrary direction. The angles
defining the orientations of €pu, €pr, the TOF axis, and the (ionized) fragment
velocity, v, are shown in Fig. 5.9. The spatial distribution, P(6,9), is, of course,
independent of the direction of the TOF axis, and is still given by (5.41).

However, we now have v, =v, cosn, where 7 is the angle between v and the

TOF axis (see Fig. 5.9), and ¢ is the azimuthal angle about the TOF axis (see Fig.

5.9). Therefore, we write:
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P(vy) dvye< [ [P(8,9) do] dv, (5.73)
7 fixed

where 0 is expressed in terms of 7 and ¢. By looking at the dot product, v . gpy,
we find (see Fig. 5.9):

cos@ = sinn cos¢ siné + cosn cosé, (5.74)
where ¢ is the angle between €py and the TOF axis. Looking at the scalar
product, v . €py, shows that:

cosO = sin1 cos¢ siny cos® + sinn sing siny sin® +cosn cosy, (5.75)
where y is the angle between £pr and the TOF axis, and @ is the angle between

the plane that £py and the TOF axis lie in and the plane containing €pr and the
TOF axis.

Carrying out the integration in (5.73) and making use of simplifying identities

- such as:
cos?y cos’n + %sinzl// sin’n = %[1 +2 Py(cosy) Pz(cosn)] (5.76)

leads to

P(vy) o< [HﬁP [v cosé)i‘ {1+2 P, (cosy) Pz(-zl)]
+9B(1 ‘(v—') ] sing { [ "J cosé cosy siny

+ —sm&j cos2 v+ [1- (%) ] (14 2cos?®) sin? 1//) } .

0

(5.77)

This is the velocity profile for arbitrary orientations of €py, €pr and the TOF axis
(see Fig. 5.9). If the TOF axis is parallel to the pump polarization, epy, then £ =0,
and (5.77) simplifies to (5.50):
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P(v)) o [1+ B Pz(%):‘ [1+2 P, (cosv) Pz(%ﬂ (5.78)

in that the angle v between €pu and €pr becomes identical to the angle .

Let us consider a new case in which the TOF axis is parallel to the probe laser

polarization: y =0 in Fig. 5.9. In this case, (5.77) reduces to (omitting an overall

factor of 3):

2 2
P(vy) o {1+ B PZ(X-"-coséJ +38 [1—(ﬂ) ] sin2& }(ﬂ) . (5.79)
v, 4 \% v

[ 0

If we make the further restriction that the pump polarization be perpendicular to

the probe polarization, then & = 90° and we obtain:

2
P(v) o [1-%[3 P{%ﬂ [%ﬂ] . (5.80)

If the pump transition is parallel, then B = 2 and the velocity profile becomes:

P(vy) o< %[1-(Vu/ Vo)2] (vi/ V0)2 o< [1-(vy/ Vo)z] (vy/ Vo)z' (5.81)

On the other hand, if the pump transition is perpendicular, = -1, then we have,

P(vy) o< %[1+(Vn / Vo)2] (vy/ Vo)2 o [1+(vy/ Vo)z] (vy/ Vo)2° (5.82)

The spatial distribution arising from the above geometry (probe polarization
along TOF axis; pump polarization perpendicular to this direction) is in fact

given by (see (5.41)):
P(6,9) o [1+B Py(sinn cosg)] cos®n, (5.83)
since ©® = 7 (hence, cos ® = cosn = v;/ v,) and cos8 = sin 11 cosd. Of course, one

arrives at (5.80) by directly inserting (5.83) into (5.73). The way (5.80) was

obtained above was to use the derived, general expression for the velocity
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profile, (5.77), and then make the simplifications appropriate to the chosen

geometry.
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5.7  Figure Captions and Figures

Fig. 5.1: Pseudodiatorﬁic model used to derive the functional form of the
anisotropy P (see (5.4)). This shows a nonrotating excited parent molecule which
dissociates along r at an angle g to i, the parent transition moment. Since all .
orientations of r about p are equally probable, the CM fragment recoil velocity v

will be found in a cone of half-angle ¥ about p.

Fig. 5.2: CM angular probability distribution of the fragments for (non-
rotating molecule): (a) Parallel transition: fragment recoil direction is along the
direction of the parent transition dipole moment (v Il u, xo = 0, B = 2), yielding a
dumbbell-shaped distribution; (b) Perpendicular transition: fragment recoil
direction is perpendicular to the transition moment (v L p, %o = 90°, B = -1),
yielding a toroidal-like distribution; (c) Magic angle transition: this is a rare case
in which the fragment recoil direction happens to be at the magic angle to the
transition moment (g = 54.7°, B = 0), yielding an isotropic distribution. For a

diatomic molecule, only cases (a) and (b) are possible.

Fig. 5.3: As for Fig. 5.1, there is no excited state lifetime, but we allow for an
additional deflection of the CM fragment velocity vector, v, by an angle o due to
rotation of the molecule. The molecule is equally likely to be rotating in any
direction, and hence v will be found in a cone of half-angle o about the radial

velocity vector vo. See (5.10).
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Fig. 5.4: The excited molecule lives for a finite lifetime t and rotates through
v = @1 before dissociating. This angle adds to o from Fig. 5.3 so that v is found in

a cone with half anglen = o + y. See (5.15).

Fig. 5.5: Definition of the angles (0,v,9), characterizing the relative

arrangement of the vectors (€pu, €pr, S) involved in the REMPI-KETOF method.

Fig. 5.6: Velocity profiles of monokinetic fragments, detected in a REMPI
KETOF experiment. Fragmentation is induced by the linearly polarized pump
pulse, €py, generating well-defined p-v-J correlations, described by 3, A, C, and
C'. The linearly polarized probe pulse (gpr) induces a REMPI process on the
well-defined ro-vibronic state(s) of the fragments, characterized by the g
coefficient. The effective anisotropy parameter, Beff = Beff (B, A, C, C', qz, ...),

describes the velocity profiles. See (5.29).

Fig. 5.7: (a) The orientations of the pump polarization, gpy, the pump
transition moment, y, and the probe transition moment, pa(t), in the transition
state at a time t after the arrival of the pump pulse. (b) The orientations of gpy,

H2(t), and the probe polarization, py.

Fig. 5.8: The pump polarization, €py, is chosen to be along the TOF axis (z-
axis). The spatial distributions and corresponding velocity profiles (along the
TOF axis) are shown for both a parallel and a perpendicular pump transition.
Two probing geometries are shown: gpy Il €py, and €pr L €pu (in the latter case, we

choose €py to be along the y-axis). The effect of probing is to alter the spatial
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distribution and velocity profile (See text; the exception, although not shown, is v
= 54.7° for this set-up). Note that different spatial distributions may have the

same velocity profile.

Fig. 5.9: The general case of arbitrary orientations of the pump (gpu) and
probe (epr) polarizations, the TOF axis, and the velocity, v, which is assumed to

be parallel to the probing transition moment, pa(t). See section 5.5.
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Fig. 5.1
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Chapter 6

Femtosecond Degenerate Four-Wave-Mixing (DFWM) Techniques:
Applications to Gas Phase Dynamics
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6.1 Introduction

In previous studies of chemical reaction dynamics on the femtosecond (fs)
time scale (see refs. 1, 2, 3, 4 for reviews), the initiation and the probing are made
using a linear response to the optical field. Typically, a fs pump pulse initiates the
dynamics and establishes the zero of time. A fs probe is introduced, after a time
delay, with the wavelength being resonant either with the final product transition
or with a particular nuclear separation which corresponds to a transition-state
configuration. This way the elementary dynamics are probed in real-time.

The fs probing and signal detection mechanism can be realized in various
ways. These include, for probing, the methodology of laser-induced-fluorescence
(LIF),, 6,7 absorption,8 mass spectrometry with multiphoton ionization (MPI),2
9,10, 11 photoelectron kinetic energy12 and ZEKE!3 and stimulated emission
pumping.14 Non-linear Optical Four-Wave-Mixing (FWM) techniques, like
Degenerate FWM (DFWM), provide an additional and significant probing
method, especially for generalization of absorption techniques in gas-phase
reaction dynamics.

DFWM is a fully resonant process (for excellent reviews see the book by
Mukamell® and the chapter by Vaccarol6), offering high sensitivity with
background-free detection of a coherent signal beam. By combining this with fs
resolution, a unique and powerful probe/detection scheme is formed. It has
already been shown in the studies of liquid and solid systemsl7' 18, 19 that
DWFM with such resolution provide direct information on the decay rates of fast
relaxation processes, the polarization dephasing time, T2, in an ensemble of two-
level systems. In liquid and solid systems, T; is in the picosecond (ps) to
subpicosecond range and hence the need for DFWM with fs resolution. In the gas

phase, however, the dephasing time is much longer, lying in the ps to ns regime.
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Only recently have some studies of DFWM in the gas phase been made with
picosecond resolution; these studies measured pulse length-induced extra
resonances in the time domain,20 determined Maxwell-Boltzmann velocity
distributions?! and the influence of absorp’cion.22

In this paper we develop fs DFWM in the gas phase to study transition-
state dynamics of chemical reactions. By using the folded boxcar configuration23,
24 (see Fig. 6.1) for the fs DFWM laser beams, and by propagating all beams in the
forward direction, exact phase matching is achieved throughout the full overlap
region. This approach makes it possible to compensate for the low sample
density in the gas phase, allowing one to investigate chemical dynamics in a
broad range of experimental settings such as in gas-phase cells, in molecular
beams and even in flames. With different variant schemes of fs DFWM we apply
the methodology to studies of unimolecular and bimolecular reactions.

For unimolecular reactions, we have chosen the well-known Nal system.
Extensive fs studies2>r 26, 27, 28, 29, 30 haye been performed on this system, and
these experiments, using LIF for detection, provide the means for critical
comparison with the new results, from fs DFWM, reported here. For this reaction,
the wave packet motion of the [Na---I]*i activated complex was probed (off-
resonance detection) in the adiabatic well, which is a consequence of the crossing
between the ionic ground state and the covalent first excited state. The free Na
atoms escaping through the Landau-Zener coupled3l, 32 region could be
monitored by a resonant (to Na) probe pulse. Here, fs DFWM is introduced by
replacing the probe pulse with three degenerate fs beams and detecting the fourth
coherent signal. This non-linear technique in the gas phase with fs resolution
makes it possible to probe the activated complexes and their coherence.

Furthermore, we have incorporated fs DFWM into a control experiment, which

illustrates some advantages of this non-linear technique.
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For both the unimolecular (Nal) and bimolecular (Na+H>) systems we
investigate the fs DFWM of Na as a special case to further help the understanding
of the various aspects of the approach, such as sensitivity and coherence. We take
advantage of the coherent properties of the fs pulses, which allows for
simultaneous access to the two 3p levels of the fine structure (splitting of 17.2
cm-1), to observe the wave packet behavior with the corresponding period. This
period had been previously observed in studies33, 34 exploiting the ultrashort
coherence times of incoherent nanosecond laser pulses, and in a study35 using an
incident subpicosecond pulse, where the envelope of the transmitted pulse was
measured by cross correlation. With the Na system we have also studied the
effect of density, which causes pulse-propagation effects. By using different pulse
sequences with fs DFWM, we are able to measure the population decay (T1) and .
dephasing (Tp) times. Additionally, a fs two-color grating experiment was carried
out taking advantage of the 3s, 3d and 5s levels.

The extension of the approach to bimolecular systems involves probing of
the coherent signal from the complex system by absorption with fs DFWM. This
class of collision systems is different from the unimolecular case: the two reactants
collide, form a complex in the transition state, and this complex then decays to the
final products. Many of these systems are not accessible to fluorescence detection
due to the nature of the reactive potentials, or a low collision cross section, or due
to a luminous environment. For the system of interest here, the Na+Hj, which
serves as a typical example of collisions between excited alkali atoms and simple
molecules, extensive experimental research has been carried out in the
nanosecond regime.36f 37,38,39,40, 41, 42, 43, 44 Recently, quantum mechanical
calculations have also been performed to describe the dynamics of the collision
process.4Sf 46,47 The experimental condition involves the full collision of Na and

Hj (or He), in a heat pipe, and with this arrangement we discuss the approach
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and some initial results. Three different experimental realizations which aim at
revealing the dynamics on different surfaces are discussed.

This paper is outlined as follows. We first provide in section 6.2 a brief
discussion of theory in order to help design the applications of DFWM in the
reported fs experiments. Next, the different types of fs DFWM techniques are
detailed in a methodology section 6.3. This is followed by a description of the
experimental set-up (section 6.4). In the Applications section 6.5, we present the
results and discussion for unimolecular and bimolecular systems. After this are
the conclusions (section 6.6). Finally, in the Appendix (6.7), a general expression
is found for the density of bimolecular collision complexes as a function of the

laser pulse width.

6.2  Theory
6.2.1 Phenomenological Description

In the process of DFWM, three input beams of same frequency, ®, interact
with a non-linear medium, producing a coherent fourth beam also at the
frequency ®. Fig. 6.2(a) shows the energy diagram corresponding to this process
for a simple two-level system. The configuration of the momenta of the three
input beams and the generated DFWM signal beam is shown in Fig. 6.2(b), and as
part of the experimental set-up in Fig. 6.1. This is a so-called 3-dimensional
forward geometry, or folded boxcar arrangement, for which the beams converge
at small angular separation. The overlap of the three incident beams defines the
interaction volume. The non-linearity of the sample medium couples the beams:
the absorption of two photons from two incident beams leads to amplification of

the third beam by stimulated emission and to generation of a signal photon
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(oprwM, kDFWM) in the fourth direction. The direction of the signal beam

follows from the phase matching or momentum conservation condition:48
kprwMm = k1 -ko + k3. (6.1)

Similarly, energy conservation restricts the frequency of the emerging signal:

ODFWM = @1 - 02 + ©3. (6.2)
6.2.2 Source of DFWM Process

The local response of the medium to the incident electromagnetic radiation
can be described by the induced macroscopic electric polarization, P. Linear
processes such as absorption, and Rayleigh and spontaneous Raman scattering
arise from polarizations proportional to the first power of the electric field
strength, E. Non-linear optical interactions are introduced via higher order terms
in the electric field, yielding, in a Taylor expansion:48' 49,50

P= P 4 P@ 4+ PG 4+ .. (6.3a)

=g (YV-E + y@-E-E+ ¥y®-E-E-E + ..), (6.3b)

where (I is the linear susceptibility. (@ and x® are the second- and third-order
non-linear optical susceptibilities, representing tensors of rank 3 and 4,
respectively. ¥ is responsible for three-wave mixing processes like frequency
doubling, but vanishes in isotropic media. The third term, with the susceptibility
x®, is responsible for four-wave mixing processes like DFWM, Coherent-Anti-
Stokes-Raman Scattering (CARS), and third harmonic generation. These
processes are not restricted by symmetry reasons, being allowed in non-
centrosymmetric as well as centrosymmetric media, and hence constitute the
lowest order non-linear effect in gases and liquids. % is specific to the medium

and describes a distinct frequency dependence, intrinsic to the fundamental
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atomic or molecular system constituting the medium. For a chosen wavelength of
the DFWM laser pulses, a particular configuration of the system may be accessed.

Depending on the strength of the light-matter interaction, there are
different approaches to calculating ¥®). One such method uses perturbation
theory with a density matrix approach. The quantum mechanical equation of
motion is solved in a recursive manner,48: 49 and the procedure converges in the
regime where the interaction is weak. On the other hand, for a strong interaction,
like a strong resonant transition, the system is approximated by a two-level
system and solved via a density matrix approach15 in a nonperturbative
manner.15 48,49 1f 5 temporal sequence of pulses is used, the matrix formalism

can be extended in a formal way by simple multiplication of matrices to describe

the equations of motion.91, 52
6.2.3 FWM Signal Intensity

Once %@ is known, the non-linear macroscopic polarization, P(3)(w), may
be calculated using equation (6.3). To find the FWM signal intensity, this

polarization is incorporated as a source term in the following inhomogeneous

Maxwell equation:48' 49, 50

2 2
[ 4
[V2+c—28(w)] Epwpm = - ’;g) PO (). (6.4)

To obtain a solution to this differential equation, different approximation methods
are usually employed: the slowly-varying-envelope-approximation (SVEA) or the
rotating-wave-approximation (RWA)A8, 49 The general expression for the
solution, the FWM signal intensity, can be written as:
» sin(l Ak L)
Iewm o< |X(3)| LL L1 —‘1"2———* . (6.5)

—Ak L
2
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where Ij=1 2 3 are the intensities of the incoming laser beams, L is the interaction
length and Ak the phase mismatch. The equation is only fully valid for small
intensities and optically thin media and it shows the important dependencies
which are involved in this experiment. The square of the absolute value of the
susceptibility leads to the dependence of FWM processes on the square of the
difference population. Normally the upper state is not populated, as it lies far
above the thermal energy, and the ground state is probed. The spectral
dependence of %3 makes the FWM signal sensitive to a specific transition. For
example, if ns pulses are used, this aspect enables the detection of a distinct ro-
vibrational level accessed in an electronic transition for a molecule.1® In contrast,
the use of fs pulses allows interrogation of the molecule at a particular window of
internuclear separation, and so it permits accessing of the transition-state region.

The expected cubic intensity dependence of the FWM process is
represented by the product of the intensities of the three incident beams. If the
frequency of the laser beams are close to an optical resonance, severe absorption
and saturation may occur, leading to a more complicated dependence on the
intensities. By using fs pulses, a typical consequence is pulse propagation
effects.22 The square dependence of the interaction length, L, suggests making
this length as long as possible. The last factor in equation (6.5) is a squared sinc
function with argument Ak-L/2. This factor can be optimized to unity if phase
matching, Ak=0, is achieved. In the case of DFWM, this can be attained with a
folded-boxcar arrangement (see Fig. 6.2(b)).

Another way to realize phase matching is with the so-called phase
conjugated geometry,53 where two collinear beams are propagated in opposite
directions. The third beam forms the interaction region by crossing the path of
the other two, generating a phase conjugated signal (with respect to the third

beam) that emerges in the opposite direction to the third beam. This phase
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conjugated geometry is typically used in ns experiments.>4 However, in fs
studies, to maintain the relative temporal displacement of the pulses, and to
optimize the interaction length, all beams are propagated in the forward direction.

Hence, the folded-boxcar configuration is used in our fs experiments.

6.24 Transient Grating Picture

The origin of FWM can also be explained in terms of a transient grating
picture, where the signal is a result of Bragg scattering from an induced grating.

For this picture it is convenient to rewrite equation (6.3) in the following form:>°
P()

go X®E1 E2" E3 (6.62)
A-(E1E2)E3 + B-(E3E2")E1 + C-(E1E3)E,". (6.6b)
This FWM polarization, P(3), is responsible for the DFWM signal in the direction

of kprwM given by the phase matching condition (equation (6.1)). Each term
represents a distinct combination of the incident beams. For the terms with
constants A and B, the first two E fields, in brackets, create an interference pattern.
This pattern interacts with the medium forming different types of gratings: phase-
(or refractive index-) and absorption- (or population-) gratings,55 with a grating

constant, d, given by

A
d= , (6.7)
2sin -
2

where ¢ is the angle between the two grating beams. As shown in Fig. 6.3, the
incoming third beam is scattered from the induced grating in a direction given by
the Bragg condition. The last term in P®) also produces a signal in the same
direction, but involves a two-photon step, for which a simple grating picture is

not valid. This process proceeds via a virtual state and is therefore comparably

weak.
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By introducing a temporal sequence for the three incident DFWM laser
pulses, it is possible to directly obtain information about the dynamics in the time
domain. This information is contained in % and hence in the DFWM signal (see
equation (6.5)). Many experimental and theoretical FWM studies have been
performed using pulse sequences in DFWM18, 56, 57, 58, 59 and the related5?
echo,8: 60, 61 and laser-induced grating (LIG)®S, 62, 63, 64, 65, 66, 67, 68, 69
experiments. Here, for our DFWM-type experiments, we shall employ pulse
sequences to measure the population decay time, T, and dephasing time, T».
Two grating pulses are made to coincide temporally, and the third pulse is moved

relative to them. This scheme is described below in the Methodology section.
6.3  Methodology: Femtosecond Pulse Schemes and Temporal Dynamics

6.3.1 Introduction

DFWM is often used as a way of measuring the dephasing time, Ty, of a
system. One of the DFWM beams is moved temporally with respect to the others,
creating a time scale (fs-ns) on which T is measured. However, as shown in Fig.
6.4, this is just one of many ways in which DFWM may be employed in fs time-
resolved studies. The different techniques offer versatility in retrieving different
types of information from among others, atomic, unimolecular and bimolecular
systems. In addition to measuring the dephasing time, Ty, the population decay
time, Ty, of a species may be monitored. DFWM may also be employed as a probe
in its own right in a pump-DFWM type experiment to monitor transition states of
chemical reactions.

Fig. 6.4 shows three different types of fs DFWM techniques which we wish

to define and explain in terms of temporal pictures and spatial configurations in
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the experiments. The left side of Fig. 6.4 shows the temporal sequence of the
incoming pulses. The relative temporal displacement of the pulse(s) is indicated
by the double arrows. The right-hand side illustrates the relative spatial positions
of the incident parallel laser beams. These schematic spatial cuts correlate with
the view presented at the bottom of Fig. 6.1. The signal beam spot is traced here
along with the incident beams to indicate the relative direction it propagates in,

on the output side of the cell. The following describes the different schemes used.

6.3.2 DFWM

In the DFWM-type experiment, sometimes referred to as time-resolved
DFWM,>? there are "only" three incident laser beams involved (see Fig. 6.4, top).
If one of the pulses (3) comes before the other two (1,2), then the signal obtained
reveals the overall dephasing time, Ty, of the system. The first pulse (3) creates a
macroscopic polarization in the medium, and it is this polarization which decays
with an overall dephasing time, Tp. At a certain time delay later, the electric field
of one of the other two pulses (1, say) interferes with this macroscopic
polarization, creating a grating. The trailing edge of the other beam (2), which
arrives simultaneously with 1, will then probe this grating, yielding the signal. If,
on the other hand, pulse 3 comes after the other two pulses, then it interrogates a

grating set up by these two pulses (1,2). In this case, the overall decay of the

signal reflects the population decay or T time.

6.3.3 Pump-DFWM

In this scheme (middle section of Fig. 6.4), the three incident fs DFWM

beams are made to all arrive simultaneously. A fs pump pulse is introduced to
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initiate the dynamics in the gas phase and at a certain time delay later the three
DFWM beams arrive and probe the system. The pump beam is located spatially
at the center. In contrast to section 6.3.2 above, there is now the added flexibility
in wavelength in that the pump and DFWM waveiengths can be different. The
DFWM may thus be tuned to probe not only the initially excited species but also
the transition states or the final products in a reaction. DFWM, acting here as a
probe on the fs time scale, serves as a very useful tool, particularly for systems

that may not allow for fluorescence detection.

6.3.4 Pump-Control-DFWM

In a recently developed chemical control experiment,25 three fs pulses
were employed in a pump-control-probe sequence. The control pulse captures
the molecular system in the transition state and regulates the outcome of the
reaction. Here we utilize an analogous fs pulse sequence: a pump pulse initiates
the reaction which is controlled by a different pulse at a certain time delay and

monitored at a fixed time delay (after the pump) by a fs DFWM probe (see Fig.
6.4, bottom).

6.4  Experimental Realization

Figure 6.5 shows a schematic of the experimental apparatus: the fs laser
system, including wavelength selectivity, and the DFWM set-up with the sample
cell and signal detection. The output of an 83 MHz colliding pulse mode-locked
laser (CPM) was passed into a four stage Nd:YAG-pumped pulsed dye amplifier
(PDA) operafing at 20 Hz.® The output pulses were recompressed with a prism

pair configuration yielding ~60 fs, 150 uJ horizontally polarized pulses at 616 nm.
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A beam splitter (BS1), located after the recompression, divided the laser beam into
the pump and DFWM arms. A second beam splitter (BS2), placed in the pump
arm, diverted a beam into the probe (or control) arm.

Depending on the experiment of interest, different optical configurations
were employed in selecting the pump wavelength. The 616 nm beam could be
frequency doubled in a 0.5 mm-thick type-I KD*P (99%, 59.3°) crystal as shown,
yielding a Apy=308 nm, pump pulse which was used in the Nal experiments.
Alternatively, a white light continuum could be generated from the 616 nm beam,
followed by wavelength selection with a Corion 10 nm bandpass interference
filter (F1). To compensate for the loss in laser intensity, the pulse thus generated
was subsequently amplified in a dye cell pumped with residual 532 nm Nd:YAG
laser light. For example, to pump the Na D-lines, a 589 nm interference filter was
used in conjunction with a kiton red/methanol solution as laser dye, the
concentration of which was optimized to yield the desired spectral profile.

In the DFWM arm, a continuum generation scheme was built in to gain
wavelength tuning flexibility. This scheme was followed by a Corion 10 nm
bandpass interference filter (F2) and an amplification cell, pumped by residual
532 nm light from the same Nd:YAG laser. A kiton red/methanol solution was
also added to this cell, but with a concentration specific to the chosen wavelength,
AprFwM. The amplified beam was branched by two beam splitters (BS3 and BS4)
to produce the three fs DFWM beams (1, 2 and 3). These three beams were
aligned parallel to one another and spatially overlapped at the common focus in
the cell by lens L1; the angle, ¢, between the grating beams was then 2°. In order
to fulfill the phase-matching condition, we employed the folded boxcar
configuration23f 24 35 discussed above (equation (6.1)) and shown in figures 6.1

and 6.2(b). The pump beam was aligned parallel to and spatially separated from
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the three DFWM beams (see Fig. 6.1 and Fig. 6.4, right) and passed through the
center of lens L1, focusing in the same overlap region as the DFWM beams.

To control the temporal separation of the laser pulses, retroreflecting
corner cubes on computer controlled actuators were placed in some of the arms.
In all experiments performed here, two of the DFWM grating beams (1,2) were
kept temporally overlapped and fixed. In a DFWM-type experiment, to measure
a transient, the DFWM probing beam (3) was temporally displaced with respect to
the two grating beams. In contrast, for a pump-DFWM-type experiment, beam 3
was fixed to coincide with beams 1 and 2, while the actuator in the pump arm was
moved.  The determination of the position of temporal overlap (time zero)
between different beam pairs was made using a cross correlation set-up with sum
or difference frequency mixing in a 0.2 mm-thick type-I KD*P crystal.

The fs DFWM signal pulse generated in the cell travels in a direction
determined by the phase matching condition (Fig. 6.2). This direction is different
from that of the incident laser beams and the signal could thus be easily separated
by a spatial filter (Fig. 6.1). The emerging DFWM signal beam was collimated by
a second lens (L2) and traveled over a long path length (~10m) before being
focused into a monochromator (SPEX, 0.34m) and detected by a Hamamatsu
R1527P photomultiplier tube. In addition, several pinholes were used to reduce
stray light from Rayleigh scattering and fluorescence caused by the incident
beams in the cell. Before each experiment, the signal beam path and divergence
were checked with the aid of a He-Ne laser beam, which was spatially displaced
from the incident DFWM laser beams to the signal spot position, indicated in Fig.
6.4, and passed through the overlap region of the lasers in the cell.

For transients, the monochromator was set to detect a fixed bandwidth of
the signal. The monochromator could also be used to obtain a spectrum of the

signal for a fixed pump-DFWM time delay. This provided a means of detecting
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the absorption of the signal beam in the cell. The PMT output was amplified (x25
in SR445 pre-amp) and sent to a boxcar-averager, AD-converter, and was finally
stored in a computer for further analysis. For the pump-control-DFWM
experiments (see the methodology section) a fixed pump-DFWM time delay was
chosen and the pump-control delay time was varied by stepping the actuator in
the control arm.

To compare the non-linear fs DFWM gas-phase technique with the
conventional pump-probe laser-induced-fluorescence (LIF) technique, LIF
collection optics were arranged as shown in Fig. 6.5.2 For the Nal unimolecular
experiments, the same quartz cell arrangement was used as described in refs. 25,
26. The oven temperature was kept at 660°C, giving a vapor pressure in the range
of 100 mTorr.

For the DFWM studies of the sodium atom and our investigations of
bimolecular reactions, a crossed heat-pipe oven’V was used. The heat pipe was
filled with sodium (99%, Aldrich) and as a buffer gas He was used with a
pressure in the range 500-600 mbar for the studies of the Na D-lines. For the
bimolecular studies, Hy gas at 0.5 to 1.5 bar was used. The temperature at the
center of the heat pipe was monitored by a thermocouple inside a hollow thin
metal rod, introduced into the cell via a fifth vertical arm. The temperature was
fixed at 190°C, corresponding to a Na density of 1.6x1012 am3.”1 The heat pipe
was oriented such that the lasers passed through the two arms that did not have
heating coils around them. This was done to allow for minimum absorption

before and after the interaction region, yet still achieving maximum sample

density in the focal region.
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6.5  Applications

The fs DFWM techniques, outlined in the methodology section, have a
wide range of applicability. Here, we give examples of three different systems to

illustrate the versatility of the approach and to consider sensitivity and future

directions.
6.5.1 Unimolecular Reactions

One of the most studied unimolecular systems is that of Nal. Its
dissociation in real-time (see, e.g., refs. 27, 28, 72, 73) has been studied extensively,
both experimentally and theoretically. In contrast to directly dissociative
reactions, the Nal reaction,

Nal' —» [Na-I]* ¥ o Na@S1/9) +12Ps), 6.8)
is governed by the avoided crossing of the ionic ground state (X'z$) with the
lowest excited covalent state, which corresponds asymptotically to Na(2S1/2) +
I(2P3,/7). The potential energy surfaces relevant to the dynamics are shown in Fig.
6.6. The interaction of the ionic and covalent potentials is quite strong, leading to
an adiabatic well with a ~10% probability for the excited wave packet to escape
through the Landau-Zener coupled region. Hence, the wave packet prepared by
the pump pulse oscillates in the well with a constant fraction of population
dissociating each time the outer turning point is reached. The products produced
(c.f. equation (6.8)) thus build up in a stepwise manner, where the separation of
adjacent steps equals the period of oscillation in the well. Fig. 6.7 (top) shows the
pump-DFWM scheme employed to excite (308 nm) the Nal system and resonantly
probe the free Na product with fs DFWM (589 nm) in a clocking-type experiment.

The resulting transient (top right, Fig. 6.7) clearly shows the stepwise build up of
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this final product. This is in excellent agreement with previous fs studies in
which LIF was used for detection as described in references 27, 28, 29, 30.

The Nal reaction is interesting not only for studying its dynamics in real
time but also as a model system for fs control experiments.25 The middle part of
Fig. 6.7 illustrates the application of fs DFWM in this type of control experiment.
As in the on-resonant pump-DFWM clocking experiment (Fig. 6.7, top), the fs
pump pulse initiates the excited state dynamics of the Nal system. However, the
wave packet is now intercepted at a fixed internuclear separation in the
transition-state region by a fs control pulse. This laser pulse arrives after the
pump (time zero) at a time delay, which can be varied by stepping the actuator in
the control arm (Fig. 6.5) as described in section 6.3.4. The control pulse captures
a fraction of the excited state population which is frozen on the fs time scale in
the "window" at the short internuclear range accessed by this off-resonant pulse.
The captured molecules are thus sent to a second excited state that asymptotes to
Na(3p)+I. As a consequence of the control pulse, the final asymptotic population
on the first excited surface, Na(3s)+], is depleted and the ratio of the product yield
in the reaction channel is changed. Femtosecond DFWM, tuned resonantly to the
Na D-line transition, is introduced at a fixed time delay (19.2 ps) after the pump
pulse to monitor the effect of the control pulse on the transition-state dynamics.

The spatial alignment of the pump, control and DFWM beams is depicted
in Fig. 6.4, bottom. The fs DFWM transient in the middle of Fig. 6.7 shows the
periodic depletion of the signal and the decay in the depletion amplitude with
time. This modulated depletion is a direct consequence of the control beam
opening up a window in the transition-state region. The temporal behavior is
identical, except for the sign, to that observed with LIF detection (Fig. 6.7, bottom)
in which a probe is tuned off-resonant. The observed behavior describes the

oscillatory motion in the adiabatic well and exhibits an overall decay due to the
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fractional escape at the outer turning point. These results establish the
applicability of fs DFWM to the study of reactions. It is worth noting that the IBM
group has observed the steps (and not the resonance) in the absorption detection
approach.8 Although DFWM is basically an absorption technique, its
background-free and sensitivity features are very important for this type of
application.

The depletion of the transition-state population may be described by a
kinetic model.26 We shall provide a simplified description to compare the fs
pump-control-DFWM technique employed here to a pump-control-probe method
with the LIF detection used in ref. 25. The pump pulse excites N molecules from
the Nal ground state into the adiabatic well. When the control pulse arrives, at a
time delay, t, after the pump, it excites a fraction, p1(t), of these N molecules. This
fraction p1(t) is of course maximum when the wave packet is located at the control
window at the control time t. The oscillatory motion and decay of the population
in the well is accounted for by the temporal dependence of pi(t). The second
excited state is thus populated by p1(t)N molecules, each of which will asymptote
to Na(3p)+1. The first excited state is depleted to (1-p1(t))N molecules that will all
become Na(3s)+I. By waiting (ps) for all molecules to dissociate, but not so long
(ns) that fluorescence has affected the excited state population, the final
asymptotic populations may be monitored with a fs probe pulse (and LIF) or
with fs DFWM. What is important is the difference population of the two levels
(Na 3s and 3p) involved in the resonant transition. This difference, (1-2p1(t))N,
can be monitored as a function of the delay time, t, of the off-resonant control,
revealing the first excited state dynamics, described by p1(t).

Femtosecond DFWM yields a signal (Fig. 6.7, middle) that is directly

proportional to the square of the population difference (see section 6.2) and hence

serves as a direct monitor of the dynamics:
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DFWM o (1-2p1(t))? N2. (6.9)
In the other control experiment, pump-control-probe with LIF detection,25 a
single probe pulse monitors the asymptotic populations, exciting a fixed fraction,
p2, of the final difference population to the Na(3p) level. The final Na(3p)
population, following probing, is thus given by:
A = p1(t)N + p2(1-2p1(t))N. (6.10)
This population subsequently decays via fluorescence on a ns time scale, and can
be monitored by collecting all the fluorescence.2? By omitting the final resonant
excitation (p2=0), the resulting conventional two pulse experiment (ref. 25; Fig.
6.7, bottom) yielded a fluorescence signal, B=p1(t)N. By subtraction, the
population difference is obtained:
A-B = pa(1-2p1 ()N " (6.11)
o< (1-2p1(t))N. (6.12)
We note that with DFWM a single transient sufficed.

6.5.2 Bimolecular Reactions

Above in section 6.5.1 it was shown that fs DFWM is well suited to the
study of unimolecular reactions. A natural extension of this approach is to
bimolecular systems, especially with the new features of sensitivity and
absorption. Such systems involve a broad range of collision processes where not
only electronic energy but also vibration, rotation and kinetic energy in different
internuclear coordinates must be taken into account. The collision process is of
the type,

A+BC — [ABC]i - AB+C (bimolecular), (6.13)
where [ABC]i denotes the collision complex, which forms on the ps to fs time

scale and determines the pathway to the final products. Using fs DFWM, a
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coherent signal can be produced at the internuclear configuration of interest,
revealing the dynamics with temporal resolution only limited by the width of the
laser pulses.

Collisions between excited alkali atoms and molecules in the gas phase
constitute an important class of such chemical processes. These systems provide a
means of studying the reaction dynamics and also the energy transfer from

electronic into ro-vibronic and kinetic energy (quenching) degrees of freedom:

A+ BC w.) - [AB C]i IR A + BC(V,]) + AEy;, (quenching) (6.14)
AB + C (reaction)

Fig. 6.8(a) illustrates the processes indicated in equation (6.14) in general. On the
left-hand side in this figure the collision of A* V;Iith BC initiates the processes.
After forming the collision complex, [ABC]i, two pathways are possible. The
complex may undergo quenching and separate along the same coordinate, A-BC,
or it may move on to a repulsive surface along the AB-C coordinate.

Of particular interest here is the well-known collision system, Na(nl)+H>,
which exhibits both reactive and quenching channels. For example, the reactive
nature of the Na(4p)+Hj system (to NaH+H) has been studied experimentally42f
44,74, 75 and theoretically.76f 77 The quenching pathway is exhibited by the
system, Na(3p)+Hp, which has received considerable experimental37l 38,39 and
theoretical36, 38, 47, 76, 77 attention and represents a prototype system for the
study of energy transfer processes. In addition this system also has a reactive
behavior to NaH+H if the Hy molecule possesses sufficient vibrational energy.78

Quenching processes have remained an active topic of research since the first

investigation in 1911 by Wood and Franck.”?
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The schematic in Fig. 6.8(b) shows a cut through the ground (X 2A1) and
first electronically excited potential energy surface of the Na+Hj collision system
in Cyy symmetry, which favors the quenching process. The horizontal axis
represents the distance, R, between the sodium atom and the center of the Hy
molecule.36: 37 The ground state is purely repulsive, while the excited state
shows a potential well (exciplex) at short R. The non-adiabatic crossing of the two
potential energy surfaces shown in this plot (6.8b) is responsible for the
quenching process. The crossing point lies at an energy below that of the excited
state asymptote (2.1 eV),36: 37 consistent with the experimentally observed high
efficiency of the quenching process.37f 80, 81, 82, 83

All studies on this system to date have employed nanosecond resolution to
examine the asymptotic properties. The nature of the non-adiabatic crossing,
which is similar to Nal, and the exciplex have not yet been fully characterized.
Recent quantum mechanical calculations have been performed to describe the
short-lived vibrational states of the exciplex36' 45 and the resulting yield
following quenching.46 The metastable states or resonances have a lifetime in the
picosecond or subpicosecond range. The motivation here was to take advantage
of the high sensitivity (background free laser signal) and time resolution of fs
DFWM to measure the dynamics in real-time of the Na+H3 collision complex. In
the following sections we first consider the case of atomic sodium. This system is
not only interesting in its own right but also ideal for studying different aspects of
fs DFWM and is a necessary precursor to understanding the dynamics of the
bimolecular system. Experimental efforts to study this latter system are presented

along with future directions aimed at further elucidating the dynamics of this

system.
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6.5.2.1 Atomic Sodium

These investigations were performed in the gas phase using the heat pipe
oven, described in the experimental section. Fig. 6.9 shows a diagram of the
lowest energy levels for the Na atom. For the 3p orbital, spin-orbit coupling
results in the 3pj/2 and 3p3/2 levels, which are separated by 17.2 cm-1.84 we
performed a number of experiments on this system. First we present a pump-
DFWM experiment, Fig. 6.10, in which both the pump and DFWM beams were
tuned to be resonant with the 3p « 3s transition. Note that the fs DFWM signal is
sensitive to (the square of) the population difference (see Theory), i.e., the ground
state (3s) minus the excited state (3p) population.

At negative time delay, the fs DFWM beams arrive first, probing the full
ground state population and thus yielding maximum signal. This signal, being a
fs pulse that emerges directly after the DFWM, is unaffected by the later arrival of
the pump pulse. For positive time, the pump arrives first and can influence the
DFWM signal. The pump excites a certain fraction of the ground state atoms into
the first excited state. The DFWM signal is consequently depleted since the
DFWM beams encounter a reduced population difference. The decay of the
depletion is determined by the excited state lifetime, T1, which is on a nanosecond
time scale (see Fig. 6.9), much longer than the range explored here. The sharp dip
in the signal at time zero is caused by a coherence coupling of the pump and the
DFWM beams. 18, 60, 85, 86

In Fig. 6.11, we show a different pump-DFWM type experiment, in which
an overall exponential decay (~3 ps) is modulated. The period (2 ps) of the
oscillations corresponds to the fine structure splitting (17.2 cm-1) of the 3p state.
Here, the three beams, which constitute the DFWM probe, no longer have the

same wavelength. Instead, two of the beams have a common wavelength of 589
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nm, resonant with the 3p « 3s transition, while the third was tuned to the 5s «
3p resonance at 616 nm. The monochromator was positioned at 616 nm to select
the signal at this wavelength. Strictly speaking, the scheme is not a pure DFWM
set-up, but rather the more general case (FWM) of a two-color grating8 7
experiment. The choice of wavelength was achieved by using the full continuum
generation output, with appropriate interference filters in the three FWM arms.
The two 589 nm beams produce a grating off which the third beam (616 nm) is
scattered. The grating beams are configured as 1 and 2 in Fig. 6.1, and the 616nm
beam as 3. This arrangement produced the scattered beam or signal in the
desired direction according to the phase matching condition (equation (6.1)).
Alternatively, the grating beams could have been 2 and 3, as was verified in an
experiment, not detailed here, which yielded a nearly identical transient.

The inset in Fig. 6.11 shows the pump-FWM scheme used in obtaining the
transient. The fs pump, being coherent, excites a superposition of the two
energetically separated 3p levels, that evolves in time with a period (see ref. 88;
pp- 18 of ref. 1) corresponding to the energy splitting. The oscillatory dynamics of
the 3p levels is accessed by the FWM probe at a time delay after the pump. The
modulations in Fig. 6.11 are complete in the sense that depending on the delay
time, the emerging fs laser signal can be controlled to be completely on or off.
This type of control of a laser beam, a control that is based on the coherent
superposition of two quantum states, is related to the recently developed
techniques of laser without inversion8? and electromagnetic induced
transparency.90

The transient in Fig. 6.11 does not exhibit a distinct coherence spike at time
zero as was seen in Fig. 6.10. The peaks in Fig. 6.11 are all separated by 2 ps with
the exception that the first peak is separated by 1.6 ps from the second. Reasons

for this may be the initial phase of the coherent superposition prepared, and the
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possibility of a coherent interaction at time zero of the pump and the two grating
beams of the FWM which have the same wavelength (589 nm) as the pump.

In Figs. 6.12 and 6.13 we describe the results of a pure DFWM-type
experiment, in which no pump beam is used. In this experiment (see section
6.3.2), two of the three incident fs DFWM pulses are kept temporally overlapped,
while the time delay of the third is varied. The oscillatory behavior (2 ps) is again
observed, with an exponential envelope. Due to the chosen pulse sequence, and
the common wavelength of the three DFWM beams (589 nm), a sharp coherence
spike is observed at time zero.18, 55 At negative time delay, the decay time for
the signal envelope is 7.4 ps, corresponding to half the polarization dephasing
time, T2/2. This T time (14.8 ps) is lower than that expected for a He pressure of
600 mbar using the Na-He collision cross section.?] We believe our transient may
still be influenced by absorption?-2 which shortens the decay in the transient as
shown below. At positive delay time, an asymptotic signal (on our time scale) is
expected, corresponding to a population decay time, T1,°° which is on a
nanosecond time scale. In addition, a short time behavior, also with a 2 ps
modulation, is observed with an exponential decay of ~2.3 ps.

Fig. 6.13 shows the influence of strong absorption leading to pulse
propagation effects?2 for the fs pulses. The conditions are the same as for Fig.
6.12, except the heat pipe was turned by 90° to increase the absolute number of Na
atoms encountered by the laser beams. According to ref. 22, at high optical
density the measured decay rate is mainly influenced by linear absorption and
dispersion, and not by the actual polarization decay time, T>. The transient
obtained here (Fig. 6.13) with fs resolution shows a more symmetric behavior

(than Fig. 6.12), as was observed in ref. 22, where 2 ps pulses were used.
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6.5.2.2 The Na+H; System

Elsewhere,?2 an approach was outlined for probing surfaces of full-
collision, bimolecular reactions using absorption and stimulated emission to
obtain the dynamics of collision complexes. Here, we first discuss our efforts to
investigate the Na(3p)+H; system and afterwards we give three possible fs
DFWM experiments aimed at characterizing the dynamics on any two surfaces
involved. The goal of the studies is to reveal the key features of the dynamics: the
quenching rate and period of the vibrational motion in the crossing region
(exciplex) as a function of excess energy.

All the Na+Hj experiments were conducted in a heat-pipe environment, as
already described in the experimental section, but using H; instead of He as a
buffer gas.44f 93 In an earlier experiment39 a ns laser tuned off-resonant at
various points in the red wing of Na to excite the complex and a ns probe laser
detected the substantially altered vibrational distribution of the product, Hy(v).

Here we wish to study the real-time dynamics of the collision complex. In
these experiments the fs pump pulse was tuned off-resonant and DFWM was
introduced at a time delay later as part of a fs pump-DFWM scheme, as described
in the methodology section. The pump wavelength (7 nm bandwidth) was tuned
in the range 595 - 620 nm, and was typically positioned at 600 nm. The DFWM
pulses were tuned in the range 580 - 630 nm, i.e., to both sides of the resonance.
The idea was that the pump pulse excites a wave packet at the outer region of the
bound NaH; exciplex (see Fig. 6.8(b)) and the evolution of the system would be
detected by the fs DFWM, revealing the vibrational motion in the well and the
time scale for the quenching process. With the DFWM wavelength in the range
580 - 620 nm, only dynamics similar to that of atomic sodium as described above

were observed. An increase in the Hj pressure by one order of magnitude (from
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500 mbar) to raise the number of collision complexes by one order of magnitude
still did not reveal any bimolecular dynamics (see Fig. 6.14). The increase in
pressure also lead to more Rayleigh scattering appearing as straylight noise. In
addition, different temperatures were chosen to increase the Na and thereby the
NaH; concentration. Due to the significant effect of absorption at high
temperatures, the chosen range was restricted to 180 - 270°C, corresponding to a
Na density range of one and a half orders of magnitude.

Fig. 6.14 (left) shows a set of fs DFWM experiments in the bimolecular Na-
Hj system performed at three distinct H pressures (0.5, 3.6 and 6.8 bar) and at a
temperature of about 250°C . The wavelength of the DFWM pulses were tuned
off-resonant to 605 nm, more than 15 nm to the red of the Na D-line. The
oscillations (2 ps period) corresponding to the D-line splitting are still visible
except at the highest pressure. The signal intensity decreases with increasing Hp
pressure, and added pressure leads to a faster decay of the envelope due to a
faster dephasing time with higher Na-H; collision frequency.

The right-hand side of Fig. 6.14 shows fs DFWM transients (top) for the
Na-He system detection at (i) 589 nm and (ii) 616 nm. The He pressure was 0.6 bar
and the temperature 190°C. The difference in the peak positions (820 fs) is due to
differences in the optical path length as a result of using the full continuum
profile (no spectral filters) in each pulse, and due to the difference in the signal
generation processes yielding the detected wavelengths. Spectra (Fig. 6.14 right,
bottom) of the DFWM signal in the red wing were taken at the two fixed time
delays corresponding to the main peaks in the transients as indicated. With the
time delay fixed at the peak of transient (i), the main Na-D line is seen with a
DFWM signal still existing far away from this resonance in the red wing,
indicating the great sensitivity of fs DFWM (see Appendix). The peak at 616 nm

appearing when the time delay is set to the other position, (ii), indicates that at
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this wavelength, there is a dominance of the two-color grating process (see also
Fig. 6.11).

With the pump and DFWM both still in the red wing close to the Na
D-line, only the atomic sodium dynamics could be observed. To see the
bimolecular dynamics, it is therefore necessary to tune the wavelength of one or
both of these very far to the red. With our CPM fs laser system, it was not feasible
to realize the tuning further to the red of resonance with sufficient intensity. A
higher intensity should overcome the small population of NaH; collision
complexes frozen on the fs time scale in the off-resonant pump window (see
Appendix); more intensity in the DFWM (~ I3) pulses, maintaining a good beam
profile and divergence, should enhance the detection. A Ti:Sapphire fs system
provides a means of tuning to the infrared with high intensity and offers a
possibility to detect the bimolecular dynamics in a variant scheme of transition-
state spectroscopy.94 It will also allow us to carry out the control experiments
described in the article by Polanyi et al.%% In the following we offer three possible
fs DFWM approaches Wi‘liCh, using higher intensities, promise to yield
information about the ground and excited-state dynamics of this bimolecular
system.

The top section of Fig. 6.15 shows a fs pump-DFWM type experiment (see
section 6.3.3) in which the pump is tuned to be just off-resonant, to the red, of the
Na D-line. The pump creates a wave packet on the excited state surface. Due to
the kinetic energy of the ground state molecules in the pump window, the total
energy of the excited molecules can exceed the asymptotic level, Na(3p)+Ha.
Therefore, a fraction of the wave packet moves out and is detected via fs DFWM,
resonantly tuned to the Na (4d « 3p) transition. The remaining population of the

wave packet, however, moves directly into the well, reaching the non-adiabatic

crossing region, where some are quenched. The rest of the wave packet is
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reflected and moves back on the excited state surface, reaching the outer turning
point where reflection and partial escape occur. As a consequence of this
dynamics, a stepwise build-up of the Na(3p) results, and should yield a transient
as indicated in the top right of Fig. 6.15. Analogous to the observed stepwise
behavior for Nal (Fig. 6.7, top), the period and crossing probability may be
extracted.

The middle part of Fig. 6.15 shows a pump-control-DFWM (see section
6.3.4) scheme. Similar to the control experiment performed on Nal, a control
pulse is introduced to intercept the wave packet in the transition state. Here, the
control depopulates the excited state via stimulated emission to the ground state
at a window determined by the control wavelength. By varying the time delay of
the control, a depletion-type transient reflects the dynamics, and, by repeating
this at several discrete control wavelengths, the potentials can be mapped out.

The bottom section of Fig. 6.15 shows a different pump-DFWM set-up
where the DFWM is tuned to the infrared, directly probing the nascent quenched
molecules at short internuclear distance. Tuning A to the infrared will eliminate
the influencel® of sodium dimers present95 because A then lies to the red of the
A-X absorption band of the dimers.?®  This clocking experiment yields
information, not only about the period, but also about the crossing time and the
quenching probability. By varying the pump wavelength it should be possible to
map out the outer regions of the potential at which there is appreciable initial
ground state population.

Femtosecond DFWM is a method similar to absorption and therefore is
capable of monitoring collision complexes directly. Similar to the linear
absorption experiments of Brooks and Curl,%7: 98 and the recent experiment of
Marvet and Dantus,99 the laser is tuned off-resonant in order to probe the

dynamics of the complex at a particular configuration. As discussed in the
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Appendix, the present approach, besides offering the background-free and large
sensitivity features, allows one to observe an enhanced density for a given
internuclear separation and maintains the correct zero of time without collisional

smearing out at long times.

6.6 Conclusions

In this paper, we introduced the technique of degenerate four-wave-mixing
(DFWM) as part of the methodology for femtosecond transition-state
spectroscopy in the gas phase. This non-linear optical technique of DFWM with
this fs time resolution is described and applied to unimolecular and bimolecular
systems. Specifically, we examined the transition-state region of the unimolecular
Nal and bimolecular Na+Hj systems, and we detailed different aspects of DFWM
on atomic Na. A variety of fs pulse-sequenced DFWM schemes were designed to
probe different characteristics of the dynamics, and to measure the coherent and
population decays of complexes. ‘

A key feature of this fs DFWM approach is that it may be used to detect
ultrafast dynamics with high sensitivity in systems where other means of
detection, such as LIF or MPI, are not applicable. The fs temporal resolution
combined with a background-free, highly collimated coherent signal makes the
approach unique for studying the dynamics of reactions, especially under
conditions of low concentration in collision systems. The aspect of relative
polarization of the laser beams may also be exploited as in other probe methods.
In femtochemical studies, the potential of this fs DFWM approach demonstrated

here should prove useful for other applications.
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6.7  Appendix: Density of Collision Complexes for a given Laser Pulse Width

We wish to compare the number of collision complexes that may be probed
using fs vs. ns laser pulses. This number, N, is giveﬁ by

N =Voljyt * Peomplex(R/AR) | (6.15)
where Volint is the total interaction volume of the laser beam and the molecules
in the sample:

Vol =n-a>-L (6.16)

where a is the beam radius and L is the interaction length. The concentration
(density) of collision complexes resonant with the laser is Peomplex(R,AR), where
R is the internuclear separation corresponding to the resonant wavelength and AR
is the range resonant with the pulse, corresponding to the spread in wavelength
(energy) in the laser pulse.

In a bimolecular collision of A and B, consider one partner A and the
number, Ng(R,AR), of B's in the "resonant shell" in the volume, AV =4r- R%-AR,
between R-AR/2 and R+AR/2:

Ng(R,AR) = pg(R)- AV.
B( )=pp(R) 617)

(When AR is not small, AV = —g-n{(R+ AR /2)® = (R- AR/ 2)%} should be used).

The concentration of partners, B, in (R,AR) is given by

ps(R,AR) =PB -£(E(R)), (6.18)

where the concentration of B with any energy is pf and

HER)) = jf(E)-dE
E(R)

(6.19)
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is the probability that B has an energy above or equal to the required E(R) to be at
position R, and f(E) is the Maxwell-Boltzmann distribution for the thermally

equilibrated system: 100

__2 [_E_]
f(E)= (nkT)3/2 EV*-exp d (6.20)

The function, f(E(R)), becomes unity for on-resonance probing where E(R)=0, and
for the collision complex the function decreases from 1 toward 0 as the
internuclear distance is decreased and the potential energy increases above the
thermal energy level.

The concentration of A-B complexes is then the concentration of A's

multiplied by Ng(R,AR):

_ .0 .0 2 7
pcomplex (R,AR) = PA PB- 4m-R*-AR- f(E(R)) (6.21)

The factors p and p} are independent of the lasers. The internuclear position
R =R(E) and the factor f(E) depend only on the central wavelength of the laser
and not on the temporal width of the pulse. AR = AR(E, AE) is the only factor that
depends on the temporal pulse width as it depends on the window or resonant
energy range, AE, on the potential energy surface.101 Therefore, for a given
central wavelength of the laser pulse, R is fixed, and using equations (6.15) and

(6.21) the following is noticed:

AE
N o< AR = 2=
— (6.22)

where AE is the laser bandwidth and m is the slope of the potential energy surface
atR:
AR - (6.23)

Due to the broad laser bandwidth of a fs pulse (e.g., AE~150 cm1 for a 100

fs pulse), the number of molecules excited may be large, compared to the pulse in
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the ps to ns range where the bandwidth is typically much smaller and only a
small shell volume is accessed. However, the discussion above is based on the
assumption that there are no collisions during the pulse duration. For ns lasers
this no longer holds true and the frequency with which collision partners move
into the shell volume during the pulse, increasing the number of accessible
complexes, must be considered. Nevertheless, by using laser pulées with longer
duration a direct observation of the dynamics is not possible anymore.

Figure 6.16 (lower part) shows a plot of Peomplex ¥S- R for two different
laser bandwidths: AE=1.8.10"2 eV, corresponding to a 100 fs transform limited
pulse, and AE=1.8.10"7 eV, the width for a 10 ns transform limited pulse. A set of
typical conditions for a gas phase cell experiment are chosen: p%=1.1014 cm-3,
p8=1-1012 cm-3 and T=250°C. The curves in this figure indicate the decreasing
concentration at shorter R where the potential rises above the thermal energy
level. The potential used in the calculations of these density curves is shown in the
upper part of Fig. 6.16 and is a single exponential decay:

V=V, -exp[— R —LRO}

(6.24)

where Vo=3eV, Ro=1 A, and L=1 A.

The internuclear separation at which the laser bandwidth becomes
comparable to the energy above the asymptotic value of the potential signifies the
transition between the existence of a complex (off-resonant probing) and the
presence of free collision partners (on-resonant probing). Equation (6.21) is valid
for internuclear separations shorter than this upper bound for the existence of a
complex. For a larger bandwidth, this position occurs at smaller R and is the
point at which the curve for the concentration of the complexes must be

terminated. This is shown in the case of a 100 fs pulse in the lower part of Fig.
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6.16, where the curve ends at R~6.5 A. For a discussion of the position used in

distinguishing between off- and on-resonant probing see ref. 102.
6.7.1 Application to Na+H; Collision System

In the case of the bimolecular Na+Hj system, the concentration of collision
complexes is calculated using equation (6.21) and the following parameters:
T=250°C, pH2 = 1 bar, Apy= 595 nm (and so R= 4.5 A), AA= 5.5 nm (implies AR=
0.7 A). At the temperature of 250°C the Na vapor pressure has a concentration of

P =31-10%m™=. An H; pressure of 1 bar implies a density of

P, =14-10%ecm™.  The T and R specify that f(E(R))=0.92. Hence
Peomplex(Na—Hjp) =7 10°cm™3. This is to be compared with on-resonant probing
where the relevant concentration is simply p%,=3.1-10%em™. The
concentration of the complex at the given condition is then 450 times smaller.
However, by using a 10 ns (transform limited) pulse, the density of collision
complexes decreases to an amount of about pcomplex(Na—Hz)z1.3-106cm"3,
which is 54000 times smaller than the density obtained in the complex using a 100
fs pulse. Note that at this pressure of 1 bar, the average collision time is ~ 50 ps,

using a van der Waals cross section of 51 A2,
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6.9  Figure Captions and Figures

Fig. 6.1 Schematic showing the configuration of the incident pump beam
and the three DFWM laser beams. A lens focuses the femtosecond pulses into the
sample cell (quartz cell in oven, or heat-pipe oven), generating the femtosecond

DFWM signal beam, which is spatially selected and subsequently collimated.

Fig. 6.2 (a). Three monochromatic laser beams, resonant between two
energy levels, generate a degenerate four-wave-mixing beam (wprwmMm) of the
same frequency. (b). Wave vectors of the three incident beams (k1, kp, k3) and
the emerging signal beam (kprwm) oriented in the folded boxcar configuration.
This produces exact phase matching throughout the (gas) sample in addition to a |

spatially separable signal beam.

Fig. 6.3 Femtosecond DFWM process illustrated in terms of a transient
grating picture. (a) The electric fields, E1 and Ey, of two incident fs pulses set up
an interference pattern that writes a grating into the medium. The grating has a
spatial periodicity or grating constant, d, that depends on the common
wavelength, ApFwM, and the crossing angle, ¢, for the intersecting beams. (b)
The third incident fs pulse encounters this transient grating and undergoes Bragg
scattering, creating the fourth pulse indicated, the fs DFWM signal pulse, which

travels in a direction consistent with the phase matching condition.

Fig. 6.4 Three different techniques involving femtosecond DFWM and used
to probe the ultrafast dynamics of gas phase atomic or molecular systems. The
temporal pulse sequence is presented with its corresponding spatial beam

configuration for each technique (see Methodology section).
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Fig. 6.5 Experimental setup showing the femtosecond pulse production, the
generated pump, control and three DFWM beams (1, 2, 3), the sample cell and the
detection of the emerging femtosecond DFWM laser signal beam. Computer-
controlled actuators were used to vary the relative arrival time of the femtosecond

pulses. Only one actuator was moved in an experiment to obtain a transient.

Fig. 6.6 Potential energy surfaces relevant to the dissociation of excited Nal.
A pump pulse excites the molecule which then vibrates with a fixed period in the
adiabatic well, formed by the crossing of the ionic ground state and the lowest
excited covalent state. A constant fraction of the excited wave packet escapes out

at the outer turning point of the motion, yielding a stepwise build-up of neutral

Na and I products.

Fig. 6.7 Three distinct femtosecond experiments performed on gaseous Nal.
Top A pump pulse (308 nm) initiates the excited state dynamics which is probed
by fs DFWM at a certain time delay later at the resonant wavelength of the Na D-
line (589 nm). The DFWM signal data show the expected stepwise accumulation
of the product. Middle The fs DFWM beams are now kept at a fixed time delay
(19.2 ps) after the pump pulse. A fs control pulse (616 nm) is introduced at a time
delay after the pump. It further excites part of the wave packet from the transition
state to a second excited state which asymptotes to Na(3p)+I. As DFWM is
sensitive to population difference, periodic depletion of the signal results with the
frequency of the oscillatory motion in the well. Bottom A fs pump(308 nm)-
probe(616 nm) experiment with LIF(589 nm) detection. The data show the same

oscillatory behavior observed with DFWM detection above.
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Fig. 6.8 (a) Shown are the two possible channels for a general bimolecular
system as described by equatioh (6.14): the quenching process where the
separation is along the same coordinate, A---BC, and the reactive channel along
the AB--C coordinate. (b) Sketch of the ground state and first excited state
(exciplex) of the Na+Hj; system in Czy geometry. The ground state is purely
repulsive while the excited state has a well at short separation. The excited state
collision complex is quenched by a non-adiabatic crossing of the two surfaces at
short internuclear separation. The ground state has a thermal population which

restricts its distribution of complexes, inhibiting population at short separations.

Fig. 6.9 Energy diagram of sodium atomic energy levels and wavelengths
associated with allowed transitions. The natural radiative lifetime is presented

below each level.8% The fine structure splitting of the 3p level is indicated.

Fig. 6.10 Transient obtained in a pump-DFWM-type experiment with the Na
(600 mbar He) atomic system. The pump wavelength was 589 nm as was the
wavelength for the three DFWM beams. The pump and probe laser bandwidth
was 10 nm (FWHM). A 0.7 nm bandwidth at 595 nm was selected from the
DFWM signal spectrum by the monochromator. The resulting signal exhibits

depletion at positive time delay, i.e., when the DFWM beams arrive (together)

after the pump pulse (see text).

Fig. 6.11 Femtosecond transient showing coherent oscillations with a 2 ps
period corresponding to the fine structure splitting of the Na 3p level. A
femtosecond pump pulse (589+5 nm) prepares a coherent superposition of the
two levels that evolves in time. The oscillating wavefunction is probed at a time

delay later by means of femtosecond four-wave-mixing (589/589/616) yielding a
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616 nm femtosecond laser signal pulse. The femtosecond FWM probing method
used in this particular experiment constitutes a two-color grating scheme. A He

buffer pressure of 500 mbar was used.

Fig. 6.12 Femtosecond transient showing the DFWM signal obtained for the
Na (600 mbar He) atomic system. The technique is as per Fig. 6.4 (top) with a
common wavelength for the three beams of 589+5 nm. The oscillations (2 ps
period) match the difference frequency in the Na 3p fine structure splitting (17.2

cm-1). The exponential decay time of the signal envelope is discussed in the text.

Fig. 6.13 Femtosecond transient obtained in a DFWM-type experiment. Two
of the three incident pulses (1,2} arrive simultaneously and the third (3), also of
the same wavelength (589 nm), comes at a time delay later. The Na crossed heat-
pipe oven was turned 90° from its normal orientation, to have the lasers now pass
through the arms with the heating coils. The substantial absorption in this setup
causes a pulse propagation effect, leading to a more symmetric transient with

signal mainly near time zero (see text).

Fig. 6.14  (Left) Fs DFWM transients obtained in the Na-H; system by
detecting in the red wing at 605 nm. at three different Hy pressures. Full
continuum is used for each of the three incident DFWM pulses and the detection
is selected using the monochromator (7.2 nm bandwidth). Good signal-to-noise
ratio is achieved even this far in the red wing. (Right) The top part shows fs
DFWM transients detecting at (i) 589 nm and (ii) 616 nm for Na with He at a
pressure of 0.6 bar. The spectra at the bottom are taken at the peaks of transients

(i) (a and b) and transient (ii) (c). Spectrum (b) was performed by removing a
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neutral density filter, increasing the intensity admitted to the monochromator by

a factor of 1000. The peak in (c) is centered at 616 nm.

Fig. 6.15  Three schemes relevant to the study of the bimolecular collision
complex system, Na+Hj. Top A pump pulse excites ground state compiexes ina
just "off-resonant" transition. The excited wave packet, with initial kinetic energy,
similar to that on the ground state, will oscillate in the well, being quenched at
short separations and escaping out at the outer turning point. Femtosecond
DFWM (569 nm) is used to resonantly probe the stepwise build-up of free Na
(3p). Middle: A fs control pulse is introduced to deplete the excited state
population at Na-Hj separations shorter than that accessed by the pump. The
aim is to deduce the ground and excited state potential energy surfaces. Bottom A
clocking fs pump-DFWM experiment with the DFWM tuned to the infrared (e.g.,
with fs Ti:Sapphire laser) to detect the quenched Na+Hj complex as it arrives on
the ground state surface. The pump wavelength may be tuned to map out the

potential energy surfaces at large Na-H; separations.

Fig. 6.16 (Top) Potential energy surface showing a typical repulsive ground
state for a bimolecular collision, together with the Maxwell-Boltzmann
distribution, revealing the fraction of particles of sufficient energy, relevant to
equation (6.19). The bandwidth of the laser pulse defines an energy range, AE,
corresponding to a window, AR, centered at an internuclear separation, R.
(Bottom) Density of collision complexes as a function of R for two different laser
bandwidths corresponding to transform limited pulses of FWHM = 100 fs and 10
ns. The densities of the collision partners, A and B, are set to ple .1014 ecm-3 and
pB=1-101% cm3. A typical temperature of T=250°C is chosen and this governs the

Maxwell-Boltzmann energy distribution, f(E), indicated in the top right corner.
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Appendix A

Kinetic Model: General Formulae and Derivations
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A.1 General Formulae for Transient Intermediate Measurements

Fig. 3.8 shows the level diagram for the kinetic model relevant to transient
intermediate detection. The scheme was introduced in section 3.1.3.3 and the
general solution is presented here. At all times when the pump (t*=0) and probe

(t*=t) are not present, the system evolves with the rates ki, kp, fg and f¢:

dng/dt* = -(k1+{g)np ; (A.la)
dnc/dt* = king - (ko+fc)nc; (A.1b)
dnp/dt* = konc; (A.1c)
dng/dt* = fpng; (A.1d)
dnyg/dt* =fcnc . (A.1le)

Before the pump arrives (t*<0) state | A> with N molecules is the only populated
state. The pump excites FpyN molecules to |B> at t*=0. The system then evolves
according to equations (A.1) until the probe arrives at t*=t. The probe excites
BFpmp(t*=t) molecules from B> to |E>, and (1-B)Fpmnc(t*=t) from 1C> to |F>,
where Fp;=60EpsApr/(hctR2). For t*>t, the system again evolves according to
(A.1), but now with initial conditions being the populations, nj(t*=t*), just after
the probe has transferred molecules from |B> to |E> and from |C> to |F>. As
explained in section 3.1.3.3, the evolution for t*>t does not influence the
populations of states |E> and |F>. The molecular response functions for the
detected levels (1E>, |F>, |G>, IH> and | D>) are the final (t*—ec) populations,
each a function of the pump-probe time delay, t. The limit t*—e must therefore
be imposed on the solutions to the differential equations and when this is done
the following molecular response functions are obtained:
MEg(t) =0, t<0, (A.2a)
=Fp,Fp NBexp[—(k; + f)t], t20; (A.2b)



276

ME(t) =0, t<0, (A.3a)

_ _ k) _ — exp[~
=Fp,FpN(1 ﬁ)k1+fB_(k2+fC)(exp[ (kq + £ o)t - expl—(k; +fp)t]),

t>0; (A.3b)
B f5 (1, t<0, (A.4a)
Mg(t) = FPuN—k1 +fg {1 — FpBexpl-(k; +fp)t], t=0; (A.4b)
M= FoN—K_fe |1, t<0, (A.5a)

kitip ko +ic 1—Fpr[ﬂexp[—(k1 +Ep)t]

ki +fp

1-b
+ )kl"'fB—(kz"‘fc)

(exp[—(k2 +fo)t]—exp[—(k, + fB)t])} ,t20; (A.5b)

MD(t)zFPuNklz.lf kl:~2f - e
177 "2 IC 1—Fpr[ﬁexP[~(k1+fB)t]

ki +fp
kg +fpg —(ky +£¢)

+(1-b) (exp[—(k;,_ +fo)t] —exp[—(k; + fB)t])] ,t20; (A.6b)

Population ME is seen to follow a single exponential decay with rate kj+fg as
would be expected from section 3.1.3.1(a). Mk is a bi-exponential, building up
with the faster of the two rates (k1+fg) and (ko+fc) and decaying with the slower.
The first minus sign appearing in each of the expressions for Mg, My and Mp
indicates that depletion is occurring as a result of probing. The depletion of 1G>,
a depletion which shows a decay with rate kj+fg, is analogous to the fluorescence
depletion discussed in section 3.1.3.1(c). Mp is obtained from My by an
interchange of ky and fc 1n the expression for My.

Suppose that |E> and | F> can not be detected separately, but rather their
sum is what is experimentally observed:

Mions(t) = ME(t) + ME(t), | (A7)
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Mions(t) =0, t<0, (A.8a)
= FPuFPrN[ﬂexp[—(kl + fB )t]

k;
ki +fg —(ky +1fc)

+(1-p) (expl—(ky +fc)t]—exp[—(k; +f B)t])], t20. (A.8b)

This expression is quite similar to that for My (and Mp). One noticeable
difference is in the term containing (1-B): in Mjons there is a k; whereas in My
there is a k1+fg. If we consider the case where fg<<kj, as would be the case, for
example, if fg were on a nanosecond time scale and kj were in the picosecond or

femtosecond regime, we obtain:

My(t) =
Fp,N—C {1 | t<0, (A.9a)
kptfcl,_ Fpr[ﬂexp[-klt] +(1- [3)%(%1)[—(1(2 +fo)t]- exp[—klt])],
17827 1C

£0;  (A9b)

Mijons(t) =0, t<0, (A.10a)
= FPqurN[ﬁexp[—klt] +(1- ﬁ);——l—?——f——(exp[-(b +fo)t]- exp[—klt])}
178%271C
t20. (A.10b)

The temporal behavior of the fluorescence depletion signal and the ion signal are
now seen to be identical, the signals differing only in their overall magnitude: the
depletion signal is smaller by the factor fc/(ko+fc).

In analogy with the explanations in section 3.1.3.1(d), the signal obtained in
an absorption measurement as a function of the pump-probe delay time will be

proportional to Mjons as given by (A.8) above, or (A.10) when the restriction

fp<<k applies.
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A.2 Transient Intermediate Measurements with Rates Faster than

Fluorescence

Fig. 3.8 shows the kinetic model considered for transient intermediate
measurements, and the discussion here is restricted to the region where fg<<kj,
and fc<<kp. In this region, the signal considered, M(t), is that given by equation
(3.38). First, the special case kj=k; is discussed and in the second section a
methodical analysis is carried out to describe the shape of the signal for all

possible values of the rates, ky and kp, and the probing parameter, f.

Case ki=ka

Here the case is considered where the rate, k1, at which the intermediate
state, | C>, is populated from |B> equals the rate, kp, at which the intermediate
decays. When ki=kp, the resulting signal can be found by applying the limit
ko—k; to equation (3.38) and using L'Hopital's rule, yielding:

M(t) = [B+(1-B)kt] exp[-k1t]. (A2.1)
If 0<P<0.5 this signal will increase, from a value of B at t=0, to a maximum value
of (1-B)exp[-(1-2B)/(1-B)] at t=ki1(1-2B)/(1-B), before decreasing towards an
asymptotic value of 0 at long times. To the eye, the overall shape resembles that
of a bi-exponential with a rise and a decay, and with an initial value () at time
zero. If, however, 0.5<B<1 then M(t) is a monotonically decreasing function,
starting off at a value of B at time zero and approaching the asymptotic value of 0

at long time. The shape resembles that of a single exponential decay.
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A.2.1 General Description of the Molecular Response Function

Having presented these special cases we will now proceed to understand,
in detail, the shape of the signal, M(t), given by (3.38). This signal can be
understood by considering a and b, and whether each of these is positive,
negative or zero. The three different cases for b are considered, with subcases for

a, if the restriction on b does not already fix the value of a.

Case (i) b=0
This occurs if =1 or if k;=0. If B=1 then a=P=1 and M(t)=exp[-kit], a single
exponential decay with rate k. If k=0 then a=B and M(t)=, i.e., a constant signal

as there is no decay of state |B>. In cases (ii) and (iii) below, 0<p<1 and k1>0

because if B=1 or if k1=0, then b=0, which is case (i).

Case (ii) b>0
From (3.38c), the condition b>0 is equivalent to ko<kj as f#1, and so

0< ko/kq <1. (A.2.2)

Subcase (ii.1) b>0, a>0
With both a and b positive, the molecular response function, (3.38a), is a bi-

exponential with both rates ki and k» in the decay, as shown in Fig. A.2.1. The

condition a>b is equivalent to

B> (2-ka/kq) L. (A2.3)
Combining (A.2.2) and (A.2.3) yields:

05<(2-ka/k)1<B<1. (A24)
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Therefore, the signal, M(t), will have both rates in its decay (and none in the rise),
as shown in Fig. A.2.1, if and only if ky is slower than ki (c.f. (A.2.2)) and B
satisfies (A.2.4).

The two rates are indicated in Fig. A.2.1 as being distinguishable. This is
the case if ks is not close to k1, and of course in the limit ky>>k1, the two rates are
easily distinguished, as shown in Fig. 3.10(a), as they are essentially on different
time scales. If ky (>ki) approaches ki, then the shape of the transient may at first
sight not seem to be a bi-exponential, even though both rates are in the decay. In
the ‘limit ko—k; (discussed at the start of this appendix) and with 0.5<B<1, the
transient resembles a single exponential decay (although it is not).

If B is very close to 0.5 (low amplitude for k; component) or to 1 (low
amplitude for ky component), then it may also be difficult experimentally to see -

that the transient is truly a bi-exponential.

Subcase (ii.2) b>0, a<0

With b positive, ka must be in the decay. With a being negative, ki contributes

with a term that increases with time. Using (3.38b), the condition a<0 is

equivalent to B=0 or 0<B<(2-k2/k1)1. Combining these with (A.2.2) yields
0<P<(2ka/k)l<1. (A.2.5)

As discussed in section 3.1.3.3, the signal exhibits a maximum at a time given by

(3.42), if 0<P<0.5, but if 0.5<P<1, the signal has no maximum and is a

monotonically decreasing function with time. Fig. A.2.2 (a) and (b) shows these

two caSes.

Subcase (ii.3) b>0, a=0

In this case (3.38) implies that the signal reduces to M(t)=b exp[-k; t]. The

condition that a vanishes implies
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B = (1-P)k1/ (k1-k2), (A.2.6)
and hence b=p, leading to M(t)=B exp[-kat], as shown in Fig. A.2.3. The condition
b>0 and equation (A.2.6) prévent B from being 0 or 1. Therefore, k1>0, and (A.2.6)
may be rearranged to give p=(2-kp/k1)1. Combining this with (A.2.2) yields

05<P=(2ky/ky)l<1 (A27)
The molecular response function will consequently exhibit a pure exponential
decay with kj, as shown in Fig. A.2.3, if énd only if conditions (A.2.2) and (A.2.7)
are met, i.e., kp is slower than kj and B happens to be exactly (2-kz/kj)'l. In
section 3.1.3.3, the limit k1>>ky was considered. In this regime, B approaches 0.5

and Fig. A.2.3 becomes Fig. 3.10(b).

Case (ii) b<0
From (3.38c) this case leads to 0<p<1 and ky>k;>0 or

0<ki/kyp<1. ‘ (A.2.8)
The case B=0 was illustrated in section 3.1.3.3, and in the subcases it is then

relevant to consider the following range for the probing parameter:

0<P<l (A.2.9)

Subcase (ii.1) b<0, a>0
For positive a, k1 must be in the decay. With b being negative, kp contributes with
a term that increases with time. How this affects the shape of the transient
depends on B as described below. Since ki-kz<0, the condition a>0 is seen from
(3.38b)'to be equivalent to

1/B > 2-ka/k;. (A.2.10)
If k1<kp<2k; then this equation leads to B<1<(2-ka/kp)1. If 2kj<k; then equation
(A.2.10) leads to 1/p>0 which implies B>0. If 2kj=k» then a=1 and b=-(1-B), and
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so the condition b<0 prevents  from being 1. Therefore, the values of k; and kj
do not introduce any restriction on § beyond (A.2.9).

The condition for the existence of a maximum was covered in section
3.1.3.3 and, with the range of B restricted by (A.2.9), this condition takes the
following form: if 0.5<B<1 there is no maximum, but if 0<B<0.5 there exists a
maximum at a time delay given by equation (3.42). The shape of the transient is

as indicated in Fig. A.2.4, (a) and (b).

Subcase (ii.2) b<0, a<0
This condition is impossible as a=B-b and B is non-negative. Physically, M(t),

given by (3.38), represents population(s) and can not be negative.

Subcase (ii.3) b<0, a=0
Again, this condition is not physically possible for the same reason as was given

in the subcase above.
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A.2.2 Figure Captions and Figures

Fig. A2.1 Molecular response function, M(t), for the transient intermediate
measurements in which two conditions hold: (i) the rate of decay of the

intermediate, kp, is slower than the rate, ki, at which it is populated, and (ii) the

probing parameter lies in the range 0.5<(2-ka/k;)1<B<1.

Fig. A22  Signal, M(t), for transient intermediate measurements in which kj is
slower than k; and the probing parameter, B, lies in the range 0<B<(2-kp/k1)-1<1.
(a) The case where 0.5<B. The signal is a monotonically decreasing function with
time delay, t. The rate k; makes the early part of the transient decay less slowly
than at long time, where the decay approaches a single exponential with kj since
kp<ki. (b) The case 0<p<0.5, showing the existence of a maximum reached at a

delay time, tmax, which is of order 1/k;. The rate k3 is in the decay.

Fig. A2.3 Signal for transient intermediate measurements in which the
probing parameter, f, is such that the signal is a pure single exponential decay
with rate ky. This unique case occurs if B happens to equal (2-kp/k1)"1, and at the
same time kp<kj must be satisfied. For example, if ky were close to ki, this would

occur if B were close to 0.5.

Fig. A24 Molecular response function, M(t), for transient intermediate
measurements in which the rate of decay of the intermediate, kj, is faster than the
rate at which it is populated, kj, i.e., ko>k;. (a) For 0.5<f<1, the signal decreases
monotonically with the pump-probe delay, t. At long time the decay is mainly
with kj. At early time, O(1/ky), the decay is not as fast due to the contribution of

the term with ky in M(t). (b) For 0<P<0.5, the signal rises to a maximum located



284

at a delay, tmayx that is of order 1/k;. At longer time the signal decays and does

so mainly with kj.
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M(t) = a exp[-k,t] + b exp[-k,t]
a>0, b>0 & ky<k, and 0.5<(2-k,/k,)"1<B<1

I [

Fig. A.2.1
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M(t) = a exp[-k,t] + b exp[-k,t]

a<0,b>0 < ky<k, and 0<p<(2-k,/k,) <1

A
1 —

(a)

0 t,..-O(1/k,)

Fig.A.2.2
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M(t) = a exp[-k4t] + b exp[-k,t]
a=0, b>0 & k,<k, and 0.5<B=(2-k/k,) <1

A
1 —

B —_— -

0.5 — /

Fig. A.2.3
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M(t) = a exp[-k,t] + b exp[-k,t]
a>0, b<0 & ky>k;

3
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Appendix B

Femtosecond Vibrational Transition-State Dynamics in a Chemical Reaction
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Femtosecond vibrational transition-state dynamics in a chemical reaction

S. Pedersen, L. Bafiares, and A. H. Zewail

Arthur Amos Noyes Laboratory of Chemical Physics,” Caiifornia Institute of Technology, Pasadena,

California 91125

(Received 27 August 1992; accepted 30 September 1992)

When excited directly, complexes in transition states
undergo nuclear motions characteristic of bound, quasi-
bound, or unbound dynamics. In elementary reactions, the
motions are on the femtosecond time scale and depend on
the dimensionality of the potential.' For example, in the
reaction ABA™ - A+ BA, there are two relevant coordi-
nates that describe the motion of the triatomic transition
state species, ABA™!: the symmetric and antisymmetric
stretch modes, in addition to the bend. Near the saddle
point, the motion is bound in the symmetric stretch and
unbound in the antisymmetric stretch (reaction coordi-
nate), and the complex could exhibit vibrational motion in
the symmetric coordinate, perpendicular to the reaction
coordinate. This quantized and bound motion is expected
to remain at infinity (i.e., final products) with well defined

- coherence, as observed experimentally' and studied theo-
retically.'?

The behavior perpendicular to the reaction coordinate
is different from the Feshbach-type resonance along the
reaction coordinate. For this type of resonance, popular in
reactive scattering (cross section vs energy), the motion is
quasibound along the reaction coordinate and the complex
is trapped (finite lifetime), but has no bound motion at
inﬁnity.J Transition state (TS) vibrational dynamics,
which are important to the understanding of the nature of
the potential in the TS region,*” are particularly relevant
to studies which directly or indirectly probe the TS. These
include emission* and Raman scattering during dissocia-
tion,® temporal dynamics,' photodetachment spectra,®
peaks in the continuum spectra of dissociation reactions, *
and structure (steps) in the rate constants vs energy.’

For systems with a large number of degrees of freedom
{NV), the situation is more complex. First, the one coordi-
nate, perpendicular to the reaction coordinate, is now re-
placed by the N-1 of TS theory.' Despite the large N,
quantum localization may occur on a dynamic potential.“
Second, the wave packet motion may suffer fast spreading
as its structure is now made of a large number of modes.
The isomerization of diphenylethylene (stilbene) is an ex-
ample of such a complex reaction with 72 modes; the re-
action coordinate is described by a single motion about the
double bond (torsional angle 9).1 The molecule at the cis
configuration is unbound (or quasibound) in the @ coor-
dinate, but, in principle, is bound along all the other coor-
dinates: a saddle point TS in its strict definition.

In this communication, we report the observation of
the femtosecond dynamics of the TS in the isomerization
reaction of cis-stilbene under collisionless conditions. An
isolated coherent motion that lasts for several hundred
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femtoseconds and depends on the total excess vibrational
energy has been observed. Such motion correlates with the
topology of the potential energy surface (PES) and repre-
sents a nonstatistical behavior. The experimental results
are compared with calculations on a mode! PES for the
reaction.

As shown in Fig. 1, the wave packet is initially pre-
pared by a UV femtosecond laser pulse. The temporal ev-
olution of the wave packet is then probed by resonance
MPI in a pump—~probe scheme.'® As in trans-stilbene, the
ionization efficiency of cis-stilbene is high due to the ex-
istence of resonant intermediate states, studied theoreti-
cally' and experimentally.'® The PES in Fig. 1 illustrates
the methodology.

The experimental apparatus has been described in de-
tail elsewhere.!” Here, the two beams (pump and probe
pulses, ~ 80 fs) were collinearly recombined and focused
into the ionization chamber, evacuated to ~ 10~ Torr.
The cis-stilbene used in these experiments was of very high
purity (99.98%), courtesy of the Saltiel group who have
used it in careful studies in solutions.'®

Figure 2(b) shows the measured transient for Apump
=306 nm, A, =2X612 nm. The decay curve is nonex-
ponential and shows a peak at a time delay of ~0.5 ps. The
transient has an exponential decay (lifetime) and the os-
cillatory pattern in Fig. 2(a) [see Eq. (1)]. The single-
exponential fit was obtained using a nonlinear least-squares
method where the finite and measured response function
was included. We have used the following molecular re-
sponse function to describe the population and coherence
decays:'9

M(t)=exp(—yt)-{a+bcos[w(r)-1]}, )

where v is the decay rate and a,b are constants. The time-
dependent frequency is w(t) =2n/(Ty+kt), where T is
the initial period (Fig. 1) and k gives its change with time.
The single-exponential fit of the transient gives ¥~ =307 fs
and a=1.37. For the data in Fig. 2(a), a=0, and we ob-
tained 5=0.25, T;,=360 fs, and k=0.42. The oscillatory
behavior was found to be independent of the relative po-
larization?® and intensity (linear regime) of the pump and
probe pulses.

Greene and Farrow™ were the first to measure the
initial decay of cis-stilbene in the gas phase. They reported
a single exponential decay with a long lifetime component
attributed to some trans impurity. As discussed above, the
decay is observed to be nonexponential with a peak struc-
ture. This behavior is lost when wider pulses are used. In
their case, the decay was reported to be 32020 fs and the
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FIG. 1. The potential energy surface describing the isomerization reac-
tion along the 8 and ¢ coordinates, maintaining all other degrees of free-
dom fixed (see text). The cut at the bottom showing the potential energy
vs 6 represents the twisting about the double bond. P' is the perpendicular
state with minimum energy along 6. The initial preparation of the wave
packet is by A, and the probing is by 2)X4, (through ionization). Note
that the zero of energy is different in the two figures. The initial wave
packet is at a2 nonequilibrium configuration, as determined by 4,.

laser pulse widths were 250 fs. Here, our pulses are shorter
by a factor of ~3, and the peak is clearly visible. Also,
there is no long decay component (trans impurity) in our
transients. Figure 2(b) shows the same set of data, but now
for a higher pump energy; note the shape near the t=0
region. The total vibrational energy was changed from
~4300 cm™! (at 306 nm) to ~6700 cm ™" (at 285 nm).?

In the isomerization region there are at least three an-
gular coordinates, out of the 72 modes, directly involved:
the C~C, torsional angle, @ (reaction coordinate), the C~
C.~Cp, in-plane bending angle, a, and the C~Cp, torsional
angle, ¢ (Fig. 3). Myers and Mathies®® estimated that the
torsional angle 8 increases from 9° to 34° during the first 20
fs (vide infra).

Petek ef al. % have addressed the issue of the dimen-
sionality of the PES. They concluded that the ¢ and a
coordinates must be considered not only in the isomeriza-
tion but also in the photocyclation.’® We have modified the
Frederick ef al. PES? to include a complete 6 depen-
dence®® for the system to reach large 6's, up to 7/2 and 7
(Fig. 1). To obtain the dynamics we have considered the
wave packet centered at the equilibrium configuration (8
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FIG. 2. F d transi b d from the A,=2306 nm and 285
nm experiments. (a) The vibrational resonance [cosine term of (1)] am-
plitude for 4;=306 nm was obtained from (b) after subtracting the over-
all decay component of Eq. (1) (see text). The smooth line is the best fit
using Eq. (1) (setting a=0) with the parameters listed in the text. The
same parameters (with a=1.37) reproduce the solid line fit in (b). Also
shown in (b) is the femtosecond transient obtained from the A,=285 nm
experiments. The smooth line is the result of the fit using Eq. (1) and
similar methodology to the 4;=306 nm data treatment. A single expo-
nential does not fit the data well, particularly at early times.

=9, $=26.8", a=124°) at +=0. The time evolution in
each coordinate was obtained by solving the equation of
motion for 8(1), a(t), or ¢(1), knowing the total energy
and the derived PES.

At the total energy of interest ~2600 cm™! (vide in-
fra), the wave packet motion in the 6 coordinate takes
~210 fs to end at 8=90". Along ¢, half the vibrational
period is ~ 340 fs, comparable to the decay time along 6.
According to the results of Fig. 2, the wave packet displays
not only a decay but also a significant spreading and a
change of the period. This is consistent with the motion
being along the 6 valley which “opens up” with time; the
period changes by kx time. The changes in the PES are
shown in Fig. 3, together with the representation of the
correlated motions at different &'s.

There are several points to be made here. First, the
absorption spectrum of cis-stilbene is unstructured,’ and
the results reported here indicate that this simply reflects
the steep slope of the potential in the Franck~Condon re-
gion; there are two time scales involved: one for the initial
dephasing and the other for the nuclear dynamics.""” Sec-
ond, the localization of motion is consistent with a Born-
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FIG. 3. Calculated PES for the cis-stilbene system as outlined in the text.
The angles of interest are defined in one of the structures. Notice that at
low 6 there are two minima in the a—¢ surface corresponding to cis-
stilbene and DHP separated by a barrier, of height ~ 535 cm™", above the
cis minimum (see Ref. 29). As 8 is increased, the DHP configuration
becomes more unstable and the stilbene well more stable and wider. At
6=90", the only stable configuration is twisted stilbene (phantom state).
We made the 8 dependence to include the change in the potential energy
given in the text and in Fig. 1. This change in 8 is a modification of the
PES in Re*. 29. The contour lines in all three plots are separated by 1000
cm™". The lowest and highest contour lines for the different plots are (a)
§=9", —8600 cm™", and 15400 cm™', (b) §=45", —1600 cm~", and
22 400 cm™"; and {c) 8=90", —7600 cm™', and 16400 cm~".

Oppenheimer dynamical separation'' of vibrational fre-
quencies. :

Third, the deduction of the slope of the potential at the
Franck—Condon region, obtained from resonance Raman
studies,”® is consistent with the time scale that we have
calculated for the 8 motion. However, our calculated time
is much longer than that deduced using the approximation
made in Ref. 28 for relating 6 to time.*® If we consider the
6 motion, the time scale depends on how far the system is
twisted.?” For example, from 6=9° to 20° and back to 9",
the motion takes only ~80 fs (energy, ~2600 cm™!),
much shorter than the resonance period. But if the packet
moves on beyond 8=20", there is a well at the phantom
configuration (6=90°) and IVR to other available modes
will produce a very long “return time,” back to the 6 <20°
region. At 8=90", if the energy is lowered (by IVR) below
that of the cis configuration, the wave packet becomes
bound. We have assumed that ~60% of the total energy
goes to the mode of interest, but if more energy is allocated
to other modes, slower dynamics will be observed. The
fraction of energy in each mode is not known without fur-
ther experiments.
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As the total energy was increased (285 nm excitation),
the results in Fig. 2(b) were observed: the decay gets
longer and near the #=0 region the transient does not fit a
single exponential. At this energy, the motion is above the
barrier in the ¢ coordinate (free phenyl rotation), and we
expect a significant spreading of the wave packet. More-
over, bath modes may exchange energy with the relevant
isomerization modes and this may result in a nonexponen-
tial behavior, in analogy with “diffusive” motions. The
overall decay of the wave packet is slower than that at
lower excess energy, indicating a nonstatistical behavior.
In view of the time scales involved, this reaction represents
a case where there is not enough time for conventional
IVR® and it is not clear that TS theory is appropriate for
rate constants. :

There are further studies to be made and these include:
(a) calculation of the dynamics on the multidimensional
PES, and including the bath modes;* (b) studies at lower
internal energy in supersonic beams; and (c) identification
of the Franck-Condon modes and their fractional energies.
In our full account *' we plan to complete these studies for
this and related reactions.

Note added in proof: We have recently obtained the fs
transients in a molecular beam with helium and argon as
the expanding gases. The isolated molecules and the cluster
dynamics are currently under examination. In a recent pa-
per by the Hochstrasser group [J. Chem. Phys. 97, 5239
(1992)], they concluded that complete IVR in solution is
not observed. Troe’s group [J. Chem. Phys. 97, 4827
(1992)] has shown, from temperature and viscosity depen-
dences, the need of a bottleneck in explaining the dynamics
in solutions. The nonstatistical behavior reported here
should be relevant to these new studies in solutions.
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The Validity of the ‘“Diradical’ Hypothesis:
Direct Femtosecond Studies of the
Transition-State Structures

S. Pedersen, J. L. Herek, A. H. Zewail*

Direct studies of diradicals, the molecular species hypothesized to be archetypal of
chemical bond transformations in many classes of reactions, have been made using
femtosecond laser techniques with mass spectrometry in a molecular beam. These
studies are aimed at “'freezing” the diradicals in time and in the course of the reaction.
The passage of these species through the transition-state region was observed and the
effect of total energy and alkyl substitution on the rates of bond closure and cleavage was
examined. The results establish the nature of these intermediates and define their exis-

tence during reactions.

For the past 60 years, the concept of diradi-
cals as intermediates has been hypothesized
to be archetypal of chemical bond transfor-
mations in many classes of thermally acti-
vated as well as photochemical reactions.
Since the development of extended Hiickel
theory, Woodward-Hoffmann rules, and
frontier-orbital descriptions of bonding (1),
diradicals have become central to the un-
derstanding of reaction mechanisms as well

Arthur Amos Noyes Laboratory of Chemical Physics, Cal-
ifomia Institute of Technology, Pasadena, CA 91125,
USA.

*To whom comrespondence should be addressed.
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as to the predictability of reaction products,
rates, and stereochemistry. One of the most
well-studied reactions, both theoretically
and experimentally, is the ring opening of
cyclobutane to yield ethylene or the reverse
addition of two ethylene molecules to form
cyclobutane:

O == [+1
Scheme 1.

Such a reaction is a classic case study for a
Woodward-Hoffmann description of con-
certed reactions. The reaction may pro-
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Scheme 2. Transition-state mechanism.

ceed directly through a transition state at
the saddle region of an activation barrier.
Alternatively, it could proceed by a two-
step mechanism, beginning with the
breakage of one o-bond to produce tetra-
methylene as a diradical intermediate,
which in turn passes through a transition
state before yielding final products. These
two extreme cases are illustrated in
Schemes 2 and 3 with a potential-energy
curve along the reaction coordinate.

The concept, therefore, besides being
important to the definition of diradicals as
stable species, is crucial to the fundamental
nature of the reaction dynamics: a concert-
ed one-step process versus a two-step pro-
cess with an intermediate. Such intermedi-
ates are expected to exist in a potential well
at internuclear configurations between re-
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O I+l

Scheme 3. Diradical mechanism

actants and products. Accordingly, they are
expected to be longer lived than transition
states, such that the dynamics of their nu-
clear motions (vibration and rotation), un-
like a concerted motion (translation), de-
termine the outcome of the reaction; that
is, product channels, product-energy distri-
butions, and stereochemistry.
Experimental and theoretical studies
have long focused on the possible existence
of diradicals and on the role they play in
affecting the processes of cleavage, closure,
and rotation. A large number of studies
have been reviewed in books and articles
[see, for example, (2-5)], and we mention
only the general approaches used. The ex-
perimental approach is based primarily on
studies of the stereochemistry of reactants
and products, chemical kinetics, and the

Diradical
Intermediate

Fig. 1. The diradical reaction on a schematic potential energy surface. Extrusmn of the carbon monoxide
group from the parent molecule creates the diradical (tetramethylene) intermediate with & well-defined
energy. Shown are the two channels for product formation, closure to cyclobutane or fragmentation to

two ethylene molecules,
1360
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effect of different precursors on the genera-
tion of diradicals. The time “clock” for rates
is internal, inferred from the rotation of a
single bond, and is used to account for any
retention of stereochemistry from reactants
to products. Berson, Bergman, Dervan,
Baldwin, and others (see below) have
shown the value of this approach in studies
of reaction mechanisms. Theoretical ap-
proaches basically fall into two categories,
those involving thermodynamical analysis
of the energetics (enthalpic criterion) and
those concerned with semiempirical or ab
initio quantum calculations of the potential
energy surface (PES) describing the motion
of the nuclei in the reaction [see (6, 7))

Hoffmann and co-workers (8), using ex-
tended Hiickel theory, have provided a PES
for reaction 1 and concluded the absence of
the tetramethylene diradical as a stable in-
termediate; they suggested that the rop of
the potential along the reaction coordinate
is “flat,” favoring Scheme 2. This flatness
was important to allow the nuclei to spend
some time in the region, thereby explaining
the lack of stereochemical retention. Such a
region, termed “twixtyl,” was suggested as a
possible common feature of nonconcerted
reactions. Benson (9), on the other hand,
estimated the enthalpy of tetramethylene to
lie at least 4 kcal/mol below the experimen-
tal activation energy (62.5 kcal/mol), favor-
ing Scheme 3. This last finding was sup-
ported by ab initio calculations by Segal
(10), but more recent studies by Doubleday,
Bemardi et al., Borden et al., and others
have found shallow minima that survive or
disappear, depending on the correction for
the zero-point energy (11). In contrast, for
the analogous reaction of cyclopropane,
Benson’s calculation (9), which assumed no
cooperative effects, indicated that the tri-
methylene 1,3-diradical is also thermody-
namically stable, whereas the ab initio
calculations by Salem, Borden, Davidson,
Schaefer, Doubleday, and others showed
no significant stability (5, 12, 13). Recent
considerations (7) of the heats of forma-
tion of relevant species have addressed
some of these discrepancies. An ab initio
calculation must account for the large di-
mensionality of the PES (see below), as
the intermediate has 30 vibrational de-
grees of freedom. Doubleday's recent the-
oretical work on tetramethylene (11) sug-
gests a definite intermediate with a free
energy barrier on the minimum energy
reaction path.

Experimental studies of the mechanisms
involving 1,3- and 1,4-diradicals are simi-
larly numerous and cannot be fully detailed
here. Since the seminal work by Rabino-
vitch, Schlag, and Wiberg in 1958 (14),
which suggested the involvement of a
diradical in the isomerization of cyclopro-
pane, many groups have examined the
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mechanistic routes of relevant systems, from
different precursors for photochemical reac-
tions or thermal processes similar to
Scheme 1. To formulate the presence (or
absence) of such diradicals, stereochemical
and kinetics studies were advanced by sev-
eral groups [see (2-5)). For tetramethylene,
measurements of the relative rates of rota-

tion, cleavage, and closure by Dervan and -

co-workers (15) provided evidence for the
1,4-diradical as a common intermediate
formed by different precursors. Earlier,
Brauman and Stephenson (16) suggested
that the method of generation of diradicals
may be the key to their difference in behav-
ior. For trimethylene (2, 3, 7, 17), the
experiments suggested that the 1,3-diradical
is not stable but some of its derivatives are.

The key to the above issues is the time
scale for the passage of the nuclei through
the transition-state region. It was suggested
that an intermediate may have a lifetime on
the order of a nanosecond whereas an acti-
vated complex should exist for no more
than a picosecond (I8). This disparity is not
cardinal as it depends, of course, on the
total internal-energy and on the nature of
the force governing the transformation. It
appears, therefore, that real-time studies of
these reactions should allow one to exam-
ine the nature of the transformation and to
elucidate the fundamentals of the dynamics
and the concept of diradicals.

We report direct studies of the femtosec-
ond dynamics which are aimed at “freezing”
the diradicals in time and in the course of
the reaction. We use precursors (cyclopen-
tanone, cyclobutanone, and their deriva-
tives) to generate the diradicals and to
monitor the formation and the decay dy-
namics of the reaction intermediate or in-
termediates. We identify the parent or the
intermediate species using time-offlight
(TOF) mass spectrometry. The concept be-
hind the experiment is illustrated in Fig. 1
with the PES, and a schematic of the appa-
ratus is presented in Fig. 2. To avoid colli-
sional deactivation and other perturbations,
the reaction is carried out in a skimmed
molecular beam.

In the molecular beam apparatus, which
is equipped with the TOF mass spectrome-
ter, an initial femtosecond pulse decarbon-
ylates the precursor and establishes the zero
of time. The second femtosecond pulse, de-
layed in time, probes the dynamics of a
given mass species by ionization. We could
either select a specific mass and study the
femtosecond temporal evolution corre-
sponding to this species, or, for a given
ferntosecond delay, monitor the entire mass
distribution of the reaction. As with other
femtochemical studies (19), the zero of time
can be established in situ when the ion
signal is recorded while the two pulses over-
lap in time. Accordingly, the femtosecond
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delay of the appearance of a given interme-
diate fragment can be accurately deter-
mined and its decay can be followed at
longer times. By changing the pump energy,
we have examined the energy dependence
of the dynamics. Also, we have studied
polarization and power dependencies, and,
for the effect of initial geometry, substitu-
tion influence on the rates.

The experimental apparatus has been
described in detail elsewhere (19). Briefly, a
colliding pulse mode-locked ring dye laser
generated the femtosecond pulses around
620 nm. These pulses were amplified by a
Nd:YAG (neodymium:yttrium-aluminum-
garmet)-pumped four-stage dye amplifier.
The output pulses were temporally recom-
pressed to 60 fs in a sequence of four high
refractive-index glass prisms. The 310-nm
initiation (“pump”) pulse was generated by
frequency doubling a part of the output in a
0.5-mm KD*P (potassium dihydrogen phos-
phate) crystal. For the 620-nm probe, we
used the remaining part of the output.
Pump tuning experiments (334 to 280 nm)
were performed by selecting a part from a
white-light continuum followed by further
amplification and frequency doubling. The
pump and probe beams were delayed in
time relative to one another in a Michelson
interferometer and were then recombined
collinearly and focused onto the molecular
beam. The output of the TOF mass spec-
trometer was monitored while scanning the
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interferometer, which was driven in steps by
a computer-controlled actuator.

The mass spectra obtained at different
femtosecond time delays are shown in Fig. 3.
At negative times, that is, when the probe
arrives before the pump pulse, there is no
signal present. At time zero, the parent mass
(84 amu) of the precursor cyclopentanone is
observed, while the fragment mass of 56 amu
is not apparent. As the time delay increases,
we observe the decrease of the 84 mass
signal, and, for the 56 (or 55, corresponding
to the species of interest minus one hydro-
gen) mass, first the increase and then de-
crease of the signal. The 56 mass corre-
sponds to the parent minus the mass of CO.
In addition to cyclopentanone, other pre-
cursors were studied similarly, including cy-
clobutanone, methyl-substituted cyclopen-
tanones (2,2,5,5-tetramethyl, 2-methy}, and
2,2-dimethyl), and 2-cyclopenten-1-one.

Figure 4 shows time-resolved transients
in which the different masses of the parent
and intermediate species of three systems
are detected. For the 56 mass species, the
buildup time is T, = 150 % 30 fs, whereas
the decay time is 7, = 700 = 40 fs. The
precursor cyclopentanone decays with 7 =
120 = 20 fs, and the peak of the 56 mass
signal is shifted from the parent signal by At
= 300 x 50 fs. These experiments were
done at a total energy E = 82 kcal/mol (see
below). When the total energy was de-
creased by ~5 keal/mol, slower dynamics

Fig. 2. The femtosecond mo-
lecular beam apparatus ilustrat-
ing the mass selection and the
overlap of the three beams. The
femtosecond pump and probe
pulses, delayed in time with re-
spect to one another, are com-
bined coliinearly before being
focused onto the molecular
beam. The ions produced in the
interaction region are detected
in a time-of-fight mass spec-
trometer which can distinguish
between different masses.

lon detector
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were observed: 1, = 240 * 30fs, 7, = 840
50 fs (At = 400 * 50 &), and 7 = 120 + 20
fs. On the other hand, increasing the total
energy by 18 kcal/mol, faster dynamics were
observed: 7, = 100 + 30 fs, 7, = 340 £ 30
fs (At = 150 £ 40fs), and 7 = 120 = 20 fs.
At the same total energy E, substitution of
methyl groups at the 2 and 5 positions leads
to a drastic change: 7, = 0.9 £ 0.2 psand 1,
= 1.4 * 0.2 ps, for the 112 mass, whereas 7
= 0.5 = 0.1 ps for the 140 mass. For cy-
clobutanone, we carried out similar experi-
ments and observed both the decay of the
parent and the buildup and decay of the
intermediate: At the total energy E, the
dynamics is much faster with 7, 7, and 7 =~
- 100 fs.

The reaction of carbonyls is well known
to proceed through a Norrish-type a-cleav-
age (20), which in this case leads to the C-C
bond breakage and decarbonylation. The
PES involves a reaction coordinate along the
C-C bonds adjacent to the CO (21). Since
the 1942 work by Benson and Kistiakowsky,
the gas-phase photolysis of cyclopentanone
is known to yield primarily ethylene, cy-
clobutane, and carbon monoxide; at a wave-
length similar to our excitation energy, the
yield of this channel is ~90% (22, 23).
Therefore, the reaction path is a clear decar-
bonylation with the formation of tetrameth-
ylene, as discussed by Scala and Ballan (23)
and others. The tetramethylene diradical
forms cyclobutane (by closure) and two eth-
ylene molecules (by fragmentation) (see Fig.
1). The time scale for this decarbonylation
depends on the state excited. In our case, it
is observed to be 100 to 200 fs (Fig. 4), and
this clearly indicates its promptness; as will
be detailed elsewhere, this is because we
prepare a high-energy state {(~150 nm) that
correlates adiabatically to products of CO
and tetramethylene. This situation is differ-
ent from other cases studied at low energies
(first excited nm* state) and where the cor-
relation is absent and the decarbonylation
takes place by a slower intemal conversion
or intersystem crossing, as discussed by But-
ler and co-workers for related systems (24).
The spectrum of cyclopentanone at our en-
ergies of excitation is known (25), and in-
deed it exhibits broad bands of Rydberg and
valence states, consistent with our time scale
(26). The spectra, of course, do not have
signatures of any of the subsequent dynamics
of the diradical intermediate.

In our experiments, we typically use two
photons (320, 310, or 280 nm) from the
femtosecond pump pulse to induce the
a-cleavage. At time zero in Fig. 3, we note
that there is no signal for the 56 mass (at
these low power levels). This result indicates
that there is no fragmentation in the ion
channels and that we are only observing the
dynamics of the neutral diradical, which is
then probed by ionization (27). Such sepa-

1362

298

RSO

i e e,
7% i i

ration of fragmentation from ionization is
one powerful feature of the femtosecond
time resolution, as shown previously by sev-
eral groups (19, 28). From the wavelength
dependence of T and 7, and the power de-
pendence, we can conclude that the tetram-
ethylene is formed in a nonconcerted man-
ner (29). It is therefore possible, from the
dynamics of the parent and the intermedi-
ates, to separate the two steps responsible for
the formation of the diradical and to provide -
directly the hitherto unknown time scale for
an elementary Norrish process, as will be
detailed elsewhere. Here, we shall focus at-
tention on the dynamics of the diradicals
and their intrinsic lifetimes (7,).

From the data in Fig. 4, the tetrameth-
ylene and methyl-substituted tetramethyl-
ene diradicals are observed to be substan-
tially different. Moreover, in tetramethyl-
ene, as we increased the total energy from
the lowest value we studied by 5 kcal/mol to
the value E (30, 31) and then by an addi-
tional 18 kcalfmol, 7, decreased from 840 to
700 and then to 340 fs, tespectively. Con-
sidering the dynamics (19) of the nuclei at
the top of the barrier, it is impossible at
these velocities to obtain such time scales if
a wave packet is moving translationally on
a flat surface. For example, over a distance
of 0.5 A, which is significantly large on a
bond scale, the time in the transition-state
region will be ~40 fs. To explain the re-
ported (sub)picosecond times, other nuclear
degrees of freedom must be involved.

The diradical in a “basin” defines a mul-
tidimensional PES with the involvement of
many degrees of freedom. At the energies of
interest, the total energy E available to the
diradical is greater than the barrier height
(E,). If we use our energy-dependent rates
(I/r;) and invoking RRK (Ramsperger-
Rice-Kassel) theory, we obtain a barrier
height of E_ = 4 kcal/mol, taking the fre-
quency (150 em™! or 1/220 fs) of the reac-
tion coordinate from the PES calculation
(11); note that per mode the energy is less
than E_ and that the calculations are mi-
crocanonical, k(E), and not k(T) [further
analysis will require Rice-Ramsperger-Kas-
sel-Marcus theory (RRKM); calculations in
progress]. Doubleday’s calculation (11) in-
dicates that tetramethylene is trapped on
the free energy surface, and he estimates
that the total rate for closure and fragmen-
tation should correspond to 0.4 ps at 693 K
and 0.3 ps at 1130 K. If we assume that
Doubleday’s temperature is equivalent to a
microcanonical distribution, the corre-
sponding total internal energy is then ~70
kcal/mol, similar in range to our E values.
Moreover, he found that the lifetime is
relatively insensitive to the temperature -
change in this range. As noted above, when
we varied the internal energy by changing
the energy of the initiation pulse, the
change in the lifetime is not drastic, a fea-
ture reflecting the involvement of many
modes in a bound state of the diradical.

Additional support for the intermediacy

Diradical Parent
A
2400
2000
Ao, 1600
,{(fﬂmo
1000
g0
TS W 600 &"\
1 400 &
rw v
o y /I7l 200
i) 7
L S
30 35 40 ¢
r T T ‘i ‘Ll k T L T é L]
0 1 2 3 4 s
Time of flight {118)
28 41 8536 8 Mass (amu)

Fig. 3. Mass spectra obtained for different ferntosecond delay times between the pump and probe laser
pulses. The parent molecule, here cyclopentanone (84 amu), appears at zero time delay and subsequently
decays. In contrast, the tetramethylene diradical intermediate (56 amu) appears later, growing in and
peaking at ~300 fs, and then decays very slowly (1, = 700 fs); see text. The masses at 28 and 41 amu are
due to ion fragmentation and their studies will be reported elsewhere.
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of tetramethylene came from substitution ef-
fects on the observed femtosecond dynamics.
Substituting the hydrogens at the active sites
(where the two electrons reside) with methyl
groups increases the lifetime of the diradical
from the subpicosecond to the picosecond
regime (see Fig. 4). The extra stability of the
diradical is the result of delocalization of
electron density (hyperconjugation) and
possible steric repulsion (barrier) due to alkyl
substitution. Studies of such effects in these
systems goes back to the 1961 work by Ger-
berich and Walters (32) on the thermal
decomposition of methyl-substituted cy-
clobutanes. Finally, the results have a direct
. impact on product-channel distributions.
With methyl substitution, the internal rota-
tion slows down with respect to fragmenta-
tion (33), thus altering the stereospecificity.
The results in Fig. 4 show that the 42
mass for the trimethylene system exhibits
much faster dynamics, 120 fs. This observa-
tion indicates that trimethylene is shorter
lived than tetramethylene and that a wave-
packet concerted motion is appropriate to
describe the reaction. It is also interesting
that the parent cyclobutanone decays on a
comparable time scale of 105 % 10 fs, indi-
cating that the decarbonylation and the
diradical rearrangement all involve mini-
mum nuclear motions in degrees of freedom
other than the reaction coordinate. Further
studies of this system are required in order to
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establish the intermediates involved; cy-
clobutanone, unlike cyclopentanone, can
give the so-called C, channel in which there
is no direct CO elimination. Because prod-
uct-state distributions are known from the
work of Houston and co-workers (31), we
should be able to examine the dynamics of
the different channels.

With different precursors and polariza-
tions, the entrance channel of the global
PES (34) and intemnal rotations could also be
studied. Clearly further work is needed. For
example, the nature of the different config-
urations (gauche, trans, and so forth) should
be studied. Also, the initiation of the reac-
tion from different precursors and from cy-
clobutane will help the mapping of the PES
and identify the dynamical routes.

These studies of reaction intermediates
involving diradicals provide a real-time
picture of the nuclear motions and struc-
tural changes during the reaction. The
observations establish the diradical, frozen
on the femtosecond time scale, as a dis-
tinct molecular species. The discovery of
their time scales and elementary dynamics
defines the mechanistic concept crucial to
the understanding of the nature of chem-
ical-bond changes. There is a wealth of
studies awaiting these and other classes of
reactions, and the approach should be
general for the examination of other reac-
tive intermediates.

Fig. 4. (A} Femtosecond
transients showing the
detected ion signal of a
given mass as a function
of the time delay between
the pump and probe la-
ser pulses. The parent
cyciopentanone (84 amu)
signal simply decreases
with an exponential de-
cay time of 120 = 20 fs.
The diradical shows a
biexponential  behavior,

building up to a maxi-
mum (v, = 150 £ 30 fs)
followed by a refatively

Diracical v
1= 1202201s
. . s :
1000 2000

slow decay (r, = 700 =
40 fs). (B) The buildup [
and decay characteris-
tics for the 42 mass ob-
tained from the precursor
cyclobutanone; T, and 1,
= 120 * 20fs. As noted,
in this case the fit to an
exponential rise and de-
cay is not as good, con-
sistent with a wave pack-
et motion. (C) Substituent
effect on the time scales
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of the dynamics, exam-
ined with the same pump
and probe lasers. The

Time delay {fs)

1,4-diradical formed from the parent molecule, 2,2,5,5-tetramethyicyclopentanone, decays relatively slowly
with a decay constant: 1, = 1.4 + 0.2 ps, which is very different from tetramethylene (see text).
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Direct femtosecond observation of the transient intermediate
in the a-cleavage reaction of (CH;),CO to 2CH3;+CO: Resolving

the issue of concertedness
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When a reaction involving two equivalent bonds has sufficient energy to break both of them, it can
proceed by either a concerted or a stepwise mechanism. For Norrish type-I and other reactions, this
issue has been controversial since direct time resolution of the individual C~C cleavage events was
not possible. Here, for the elementary a-cleavage of acetone, we report on the femtosecond
resolution of the intermediates using mass spectrometry. The results show the nonconcertedness of
the reaction, provide the times for the primary and secondary C-C breakage, and indicate the role
of electronic structure (0™, antibonding impulse) and the vibrational motions involved. © 1995

American Institute of Physics.

L. INTRODUCTION

For a chemical reaction with multiple-bond breaking or
bond making, one of the most fundamental questions has
been whether or not the events occur in a concerted or in a
stepwise manner. Many experimental and theoretical studies
(see, e.g., Refs. 1--3) have been devoted to answer such a
question, and the issue in different reactions (pericyclic, Sy2,
elimination, etc.) has been controversial. However, several
operational concepts have been invoked.

A commonly used criterion between the concerted and
stepwise mechanisms involves the kinetic time scale. A con-
certed reaction is defined as one that takes place in a single
kinetic step without necessarily being synchronous.? In con-
trast, a stepwise reaction involves two kinetically distinct
steps via a stable intermediate. Houston and co-workers®
used the calculated molecular rotational time scale (~ps) of
the intermediate as a dividing line between a concerted and a
stepwise mechanism, defining concertedness when the inter-
mediate lifetime becomes shorter than its rotational period.

The difference between a stepwise and a concerted pro-
cess obviously rests with the direct detection of the interme-
diate species. What is critical is the nature of the transition-
state region, e.g., a saddle-point concerted structure, an
energy minimum describing an intermediate along the reac-
tion coordinate, or a global potential energy surface with
many degrees of freedom involved. Consequently, the dy-
namics of the nuclear motion on the femtosecond (fs) time
scale must be established in order to conclusively define con-
certedness as a useful general concept. )

In this contribution, we report direct femtosecond (fs)
studies of the elementary processes in the three-body disso-
ciation of (CH,),CO to CO and two CHj radicals. This two-
bond (C-C) breakage is an ideal example for addressing the
issue of concertedness and belongs to the general class of
a-cleavage processes known as Nomish type-I reactions.*’
Our focus is on the fragmentation at excitation energies high
enough for both bonds to, in principle, dissociate with a
quantum yield for 2CH;+CO close to unity.® We use the fs
mass spectrometry approach’ to identify the parent and tran-
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sient intermediates, and to examine the energy and isotope
effects on the dynamics.

The mechanism of a-cleavage in acetone has been inves-
tigated through spectroscopic, kinetic, and product-state
studies (see, e.g., Refs. 8-12). For example, Baba et al. in-
ferred from a nanosecond power dependence of the MPI sig-
nal of acetone and acetyl in the mass spectrum that neutral
CH,CO exist in a one-photon dissociation at 193 nm.'® Vaida
and co-workers, from the absorption spectra, suggested a
predissociative mechanism for the photolysis of acetone at
around 193 nm."" Leone and co-workers'? found that the CO
(at 193 nm excitation) is highly rotationally excited, and in-
terpreted this as evidence for a stepwise mechanism. Hous-
ton and co-workers® measured the translational energy of the
CH; fragments and did not observe a bimodal distribution
(for two methyls) which they gave as evidence for a con-
certed dissociation. They also measured the internal energy
of the methyl fragments to be very small, leading them to
conclude that the dissociation of each C—C bond occurs prior
to complete randomization of the available energy by a con-
certed mechanism.?

Later, Strauss and Houston® examined the same system
with the information-theoretic approach to investigate the
correlation of velocity vectors of two methyl fragments and
concluded that the fragmentation at 193 nm proceeds in an
intermediate way between the stepwise and concerted
mechanisms. Subsequently, Hall et al.!* removed an approxi-
mation in the information-theoretic analysis® and found that
there is no correlation between the recoil directions of the
two methyl radicals. They suggested that the lifetime of the
reaction intermediate is long relative to the time of random-
ization.

Very recently, Lee and co-workers' carefully measured
the fragments translational energy at two different wave-
lengths, 248 and 193 nm. From the fit of the distributions for
CH; and CO, they provided evidence for a stepwise mecha-
nism at 193 nm. The product-state distributions give valuable
information on the energy changes in the exit channel, as
discussed below.

© 1995 American Institute of Physics 477
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Potentlat Energy (10% em™!)

Rsaction Coordinate ~—a-

FIG. 1. A cut of the potential energy surface along the reaction coordinate
illustrating the concerted vs stepwise mechanism of the reaction:
(CH,);C0—2CH,+CO, or (CH;),CO—CH;CO+CO—2CH,+CO. Photo-
chemical and thermochemical pathways are denoted by arrows, and the
structures are shown only for five configurations. Energies are given in two
units, and the states are labeled with R denoting Rydberg, § singlet and T
triplet, and Sq the ground state.

In our fs studies of this reaction, as with peric:yclicls and
elimination'® reactions, we initiate the motion with a fs laser
pulse and detect with probe fs pulses, using multiphoton
ionization/time-of-flight mass spectrometry. By probing a
specific mass, parent acetone or intermediate acetyl, as a
function of time, the real-time dynamics can be directly ob-
served; see Fig. 1. We observe a buildup (50 fs) and decay
(500 fs) of the transient intermediate, and the dynamical time
scale for the secondary bond cleavage is found to be isotope
and energy dependent (106 and 124 kcal/mol above dissocia-
tion). These results establish the nonconcertedness and the
mechanism of the reaction, and are directly related to the
electronic structure and vibrational motions.

Il. EXPERIMENT

Figure 2 depicts a schematic of the experimental appa-
ratus which combines a (skimmed) molecular beam and a fs
laser system.” Two modes of detection were employed. In
one mode, the evolution of all mass species was monitored at
different time delays, while in the other mode, the transient
for a specific mass was recorded. The latter was obtained by
gating the mass signal as a function of the delay time be-
tween the first and second fs laser pulses.

The helium carrier gas was bubbled through the sample,
acetone-h, (Mallinckrodt, 99.5%) or acetone-ds (CIL),
99.9% D, at ice or room temperature with a typical backing
pressure of 20 psi. To reduce cluster formation, the pulsed
nozzle was heated to 100 °C. The pressure in the TOF cham-

-ber was 3X107% Torr when the nozzle (0.3 mm diameter)
was opened. The data were recorded, using a transient digi-
tizer or a boxcar integrator, collected, and analyzed with a
computer.

Hll. RESULTS AND DISCUSSION

The TOF mass spectra at different reaction times are
shown in Fig. 3. The signals due to the parent [(CH,),CO";

58 amu] and the reaction intermediate [(CH;CO™; 43 amu)]
are both identified, but their evolution on the fs time scale is
entirely different. The parent signal is strong at time zero and
it completely disappears within a few hundred fs of the re-
action time. Meanwhile, the intermediate signal increases in
the first few hundred fs as the parent signal decreases, and
then it decreases more slowly with increasing reaction time.
This behavior indicates the presence of the intermediate,
CH,CO", following the first a-cleavage of the C~C bond.
From the observed power dependence of ~1.4 (two phogpns
through intermediate), we can obtain the available energy of
the reaction, as discussed below.

The transients of the parent and intermediate are shown
in Fig. 3 together with the theoretical fits. The decay of the
parent signal gives the lifetime (7) of 5030 fs when the
transient was fit to a single exponential decay including a
convolution of the laser pulse width;" the cross-correlation
HWHM was 75%15 fs. The buildup and decay of the tran-
sient intermediate was also fit giving the 7, (buildup time)
and 7, (decay time); 7, was found to correspond to the decay
of the parent (50 fs), but 7; is much longer and depends on
the total energy and isotopic composition.

For the 307 nm experiments (186 kcal/mol),
7,=500% 100 fs for CH;CO' while for CD;CO" (see Fig. 3),
7,=750+ 100 fs. While the buildup time 7, is similar for both
isotopic species, the decay time of CD,CO' is ~1.5 times
longer than that of CH3CO'. Moreover, the transients show a
significant energy dependence in 7, of the acetyl intermedi-
ate. For the 280 nm experiments (204 kcal/mol), 7,=180+50
fs for the protonated species and 7,=28050 fs for the deu-

FIG. 2. Experimental apparatus showing the molecular beam, with the mass
spectrometer, and the fs laser system. The white light generation for the 280
nm experiment is outlined in the dotted box.
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FIG. 3. Femtosecond mass spectra and transients for (CH;),CO and (CD,),CO reactions. (a) Time-of-flight mass spectra at different time delays. Notice the
evolution of the parent signal (58 amu) and the longer decay of the intermediate (43 amu). Transients of (b) acetone and acetyl; {c) deuterated acetone and
acety! obtained at A, ,,=307 nm and A, =615 am. The theoretical fits are presented as solid lines (see the text for values). A less than 10% background,
observed in the acetyl transient might be due to a small contribution from acetone dimers possible in the molecular beam (Ref. 11). Note that near time zero
in (a) the signal is primarily that of the parent, indicating that the probed intermediate is ionized following neutral parent fragmentation. This is a key feature

of the fs time resolution (Refs. 7 and 15).

terated species, both shorter than the values obtained in the
307 nm experiments.

The above results demonstrate that the reaction of ac-
etone is nonconcerted and dynamically involves two steps.
The first a-cleavage (50 fs) occurs on a time scale less or
comparable to the vibrational period (essentially frozen nu-
clei), and the second cleavage involves the vibrational de-
grees of freedom, as evident by its longer time scale, isotope
effect, and the energy dependence. These primary and sec-
ondary bond breakages must, therefore, be considered differ-
ently.

The fact that the primary C~C bond cleavage at these
high energies is found to occur on a time scale shorter than
100 fs suggests that the potential energy surface is antibond-
ing, repulsive along the reaction coordinate. The vibrational
period of the C—C bond'? is ~43 fs and accordingly the o*
promotion is prompted before any significant energy redistri-
bution. This is consistent with the insignificant H/D isotope
effect observed in the primary cleavage, and with the nature
of the initial state. The excitation by two-photon absorption
at 307 or 280 nm reaches the n-4s Rydberg state which is
broadened (~200 cm™!, ~30 fs)'® by interaction with va-
lence states. The ab initio calculation by the Bonn group®
clearly identifies the states, and we have made symmetry
c»orrelations20 for the reaction path which indicate o* repul-
sion in the C—C bond. This correlation is also consistent with
Butler’s analysis of nonadiabatic interactions in the dissocia-
tion of ketones studied by her group.?!

The secondary C~C bond breakage is from the nascent
hot acetyl intermediate. The breakage proceeds with a reac-
tion barrier of 17 kcal/mol.2*® Because of this barrier, we
consider the global PES and compare our results with the
rate constants we calculate from the RRKM theory. The vi-

brational frequencies of CH;CO, calculated by Hess and
colleagues,®® were used; for those of CD;CO, a scaling,
based on the ratios of vibrational frequencies of hg and dg,
was invoked. The rate constant is not strongly dependent on
the angular momentum (J) for a reaction with a barrier, and
the calculations were carried out for J=0 as a function of
energy.

The available energy can be obtained from knowledge of
the total deposited energy and product-state distributions. As
discussed above, the primary a-cleavage occurs in 50 fs and
this indicates that there is not enough time for the available
energy to be redistributed among vibrational degrees of free-
dom, other than the motion along the reaction coordinate. An
impulsive model (see Refs. 3 and 14), where all of the en-
ergy is in the C-C bond repulsion, predicts that 54% of the
available energy goes into translational energy, 10% into the
internal energy of CH;, and 36% into the internal energy of
CH;CO. At 307 or 280 nm, the available energy to the
CH,CO and CH; products is (186—80)=106 or (204-80)
=124 kcal/mol, respectively, since the bond energy is ~80
keal/mol (see Fig. 1).% Hence, the impulsive model predicts
an internal energy of 38 or 45 kcal/mol for the acetyl inter-
mediate at the two energies studied. The rotational energy of
CH,CO is taken to be ~1 kcal/mol."*

For E=37 kcal/mol, our RRKM calculations give
7,=375 and 460 fs for CH;CO' and CD,CO", respectively.
For E =44 kcal/mol, these values are 7,=175 and 200 fs. The
theoretical values match well with the experimental results,
not only qualitatively but also quantitatively in terms of the
H/D isotope effect and energy dependence. However, it is
questionable that one of the basic assumptions of a statistical
rate theory, i.e., a complete randomization of the energy prior
to reaction, will be satisfied for such a femtosecond reaction.
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It seems that the first impulse of primary a-cleavage creates
the needed vibrational distribution even on this short time
scale. It is interesting to note that the translational energy
distribution measured at 193 nm is broad and has a FWHM
of ~15 kcal/mol."* Not all modes of the phase space have to
be involved, and the large isotope effect and energy depen-
dence may have its origin in the dynamical motion of the
wave packet on the PES, as observed before in the dissocia-
tion of methyl iodide.”® Molecular dynamics will be part of
our future work to unravel the extent of the vibrational mo-
tion in the secondary step.

IV. CONCLUSIONS

The elementary dynamics of the Norrish reaction in ac-
etone were studied in real time. The primary and secondary
C-C bond cleavage occur nonconcertedly on time scales one
order of magnitude different. The intermediate lifetime at the
energy studied here is shorter than its rotational period,
which would mean a concerted mechanism if the internal
molecular clock is used as the dividing line between the
stepwise and concerted mechanisms, a criterion widely used.
Therefore, the use of the rotational period of the intermediate
o- the rotation about a single bond is not indicative of true
concertedness. Rather, the concertedness of the reaction
swould be judged from the comparison of the intermediate
lifetime to the vibrational period along the reaction coordi-
nate. Such a definition directly reflects concertedness and
swnchronicity, and describes the actual nuclear motions in the
transition states.?’
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Abstract

We report femtochemical studies of the organometallic dimetal decacarbonyl. By the use of mass spectrometry, we obtain
the temporal dynamics in the channels for metal-metal and metal-ligand bond cleavage. The time scale observed for
cleavage and for structural bridging indicates the nature of the repulsion along the two reaction coordinates and the interplay

between the bond order and the femtosecond dynamics.

1. Introduction

Organometallic compounds have unique functions
and properties which are totally determined by the
dynamics of metal-metal (M~M) and metal-ligand
(M-L) bonding [1,2]. The time scales for such cleav-
age determine the product yield and the selectivity in
the product channel. It also establishes the nature of
the reactive surface: ground-state versus excited-state
chemistry.

One class of reactions which has been the subject
of detailed spectroscopic, mechanistic, and theoreti-
cal studies is the carbonyl containing metal-metal
compounds (for recent reviews, see Refs. [3,4]). For
these compounds it is known that both the M—M and
M-CO bonds can be broken upon UV excitation.
There have been numerous studies aimed at under-
standing the dissociation mechanism of these metal
complexes in solutions as well as in the gas phase.

! Contribution No. 9032.

The energetics, spectroscopy, and photochemistry of
these metal complexes have also been extensively
studied.

For dimetal and related complexes, several as-
pects of the dissociation mechanism have been ad-
dressed, starting with the assignment of the optical
transitions [S]. The primary photodissociation chan-
nels [6~11] and their time scales for dissociation
[8,12-16] have been examined. The bond enesgies
and internal energy distributions of photoproducts
[8,17-19}, molecular rearrangement and bridging
[20-22], and solvent complexation and vibrational
relaxation in solutions [13-15,23] have also been
studied by many groups.

On the theoretical side, there has been significant
progress in understanding the electronic structure of
these and related systems [24,25]. The molecular
electronic structure [26) and correlation diagrams
[27] of the reactive channels have been described.
Molecular dynamics studies by the Manz group
[28,29] on related systems have determined the ele-
mentary time scale for metal-ligand bond breakage

6009-2614 /95 /509.50 © 1995 Elsevier Science B.V. All rights reserved
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and exploited these femtosecond (fs) time scales to
control the outcome of reactions.

In this Letter, we report the first studies of the fs
dynamics of isolated Mn,(CO),, in a molecular
beam. The goal is to directly obtain the cleavage
time for the M—M and M—CO bonds and to examine
the mechanism in relation to bonding characteristics.
Since these studies are carried out in a molecular
beam, complications from solvent caging of ligands
and possible cooling by vibrational relaxation can be
eliminated. Hence, direct comparison with theory
could be made. To date most measurements (see
below) have provided an upper limit of a few pi-
coseconds. However, it is important to resolve the
elementary motion in order to compare the dynamics
in the two channels and to establish whether the
dissociation takes place on the excited surface, or on
the ground state reached by intramolecular vibra-
tional-energy redistribution (IVR).

In the gas phase, the time scale of dissociation in
these and related systems were obtained, as an upper
limit, using two different approaches: Measurement
of the anisotropy parameter ( 8) and the fluence
dependence of ionization yield. Bersohn’s group [8]
reported the first collision-free gas-phase photodisso-
ciation study for Mn,(CO),, and Re.(CO),,. From
measurement of 8= 1.9 (for Mn,(CO),;) they de-
duced an upper limit of 2-3 ps for the lifetime (from
calculation of the rotational period). In this same
study, they showed that M—M fragmentation is the
primary channel. In a subsequent study, Vaida’'s
group [10] showed that both the M~-M and M-CO
fragmentation channels are active. Grant’s group [12]
used the fluence dependence of ionization versus
fragmentation in supersonic jets and again deduced
an upper limit for the dissociation time (=1 ps) in
the case for Fe(CO);.

Nelson’s group studied the M~CO bond cleavage
in M(CO),, where M=Cr, Mo, and W [14], in
solution using fs laser pulses, and reported a dissoci-
ation time of less than = 500 fs. From their experi-
ments, also in solution, Harris’ group obtained an
upper limit of the dissociation time (actually referred
to as predissociation) of 2-3 ps or less {13} In a
later study the results for the photolysis of Mn,(CO),,
were interpreted in terms of ultrafast geminate re-
combination which occurs on a = 350 fs time scale,
predominantly by a single collision with the sur-

rounding solvent cage [16). This analysis of the
results in solution suggests a shorter time scale for
the primary dissociation channel. Recently, the group
of Ruhman observed coherent photodissociation, us-
ing fs pulses, and provided a simplified molecular
orbital scheme for the decarbonylation [15).

The absorption spectrum of Mn,(CO),, in cyclo-
hexane is very broad and does not give dynamical
information. The spectrum shows that the maximum
extinction coefficient is at = 345 nm and that the
transition can be assigned as o -+ o promotion
along the Mn—Mn bond, Fig. 1 [5,13]. The s = ¢
transition removes the bonding character of the Mn—
Mn bond and leads to ‘the dissociation into two
-Mn(CO); products. According to a state-correlation
diagram, two - Mn(CO); product states correlate with
the lower-lying triplet, excited state, which could be
directly accessed either by the optical excitation or
through ‘intersystem crossing from the excited singlet
state [3,27]. The other absorption transitions, peaking
near =260 and =300 nm, have been assigned to
metal-to-ligand charge transfer (MLCT) transitions,
which correspond to dw — w°*(CO) and o —
7 *(CO) transitions, respectively [5]. These transi-
tions tend to weaken the metal-ligand bond and
could lead to Mn—CO bond breakage. However, the
mechanism describing the dynamics of elementary
bond dissociation could not be resolved from the
spectra. )

In this work, we examine the elementary dissocia-
tion dynamics of Mn,(CO),, and provide a direct
measurement of the M—-M and M-CO bond cleav-
age, free of the solvent. From these results we
describe the mechanism for the reaction in the two
channels. The products of Mn,(CO),, in the molecu-
lar beam were detected by time-of-flight (TOF) mass
specirometry with fs time resolution. Two primary
channels were distinguished by detecting Mn* from
-Mn(CO), and Mn; from Mn,(CO), (Fig. 1). On
the fs time scale, the primary steps could be isolated,
as ionization is observed before fragmentation. The
time scale for the cleavage provides a dynamical
picture which is correlated with the nature of the
M-M and M-CO bond potentials. We also relate the
observed long-time behavior of the Mnj transient to
the molecular rearrangement of the Mn,(CO), prod-
uct to form a ‘bridged’ complex, a process studied in
low-temperature matrices {21,22], and on the basis of
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solution-phase studies thought to occur within a pi-
cosecond [15].

2. Experimental

The system for the generation of the fs laser
pulses has been described in detail elsewhere [30].
Briefly, the 514.5 nm output of an Ar* laser (Coher-
ent, 2.8-3.0 W) pumped a colliding-pulse mode-
locked (CPM) ring dye laser to generate ultrafast
laser pulses at A, =620 nm with an 83 MHz
repetition rate. The pulses from the CPM laser were
amplified by a four-stage pulsed dye amplifier (PDA)
pumped by a Nd:YAG laser (Spectra Physics DCR3)

_ with a 20 Hz repetition rate. The amplified pulses

were recompressed by prism pairs and split into two
pulses for use as clocking pump and probe. The laser
pulse for the pump was focused into a KD * P crystal
(0.5 mm thick, type I) to generate the frequency-dou-
bled output with a peak at 310 nm. The 620 nm
probe was delayed with respect to the pump by a
retro-reflector on a computer-controlled actuator. The
pulse length of the final output of the laser system
was = 85 fs (fwhm) measured by autocorrelation.
The spectral width was measured to be = 7 nm for
620 nm. The laser pulses were recombined collinearly
by a dichroic mirror and focused into the molecular
beam chamber.

The molecular beam chamber had a two-stage
pumping system divided by the =2 mm diameter
skimmer, Fig. 2. The sample, Mn,(CO),, (98% as-
say, Strem Chemicals), was heated to 45-50°C and
sceded in He carrier gas with a typical backing
pressure of = 20 psi. The background pressure in
the ionization TOF chamber was maintained at =3
X 107® Torr when the nozzle (0.3 mm diameter)
was open. The nozzle temperature was set at = 5°C
higher than the sample holder to prevent condensa-
tion inside the nozzle. Diethylaniline (DEA) was
purchased from Aldrich (98% assay) and used with-
out further purification.

The products following excitation of Mn,(CO),,
were ionized by the probe fs laser pulse. The ions
formed were repelled, accelerated, and allowed to
drift through the field-free region before being de-
tected by micro-channel-plates (MCP). The TOF
mass spectrum was taken using a transient digitizer
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Fig. 1. (a) Molecular structures and bond cleavage in the two
channels leading to Mn,(CO)y and -Mn(CO);. (b) Energetics of
the scheme for probing the fragmentation dynamics in the two
channels along the metal-metal (Mn—Mn) and the metal-ligand
{Mn-CO) bond. The absorption spectrum shown here is taken in
solution [13] and bond energies are from solution phase studies
[13,18,19}.

(LeCroy 8818A). The fs transient for a specific mass
was obtained using a boxcar integrator (SR250) and
monitoring the selected ion signal as a function of
the delay time between the pump and probe laser
pulses. Each data point was averaged for 3 laser
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Fig. 2. The experimental setup, showing the generation of femtosecond laser pulses. The probe pulse (A,) is delayed with respect to the
pump pulse (A,) by a computer-controlled actuator. The two pulses were made to travel collinearly and focused onto the molecular beam.

lons arc detected in the time-of-flight mass spectrometer.

shots, and the transients were accumulated for over
100-300 scans to achieve a signal-to-noise ratio of
at least 10-20.

3. Results and discussion

The TOF mass spectrum of Mn,(CO),, taken
with fs pulses at 310 nm is shown in Fig. 3. Two
main peaks, Mn* and Mnj, were observed, which
are consistent with the mass spectra reported earlier
[10,31]. ‘Other species such as Mn,y(CO);,
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Fig. 3. The time-of-flight (TOF) mass spectrum of Mn,(CO),q
taken with femtosecond laser pulses at 310 nm.

-Mn(CO){, and Mn,(CO); could also be observed,
but with weaker intensities. The distribution of ion
fragmentation is known to depend on the wavelength
and the intensity of laser pulses [31,32].

A pump and probe intensity-dependence study
was performed on the Mn* signal. A log-log plot of
the Mn* signal versus the laser intensity gave a
number close to unity for the pump laser and signifi-
cantly larger than unity for the probe laser. This
indicates that excitation by the pump laser is pre-
dominantly a one-photon absorption process, while
ionization by the probe laser requires a multiphoton
process, consistent with the scheme in Fig. 1. The
multiphoton excitation by the probe laser involves
dissociation and ionization, and the evaporation of
all CO ligands in the process of probing is due to
both processes [31,32], depending on the time scale
and the fluence.

Transients for Mn,(CO);;, Mn;, Mn* are shown
with the fits in Fig. 4. Here, the pump and probe
laser intensities were so weak that there was no ion
signal due to either pump or probe laser alone. The
Mn* and Mnj transients were taken at the pump
intensity where the Mn* signal is linear with the
pump laser intensity. For the Mn,(CO); transient,
since the signal was so weak, the pump intensity was
increased from that used for Mn* and Mnj. The
pump laser was polarized parallel to the TOF detec-
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Fig. 4. Femtosecond transients of Mn,(CO)5, Mn7, and Mn~,
and for calibration DEA™. The fits are shown as solid lines. The
solid vertical line indicates time-zero at which there is no delay
between the pump and probe pulses. The MnY transient was fit
with a decay time of 160 fs to the asymptote.

tion axis, and the probe laser polarization was at
54.7° to that of the pump. This is not necessarily the
magic angle [33]. If this was close to the magic
angle, this setup gives transients which are not af-
fected by the rotational motion of the fragment for
which the recoil vector was initially aligned by the
pump laser polarization [34].

The transient for DEA* in the molecular beam
was taken with the exact same conditions and dis-
played in Fig. 4. Time-zero is defined as the middle
of the rise of the DEA* transient. As expected, this
corresponds to the peak of the Mn,(CO);, transient.
The transients for Mn(CO); and Mn,(CO); were
also recorded, and these are very similar to the
Mn,(CO)y; transient, indicating their origin from the
parent.

The Mnj transient shows an apparent peak shift
of =100 fs, while the Mn* transient shows a shift
to a plateau of =150 fs. More quantitative fits
indicate that the initial rise in both Mn* and Mnj}
transients is similar to the calibration transient of
DEA”*. The Mn* transient shows the initial rise to
the plateau and the signal remains constant for more
than = 100 ps. Meanwhile, the Mn} transient dis-

plays the initial rise to the peak and a decay (= 160
fs) to an asymptotic level where it then remains
constant for more than = 100 ps.

The polarization anisotropy as a function of the
delay time, r(t), was also measured for both Mn*
and Mn3 transients. The r(0) was nearly = 0.4 for
both ions, consistent with the initial transition in-
volved being parallel to the molecular axis [34]. The
r(t) shows an exponential fit with a characteristic
time of = 700 fs for the Mn* transient and = 100
fs for the Mn3 transient. This large difference in the
r(1) for the two transients provides information about
rotations in fragmentation as well as about changes
in the transition moment due to rearrangement of the
molecular structure, as discussed below.

3.1. Femtosecond mass spectrometry of the two
channels

The transients obtained by mass detection of ions
reflect the dynamics of the parent Mn,(CO),, or the
nascent -Mn(CO); and Mn,(CO), products. Frag-
mentation in the ion channel does not influence such
measurements since fs resolution enables one to
observe ionization prior to fragmentation [30]. The
Mn,(CO);; transient in Fig. 4 indicates an ultrashort
lifetime of the excited parent molecule, which decays
completely in less than = 85 fs, our fs pulse width.
The Mn™ and Mn] transients do not show this fs
decay component, and hence represent the dynamics
of the nascent products, -Mn(CO), and Mn,(CO),.

The Mn3 transient arises from Mn,(CQ), and not
from the -Mn(CO); product; note that from the
energetics in Fig. 1, the available energy is sufficient
to decarbonylate one CO and at most two. The peak
of the Mn3 transient is shifted by = 100 fs from the
time-zero (Fig. 4), while the Mn* transient does not
have any corresponding peak, indicating that it repre-
sents the dynamics of the other nascent product,
-Mn(CO);. This is consistent with the fragmentation
and ionization pathways. First, neutral Mn, species,
even if fragmented by the probe (or in free flight) to
give an Mn* species, will display the same fs tran-
sient, whether detecting Mn* or Mnj. This is not
the case in our experiment, indicating that the Mn*
and Mnj signals are from two different neutral
channels. Second, a secondary pathway for an Mn
species is in principle possible from a Mn, neutral
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species. For example, the nascent vibrationally hot
Mn,(CO), may dissociate into -Mn(CO); and
-Mn(CO),, and these species could be ionized to
give the Mn™ signal. However, the dissociation of
vibrationally hot product requires IVR on the ps time
scale. Therefore, the transients presented here reflect
the dynamics of the neutral two channels (Fig. 1).
This is consistent with previous photofragment spec-
troscopic studies [8,10).

The preference of Mnj over Mn* in probing the
Mn,(CO), product can be understood on the basis of
the strengthening of the M—M bond upon CO elimi-
nation. The strength of the M-M bond increases
with CO elimination, thus reducing the M—M bond
cleavage during probing. This also accounts for the
formation of the bridged complex in the Mn,(CO),
product. The Mn—-Mn bond distance in Mn,(CO),q
is relatively long (= 3.0 A) [26), and there is no
evidence of bridging in Mn,(CO),,. There is, how-
ever, some experimental evidence for the formation
of the bridged Mn,(CO), product upon UV excita-
tion [21,22].

Finally, it should be emphasized that the absorp-
tion maximum found in solutions is at = 500 nm for
Mn,(CO); and =800 nm for -Mn(CO), [9], and
accordingly the probe wavelength used here (620
nm) is between absorption maxima of the two frag-
ments. If the probe wavelength is chosen in favor of
vne of these two absorptions, then the Mn*/Mn;
transients would also reflect such changes in the
dynamics.

3.2. Metal-metal bond cleavage

The ¢ —» o " transition of the Mn~Mn bond re-
duces the bond order to zero and therefore leads to
the repulsive dissociation of Mn,(CO),, along this
bond. But the electronic states of Mn,(CO),, are
complex, and the upper electronic states involved in
the optical excitation and dissociation are not yet
totally certain [3,4]. According to a simple state-cor-
relanon diagram, the optically allowed singlet
'(¢o*) state does not correlate to the ground state of
two -Mn(CO)s products. The lower-lying triplet
*(0o*) state to which an optical transition is spin-
forbidden, in a zeroth-order approximation, could
make such a correlation [3,27]. Therefore, dlssoc1a-
tion along the "M-M bond occurs on the *(co*)

state accessed either through the mtersystem crossing
(ISC) from the optically prepared Yoo * ) state or by
the direct excitation due to strong spin—orbit cou-
pling.

The time shift observed for the Mn* sngnal is
measured to be = 40 fs halfway up on the rise (Fig.
4). This observation of a fs shift excludes the possi-
bility that the cleavage is due to predissociation. It
also excludes ground-state dissociation since the time
is too short for internal conversion and IVR to be
effective. Because of its impulsive nature, we con-
clude that the mechanism of the cleavage must in-
volve a dissociative, repulsive potential-energy sur-
face, accessed directly (i.e. 00*) or reached by
very large non-adiabatic ISC (‘oo * /%00 ). It is
interesting to note that, in the first quantum simula-
tion [28), Manz and co-workers have shown that
direct dissociation of HCo(CO), to H and Co(CO),
takes 20 fs while the indirect 1SC takes 50 fs.

For fragmentation on the repulsive surface, the
shift represents the time for the two fragments to
move beyond their force field of interaction. In
analogy with direct dissociation reactions [35], we
can deduce the nature of the repulsive potential and
its interaction length from knowledge of the bond
energy, the available energy and the reduced mass.
The Mn—Mn bond energy in the gas phase is still not
certain, and different values ranging from 22 to 42
kcal /mol have been reported [17]. Assuming a value
of D(Mn—-Mn) = 36 kcal/mol [18], which has been
determined in solution, the available energy is then
= 56 kcal/mol at the pump wavelength of = 310
nm. If all the available energy is transformed to
kinetic motion of the fragments, the upper limit for
the recoil velocity is = 0.022 A/fs. Accordingly,
for =40 fs of delay time, the separation between
centers of masses of the two -Mn(CO); fragments
must be = 0.9 A from the equilibrium distance.

For a one-dimensional repulsive potential, V(R)
=E expl ~(R — R,)/L), for two fragments at sepa-
ration (R), the length parameter (L) can be deter-
mined from a simple relationship relating the time
shift to the recoil velocity and total energy [%0]. For
the Mn-Mn cleavage we obtained L = 0.2 A, indi-
cating a very steep potential for repulsion in the o *
charge density. From experiments carried out in the
gas phase and in solution [3,8], the -Mn(CO), prod-
uct has actually been found to be vibrationally hot,
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indicating that L could be even less than 0.2 A
Furthermore, the reaction coordinate for the Mn—Mn
bond cleavage cannot be simply described as the
elongation of the distance between two ‘frozen’ frag-
ments. It should include other vibrational motions
{e.g. those involving CO ligands) as the ultrafast
repulsion between the metal atoms changes with
time. A more accurate determination of the Mn—Mn
bond energy along with the information about the
time delay and internal energy distributions at differ-
ent energies would be very helpful for a complete
picture of the molecular dynamics. Theoretical stud-
ies now should be of interest.

3.3. Metal-ligand bond clearage

As mentioned above, the transient for Mn} prob-
ing can be simulated with a smaller time shift of
=20 fs and a decay of = 160 fs. This fs and very
short delay observed for the Mn, species again
excludes a predissociative or ground-state reaction
mechanism. If the dynamics of this metal-ligand
cleavage involves an initial bound oo * transition,
then a non-adiabatic but strong crossing to a Mn—-CO
repulsive state must be involved. Waldman et al. [15]
suggested that following the excitation of the
molecule to the (g0 *) state a non-adiabatic coupling
to other electronic states will lead to cleavage of the
Mn-CO bond. The direct transition to the 7 *(CO)
orbital can also lead to rupture of the Mn—~CO bond
[13]. Actually, as shown in Fig. 1, at the pump
wavelength of 310 nm, the transitions to both o *
and " (CO) are optically accessible. The fs appear-
ance of the MnJ signal supports the mechanism that
the Mn—CO bond cleavage effectively occuts on a
repulsive, dissociative potential energy surface along
the Mn-CO reaction coordinate, Fig. 5. It is interest-
ing to note that this type of decarbonylation has been
studied theoretically by Manz and co-workers for
e.g. in H,Fe(CO), and found to occur in = 100 fs
[29].

The Mn-CO cleavage is faster than Mn-Mn
cleavage and this is consistent with the kinematics.
For the same amount of available energy, the recoil
velocity for the Mn-CO bond dissociation is ex-
pected to be about 2 times higher than that for the
Mn-~Mn bond cleavage. This is because the reduced
mass for the former is = 4 times smaller than that

Rumn-co

% .Mn(co)s
! +Mn(CO)g

Rin-Mn
Fig. 5. Proposed scheme for the dynamics of bond cleavage in
Mn,(CO), . The direct excitation to the dissociative potential
energy surfaces lead to fs bond ruptures along the M~M and M-L
reaction coordinates. Both the diabatic and adiabatic (note the
dotted circle) surfaces are shown, along with the wave packet
motion along the two coordinates.

for the latter. Hence, a time-shift in the Mnj tran-
sient is expected to be = 2 times less than that in the
Mn* transient if the dissociative potential energy
curves for both channels are of the similar nature.
This simple picture is entirely consistent with our
findings. In solution the Mn~CO bond energy is
estimated to be = 38 kcal/mot [19], which is com-
parable to the value of =36 kcal/mol for the
Mn-Mn bond energy [18). For the available energy
of =54 kcal/mol, an upper limit for the recoil
velocity is = 0.042 A /fs for Mn—CO. This is about
twice the Mn—Mn bond recoil velocity. This again is
consistent with the experimentally measured time
shift of =20 fs for the Mn—-CO bond cleavage
compared to the = 40 fs for the Mn—Mn bond.

The Mnj transient shows an initial rise to a
maximum and a decay to an asymptote with a char-
acteristic time constant of = 160 fs (see Fig. 4). This
decay reflects the change of nascent Mn,(CO), in
the first few hundred fs. We now consider two
pathways, one of which is the molecular rearrange-
ment to form a bridged Mn,(CO), and the other is a
further dissociation of vibrationally hot Mn,(CO),
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product. Both of these product channels have been
studied by transient IR in solutions and matrices
[11,21,22). The dissociation process is less likely
though because the time constant is too short for the
vibrationally hot Mn,(CO), product to undergo sta-
tistical energy redistribution. The other pathway, i.e.
the ligand bridging, is consistent with this time scale
since molecular rearrangement occurs on a very short
time scale, leading to a significant change in the
ionization cross section. In this case, our measured
decay of 160 fs for bridging is consistent with the
recent finding by Ruhman’s group that this process
occurs on < 1 ps time scale [15].

The fast decay (= 100 fs) in the anisotropy r(f)
observed for the Mn? signal is also consistent with
the bridging of Mn,(CO),. As the molecule rear-
ranges, the cylindrical symmetry is reduced, and this
leads to a decrease in the polarization anisotropy
with a time constant comparable to that of in-
tramolecular rearrangement. For r(¢) of the Mn*
signal we observed a longer decay (= 700 fs) and
this could reflect the rotational dynamics of the
-Mn(CO); fragment. Because these r(r) measure-
ments involve multiphoton ionization [33), these re-
sults will be analyzed more quantitatively in further
studies.

4. Conclusions

In this contribution, we present our first direct
measurement of the dynamics of M—M and M-L
bond cleavage using fs time resolution and TOF
mass spectrometry. Both bond cleavages in
Mn,(CO),, occur on the fs time scale, indicating
that previous estimate of the upper limit (2-3 ps)
from measurements of the anisotropy parameter in
the gas phase is about two orders of magnitude
longer than obtained here. The rotational period is
t0o slow to be used as an internal clock for this
heavy molecule!

The fs cleavage dynamics excludes ground state
dissociation as the time scale is much shorter than
most vibrational motions needed to complete internal
conversion and IVR. It represents direct dissociation
on repulsive surfaces involving both the M—-M and
M-L charge distributions. Although the initial transi-
tion is assigned as oo ", the dynamics is controlled

by the reduction in bond order introduced by the
repulsion in these coordinates, surprisingly leading to
a slower M~M than M-L bond breakage. We de-
duce a repulsive length of =0.2 A (upper limit
=09 A).

We account for the disparity in the time scale for
M-M and M-L breakage on the basis of simple
kinematics. The reduced mass in the Mn—CO cleav-
age is =4 times smaller than that of the Mn-Mn
and, hence, the CO product separates apart =2
times faster than does - Mn(CO); product. Unlike the
Mn-species, which builds up and live for at least 100
ps, the Mn,-species decays in = 160 fs. We relate
this decay to the bridging of the nascent Mn,(CO),
product.

There are several implications of these new find-
ings. First, the measurements in solutions, which in
many cases showed a longer time scale, must include
possible caging by the solvent and/or vibrational
cooling on the time scale of the experiment. The
M-L may appear slower than M-M dynamics in
solutions simply because of the easier kinematics of
caging for the former. Second, the potential energy
surface is not predissociative, as previously inferred,
since we do not observe ps dynamics for the isolated
reaction. Finally, while the bonding characteristics in
these very interesting systems may involve a simple
description (e.g. oo *) of ‘bound’ states, the dynam-
ics clearly shows the strong repulsive nature of the
force. We consider this as evidence of the strong
interactions leading to the adiabatic picture in Fig. 5.

Future work will include studies of the energy
dependence, the time-dependent anisotropy, the de-
tection of different fragments, and the comparison
with other systems. Preliminary studies of Re,(CO),,
and of kinetic energy time-of-flight (KETOF) have
been made and will be published later. Molecular
dynamics calculations will also be of interest.
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Femtosecond time-resolved techniques with KETOF (kinetic energy time-of-flight) detection in 2 molecular
beam are developed for studies of the vectorial dynamics of transition states. Application to the dissociation
reaction of IHgl is presented. For this system, the complex [I--Hg--1}** is unstable and, through the symmetric
and asymmetric stretch motions, yields different product fragments: [l--Hg--1]** — HgI(X2Z*) + I(?P;/3)
{or I*(3Py2)] (1a); {IHg-1}** — Hg("So) + 1(3P33} + I(?P32) {or I*(3Py2)] (1b). These two channels, (1a)
and (1b), lead to different kinetic energy distributions in the products. It is shown that the motion of the wave
packet in the transition-state region can be observed by MPI mass detection; the transient time ranges from
120 to 300 fs depending on the available energy. With polarized pulses, the vectorial properties (transition
moments alignment relative to recoil direction) are studied for fragment separations on the femtosecond time
scale. The results indicate the nature of the structure (symmetry properties) and the correlation to final
products. For 311-nm excitation, no evidence of crossing between the I and 1* potentials is found at the
internuclear separations studied. (Results for 287-nm excitation are also presented.) Molecular dynamics

simulations and studies by laser-induced fluorescence support these findings.

1. Introduction

With polarized femtosecond excitation and analyzed femto-
second detection, using laser-induced fluorescence (LIF) or
multiphoton ionization mass spectrometry (MPI-MS), one gains
the ability to examine the vectorial properties of molecular
dynamics in real time.!? For nonreactive systems, the change in
the time-dependent alignment gives the molecular structure.34
For reactive systems, it provides new information on the
evolution'25-7 of the angular momenta and the anisotropic decay
of the fragment orientation.

In this paper, in the scries, we develop kinetic energy time-
of-flight (KETOF) as a method for obtaining the vectorial
properties of transition states on the femtosecond time scale. As
with time-of-flight photofragment translation spectroscopy, we
examine the polarization properties (see Appendix for original
references and also refs 8-10 for reviews) of the velocity
distribution anisotropy, but now at femtosecond resolution of the
dynamics. The mass selectivity enables the separate observation
of parent and fragment dynamics. In general, ionization of the
initial parent is not observed in ths mass spectrum if the reaction
time is ultrashort and competition of dissociation with ionization
isefficient. This problem iscircumvented by femtosecond pulses
as the system can be “frozen out” prior to fragmentation, and the
ladder switching!! to product ionization at long times can be
controlled. Examples can be found in the studies of elementary
reactions (¢.g., Nay,'2 CH;1,3 and OCIOM) and of clusters (e.g.,
Na,!* and (NH;),'). A single-pulse femtosecond experiment
on a molecular beam with KETOF detection, studying MPI-
induced fragmentation processes in Na,,!” was reported, but no
femtosecond time-resolved KETOF experiments have been
reported up to now.

Theapplication made here of the femtosecond/KETOF method

t Deutsche Forsch haft (DFG) postd
1 Contribution No. 8847, -
® Abstract published in Advance ACS Abstracts, November 1, 1993.

] fellow.

involves a study of the dissociation reaction of IHgl:

THgl + hy ~ [IHg--1]** — Hgl(X’Z*) + 1(Py;)) (2a)

For this product channel the wave packet motion ultimately
involves the asymmetric stretch mode of the complex. Both
products are in their ground state. Energetically, at the
wavelengths used, the iodine atoms can also be formed in the
excited state

IHg! + hy =~ {I--Hg--I}'* — Hal(X*Z*) + I*(*P, ;) (2b)

and this channel also involves the asymmetric stretch motion.
The twosurfaces leading to the I and I* asymptotes are separated
by the spin—orbit splitting of free iodine atoms (7600 cm-!') at
long internuclear distances; the splitting is less at the complex
geometry near the Franck-Condon region, as discussed below.
One important question addressed here is the nature of the two
surfaces and the crossing {or lack thereof) between them.

If the complex is prepared above the limit of total dissociation,
then it is possible to produce the three atomic fragments:

IHgl + hv — [I-Hg-1]"* — 1Py ) + Ha('Sy) + 1Py ;)
(29

The nuclear motions in this case involve the symmetric stretch
mode.

In these channels described above the fragment atom (or
diatom) has a different kinetic energy in each case, and resolution
of the kinetic energy in the velocity distribution anisotropy gives
the vectorial correlation corresponding to the channel of interest.
The scalar part (kinetic energy release) of the dissociation is
studied here with the transient time measured as the wave packet
leaves the transition-state region of the complex. The vectorial
part (transition moment correlation with fraggmentation) of the
dissociation process is examined by the change in the velocity
distributions at times between 0 and 500 fs. The approach adds
a useful dimension to femtosecond transition-state spectroscopy
(FTS) and may be applied to the different detection schemes of

0022-3654/93/2097-12447804.00/0  © 1993 American Chemical Society
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Figure 1. Schematic of the experimental approach utilizing two polarized
femtosecond pulses and a TOF mass spectrometer. The femtosecond
lasers, the molecular beam, and the TOF axis are mutually perpendicular.
The TOF axis is defined by the electric field E. For the experiments
described here, the pump laser (A} polarization was kept parallel to the
TOF axis, whereas the probe laser (A;*) polarization was either parallel
or perpendicular with respect 1o the pump. On the left (a) a distribution
resulting from a pure parallel transition is indicated, whereas the
distribution to the right (b) resembles a pure perpendicular transition
(see text), if the pump laser polarization is parallel to the TOF axis.

LIF,? absorption,'* MPI-TOF,!213.16 photoelectron detection'’
using ZEKE photoelectron spectroscopy,!? and stimulated emis-
sion pumping.2

The outline of the paper is as follows: Insection I1,a discussion
of the approach is given. The experimental description is given
insection I11, followed by the resultsinsection 1V, Thediscussion
insection V focuses on the femtosecond dynamics and the reaction
path, with reference to other findings from molecular dynamics
and laser-induced fiuorescence studies. The conclusionsare given
in section V1, followed by an Appendix detailing anisotropy and
rotational alignment in pump-probe experiments.

Il. Femtosecond/KETOF Method

In the studies of reaction dynamics on the femtosecond time
scale, the two attributes of TOF,2! the mass selectivity and the
possibility of measuring fragment energies, add a unique di-
mension. Not only can the decay of the parent complex be
monitored directly, but also the delay of the fragments. By
measuring the temporal evolution of fragments with different
kinetic energy, different fragmentation channels leading to the
same fragment can, in principle, be distinguished. As the TOF
axis is well-defined, rotating the pump laser polarization, with
respect to the TOF axis, and analyzing the resulting KETOF
spectra gives the vectorial properties, such as the alignment of
a transition moment with respect to the excitation polarization.
Rotating the probe laser polarization with respect to the pump
laser polarization can then finally deliver information on the
alignment of the fragment transition moment in a particular
dissociation process. In the following, we will briefly describe
the basic idea and relate its application to the case under study.

In this application of a TOF spectrometer, ions are created by
MPI with femtosecond laser pulses. The interaction region is in
the electric field of a parallel plate capacitor with a ringlike
aperture in the direction of the detector; the aperture is covered
with a mesh in order to ensure a homogeneous electric field in
the interaction region. The direction of this electric field thus
defines our TOF axis (Figure 1). After leaving this extraction
region, the ions are further accelerated and are detected with a
set of multichannel plates after they have passed the field-free
drift region. Solving the classical equations of motion yields the
result that the flight time 7 (for all three regions) is proportional
to the square root of the mass m of the jonized particles.?!

Baumert et al.

Interms of mass resolution, a well-defined initial spatial position
and a well-defined time zero for creating the ions is important.
The starting spatial distribution is determined by the diameter
of the focused laser beam (on the order of 50~100 um), whereas
the starting time is determined by the time duration of the laser
pulse. Using femtosecond laser pulses, and femtosecond or
picosecond pump~probe delay times, the TOF broadening dueto
poorly defined starting times is negligible, as the flight time is
on the order of microseconds. The mass resolution of our TOF
spectrometer is about 1:150.

The velocity distribution due to fragmentation causes a spread -
around the central time-of-flight, . The spread in the time-
of-flight for the ionized fragments is a linear function of their
velocity projection, vy, onto the TOF axis (see below). Consider
two identical ions formed at the same initial position r, with
equal but oppositely directed velocities (&vy) along the TOF axis
(ion 1 travels up). Ion 2 is decelerated by the electric field E of
the extraction region, stopping at a position r; directly below ry.
It is then accelerated, returning to r; with its original speed, in
the same time it took todecelerate tor,. Subsequently, the motion
of ion 2 is identical to that of jon 1, which it now continues to
lag by the “turn-around” time. Hence, ¢, the position relative to
the central time T in the TOF spectrum corresponding to vy is
given by (from F = ma = gE)

t=—(mv,/qE) 3)

The total time-of-flight, T + ¢, is a linear function of the velocity
projection, v;. For a fixed translational energy release (recoil
speed vp) the maximum time spread for a fragment ion becomes

At = 2(mvy/qE) 4)

Therefore, the kinetic energy of the ion (! /omvo?) can be written
as

Eyio = CEXANY/8m (5
In the type of experiment considered, two fragments are formed
in the dissociation of the pump excited molecule. Because of the
excitation distribution, determined by the pump polarization and
the direction of the transition moment, there is a distribution in
t, as discussed below,
The total energy in the center-of-mass frame (CM) is conserved,
implying that??

Eavl = Ei:l + h”pu - Dg = Eim + El (6)

where E,., is the energy available to be partitioned among internal
and translational degrees of freedom of the recoiling fragments,
EF is the thermal internal energy of the parent molecule, hvp,
is the pump energy, D is the dissociation energy from the
ground-state parent to the ground-state fragments, Ejy is the
total internal excitation energy of the two fragments, and E, is
the CM translational energy. Inthe CM frame, the twofragments
share the total available translational energy, which means that

ny m-
Ey = EEunz = En[l +',;;] M

Consider the probing of a free fragment. Duc to the small
photon momentum, the translational energy available to the ion
and ejected electron is shared unequally in a manner similar to
eq 7. If, for example, a 100 amu fragment is ionized, leaving
5000 cm-! available as translational energy, then the change in
the fragment velocity is <3 m s-!, while the electron velocity is
~5 % 105 m s, As the neutral fragment velocity in the CM
frame is typically of order 10° m s™!, it is practically unaltered
by probing to ionization. Hence, the translational energy, E;, of
the parent dissociation can be deduced from the velocity profiles
of the probe ionized fragments.

In the transition state a probe transition moment, (1), may
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be defined. The orientation of this transition moment depends
on the anisotropic distribution created by the pump pulse as well
asthe subsequent evolution of the excited complex in the transition
state. Using different orientations of the pump (¢,,) and probe
(¢pr) polarizations with respect to the TOF axis, different velocity
profiles result, each of which characterizes distinct features
(correlations) of the anisotropicdistribution in the transition state.
From this, one may deduce the nature of the pump transition
(parallel vs perpendicular) and of the probe transition in the
evolution of the transition state. In addition, it is possible to
calculate the translational energy release. In the Appendix, we
discuss these issues with focus on the anisotropic fragment
distribution involved in pump—probe experiments. The velocity
profile for free fragment probing is parabolic, characterized by
anecffective anisotropy parameter, Br(eq Al1), which may differ
from the anisotropy parameter, 8, associated with the pump alone
process (eq A3).

For illustration, we consider a specific example (see Figure
12). Suppose the pump pulse excites molecules that dissociate
fast with respect to rotation and the parent transition is parallel,
i.e., the transition moment is parallel to the internuclear axis. In
this case, we have xo(r) = 0° (see Appendix) and the pump creates
acos? §, dumbbell-shaped distribution. For the case when, inthe
transition state, the transition moment for probing is aligned
along the direction of the internuclear axis of the complex ullr(s)
(the direction r(r) is along the final recoil direction for a
nonrotating molecule), the situation is easy to picture. If the
probe is parallel to the pump (exdlepu), then the distribution created
by the pump pulse will be enhanced, yielding a maximum
probability for the probed fragments to recoil along the pump
polarization direction: 8 = 0° or 180°. If, on the other hand, the
probe is perpendicular to the pump (¢ L €5,), then the distribution
is greatly reduced in magnitude and also altered. Consider next
adifferent process in which the parent transition is perpendicular
(see Figure 12). Here xo(f) = 90° and the pump excitation yields
a sin? 4, toroidal angular distribution of the fragments. Let us
suppose that the transition moment, u,, in the transition state is
still along the fragment recoil direction. If the probe is now
parallel to the pump, then few fragments will be ionized by the
probe, whileif the probe is perpendicular to the pump, the velocity
distribution created by the pump will be enhanced and carried
over to the jonized fragments (ion fragmentation is faster than
rotation). These distributions which change in shape with
polarization thus reflect the correlation and symmetry; they are
discussed in the Appendix.

III. Experimental Section

The femtosecond laser apparatus has been described in detail
previously?* and is discussed only briefly here. Femtosecond pulses
were generated from a colliding pulse mode-locked ring dye laser
(CPM) andamplified by a Nd:Y AG-pumped pulsed dye amplifier
(PDA). The recompressed output pulses had an (unattenuated)
energy of 0.2-0.3 mJ at a repetition rate of 20 Hz. The 311 nm
(fwhm = 5 nm) pump wavelength was generated by frequency-
doubling a part of the PDA outputina 0.2-mm-thick KDP crystal.
The 287-nm pump was generated by frequency mixing part of
the PDA output at 622 nm with a residual part of the Nd:YAG
outputat 532 nmina0.5-mm-thick KD*Pcrystal. For the probe
MPI we used the remaining output of the PDA (622 nm, fwhm
- =13 nm).

The pump and probe beams, with proper attenuation and
parallel or perpendicular polarization, were delayed in time relative
to one another in a Michelson interferometer and were then
recombined collinearly and focused onto the IHgI molecular beam.
Before entering the molecular beam, we routinely recorded
autocorrelations of the probe (fwhm ~ 60 fs sech?). Cross-
correlations were derived by convoluting a Gaussian cross-
correlation (100 fs) with the molecular response function of I,
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Figure 2. Femtosecond transients obtained by detecting the mass of Hgl,
Hg, and I for parallel laser polarization. Time zero is given with respect
to half the rise of the parent IHgl.

ina 622-nm excitation and 311-nm probe experiment, where the
fluorescence at 340 nm was recorded as a function of the pump-
probe delay time.2*

The molecular beam consisted of an oven with a nozzle diameter
of 0.3 mm. The oven was heated to 445 K (measured at the
nozzle). MPI femtosecond experiments on the skimmed molecular
beam were carried out in a differentially-pumped ionization
chamber about 12 cm downstream from the nozzle. The TOF
spectrometer was used either in its mass resolution mode or in
its kinetic energy resolution mode. The molecular beam, the
lasers, and the TOF detection axes were mutually perpendicular.
For the set of experiments described here, the pump laser
polarization was kept fixed and parallel to the TOF axis. A
sketch of the experimental setup is shown in Figure 1.

The sample was 99.999% Hgl; (Aldrich) containing the natural
isotope distribution of Hg (196-204 amu). This resulted in a
time-of-flight broadening on the Hgl, parent and the Hgl and
Hg fragments. Therefore, the KETOF technique was applied to
the iodine mass; for the other masses isotopically pure samples
are needed.

Two types of data collection were used: For the transients, a
boxcar gate was set to the mass under investigation, and the
(femtosecond) delay line was scanned until a satisfactory signal-
to-noise level on the transients was achieved. The KETOF
transients on the fragment iodine atom were taken by setting the
boxcar gate to different parts of the kinetic energy distribution.
The TOF spectra were obtained by setting the pump-probe delay
at different fixed positions and averaging the mass spectra over
1500 laser shots with a transient digitizer (10-ns channel
resolution}. .

IV, Results

In Figure 2 the femtosecond transients for the Hgl, Hg, and
I are shown for parallel polarization of pump (A,) and probe
(A2*) lasers. Time zero for each of these transients is shown with
respect to half of the rise time of the Hgl, parent. The parent
mass gives a multiexponential decay which will be discussed in
another publication?’ that carefully considers the complete decay
(linear and nonlinear behavior) at long times. The measured
time shifts, with respect to half the rise of the parent, when
monitoring the transition state on different mass fragments are
47 % 15fs for Hgl, 61 £ 15 fs for I,and 75 % 15 fs for Hg. (The
influence of saturation on the rise time of transients will also be
discussed in ref 25.) The time shifts indicate that the initial
motion of the wave packet to the transition state from the Franck—
Condon region takes ~50fs. Thisisconsistent with the measured
decay on the parent ion signal, as discussed below.
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Figure 3. Femtosecond transients obtained by detecting the mass of Hgl,
Hg,and I for perpendicular polarization. Note thedecrease of the second

component around 350 fs with respect tothe first component, in comparison
to parallel laser polarization (Figure 2).
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Figured. Complete TOF massspectrumat different time delays, showing
the parent IHgl and the nascent fragments.

The transicnts on all three fragment masses show a double-
peak structure within the first 500 fs. We checked the asymptotic
behavior of these three transients up to 100 ps: the I transient
and Hgl transients reach a constant asymptotic value, while the
Hg transient increases over several picoseconds. In order to
obtain more insight into this behavior discussed in ref 25, we
performed careful pump and probe intensity studies on all masses.
After 500 fs, the transients in Figure 2 are dominated by
multiphotondynamics. The early time behavior is the one-photon
excitation dynamics to the repulsive surface leading to reactions
1and 2, and our focus here is on these one-photon dynamics to the
repulsive continuum (we shall refer to it as the A-continuum).
Of particular interest is the early-time behavior of the fragments,
their alignment, and their kinetic energy release.

For comparison, in Figure 3 transients on the same masses are
shown but now with perpendicular polarization of probe (A;*)
versus pump (\;). Note that the pump polarization for all
experiments described here was kept fixed and parallel to the
“TOF axis. Special care was taken to ensure the same energics
in the pump and probe lasers for the two polarizations used. The
difference to notice here is that for all transients the second peak
structure in the early-time behavior is enhanced for parallel
polarization (Figure 2) in comparison to perpendicular polar-
ization (Figure 3).

In Figure 4, TOF spectra are shown for different A;-);* delay
times: 90 fs is close to the first structure of the transients in
Figure 2 and 310 fs is close to the second structure, whereas 680
and 11 000 fs belong to the asymptotic part of the transients. The
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Figure6. F d transientsd d on the I mass, but with different

kinetic energies.

TOF spectra are not normalized; only the time-independent
background was subtracted. The decay of the Hgl, parent and
of the I, fragment as well as the asymptotic values for the Hgl,
Hg,and I fragmentsisclear. Aninterestingchangeinthe KETOF
distribution, with respect to the time delay between pump and
probe pulses, is observed on the I fragment.

Figure S shows the I portion of Figure 4. In this figure, the
TOF spectrum is shown for £ = 63 V/cm. The experiment was
also performed at other low settings of the electric field to find
an average value of the kinctic energy of the I fragment using
formula 5. The onset of the KETOF distribution at 90 fs
corresponds to a kinetic energy of the I fragment of 5000 & 1500
cm-!, whereas the 50% value corresponds to 2000 £ 500 cm-1.
Formula 7 then gives the total available translational energy (the
fragments being I and Hgl): using the onset value, itis Ey = 7000
% 2000 cm-!, while the 50% value yields 2700 £ 700 cm-!,

In order to gain deeper insight into the kinetic energy
distribution of I with respect to the pump-probe delay time,
transients at different kinetic energies were taken: The transient
at the bottom of Figure 6 was recorded with a gate position of
our boxcar that monitors only fast fragments witha kineticenergy
>2000 cm-! (see Figure §). We will refer to this transient as the
fast I transicnt. The transient in the middle of Figure 6 was
taken by setting the gate to that part of the KETOF distribution
that mainly contains energies in the range from 0 to 500 cm!.
Note that such a gate position will also accumulate some of the
faster fragments, because only the projection of the dissociation
distribution along the TOF axis can be monitored by this
technique. This transient is referred to as the slow I transient.
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Figure 7. KETOF distribution of 1 atcomparabledelaytimes: (a) paraliel
laser polarization; (b) perpendicular laser polarization. The difference
in flight time is due to different extraction conditions.

The top transient in Figure 6 was obtained by setting the gate
toaverage over the complete KETOF distribution. We will refer
to this transient as the total I transient. From the gating
experiments, one assigns the first structure in the total I transient
to the contribution of the wave packet leading to fast I fragments,
whereas the second structure in this transient is due to the wave
packet leading to the slow I fragments.

Figure 7 gives an insight into the alignment of the transition
momentoftheI fragments. In Figure 7a,the KETOF distribution
for I is shown at a pump-probe delay time of 310 fs for parallel
polarization of the lasers (same as in Figure 6). In Figure 7b,
the KETOF spectrum of I for perpendicular polarization is shown
at 207-fs delay time. (The difference in flight time is due to
different extraction conditions of our TOF spectrometer for these
two experiments.) While in the parallel case a splitting in the
KETOF distribution is observed, this splitting is not seen in the
perpendicular case. This effect is due to the probe laser
polarization, since the polarization of the pump was kept parallel
to the TOF axis for all the data presented here, as discussed in
the following section. (Experiments involving rotation of the
pump with respect to the TOF axis are in preparation.)

V. Femtosecond Dynamics and the Reaction Pathway

Figure 8 shows the potential and snapshots of the wave packet
for the {I--Hg-I]** complex fragmentation along the symmetric
and asymmetric stretch coordinates. Parts A and B of Figure 8
correspond to an excitation (310 nm) to 1350 and 8950 cm!,
respectively, above the threshold for total dissociation on surfaces
(a) and (b).%2¢ Figure 8A represents the simplest picture of I*
channel dissociation with products Hgl + I*, I* + Hgl, and I*
+ Hg + I, while Figure 8B represents the simplest picture of I
channel dissociation with products Hgl + I, I + Hgl,and I +
Hg + L. The two different excess energies simulate the spin—
orbit splitting of 7600 cm-L.

Figure 9 shows the energetics of our A;, A;* scheme, based on
the available spectroscopicinformation of IHgl and its fragments
(seereferencesin figure caption). The 311-nm A, photoniinitiates
the dissociation, whereas the 622-nm probe ionizes either the
parent molecule or the transition state in a MPI process. The
- lowest ionization potential for the parent molecule is 9.5088
0.0022¢V.2'28 Exciting the ground-state parent molecule, Hgl,,
the energy required to produce HgI* (+ I + ¢) is 10.88 + 0.05
¢V, 2129 and to produce I* (+ Hgl + ¢) it is 13.12 £ 0.04 ¢V.272°
_ Theionization energies of the neutral fragments are 8.23 £ 0.07
eV for Hgl,?" 10.451 eV for 1,3 and 10.437 ¢V for Hg.%® If the
transition state is probed, it takes at Jeast three probe photons to
ionize the parent in a REMPI process, while four probe photons
are required to produce Hgl* and five to yield I*. On the other
hand, five probe photons are needed to ionize the free Hgl out
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Figure 8. (A) Snapshots of Hgl, dissociation at 1350 cm™! with respect
to total dissociation on surface a.22 This corresponds to I* channel
dissociation. The wave packet is shown at different times: (a) 160, (b)
320, () 400, (d) 800 fs. (B) The dynamics on surface b at 8950 cm-!,
corresponding to I channel dissociation, and at times: (a) 58, (b) 116,
(c) 175, (d) 233 fs.

of its ground state in a 1 + 4 REMPI process. Ionizing free
1(3Py;2) is a 4 + 2 REMPI process and a 4 + 1 REMPI for free
I*(3P,2).® Free Hg('Sy) is also ionized by a 4 + 2 REMPI
process.3® At this wavelength of 622 nm, probing from the
transition-state region is consistent with the FTS studies made
on this system by LIF detection.!

From the energetics, it is clear that reaction channels 1 and
2 are, in principle, open following the creation of the complex.
If the complex is bent and/or undergoes bending motion, one
additional channel is possible

[r ] — e+ 1 ®

with molecular iodine elimination. We detect the I, mass, but
before considering its origin let us examine the potentials.
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Figure 9. Energetics of the THgl system. The asymptotic values for
symmetric stretch fragmentation and asymmetric stretch fragmentation
are shown. Spectroscopic data are taken from ref 30 for the atoms from
refs 41 and 77 for IHgI and from refs 41, 78, and 79 for Hgl. Ground-
state data on IHgl can be found in refs 80 and 81. The lighter shaded
excitationarea indicates the absorption bands observed by Maya,”” whereas
the darker shaded regions corresponds to higher absorption structures.
The excitation wavelength is indicated by A;. (I =Py, I* = 2P 5, Hg
= 1S, Hg® = 3P, Hgl(X) = 23*, Hgl(B) = 2Z*, Hgl(C) = M1 p,
Hgl(D) = y5,).
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Figure 10. A cut along the asymmetric stretch translational coordinate,
together with the absorption cross section, 32 showing the idea for detecting
the fragments in the transition state (620 nm) or detecting the free Hgl
fragments at 390 nm.

The first absorption band of Hgl, peaks at 265 nm and extends
to 350 nm (see Figure 11).32% Leone’s group determined the
quantum yield of iodine in both spin—orbit states.}? Production
of I*(2P, ) was found to be favored for excitation at wavelengths
shorter than 295 nm, while at 310 nm the production of I*(3Py;,)
is ~20%. Formation of the two spin—orbit states of iodine is
assumed to arise from the two potential energy surfaces of Hgl,
which are separately excited at 310 nm (see Figure 10). In the
isoelectronic system, Cdl,, the angular distribution of the
fragments was measured by Bersohn’s group.3¢ They found that
a perpendicular excitation leads to I(2P3/2), whereas the parallei
excitation leads to dissociation into the I*(2Py;;) framents.

While the ground state of Hgl, is linear, relativistic ab initio
calculations on HgCl, by Wadt?s predict that the 13,* state of
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Figure 11, Total absorption cross section for Hglz.32 Insert: total Hgl;
absorption cross section and fractional components leading to excited
1(5?P;2) and ground state 1(52Py;;) atoms upon photodissociation of
Hglg.

this latter molecule is bent by ~80-120°. Ananalogous nonlinear
13,* state is expected for Hgl;. Using a simple ligand-to-metal
charge-transfer model, including spin~orbit coupling, together
with magnetic circular dichroism spectra, Mason?? concluded
that the initial absorption has Z,*(1) and II, character (total
spin-orbit states) with the singlet character !'Z,* and 'I1, about
20%, witha linear geometry description. The coupling of bending
motion to fragment rotation occurs on a time scale of picoseconds
and is therefore relatively insignificant on the time scale of the
bond-breaking process near the transition state. This type of
rotational dephasing and bending motion has been discussed in
detail in refs 1 and 2.

Recent femtosecond studies (using LIF)23! and classical*! and
quantum mechanical calculations? from this group revealed the
coherent motion from the transition state to final products. This
striking type of coherence propagation along the reaction path
has now been observed even in solutions¥3% and examined
theoretically’®40 to determine the forces governing the motion.
For our purpose here it is sufficient to connect the LIF findings
with those of the MPI-TOF. In the LIF studies, ground-state
Hgl, was excited in a cell by a femtosecond pump pulse at 310
nm. As the Hgl molecules from channel 1 separate, they were
probed independently by a second femtosecond pulse at either
620 0r 390 nm. Atshortinterfragment distances, the separation
between the potential energy surfaces of the Hgl(X2Z*) state
and the Hgl(B2Z*) state is smaller than in the asymptotic limit
(see Figure 10). Correspondingly, with 620-nm probe, with
detection of {luorescence using a monochromator at various
detection wavelengths, a double-peak structure was observed and
attributed to the slow and fast motions resulting from the two
different Hgl fragmentation channels 1a. With 390-nm probe,
the vibrational product distribution was determined. In the I*
channel, relatively little energy is available for vibrational and
translational excitation of the Hgl X state (v =7 £ 1), whereas
in the I channel highly-vibrationally excited Hg! X products are
formed (v” = 29 & 2). Trajectory calculations showed that 60%
of the products are formed via process 1b, with Hg + I+ I, and
4% via process 1b, with Hg + 1 + I*.30 At these energies, the
symmetric stretch fragmentation is thus more likely than the
asymmetric stretch fragmentation, as is also confirmed by the
wave packet calculations.?

In the present molecular beam studies, we may deduce the
fragmentation energy belonging to the different dissociation
channels (see Figures 1 and 12). Taking the spectroscopic data
of Wieland*! for w, = 125 cm-! and wex, = 1.0 for v” < 7 and
wx. = 1.5 for v” 2 7 for the Hgl X state, the fragmentation
energies can be calculated. The dissociation energy of Hgl; is
21 000 cm-'.3* Using formula 7 (vide supra) for the transfor-
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Figure 12. Illustration of the different contributions to our observed
KETOF distributions. The top half illustrates the fragment angular
distribution and the velocity profiles generated by the pump. The bottom
half shows the fragment velocity profiles after probing the transition
state. Itisassumed that the probing transition moment in the transition
state is along the fragmentation direction. The velocity, v, is parallel to
the internuclear axis in this case. The complete width of the I channel
distribution is greater than that of the I* channel because of the difference
in available energy.

mation from total available translational energy to an individual
fragment kinetic energy in a collinear two-particle breakup, the
kinetic energy of the I atom is calculated and listed below (in the
collinear three-particle breakup, the Hg atom will remain at rest):

[I-Hg~I]** — Hgl(X’Z*) + I(P,;;)  6400cm™  (9)

(I-Hg~I*}"* — Hgl(X’Z*) + I*(P,;;) 2000 cm™
(10)
(l--Hg1)** ~ Hg('Sy) + I(Py ;) + 1(°P,,,) 4200 cm™!
(11)

(I-Hg~1*]"* — Hg('Sy) + 1(?Py ) + I* (P, )
400 cm™ (12)

We now turn to the different pathways. Before considering
the specific cases, we should mention the Hg + I, case. If all
energy in this fragmentation channel is transformed into trans-
lational energy, we would expect a maximum kinetic energy of
- the I; fragment of 9000 cm-!. (The total fragmentation energy
is 1.45 ¢V.31) However, we observe only a maximum kinetic
energy of 800 cm-! for the I product in the KETOF experiment.
As the symmetric stretch fragmentation into the I* channe! is
only 4% in comparison to 60% for the I channel, we will also
exclude this channel in our further considerations. Now we focus
onthealignment and the kinetic energy release due to the different
primary dissociation processes (channels 9-11).

A. HglProduct Channel. Intheone-photon excitation regime,
channels 9 and 10 are open to produce Hgl via the asymmetric
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Figure 13. Hgl transients for parallel polarization at different pump
wavelengths: (a) 311 nm and (b) 287 nm. The long-time component
(rise with 7 = 250 fs; amplitude = 0.46 and 0.042, respectively) convoluted
with the Gaussian cross-correlation is removed, leaving the early-time
behavior. (a) The first peak (channel 9), at 121 fs, has a fwhm of 159
fs, and its area is 54.4% of the total. The second peak (channel 10), at
341 fs, has a 194 fs fwhm. (b) The peak at 61 fs has a 121 fs fwhm and
its arca is 6.4%. The peak at 223 fs has a 310 fs fwhm. Deconvoluting
the above fwhm widths, F, using the known Gaussian cross-correlation
(fwhm F, =~ 100 fs) yields the fwhm values (F2 - F )2,

stretch coordinate. The time shift of half the rise of the Hgl
transients (Figures 2 and 3) with respect to the half rise time of
the parent reflects the time the system needs to enter the transition-
state region where the probe photons are resonant with the complex -
transition, as sketched in Figure 10. The structure and the two
peak positions are very similar to that found in the transients
obtained in the LIF experiments.23! The first peak is related to
channel 9 (high kinetic energy release) whereas the second peak
is related to channel 10 (low kinetic energy release). Note that
this is not a pure one-dimensional motion, as there is also an
oscillatory motion perpendicular to the fragmentation coordinate
(Figure &); this is the motion which leads to coherent excitation
in the products.>?! In Figure 13a, the Hgl transient of Figure
2 is shown, but with the long-time behavior subtracted. Two
Gaussians were fitted to the residual, early-time signal. The
peaks widths and positions indicate the transient time in the
transition state for the two channels (sce figure caption, Figure
13).

As the I channel 9 is accessed by a perpendicular transition,
the products will predominantly fragment perpendicular to the
pump laser polarization. The first probe photon has to make the
Hgl B «— X (T <« Z) transition (i.e., a parallel transition).
Therefore, the alignment of the Hg! transition moment will
preferentially be in the planc perpendicular to the pump
polarization. If the probe laser polarization is perpendicular to
that of the pump, it will lic in this plane. On the other hand, if
the probe polarization is parallel to that of the pump, then it will
be primarily perpendicular to the Hgl transition moment. There
is therefore an enhanced REMPI Hgl* signal of the I channel
for perpendicular faser polarization and a reduced REMPI Hgl*
signal for parallel polarization. For the REMPI Hgl*signal due
to the I* channel 10, the argument is reversed as this channel is
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accessed by a parallel transition. The Hgl transition moment
will be preferentially aligned parallel to the pump polarization,
and so the probe polarization will be predominantly parallel or
perpendicular to this transition moment if it is parallel or
perpendicular, respectively, to the pump polarization. This
explains the experimental observation that for parallel laser
polarization the second component of the Hgl transient in Figure
2 is enhanced in comparison to the Hgl transient taken with
perpendicular polarization, Figure 3. The behavior, also seen in
fluorescence,? indicates that the excitation process involves a
preparation of wave packets on the two different potentials leading
to two different fragmentation channels. If the pump were to
access only onestate, then the system would have toevolve through
a conical intersection in order to release I and I*, and a distinct
polarization dependence would not be expected.

B. IProduct Channel. Atomic iodine can be produced in this
one-photon excitation regime along the symmetric stretch
coordinate (channel 11) or via the asymmetric stretch coordinate
(channels 9 and 10). In Figure 5 it is shown that the onset of
the kinetic energy distribution contains I fragments with kinetic
energics of about 5000+ 1500cm-!. AstheIchannel9isaccessed
by a perpendicular transition and the pump laser is parallel to
the TOF axis, a broad I distribution is expected for this dissociation
channel, where the onset of the distribution should reflect the
kinetic energy release of the process as described above. The
parallel transition leading to the I* channel 10 should deliver a
double structure in the kinetic energy distribution. The 50%
value of this double structure in Figure S corresponds to 2000 +
500 cm~l. Both values are in reasonable agreement with the
calculated values given above (see Appendix).

Assuming the Sp orbital (singly occupied) of I is aligned along
the fragmentation axis in an asymptotic limit, and therefore gives
rise to a parallel type transition in the REMPI probing of the
transition state, a similar behavior with respect to pump—probe
laser polarization is expected for the I transients: enhanced I*
REMPI signal from the I* channel for parallel probing and
reduced I* REMPI signal from the same channel for perpendicular
probing. Thisbehavior is most obvious in the two KETOF spectra
of Figure 7 where the KETOF distribution for parallel pump—
probe laser polarization shows the splitting for the I* channel,
whereas for perpendicular laser polarization the distribution is
the broad one. The latter is typical of a perpendicular pump
transition when the pump laser polarization is parallel to the
TOF axis, as explained above and in the Appendix and also
illustrated in Figure 12 (assuming direct collinear fragmentation
and negligible influence of molecular rotation justified by the
short time scale we observe the two different distributions).
According to the trajectory calculations, 60% of the complexes
fragment along the symmetric stretch coordinate, leading to
calculated kinetic energies of ~4200 cm™!. We conclude that
this dissociation pathway is also accessed by the perpendicular
pump transition. (We would have expected a double structure
in the KETOF distribution resembling the 4200-cm-! splitting
if this fragmentation would be induced by a parallel type
transition.) As the REMPI probing of I* need not necessarily
occur at the same internuclear distance as the Hgl REMPI probing
(in the transition-state region), and as there is a contribution to
the I fragments from the dissociation along the symmetric stretch
coordinate, the double-peak structure in the I transient (Figure
2) is not as pronounced as in the Hgl transients.

The final proof that the double structure is due toiodine atoms
coming from different dissociation channels is demonstrated in
Figure 6. The fast iodine atoms from the asymmetric stretch
fragmentation along the Hgl + I coordinate and from the
symmetric stretch fragmentation contribute mainly to the first
peak of the total transient, whereas the second peak is due to the
slow iodine atoms originating from a fragmentation along the
Hgl + I* coordinate. It is therefore concluded that at these
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internuclear separations of the transition state (within ~ 50-fs
motion) the two.potentials (I and 1*) are well-defined, and there
is not enough mixing to scramble the identity of the anisotropy.

C. Hg Product Channel. According to the one-photon
excitation regime, Hg product comes from the dissociation along
the symmetricstretch coordinate. The time shift of this transient
is again related to the time the system needs to evolve into the
transition-state region. In the Hg transient of Figure 2 there is
also a double structure seen in the early-time behavior. This
double structure is not attributed to a dynamical resonance as a
strong polarization dependence is observed. Note that the .
symmetric motion is bound for low-excitation energies (see Figure
8), and at moderate energies above dissociation partial reflection
of the wave packet is possible. Thesecond peakinthe Hg transient
is suppressed for perpendicular laser polarization and enhanced
for parallel laser polarization (Figures 2 and 3). We therefore
suggest that the second peak in the Hg transient is due to the Hgl
+ I* dissociation monitored through the fragmentation of Hgl*
to Hg* and 1. As discussed above, the Hgl* REMPI signal is
enhanced for parallel laser polarization and decreased for
perpendicular laser polarization. The observation that the second
peak in the Hg transient has nearly the same position as the
second peak in the Hgl transient (Figure 2) supports this
explanation.

D. Effectof Total Energy Change. Results werealso obtained
at A; = 287 nm and A,* = 622 nm. A typical transient on Hgl
for parallel laser polarization is shown in Figure 13b. The low-
amplitude, long-time component has been suppressed (see figure
caption). The double-peak structure, seen clearly at A; = 311
nm (Figure 2 and Figure 13a), is not as conspicuous here. At
311 nm the first peak (channel 9) constitutes 54.4% of the signal,
while the second peak (channel 10) contributes 45.6%. Incontrast,
at 287-nm excitation the first peak (I channel) accounted for
only 6.4%. The transient is time-shifted by about 80 fs with
respect to the time zero of the parent. The fwhm of the second
peak alone is 310 fs and that of the whole transient is 330 fs,
much broader than the cross-correlation. The I and the Hg
transients do not show a double-peak structure at this pump
wavelength, but they too are time-shifted with respect to the
parent transient. KETOF transients on “fast” and “slow” I
fragments were similar, to within statistical error, to the total
transient obtained detecting I fragments at all velocities along
the TOF axis.

These results are in agreement with the separation of the Iand
I* potentials at short times and in accord with the yield ratios
at long times (ref 32 and Figure 11). At 311-nm excitation,
~20% of the total iodine atom yield is in the form of I*, while
at 287 nm about 80% of the total iodine atom yield is in its spin—
orbit excited state (ignoring the small thermal energy difference:
in ref 32 a cell at 453 K was used, while here the sample was at
445 K, followed by an expansion through the nozzle with no
backing pressure). As discussed above, the yield of Hgl
originating from the I* channel is enhanced for parallel A,* laser
polarization. Thus, the double structure due to the different
fragmentation channels should be dominated by the I* channel
peak at high (287-nm) excitation energy. It is interesting to
note, from the molecular dynamics simulations (sce Figure 8 and
refs 2 and 26), that at higher energies the packet spreads more
and faster into the symmetric stretch coordinate, but the leaking
into the asymmetric coordinate becomes slower.

V1. Conclusions

This contribution develops femtosecond kinetic energy time-
of-flight (KETOF) as a method of probing the vectorial dynamics
of transition states, Studies of the [I--Hg-I]* transition-state -
complex in & molecular beam are reported and used to illustrate
the approach. The reaction was initiated by a femtosecond laser
pulse at 311 nm (or 287 nm) and followed by a time-delayed
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probe laser (622 nm) that ionizes the complex and the fragments
in a TOF mass spectrometer. This REMPI ionization enabled
us to follow the initial dynamics of the wave packet along the
symmetric and asymmetric coordinates, resolving the early, less
than 50-fs motions. Thetime for thesystem toenterthe transition
state was obtained by measuring time delays in the rise time of
the fragments in comparison to the rise of the parent molecule.
The transient time of the plex in the transition state ranges
from 120 to 300 fs, depending on the available energy. Product
fragment masses (Hg, I, Hgl) are also studied.

Different dissociation channels yielding the same fragment
mass (I) were resolved in two ways: by the nature of the parent
transition moment and by the kinetic encrgy release to the
fragment. The channels giving rise to Hgl + Iand I + Hg 4+
I were both accessed via a perpendicular transition and due to
the high kinetic energy release they yielded fast atomic iodine
fragments. However, the Hgl + I* channel, having less
translational energy available, produces slow iodine fragments.
Thischannelis accessed via a parallel transition. The femtosecond
resolution of the fragment anisotropy identifies the alignment of
the transition moment with respect to fragmentation. As the
spectrometer axis is well-defined, rotating the pump and probe
laser polarization with respect to the TOF axis gives insight into
the vectorial properties, but now during the transition state.

The approach, outlined in Figure 12, promises applications in
relation to vector correlations of the dynamics, with the addition
of the time resolution to probe early internuclear separations.
The same concept should be extended to bimolecular reactions
and to other detection schemes. 2121315161820 mprovement in
time-of-flight resolution can also be made using pulsed accel-
cration TOF mass spectrometry.#2 There are theoretical and
experimental extensions of this work. Theoretically, thetreatment
of correlations and anisotropy during the transition state needs
improvement: in the course of angular momentum evolution
maybe a hindered rotation picture would be appropriate. Onthe
cxperimental side, we plan further experiments aimed at resolving
the photoelectrons, using ZEKE,!? and this should help us map
out the kinetic energy change with time.
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Appendix: Anisotropy and Rotational Alignment in
Pump-Probe Experiments

When a molecule is excited by a pump laser, the optical
transition dipole moment, g, is preferentially aligned along the
pump polarization direction, ¢.. If the parent subsequently
dissociates, then the resulting fragments will be characterized by
their velocity, v, and angular momentum, J. Because of the
alignment of the parent transition moment (), the fragments
will be described by a recoil anisotropy (u-v correlation*3-4%) and
will have a rotational alignment (u-J correlation050-5%). In
addition to vand J of the fragment being correlated with g of the
parent, they must also be correlated with each other.5+% The
theory for the angular distributions and correlations has been
developed thoroughly (see the excellent review by Hall and

- Houston%). Both LIF (Doppler profiles; see refs 810 and 60—

63) and MPI detection (see refs 810 and 64-70) have been used
to measure the correlations and to extract information such as
the nature of the parent transition and an estimate of the lifetime
of the dissociating parent molecule.

Relevant to the approach presented here, we shall consider the
s~ correlations first, followed by the effect of REMPI probing
with detection along a TOF axis. All correlations will be
incorporated in order to examine the velocity profile and the time
scales. The consequences of probing in the transition-state region
are also considered.
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1. Angular Distribution Created by the Pump Pulse. For an
electric dipole transition in which a single photon excites a parent
molecule the transition probability is expressed by

P feuf? (A1)
where ¢, is the pump polarizationdirection and u is the transition
dipole moment of the parent molecule (2 = ug = (flufi)). Hence,
if v is the angle between ¢, and g, then the normalized transition
probability is

p= 23?052 y= é[l + 2Py(cos 7)) (A2)

where Py(x) = 1/(3x% - 1) is the second-degrec Legendre
polynomial. This relationship, expressed as P(6), the angular
recoil velocity distribution, may in general be written as

P(6) = {1 + Py(casd)] (A3a)

where § is the angle between the final recoil velocity, v, and the
pump polarization vector, ¢, and g is the anisotropy parameter
(u—v corrclation).43-48

In certain experiments, the “axis of detection”, ¢.g. TOF axis,
is well-defined in the laboratory. If the pump pulse is parallel
to this axis (see Figure 16) and the fragments can be detected
along this axis, then eq A3a can be expressed in terms of the
projection of the fragment velocity parallel to this axis, v:

POy = -2-:-;[1 + pp,(;':)] (A3b)

which s a parabola or “inverted parabola” depending on the value
of B (see section 2B of this appendix and Figure 15). For LIF
detection, an equation of the same parabolic form is obtained.®
Let us now consider first the effect of no rotation and next take
rotational effects into account. .

A. No Rotational Effects (of the Parent). If the molecule
dissociates instantaneously on absorption of the light and if the
kinetic energy of dissociation is very large compared to the
rotational encrgy of the molecule, then 8 is given simply by

B = 2Py(cos x,) (A4)

where xg is a fixed angle between the parent transition moment,
#, and the direction of dissociation (given by the final recoil
velocity, v, for negligible rotation).“46 For a diatomic molecule
the direction of dissociation is the internuclear axis and thus xo
= 0° or 90°. For a polyatomic molecule x is less restricted. It
can be generalized to describe an arbitrary recoil distribution’
P(x)"

8 =2 P,(cos X)P(x) dx (A3)

The anisotropy parameter, being the average of Pi(cos x) over
the probability distribution of x, must lic between the maximum
and minimum values of Py(cos x), i.e.,~1 S § < 2.

Letus return to the case of P(x) = 8(x ~ xo) and consider three
cases. If the excitation involves a parallel transition moment
(uv), then xo =0, 8 = 2,and P(0) = (3/4x) cos2,i.e.,2 dumbbell-
shaped angular distribution with respect to the ¢ direction. In
this case, the fragment is most likely to travel along (collinear
or anticollinear) the direction of ¢, (Figure 12). On the other
hand, with a perpendicular transition moment (xo = 90°), we
obtain 8 = -1 and P(6) = (3/8x) sin? 8, a toroidal probability
distribution with respect to the ¢, direction (Figure 12). In this
case, the fragment has maximum probability to travel at right
angles to €. In the very unlikely case that xo happens to be
54.7° (8 = 0), we would obtain an isotropic distribution: P(6)
= ]/4x.

B. Effects of Rotation. If the parent molecule rotates with
angular velocity w there are tworotational effects to be considered,
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even for a diatomic molecule, both of which reduce the magnitude
of 8. First, if the excited molecule lives for an average lifetime,
Ty, before dissociating, then4548

1+ (wTy)?
1+ 4(wTy)?

where the probability that the molecule has not dissociated n a
time ¢ is given by the distribution

P(t) = 7‘.‘—) exp[—TLo] (A7)

B = 2P,(cos x,) (A6)

Second, when the molecule finally does dissociate, the nascent
fragments will have a tangential velocity due to the rotation of
the molecule in addition to the radial velocity of recoil. This
effect is significant if the rotational energy of the molecule is not
negligible compared to the kinetic energy release in the frag-
mentation. The effect has been treated for a diatomic molecule,
yielding#?

~ fPa(cosa) + (Ty) - 3Ty sinacos a
8 = 2P,(cos xo)l T+ 4Ty }

(A8a)
tan a = v, /v, (A8b)

where « is the angle between the asymptotic recoil velocity, v,
and v, the fragment radial recoil velocity. Thistangential velocity
effect has also been treated separately from the finite lifetime
effect. For a small rotation angle, «, the effect is to reduce 8,
given by (A6), by a factor of*548

1-*/,V2KkT/E,  + O(KT/E, )} (A9)

where E ) is the energy of relative motion of the fragments. This
is compatible with the more general expression (A8) of Busch
and Wilson:#7 the tangential velocity effect (if considered as (A8a)
with wTy = 0) reduces the magnitude of 8 by Py(cos «). For
small a, a = wr/vgp and Py(cos a) = 1 — (3/2) (w3r?/v?), where
risthedistance from the CM tothe fragment. Thetwoapproaches
then agree in the limit of small a because w?r2/v2 « (E,)/Erel
o« kT/Eq.

2. Probing to Ionization with KETOF Detection. A. Free
Fragment Probing. When the probe pulse arrives (at time delay,
tp, after the pump), it sees an anisotropic fragment angular recoil

* distribution, characterized by 8. Unlike the pump, the probe

also encounters an anisotropic rotational distribution. Here first
we consider the anisotropies for free fragment probing (¢p > Tg).

In general,” the intensity of any optical process acting on a
set of rotating molecules, characterized by its moments or
multipoles, ¥ 4%is given by

I= ;qg ® 4% (A10)
K,

where the g’ coefficients depend on the physics of the opticat
process, R(Ox,0y,0z) is a fixed axis system, and K and Q are
integers with -K < @ < K. For REMPI detection details of
the rotational selection rules for the ionization step are needed.”
This difficulty is removed if the last step is a very high probability
(near 1) isotropic ionization step (saturation), in which case the
anisotropy of the whole process only depends on the preceding
steps made by the probe.

In a typical experiment, a projection of the velocities along the
TOF axisisdetected, giving risetoa velocity profile. Thefollowing
conditions are considered: (i) The lincar pump polarization, €,
lies along an Oz axis. (ii) Dissociation leads to a final single
fragment recoil speed, vo. (iii) The linear probe polarization, ey,
lies along an Oz’axis, and the probing process exhibits rotational
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TOF axis: 8§

Figure 14. Definition of the angles (8,v,¢), characterizing the relative
arrangement of the vectors (¢u.¢pr.S) involved in the REMPI KETOF
method.

and inversion invariance with respect to this axis. The ¢
coefficients (see later) of this REMPI process are assumed known.
(iv) The velocity profiles of the ionized fragments are detected
along an Oz” axis (TOF axis) in this REMPI TOF method.
The (R”Ag moments in (A10) must be expressed explicitly in
terms of the velocity component vy along the TOF axis to obtain
the velocity profile, g(vj), of the ionized fragment (g(vy) is used
in ref 70, and here we use P(v;)). Mons and Dimicoli™ used the
procedure reported by Dixon® to arrive at the appropriate
expressions. The moments are expressed in terms of the bipolar
moments, bé(k,.kz), containing all the angular information of
the system: the u-v-J correlations; k, and k, are respectively
the orders at which translational and rotational motions are
involved. The velocity profile contains not only Py(x) and Py(x) -
like the neutral fragment profile (A3) but also terms in P¢(x) and
Pg(x), where x = vi/v,. However, the high-order Legendre
polynomial contributions are difficult to evidence experimentally.
According to Mons and Dimicoli, if, in addition, nostrong angular -
correlations are expected, it seems reasonable to neglect these
higher-order terms and to focus on the first coefficients: 8, 4,
C,and C'. Here 8= 2b§(2.0) is the previously encountered p—v
anisotropy parameter of eq A3, 4 = Ag(.l) = ‘/,bg(O.Z) is the
alignment parameter, 3054707273 C = /! 563(2,2) is the first-order
v-J correlation coefficient, and C’ = \/%/zb;(z,z) is the first
pu—v-J correlation coefficient. Under these assumptions, the
experimental velocity profiles can be expressed in the form™

8(vp) = 1+ BoyPy(v,/vg) (Alla)

where 8. is an effective anisotropy, and the equation has now
similarity to the pump-alone case (A3). The B parameter is
defined by

Beit = 82/80 (Al1b)
with

8 =1+ q,APy(cos v) (Al2a)
and

8, = BP,(cos §) + q,C{2P,(cos §)P,(cos v) +
6 cos £ sin £ sin v cos v cos ¢ + 3/, sin? § sin? v cos2¢} ~
%/,4,CT4P;(cos £) Py(cos v) +
6 cos £ sin £ sin v cos v cosg — 3 sin? £ sin? » cos2¢} (A12b)

in which £ is the angle between the pump polarization direction,
€ and the TOF axis, S, and v is the angle between ¢, and €.
The angle ¢ is the angle between the plane containing ¢, and S
and the plane containing ¢y and ¢ (see Figure 14). The real
coefficient g,57274-7 specifies the probed quantum state, and its
dynamical range is typically [ /3, 1/2]5¢ The second-degree
Legendre polynomial, Py(v;/ve) = (3(v/ve)? - 1)/2, in (Alla),
expresses the fact that the velocity profile is parabolic, where vy
lies in the range —vo < v; < vo. The limits vy = v, describe
fragments whose final recoil velocity is aligned either collinear
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/

Ber=2

Figure 15, Velocity profiles of monokinetic fragments, detected in a
REMPI KETOF experiment. Fragmentation is induced by the linearly
polarized pump pulse, ¢, gencrating well-defined u-v-J correlations,
described by 8, 4, C, and C". The lincarly polarized probe pulse (ey)
induces a REMPI process on the well-defined rovibronic state(s) of the
fragments, characterized by the g; coefficient. The effective anisotropy
parameter, Serr = Berr(8,4,C,C'qa....), describes the velocity profiles. See
eq All

TOF axis

Figure 16. Experimental axis system used: the pump polarization is
along the TOF axis, and the probe polarization is at an angle » to the
pump. The direction of recoil is given by the velocity, v.

or anticollinear with the TOF axis. The point v = 0 corresponds
to fragments whose final recoil velocity is perpendicular to the
TOF axis. The velocity profile is shown in Figure 15 for different
values of 8. Mons and Dimicoli” considered some specific
pump-probe geometries. Note that if the pump and probe lasers
propagate collinearly and the TOF axis is perpendicular to this
propagation direction, then ¢ = 0° or 180°.

B. Probing the Transition-State Region. In the following
section we consider the case when the packet motion is on the
femtosecond time scale so that any rotational effects may be
neglected both before and after probing. We shall consider the
case in which the probe arrives at a short time delay, #p, after the
pump ard finds the excited complex in the transition-state region
(tp < To). Let us assume that the probing transition moment,
#a, is aligned along the recoil velocity, v(r). This velocity is
unaltered by the probing, but its magnitude may change in the
subsequent evolution of the probed complex leading to two free
fragments (one of which is the ion detected). Hence the probe
transition is parallel.

Following the pump excitation, the probability of finding the
complex with a recoiling velocity v(8,4) in a solid angle dQ (=sin
6 d6 d¢) is given by (A3)

P(6) dQ = (1/4m)[1 + BPy(cosh)] dQ (A13)

where 8 is the angle between v and ¢, (Figure 16), and 8 is given
by (A4) or (AS5). The probability of probing one of the excited
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complexes is given by

P, (8) = cos’® (A14)

where © is the angle between v(6,¢) and . The probability of
finding a probed molecule in the direction given by v(8,¢) is then
given by )

P(8,9) 40 « [1 + BP,(cosB)]cos’ O dR (A1)

In general, the velocity profile along the TOF axis involves an
integration around this axis, adding up the probability that an
ion is traveling with a velocity whose projection along the TOF
axis is vy (an analogous treatment, but for free fragments and
expressing the distribution as a function of a Doppler shift, can
be found in the Appendix of ref 60). For simplicity, we present
the case in which the pump polarization, e, is along the TOF
axis (see Figure 16). Using v = vo cos 0, it follows that

POy dvy = [, . P(8.6) d6] dv (A16)
in which —vo < v; < v. Making use of the identity
cos O = sin 8 sin ¢ sin v + cos# cosr (A17)

and carrying out the integration yields

P(v“) dvu « [l + ﬁPz(vlo")] [l + 2P,(cos u)Pz(:—;)")] dvl|

(A18)
where v is the angle between ¢, and ¢, and the TOF axis is along
¢ Equation A18 describes the velocity profile obtained in a
process involving one pump photon and one probe transition from
the transition state. (If additional steps are made by the probe,
then (A14) must be altered.)

If the neutral fragments following pump excitation could be
detected, then the observed velocity profile would be given by 1
+ BPy(vi/v). The effect of probing the transition state is to
introduce the second factor, 1 + 2Py(cos »)Py(vy/¥), in (A18).
If the polarization of the probe is oriented at the magic angle to
that of the pump (v = 54.7°), then this second factor reduces to
unity and the velocity profile is unaltered by the probing.

Let us consider the two distinct cases of a parallel (8 = 2) and
a perpendicular pump transition (8 = -1) and in each case
investigate the effect of probing with a polarization that is either
parallel or perpendicular to the pump polarization. These cases
are illustrated in Figure 12.

(i) Parallel pump transition: 8 = 2. The velocity profile
generated by the pump only is proportional to (v;/vo)?, i.e.,
parabolic and peaking at £vo. Probing the transition state alters
this profile in a way that depends on the orientation of the probe
polarization:

(a) TOF|jpumpjjprobe (v = 0°). In this case, the resulting
velocity profile is given by

P(y) = (V|Q/"s))2(v|/"o)2 = (V|/"o)‘ (A19)
The velocity profile is thus enhanced and sharpened near the
limits vy,
(b) TOFjpump L probe (v = 90°).

P(y) = (/v [1 - (/%)) (A20)
The velocity profile is greatly altered and the yield of jons is less
than case (a) above.

(ii) Perpendicular pump transition: 8=~1. Thevelocity profile
generated by the pump only is proportional to 1 — (v/v)? i.e.,
parabolic and peaking at vy = 0, corresponding to a preference
for fragmentation in the plane perpendicular to the pump
polarization. This profile is also altered upon probing the
transition state.
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(a) TOF|jpumpljprobe (v = 0°). The resulting velocity profile
here is given by

POy = [1= (n/v)1(yy/%)’ (A21)

The velocity profile is thus changed and the yield is lower than
for case (b) below.

(b) TOF}jpump L probe (v = 90°).

POy & [1- (/)11 = (/%)) = [1 - (v/v)) (A22)
The velocity profile is enhanced about v; = 0 due to the probing.
3. Kinetic Energy Release. The velocity profile detected in a
KETOF experiment is that of the ion fragments. The width, At,
of this profile determines the kinetic energy of the ion (see eq 5).
These ions may be produced either by probing the neutral
fragments or by probing the transition state.

A. Free Fragment Probing. If the internuclear separation is
sufficiently large (no potential energy between fragments) that
the nascent fragment has acquired its final recoil speed, v, then,
upon probing to ionization, its velocity will not be altered due to
conservation of momentum. Of the translationally available
excess energy after probing, the ejected electron carries away a
fraction (1 + m./ms)!, which is almost unity, leaving the
fragment velocity essentially unchanged. Therefore, the fragment
velocity is not changed upon probing, and this holds true
independent of the excess energy to which the neutral fragment
is probed, i.e., independent of the probe wavelength; the electron
always carries the excess translational energy of recoil, even if
the ion has internal energy. The kinetic energy of the ion (see
eq 7) is then governed by the total available translational energy,
E\, in the CM frame after the pump excitation. If we define the
ground state of the parent as the zero of potential energy, then
if the pump accesses the potential energy surface Vi(R), the
available energy (eq 6) may be written

E, =Vi(R) - V(=) = E, +E, (A23)
where Vi(Rpu) = EL, + hup, and V(=) = D§,

int
B. Probing the Transition-State Region. On the other hand,
if the pump-probe delay time is small enough (#p < To) that the
transition state is probed, then the picture is different. In the
transition state, the available energy, partitioned among internal

and translational degrees of freedom, is given by

ERR) = V(R - V(R) = E,(R)+ E(R)  (A24)

if the same number of probe photons enter in the probe excitation,
then the same total energy will be available to the entire system.
However, when the transition state is probed to a dissociative
state above the ionization level, the energy excess above the
asymptotic level (free ion and free fragment) can be shared by
the two nascent parts as well as by the ejected electron. The
kinetic energy of the resulting jon thus depends on the probe
wavelength or excess energy probed to. Immediately after
probing, the velocity, v(r), is unchanged. However, thesubsequent
evolution is on a new potential energy surface, V3(R), with a
different total available energy. If the kinetic energy, E., of the
photoelectron is measured, then the difference potential may be
determined. It should be noted that if the potential energy, V;,
is dropped significantly, then the ionization process is charac-
teristic of the asymptotic limit (see the discussion in section 3A)
and the kinetic energy release is similar to that of the neutrals
on ¥;. As mentioned in the text, this feature will be utilized in
future experiments.
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Real-time studies of the dynamics were performed on the reaction of Hgl, in a molecular beam. Excitation
was by either one or multi pump photons (311 nm), leading to two separate sets of dynamics, each of which
could be investigated by a time-delayed probe laser (622 nm) that ionized the parent molecule and the fragments
by REMPI processes. These dynamics were distinguished by combining the information from transients taken
at each mass (Hgl,, Hgl, I, Hg, and I) with the results of pump (and probe) power dependence studies on
each mass. A method of plotting the slope of the intensity dependence against the pump~probe time delay
proved essential. Inthe preceding publication, we detailed the dynamics of the reaction initiated by a one photon
excitation to the A-continuum. Here, we present studies of higher-energy states. Multiphoton excitation
accesses predissociative states of Hgly, for which there are crossings into the symmetric and asymmetric stretch
coordinates. The dynamics of these channels, which lead to atomic (I or Hg) and diatomic (Hgl) fragments,
are discussed and related to the nature of the intermediates along the reaction pathway.

I. Introduction

For the reaction of Hgl,, the dynamics were probed in earlier
studies using laser-induced fluorescence (L.IF) on the femtosecond
time scale.!# At a fixed probe wavelength (390 or 620 nm), the
fluorescence of Hgl, monitored at different wavelengths, was
recorded at different delay times. Dispersion of the fluorescence
spectrum3£allowed for separation of thedifferent set of trajectories
which produce coherence in the final products. There are three
coordinates involved in the IHgI reaction, one symmetric stretch,
oneasymmetricstretch,and one bend, and the molecular dynamics
simulations23 revealed the wave packet motion in these coordi-
nates, making comparison with experiments.

In the preceding publication,” we reported on the use of the
kinetic energy time-of-flight (KETOF) technique in the femto-
second time-resolved study of IHgI fragmentation. With this
technique, we were able to measure the scalar part (kineticenergy
release) as well as the vectorial part (symmetry and alignment
of transition moments) of the dynamics while the system is in the
transition-state region. The emphasis was mainly on the early
time (up to about 500 fs) behavior, and as will be shown here,
this behavior corresponds to one-photon excitation to the A-
continuum.

In this paper, mass sclectivity is employed in determining the
dynamics involved in one- and multi-pump-photon excitation of
IHgl. The parent mass (Hgl;*) and each of the four fragment
masses (Hgl*,I;*, Hg*, and I*) were monitored during the course
of the reaction and when firal fragments were formed. Pump
and probe intensity studies were analyzed with a very simple
method, distinguishing and identifying the temporal behavior of
the dynamics in the one-photon and multiphoton regimes.

The outline of the paper is as follows: in section II a brief
description of the experiment is given. The results are presented
in section IH and include an analysis of the pump and probe
power dependence studies. The discussions are given in section
IV, and the summary and conclusions follow in section V.

H. Experimental Section

The femtosecond laser apparatus has been described in detail
previously® and isdiscussed only briefly here. Femtosecond pulses

* D he Forsch ft (DFG) p
t Contribution No. 8848,
® Abstract published in Advance ACS Abstracts, November 1, 1993.

! fellow.

were generated from a colliding pulse mode-locked ring dye laser
(CPM) and amplified by a Nd:YAG-pumped pulsed dye amplifier
(PDA). The recompressed output pulses had an (unattenuated)
energy of 0.2-0.3 mJ at a repetition rate of 20 Hz. The pump
wavelength was 311 nm (fwhm = 5 nm) and was generated by
frequency doubling a part of the PDA output in a 0.2-mm-thick
KDP crystal. For the probe MPI we used the remaining output
of the PDA (622 nm, fwhm = 13 nm).

The pump and probe beams, with proper attenuation and
parallel or perpendicular polarization, weredelayed in time relative
to one another in a Michelson interferometer and were then
recombined collinearly and focused onto the IHgI molecular beam.
The temporal pulse characterization was performed following
the procedure of ref 7: the probe was found to have a fwhm of
60 fs (sech? fitting), and the pump-probe Gaussian cross
correlation had a fwhm of 100 fs.

The molecular beam consisted of anoven with a nozzle diameter
of 0.3 mm. The oven was heated to 445 K (measured at the
nozzle). MPI pump-probe experiments on the skimmed mo-
lecular beam were carried out ina differentially-pumped ionization
chamber about 12 ¢cm downstream from the nozzle. The TOF
spectrometer was used in its mass-resolution mode; the results
obtained using its kinetic energy resolution mode were described
inref 7. The molecular beam, the lasers, and the TOF detection
axes were mutually perpendicular. In all experiments described
here, the pump laser polarization was kept fixed and parallel to
the TOF axis. A sketch of the experimental setup is shown in
ref 7. .

Pump and probe power dependences were performed on all
five masses: Hgly, Hgl, I, I, and Hg. For these, the probe
polarization was maintained fixed perpendicular to the pump
polarization. The intensity of one arm, set using a variable
attenuator mounted on a translation stage, was monitored after
passing through the molecular beam using a photodiode and
appropriate filters to exclude the second wavelength. Meanwhile,
the other arm was keptat anintermediate level of intensity. After
a set of transients were taken at five different intensities of one
arm, the variable attenuator in that arm was repositioned in its
original place to confirm laser stability. The MPI background
Hgl; ion signal due to the pump only was reduced to a negligible
level (<5% of the maximum signal in the Hgl, transient at the
maximum pump intensity used in the pumpintensity dependence).

0022-3654/93/2097-12460804.00/0  © 1993 American Chemical Society
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Figure 1. (bottom) The femtosecond Hgl; transient which shows the
multiexponential decay bebavior. This transient defines time 2¢ro (very
close to where the signal has reached half of its maximum value). For
this and the other transients shown, excitation is with A; = 311 nm, and
probing is by Az = 622 rm. (top) The slope of the pump intensity
dependence rises from 1.3 & 0.1 to a constant level of 1.9 & 0.2
in200fs. Thercisan increasingly stronger probe saturation at long times
(slope ~0.4 at 300 fs and 0.25 % 0.1 at 2.5 ps). Notice that the probe
dependence slope mirrors that for the pump (i.e., inverted image) and
that there is a temporal correlation between the slope plots and the
transient.

Time zero was defined by the position where the Hgl, signal
reached half of its maximum value. Inorder to find the position
of the signal onset in the transients for cach mass relative to time
zero,scans over a short pump-probe time delay range werc taken,
alternating between Hgl, and one of the other four masses. These
time zeroshift studies were performed with the probe polarization
perpendicular to the pump polarization. For each transient, 2
boxcar gate was set to the massunder investigationand the pump—
probe delay line was scanned until a satisfactory signal-to-noise
level was achieved.

Thesample was 99.999% Hgl, (Aldrich) containing the natural
isotope distribution of Hg (196-204 amu).

II. Results

A. Parent and Fragment Femtosecond Transients. In Figures
1-5, transients are shown for Hgly, Hgl, I, Hg, and I, respectively,
for perpendicular polarization of the pump and probe lasers. The
time zero shifts are 47 fs for Hgl, 61 fs for I, 75 fs for Hg, and
34 fs for 1. (For each time shift, the uncertainty is £15 fs.)
Hence, each transient has a signal onset that lies later than that
of the parent. If the excited wave packet takes some finite time
to evolve from the initial region, where probing gives only Hgl,
signal, into a region where a particular fragment mass is obtained
upon probing, then this finite time will appear in the time zero
shift for the transient of that fragment mass. The time shift is
unaffected by the pump or probe intensities if these lie in the
unsaturated regime. However, if either the pump or the probe
intensity enters the saturation regime, then the onset of the signal
- will move to earlier times as the intensity is increased. For the
Hgl, transient, the pump is unsaturated and the probe is only
weaklysaturated. The power dependence for all the other masses
is described in the sections that follow.

The Hgl, transient showed 2 multiexponential decay behavior.
The transient was analyzed as a triple exponential with decay
times 7y, 72, and 3. To get 11, convolution with the pump~probe
cross-correlation was required, and a value on the order of 50 fs
was obtained. The second component was also fit in the
convolution. The third component was most easily obtained from
a log plot at long times, yiclding a value for 73 of about 1 ps.
Having determined 73, the contribution from this third component
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Figure 2. (bottom) The femtosecond Hgl transient. Two sharp peaks
separated by 220 fs are followed by a broad peak at about 1 ps and by
a nonzero asymptote. (top) The pump slope increases from 0.95 % 0.1
toa constant value of 1.45 % 0.1 at 500 fs. In the rising part of the pump
slope there is a noticeable dip at the position of the second peak in the
transient. The probedepend mirrors the pump dependence: it drops
from  slope of more than 1 to a minimum at 500 fs of 0.6 £ 0.1 (some
saturation) but then rises again toward 1.
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Figure 3. (bottom) The f d transient obtained by d ing the
Imass. (top) The slope of the pump intensity dependence rises from 1.3
+0.1t01.65%0.1at 500 fs. The slope of the probe intensity dependence
shows a mirror image (inverted), decreasing from 1.7 % 0.1 to below 1.25
(followed by 2 slight increase again over a picosecond time scale).

(c exp(—t/Ts), where ¢ is a constant) was subtracted from the
transient, and a log plot of the remainder (a exp(-t/r) + b
exp(~t/72)) yielded a value for v, wherea linear fit was performed
at times much longer than r,. Hence, 7, was arrived at in two
different ways, and in both cases it was found to be on the order
of 500 fs.

The I, transient (Figure 5) resembles the Hgl, transient (Figure
1); the signal drops to zeroon a time scale of picoseconds, showing
that there is no detectable signal from free I;. The short-time
behavior (up to about 500 fs) of Hgl, I, and Hg was discussed
indetailin ref 7. The emphasis here is on the long-time behavior.
In the Hgl transient there is an increase (bump) in the signal that
is noticeable after 500 fs and peaks around 1 ps (Figure 2). The
signal levels off to a nonzero constant value, remaining at this
value up to 100 ps (time range checked in the experiment) (Figure
6). The I transicnt shows a leveling off of the signal after several
picoseconds, and as for Hgl, this level remains constant up to 100
ps (Figure 6). This asymptotic constant value is, of course, both
pump and probe intensity dependent. The Hg transient has a
long-time behavior that deviates from that of Hgl and I the
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Figure 4. (bottom) The fe d transient d by detecting the
Hg mass (all isotopes). (top) The pump dependence starts off with a
slope of 1.25 £ 0.1 up to 100 fs and then riscs, reaching an asymptotic
value of 1.7 % 0.1at S00 fs. The probe dependence slope is initially 1.65
=+ 0.1, decreases to a minimum of 1.3 & 0.1 at 500 fs, and subsequently
rises to almost 2 at 2.5 ps.
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Figure 5. (bottom) The I, femtosecond transient which resembles that
of Hgl;. (top) The slope of the pump intensity dependence is 1.2 £ 0.1
upto 100 fs, the position of the peak in the transient. The slope then rises
inlessthan 100 fs toan asymptote of 1.65 £ 0.2. The probe slope mirrors
the pump slope. There is severe probe saturation after 200 fs.

-500 0 2500 3000

signal rises at long times, over a range that is on the order of 10
ps (Figures 4 and 6).

The effects of polarization of the pump and probe at early
times were described in ref 7. For every mass it was found that
at long times there is no significant difference between the
transicnts obtained when the probe was parallel to the pump or
perpendicular to the pump. (Note that the pump was always
polarized parallel to the TOF axis of the molecular beam and
that it was only the probe polarization that was rotated.)

B. Power Dependences. To extract the maximum amount of
information from the pump or probe intensity dependence on the
transient of each mass, the slope of the power dependence was
calculated at each position of the pump-probe time delay. For
cach value of the time delay, a linear least-squares fit to a graph
of In(signal) vs In(intensity), with data points corresponding to

Pedersen et al.
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Figure 6. Long-time (up to 100 ps) transients of Hg, Hgl, and I. The
Hgl and I transients show very similar behavior at long times: both have
an asymptotic constant signal level (time range limit of experiment). The
Hg transient, however, shows a continuous increase in the signal level
over tens of picoseconds. Due to the choice of large separation between
the data points, the behavior at early times is not well resolved in these
transients.

100

intensity dependences are shown together with the transients for

each of the five masses in Figures 1-5. It should be remembered

that a slope of less than 1 indicates that a saturated transition

contributing to the signal is present. A slope that exceeds 1,-
having accounted for experimental error, implics that a transition

involving more than one photon is present. (Rclatively long-

lived intermediates may lead to an apparent slope of one, even

for a two-photon transition.)

1. Pump Power Dependence. For each mass, five transients
were taken over a 1 order of magnitude variation in the pump
intensity, keeping the probe fixed. The slope of the intensity
dependence was calculated for all values of the pump—probe time
delay. The slope plot for every mass is shown together with a
transient for that mass. The pump power dependence of the
signal can thus be traced as the system evolves. The slope
dependence was also performed separately using just the peak
values from the five different intensity transients. In the caseof
Hgl,, for example, this yielded a straight line fit to 2 plot of
In(signal) vs In(intensity) with a slope of 1.33, consistent with the
slope plot value.

The transients for the five different masses show some common
features. At early times, in a range up to about 100 fs beyond
time zero, the slope of the pump intensity dependence is
approximately equal to 1, and then the slope rises to a constant
asymptotic value that liesin the range 1.8 & 0.3. The time taken
for the slope to rise is not the same for all five masses. Hgl, Hg,
and I each have a rise time of about 400 fs; Hgl, has a slope that
rises over a range of 200 fs, while I, reaches its asymptotic slope
value with a rise time of 100 fs.

2. Probe Power Dependence. The probe intensity was varied
in five increments over 1 order of magnitude. The slope of the
probe dependence was calculated as a function of the pump-
probe time delay for all five masses in the same manner as it was
computed for the pump dependence. In general, for each of the
five masses, the probe intensity dependence shows a mirror image
of the behavior of the pump dependence. For the probe

fivedifferent laser inteasities, was employed to compute the slope
corresponding to that time delay. Using this analysis, the slopes
of both the pump and probe power dependences could be plotted
as a function of the pump-probe time delay, thus tracking and
distinguishing between one-photon or multiphoton excitations,
the onset of saturation, and the time scales associated with the
different processes. Plots of the slopes of the pump and probe

dependence, the slope starts off high and thenimmediately decays
to a lower value. The Hgl, I, and Hg slope plots resemble one
another. Forthesethree masses, theslopeof the probe dependence
initially decreases from a value of about 1.5 to a minimum at
around 500 fs, and it then increases at longer times. For Hgl,,
on the other hand, the slope keeps decreasing at long times, and
for I, there is severe probe saturation at long times as indicated
by the fact that the slope approaches zero.
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Figure 7. A schematic for the different channels involved in the
fragmentation by one photon and multiphoton excitations (see text).

IV. Discussion

From the results of the pump dependence stope plots, it is clear
that there is 2 one-photon excitation process as well as a two-pho-
ton process. Three pump photons havesufficient energy toionize
the system, but in the experiment, the MPI background Hgl ion
signal due to the pump only was reduced to a negligible level.

Consider first the one-pump-photon excitation process (for
absorption spectrum see ref 7). This process was detailed in ref
7 and is summarized as follows: After the excitation, the system
evolves on the order of 50 fsinto the transitionstate. Thisexplains
the time shifts in the rise of the fragment transients with respect
to Hgly. In the transition state, the probing wavelength (622
nm) is resonant (or nearly so), while for the final Hgl fragment
it is off-resonant (see Figure 9 of ref 2). We observed a double
structure on Hgl, I, and Hg due to the different fragmentation
channels that lead tothe final products: I+ HgI(X),I*+ HgI(X),
I+ Hg + I (see Figure 7and ref 7). The transition state, leading
to I+ Hgl(X), is entered at about 50 fs, while the transition state
corresponding to the channel with final products, I* + Hgl(X),
is entered at approximately 270 fs, since a separation of about
220 fs is observed for the two peaks in the Hgl transient. Hgl
originates through an asymmetric stretch, while the I fragment
can result from either a symmetric stretch or an asymmetric
stretch channel, as discussed in ref 7. The first peak in the Hg
transient is attributed to the symmetric stretch motion.

Asin thedetection of fluorescence from Hgl,' the same double
structure was seen here, detecting the Hgl ion mass. Both types
of experiments yield information on how long the system remains
in the transition state. The system, upon leaving the transition
state, can no longer be excited to the B state, and hence no
fluorescence of Hgl was seen after this time of ~500 fs.

Any signal due to the free fragments from a one-pump-photon
excitation must be due to MPI nonresonant transitions (4 + 2 for
both Hg and I; 4 + 1 for I*; first step is nonresonant for Hgl).
Any MPI signal, if present, from these final free fragments will
~ result in a small constant background after approximately 500
fs.

Let us turn to the two-pump-photon excitation process. All
transients show a pump power dependence with a slope that at
very early times is approximately equal to 1 but then rises to 2
constant asymptotic value that lies in the range 1.8 £ 0.3. An
on-resonant two-photon transition (with sufficiently long lifetime)
should have a slope near 1, and an off-resonant two-photon
transition would result in a slope of 2. The first pump photon
excitation (Hgl; — Hgl,*, see Figure 7) is resonant, as a broad
absorption feature exists for this transition (see ref 7). The first
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excited state decays very fast (~ 50 fs), so that absorption of a
second pump photon during this decay period can explain our
partly off-resonance behavior in the slope for the two-photon
excitation process. From this we conclude that, for every mass,
a one-photon pump excitation process is dominant only in the
early time regime, giving rise to fast dynamics on the first excited
potential energy surface, while a two-photon pump excitation
leads to a type of dynamics that dominates and persists at long
times.

The time for the rise in the pump dependence slope from a
value very near 1 to the asymptotic permanent value of about 1.8
is not the same for all masses. For'Hgl, Hg, and I, however, this
rise time is almost identical (approximately 400 fs). The rise
time in the slope for Hgl, is about 200 fs, which reflects that the
decay time away from the one-pump-photon excited initial region
of the potential energy surface must be less than 200 fs, consistent -
with the initial very fast decay time in the Hgl, transient (Figure
1). (Fromsimulations, the cross-correlationof the pulses broadens
the rise time in the slope plot.) Finally, in the case of I, the rise
for the slope startsata time delay of about 100 fs and is completed
less than 100 fs later. This behavior can be explained as follows:
the probe accesses the ion from the one-photon pump excited
surface by MPI, causing a slope of 1 in the pump dependence in
the first 100 fs. Within the pump pulse duration, the system
evolves on the first excited state before a second pump photon
further excites the system to the second excited level, which can
be probed on a long time scale.

We now consider the long-time behavior. In both of the
transients for Hgl and I, we see a buildup (bump) in the signal
on a time scale on the order of 1 ps, followed by a decay in less
than 10 ps to an asymptotic value as discussed before in the
Results section (see Figures 2, 3, and 6). This behavior can be
explained by an evolution of the system through a transition state
to final products. Note that this long buildup time (~1 ps) is
not typical of a direct fragmentation but more likely due to an
initially excited quasi-bound state in the parent molecule that is
crossed by surfaces leading to the final products. The Hgl
production is promoted by an asymmetric stretch, while the Hg
is most probably due to a symmetric stretch mode. For Hgland
I, the decay of the transition state reflects the decay in the transient
to its asymptotic value which is constant up to 100 ps (limit of
experimental range).

Energetically, the B, C, and D states of Hgl are accessible as
final products. (The B state would be accessed above its
dissociation limit, however). These are electronically excited
states and hence give rise toa resonant MPI process. This explains
the high asymptotic signal level for Hgl as resulting from
ionization of the electronically excited free fragments. Notethat
the fluorescence lifetime of these states is on the nanosecond time
scale. For example, the B-state lifetime is 23 & 1 ns.®

The I fragment is produced in its ground state (3I3/;) or its
spin—orbit excited state (I;/;), and using the same argument as
for the final products formed from one-pump-photon excitation,
the off-resonant MPI could contribute to the final value. The
pumpdependence slope for I at long timesis 1.65 & 0.1, indicating
that the contribution to the I signal in the asymptote is due to
a two-photon pump process. If the asymptotic signal were due
to nonresonant probing (4 + 1 for I*, 4 + 2 for I), then we would
have expected more contribution from the one-pump-photon
excitation process becausc it should have a higher yield of free
Iand I*. This would, in turn, have implied a2 pump dependence
slope of 1 for the asymptotic I signal. We sec a steeper slope
(1.65 % 0.1), and hence we must explain the asymptotic I signal
by another means. We attribute it to a probe ionization of the
electronically excited HgI (that resulted from a two-photon pump
process), followed by ionic fragmentation due to further absorption
of probe photons. This argument is supported by the following
observations. The Hgl and I transients show the same long-time
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behavior; they both have appreciable signal after 500 fs, which
is followed by a decrease in less than 10 ps to an asymptotic
constant signal level. The pump dependence slope plot for Hgl
resembles that for I, and the probe dependence slope plots for the
two masses are also very similar in their dynamical features.

The probe dependence slope decreases for Hgl and I to a
minimum at about 500 fs, followed by an increase in the slope.
The decrease reflects a growing contribution to the signal from
the transition state of the two-pump-photon excited surface. The
increase that follows indicates that the probing cross section
decreases upon leaving the transition state and reaching the final
products. (For fixed pulse intensity and wavelength, saturation
will only depend on the cross section for an excitation.)

The high probe slope in the b ing of the transi does
not contradict the fact that the signal is largest at early times.
The explanation is that the pump was kept in the unsaturated
regime, implying that the one-pump-photon excited surface will
be more populated than the two-photon excited surface. Because
of the energy difference, the one-pump-photon excited surface
requires more probe photons to be ionized, and hence a higher
probe dependence slope is associated with the early-time behavior.

The Hg transient is also a superposition of 2 one- and a two-
photon-pump excitation process, as can be seen directly from the
pump dependence slope plot (Figure 4). What distinguishes the
Hg transient from those of Hgl and I is that the Hg transient
shows a long time buildup in the signal that persists over tens of
picoseconds. We do not attribute this long growth of the Hg
signaltobe only due to ionic fragmentation of an Hgl electronically
excited state, as we would then expect a corresponding long-time
growth behavior on the I mass. As mentioned earlier, Hgl arises
from an asymmetric stretch mode, whereas Hg stems from a
symmetric stretch mode. If we restrict our discussion to this
one-dimensional picture in order to make the general behavior
clearer, then this result, the growing of the signal in the transient
on a time scale of tens of picoseconds, is analogous to that seen
in Nal.!0 [t arises from wave packet motion on a bound surface
that is crossed by a repulsive surface. Every time the wave packet
reaches this crossing region, part of the wave packet leaks out
into the asymptote. This behavior is also similar to that of the
Rydberg-state dynamics in methyl iodide.!!

It is the nature of the potentials involved that dictates why
buildup of Hg is on the order of 1ens of picoseconds, whereas the
transition-state buildup of Hgl is only on the order of 500 fs, and
the resulting free fragments of Hgl are already formed after less
than 10 ps. In order to explain our results, we propose the
following: the potential that is reached by a two-pump-photon
excitation is bound, but this potential is crossed by two repulsive
surfaces accounting for the observed predissociation: (a) One
surface has an asymptote to the free HgI(C,D) and I (or I*)
products, and the coupling into this surface is promoted by an
asymmetric stretch mode. (b) The second surface has an
asymptote to the free I + Hg* + I fragments and is coupled to
by the symmetric stretch mode.

This second coupling (b) must be weaker than the first one (a)
toaccount for the slow buildup in the Hg channe! compared with
the fast buildup in the Hgl channel. If the initial wave packet
were to redistribute quickly into all degrees of freedom, then the
parent decay and the product build-up would be dominated by
the strongest coupling. As we do see two distinct build-up times
on the products, we propose that part of the initial wave packet
is not redistributed but rather remains in a defined coordinate
leading to symmetric stretch fragmentation with a weak output
coupling. So this part of the wave packet is not affected by the
strong coupling into the asymmetric stretch coordinate.

The parent decay can now be examined. The different
dynamics are reflected in the multiexponential decay of the parent.
The one photon pump excitation leads to a fast decay of about
50 fs, as seen in the time shifts of the fragment transients with
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respect to time zero of Hgly. The first cemponent in the
multiexponential decay in the Hgl, transient was also found to
be on the order of 50 fs, taking the cross-correlation of the pump
and probe into account. Both the pump and probe intensity
dependence slopes show a drastic change in the first 200 fs. If we
take the cross-correlation into account here, as well as the
difference in the cross section between the first and second excited
state, then we again arrive at a comparable time constant. The
Hgl, transient was analyzed as a triple-exponential decay (vide
supra). The first, fast component had 7, ~ 50 fs. The longer
time components were found to be 73 ~ 500 fs and 73 ~ 1 ps.
Components with even longer decay times could not be extracted
due to the low signal-ta-noise ratio at long time delays, where the
signal dropped toward zero. Asthelong-time behavior, according
to the pump dependence slope plot for Hgl,, is associated with
two-photon pump excitation, we attribute the long decay times
to the lifetimes of the predissociating bound state,

Finally, we come to I, (Figure 5). The pump dependence plot
shows a very sharp rise in the slope in less than 100 fs, from an
initial value of about 1.2 % 0.1 to a final constant level of 1.65
% 0.2. Hence, the dynamics of the I, production is governed
almost entirely by the two pump photon excitation process. The
shape of the I; transient, for a given pump and probe intensity,
is very similar to the Hgl, transient. In the discussion so far we
have shown that the two-photon excitation involves predissociative
states of Hgl,. Because of the long (picosecond) lifetimes of
these states, there is enough time for the initial lincar IHgl
molecule to undergo bending motion. Thisargument issupported
by the relativistic ab initio calculations of Wadt!2 on the
isoelectronic system HgCl; which shows bound excited states
with an equilibrium angle of 70°-100°. When the bend angle
is appreciable, corresponding to a triangular configuration of the
moleculein the bound state, I elimination is expected. The probe
laser can excite this configuration into an ionic fragmentation
channel of Hgl,* yielding I,*.

The probe dependence slope plot shows that initially the I,
signal has a slope of 0.6 % 0.2, reflecting some saturation, but
this dependence changes to severe saturation at 200 fs (earlier
when convolution with cross-correlation is considered). The probe
dependence behavior mirrors that of the pumpdependence. Thus,
the probing transition of I,, out of the two-pump-photon excited
bound state, is a saturated transition, at the probe intensities -
used. Note that saturation affects transients over a time range
of the order of the width of the cross-correlation only, and hence
the long-time decay components are relatively unaffected.
Saturation also affects the degree of polarization anisotropy, as
discussed in ref 7.

V. S yll'ldr 1

Real-time studies of the Hgl, reaction ina molecular beamare
reported here. The reaction was initiated by a femtosecond laser
pulse at 311 nm and followed by a time delayed probe laser (622
nm} which ionizes the parent molecule, the reaction intermediates,
and final fragments by REMPI processes. Transients were
obtained for all masses (Hgl,*, Hgi*, I,*, Hg*, and I*), and
careful pump and probe intensity dependence studies were
performed on each mass. The method of obtaining the slope of
the intensity dependence as a function of the pump—probe time
delay provides the means of tracking and distinguishing between
one-photon or multiphoton excitations, the onset and presence of
saturation, and the timescales associated with different dynamical
processes.

In the preceding paper,’ the dynamics on the dissociative
A-continuum reached by one-photon excitation were detailed.
Here, the two-photon excitation accesses predissociative states of
Hgl,, with crossings into the symmetric and asymmetric stretch
coordinates. The transition statgs and the resulting free fragments
(HgI(C,D) and Hg*) were probed on the time scale of these
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experiments. The analogy with Rydberg-state dynamics is
discussed. The time scale for all coordinates, including the bead
motion, are the key to final fragmentations into different nascent
products (Hgl, 1, Hg, I,). Furtherstudies are planned with focus
on ionic fragmentation, molecular dynamics simulations, and
energy dependences of the observed rates of fragmentation and
elimination.
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