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ABSTRACT

Cavitation scale ei’fects can be grouped into two major categories: suscepti-
bility of the water to cavitation, i.e., the amount, size, and type of microbubbles
or microparticulates in the water acting as inception nuclei, and flow field ef-
fects due to such factors as velocity and pressure distributions, body size and
shape, viscous effects, and turbulent phenomena. Experimental investigations
into these two aspects of scale effects were performed in the present study.

Field investigations of marine nuclei populations were made using underwa-
ter holography to observe microbubbles and particulates, including microplank-
ton in oceanic waters of Los Angeles Harbor, San Pedro Channel and near Santa
Catalina Island. Holographic detection was shown to be a reliable method of
measuring the nuclei number concentration density distributions. Overall, very
high concentrations of the various types of potential cavitation nuclei were ob-
served at all of the test sites and depths examined, although the statistical
significance of these results is strong only in the smaller size ranges (less than 50
pum), where a significant number of counts were made. Relatively high bubble
concentrations during calm sea conditions, and their population inversion below
the thermocline where organism activity was high, indicate a possible biological
source of bubble prodﬁction rather than the usual surface mechanisms of break-
ing waves and whitecaps. The measured population of particulates is somewhat
higher than comﬁarable data in the ocean or in cavitation test facilities, and
the number density distribution of particulates decreases approximately as the
fourth power of the particle size, as often reported in the literature. An increase
in particle concentration near the bottom of the thermocline in clear coastal
waters is observed. The total concentration of particles and bubbles in a liquid
provides an upper bound on the number of potentially active cavitation nu-
clei. The measured bubble sizes can be used to indicate that the average tensile

strength of the ocean waters examined in this study should be on the order of
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a few thousand Pascals, with a minimum expected value of about one hundred
Pascals. The present results support the recommendation of Billet (1985), that
a concentration of at least 3 bubbles per em? in the 5 to 20 um radius range is
needed in test facility water in order to model marine conditions.
Experimental studies were also made on the inception processes in a large
turbulent free shear layer generated by a sharp edged plate in a water tunnel
at Reynolds numbers up to 2 x 108, Two distinct types of vortex motion were
evident in the shear layer, the primary spanwise and the secondary longitudinal
vortices. Cavitation inception occurs consistently in the secondary shear layer
vortices and more fully developed cavitation is visible in both structures, with
the streamwise cavities primarily confined to the braid regions between adjacent
spanwise vortices. A Rankine vortex model indicates that the secondary vortex
strength is always less than 10% of that of the primary structure. Measurements
of fluctuating pressures in the turbulent shear layer are made by holographically
monitoring the size of air bubbles injected into the non-cavitating flow, showing
that pressure fluctuations were much stronger than previously reported, with
positive and negative pressure peaks as high as 3 times the freestream dynamic
pressure, sufficient to explain the occurrence of cavitation inception at high
values of the inception index. Cavitation inception indices display a strong
dependence on the dissolved air content and thus on the availability of freestream
bubble cavitation nuclei. The present inception data do not display a clear
dependence on freestream velocity (or Reynolds number) but do fall into the
overall range of data of previous bluff body investigations. The occurrence
of inception in the secondary vortices of the shear layer, and previous reports
of velocity dependence of these cores (Bernal 1981) may provide the key to
explaining the commonly observed Reynolds number scaling of the inception

index in shear flows.
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NOMENCLATURE
A projectéd frontal area
Cpb | base pressure coefficient (= (pg — poo)/( %prz))
Cp drag coefficient (= Fp/(3pUs”A))
Cyp - pressure coefficient (= (p — poo)/(£pU2,))
Comin minimum pressure coefficient
d disk diameter
D diameter of hologram
D,, mass diffusivity
f vortex shedding or passage frequency
Fp drag force
g gravitational acceleration constant

distance from stagnation to separation points
on face of sharp edged plate

l average vortex spacing
n refractive index
n(R) nuclei number density distribution function
N(R) concentration of nuclei with radius smaller than R
N, number of nuclei counts in each radius group
Nio total particle concentration in the measured radius range
AN nuclei concentration in the radius range AR
Db pressure at the bubble wall
B base pressure
De pressure at the core of a vortex
Pg gas partial pressure in a bubble
Piocal pressure in the .vicinity of air bubble pressure sensor
L “Local” pressure above the shear layer
Prmean mean static pressure

Pmin minimum pressure in the flow
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Do _ bubble equilibrium external pressure

Dref - freestream dynamic pressure

Py water Vé,por pressure

p' v instantaneous pressure fluctuation (=piocai — Prmean)
Poo reference pressure or freestream pressufe

(P — Po)erit bubble critical tension

r velocity ratio (= Uy /U,)

Te vortex core radius

R bubble or particle radius

R.rit bubble critical radius

R, bubble equilibrium radius

R, initial bubble radius

R, bubble radius at downstream distance z

R, B first and second time derivatives of bubble radius
R nominal radius of each data group

AR nuclei radius range about R

Re;, “Local” Reynolds number (= 2hUL /v)

S surface tension

St Strouhal number (= 2hf/UL)

t time

T liquid temperature

Ty characteristic bubble response time

U velocity

U, convection velocity

U, “Local” velocity above the shear layer

Ur bubble terminal velocity

Us,y,z Velocity components

U, velocity of high speed stream in plane mixing layer
U, velocity of low speed stream in plane mixing layer

Uoo. ~ undisturbed freestream velocity
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Us tangential velocity around vortex core

AU velocity difference across shear layer

Vs liquid sémple volume

z ‘ downstream distance from the sharp edge

Z, shear layer virtual origin

Y distance normal to the sharp edge

z spanwise distance

z object to film plane distange

o dissolved air content

o velocity parameter (=(Uy — Us) /(U1 +Us) = (1 —7r)/(1 +71))
B Henry’s Law constant

) shear layer thickness

~ polytropic gas constant

T, circulation of primary (spanwise) vortex

r, circulation of secondary (streamwise) vortex

A laser wavelength

A, vortex wavelength or spanwise spacing of longitudinal vortices
v kinematic viscosity of water

7 absolute viscosity of water

p density of water

o cavitation number (= (poo — py)/(20U2))

o; cavitation inception index

or, “Local” cavitation number (= (pr — p,)/(3pU2))
0o steady-state cavitation index

T bubble dissolution time

Wr bubble natural frequency
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a = 4.2 ppm.

Figure I1.4.9. Simultaneous top and side photographs of well-developed cavi-
tation in the free shear layer. Uy, = 10.14 m/s, 61,=0.39, Rer = 1.84 x 108, a =
10.1 ppm.

Figure I1.4.10. Simultaneous top and side photographs of well-developed cav-
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indicates change in size of volume examined.

(b) Volumes examined for both bubbles and particles in each size range.

Table 1.4.2. Data table for bubble distributions at Station 3.
(a) Measured bubble concentrations in discrete size intervals. Heavy line
indicates change in size of volume examined.

(b) Volumes examined for both bubbles and particles in each size range.

Table 1.4.3. Data table for bubble distributions at Station 4.
(a) Measured bubble concentrations in discrete size intervals. Heavy line
indicates change in size of volume examined.

(b) Volumes examined for both bubbles and particles in each size range.

Table 1.4.4. Data table for bubble distributions at Station 5.
(a) Measured bubble concentrations in discrete size intervals. Heavy line
indicates change in size of volume examined.

(b) Volumes examined for both bubbles and particles in each size range.
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B I:Table I.4.5. Measured concentrations of total particles in discrete equivalent
radius intervals examined for Stations 1 and 2. Heavy lines indicate change in

size of volume examined. Volumes examined in each size interval are given in
Table 1.4.1 (b).

Table 1.4.6. Measured concentrations of total particles in discrete equivalent
radius intervals examined for Station 3. Heavy lines indicate change in size of

volume examined. Volumes examined in each size interval are given in Table
1.4.2 (b).

Table 1.4.7. Measured concentrations of total particles in discrete equivalent
radius intervals examined for Station 4. Heavy lines indicate change in size of

volume examined. Volumes examined in each size interval are given in Table
1.4.3 (b).

Table 1.4.8. Measured concentrations of total particles in discrete equivalent
radius intervals examined for Station 5. Heavy lines indicate change in size of

volume examined. Volumes examined in each size interval are given in Table
144 (b).

Table II.4.1. Relative strength of streamwise and spanwise vortices in the
shear layer. The streamwise vortex strength was determined using the Rankine

vortex model and measurements from photographs recorded near inception.

Table I1.4.2. Measured velocity components near one of the streamwise cores.
The freestream speed is nominally 7 m/s. U, is the measured velocity in the
mean flow direction, Uy is normal (up) and U, is in the spanwise direction. The

cavitation index o, = 0.5.



PREFACE

Cavitation is the formation of vapor or gas filled cavities in a liquid by the
explosive growth of small bubbles or nuclei that are brought to instability by a
low instantaneous local pressure. Cavitation is differentiated from boiling by the
usual neglect of thermal effects in cavitating 'ﬁows (Plesset & Prosperetti 1977);
that is, boiling is the temperature dominated cavity formation mechanism, while
cavitation is pressure-controlled. The term hydrodynamic cavitation is some-
times used to stress the dominant role of dynamic pressure in the cavitation
process, and to allow diﬁ'ereﬁtiation from such phenomena as acoustic cavita-
tion, which is controlled by acoustic pressure pulses. Cavitation is likely to occur
in those liquid flows in which the local velocity is high, or local pressure low,
at some point in the flow. This is a common situation in many liquid flows of
engineering interest, in particular, in turbulent flows where large instantaneous

velocity and pressure fluctuations are often observed.

The field of cavitation encompasses a wide range of phenomena from in-
ception, the first appearance of cavitation in an otherwise single phase flow,
through supercavitation, in which a large cavity becomes attached to the test
body or cavitating surface. Cavitation inception is generally a very transient
event, requiring the éoincidence of a suitably low pressure with an unstable cav-
itation nucleus. A newly formed cavity usually collapses when it is convected
into a region of higher pressure. This random and transient nature of cavitation

inception greatly complicates detection and measurement procedures.

From an engineering viewpoint, cavitation is generally undesirable because
of the associated problems of noise and vibration caused by cavity collapse, and

material damage by cavitation erosion. The practical applications behind the
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_sfudy of cavitation are in control and prediction of the extent of these cavitation-
related probiems and their accompanying performance degradations. Efficiency
losses include such(con'imonly observed problelﬁs as the lowered thrust of ship
propellers, lowered head supplied by pumps, and lowered lift and increased drag
on hydrofoils. The extent of the two-phase flow created by cavitation is also an
important consideration in the prediction of such factors as pressure coefficients
on test bodies, as well as flow rates and heat transfer coefficients, a possible
example of which is the speculated significance of cavitation of the main cool-
ing water pumps in the 1986 Chernobyl nuclear reactor explosion, leading to
the official U.S.S.R. decision to outfit all of its reactor pumps with “cavitation

detectors” (Levi 1986; Plesset 1986).

Clearly, understanding and prediction of cavitation and its associated ef-
fects are vital in the design of fluid machinery in which efficiency, life expectancy,
material requirements and cost are all key considerations. However, the study
of cavitation is a complex one because it involves such diverse factors as fluid
dynamics and water chemistry, and because of its transient nature. Cavitation
has been an important topic of naval hydrodynamics research since the late 19th
century, when the first high-speed propellers were introduced. During sea trials
of the H.M.S. Daring in 1895, lowered propeller efficiencies at higher rotation
speeds were observed and attributed to void formation on the suction side of
the blades, a phenomenon termed “cavitation” by R.E. Froude (Wislicenus 1969;
Trevena 1984). Early studies were primarily concerned with avoidance of cavita-
tion and its harmful effects, particularly erosion, on propeller and turbine blades
(see, for example, the work of Parsons reviewed in Burrill 195 1). Since that time,
the prediction of cavitation inception has remained an area of considerable re-
search interest in fluids engineering and naval hydrodynamics. Understanding
of the basic cavitation characteristics in simple flows is needed to allow predic-
tion of cavitation in prototype situations, or in common engineering applications

such as boiler feed pumps, hydraulic turbines and ship propellers. The complex
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ﬂbws through or around most engineering fluid devices require the use of model
tests to predict prototype behavior, since analytical and numerical techniques
generally cannot be solved exactly for flows with complicated geometry or in
turbulent flows. Model results are extended to full-scale conditions through the
use of similarity parameters and scaling laws. Model testing is particularly im-
portant in those cases in which the physical scale of the device of interest may
be very large (airplane wings, dam spillways, or ship propellers, for example) or
the flow complicated, so that testing can be. performed only on a dynamically
similar small scale or simplified model of the prototype. For example, ship hull
drag is often measured on small-scale models of the ship while being carefully
towed in a controlled laboratory environment.

The presence of cavitation complicates most flows to the extent that their
characteristics cannot be analytically predicted and model testing becomes nec-
essary. The fundamental parameter in cavitation testing is the the cavitation

index o, defined as

__ Poo — Py (T oo)
7= T l,uz

3PV
where po, is the reference pressure, p,(T,) the vapor pressure evaluated at the
reference temperature Ty, p the liquid density and U,, the reference velocity.
Measurement of these parameters just at the moment that cavitation begins

allows formulation of the cavitation inception index o;, defined as

Doo; — Pv (Tc/xa)
3°U3,

g; =

where the subscript ¢ indicates evaluation at inception. The classical theory of
cavitation similarity states that similar flows will have identical cavitation be-
havior if their cavitation indices are equal (Holl & Wislicenus 1961). This theory
is based on several assumptions: that all pressure differences are proportional to

the velocity squared so that only inertial forces are important (i.e., frictionless,
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ihcompressible'ﬁuid without action of body forces); that the critical pressure for
inception is éxactly(equal to the vapor pressure, with the vapor pressure assumed
constant throughout the flow field; and that cavitation occurs instantaneously
when the vapor pressure p, is reached, so that there is zero response time and
no tension effects. In addition, the surface tension S is generally assumed con-
stant and is based on the liquid bulk temperature, neglecting local temperature

changes as well as the effect of contaminants.

The assumptions contained in the classical theory of cavitation similarity
clearly are not valid in many cases, so “it is actually surprising that the classi-
cal similarity relation based on these assumptions has served so well” (Holl &
Wislicenus 1961). Scale effects are defined as deviations from classical inception
index scaling, that is, cavitation behavior dependence upon additional parame-
ters besides the cavitation index. If o were the only significant parameter, the
prediction of prototype cavitation characteristics from model results would be
a straightforward matter. However, scale effects have been observed in many
experimental investigations. For example, Kermeen & Parkin (1957) reported a
strong Reynolds number dependence of the inception index in the free shear flow
behind a sharp edged disk. Further early experimental observations demonstrat-
ing the dependence of the inception index on such parameters as Reynolds num-
ber, body size, and velocity for streamlined bodies, hydrofoils, and zero-caliber
ogives are reported in Holl & Wislicenus (1961). The most notable example
of scale effects is the round-robin test conducted by the International Towing
Tank Committee (ITTC) on a standard axisymmetric hemispherical headform,
as reported by Johnsson (1969) and discussed by Acosta & Parkin (1974). The
results of these tests showed inception indices ranging from 0.4 to 1.1 for the
same test body in nominally the same flow at 14 different test facilities. The
physical appearance of cavitation was observed to vary significantly as well, de-
pending on such factors as the nuclei availability in the test facility, and on

the boundary layer characteristics that controlled whether a travelling bubble
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,‘or band type cavitation occurred in the flow around the headform (indicative
of boundarjr layex: turbulent transition and laminar separation, respectively).
These investigations demonstrate that the cavitation inception index for a sim-
ilar ﬂoW can vary widely between test facilities, or even between different tests
in a single facility. In such cases, laboratory results cannot be relied upon to
provide a reasonable estimate of full-scale behavior, and the scaling laws re-
quired to relate model results to prototype conditions cannot be defined. In a
few cases, such as flows around axisymmetric hemispherical headforms (Arakeri
& Acosta 1973; Huang 1981; Katz 1984), significant progress has been made to-
ward understanding the cavitation scaling laws. However, these results cannot
be readily applied to new flow conditions, so some a priors knowledge of the flow
type becomes necessary in order to predict its cavitation behavior. The study
of scale effects has become a major topic of cavitation research, and discussions
are included in Holl & Wislicenus (1961); Huang & Peterson (1976); and Arndt

(1981), to name just a few.

Scale effects can be divided into two major categories, the susceptibility
effects and the flow field effects. While both effects are important in most cases,
it is useful to draw some distinction between the two in order to facilitate their
study.

The first category of cavitation scale effects involves the susceptibility of
water to cavitation, that is, the size, type and concentration of cavitation nuclei.
The tap water co.mmonly used as the working fluid in experimental facilities is
neither pure nor homogeneous, but may contain dissolved gases, microbubbles,
particulate matter and biological organisms. At least some of these objects act
as cavitation nuclei, or preferential sites for cavitation inception. The presence
of nuclei is supported by the results of investigations into the tensile strength of
water, defined here as the critical tension that must be applied in order to create
a void in the water. According to the “kinetic theory of liquids” (Frenkel 1946;

Plesset 1969), pure homogeneous water should be able to withstand tensions on
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-the order of several .thousand atmospheres before macroscopic voids are created.
However, careful laboratory tests using Bertholet tubes, bellows, and centrifugal
devices demonstrat;e maximum tensile strengths of less than 300 atmospheres,
and commonly find tensile strengths on the order of 1 atmosphere, as reported in
Knapp ét al. (1970) and Trevena (1984). In engineering applications, cavitation
is observed to occur under either very small applied tensions or under slight
positive pressures. Various types of nuclei have been proposed and studied,
including “clean” gas bubbles, gas bubbles stabilized by semi-permeable organic
skins (Fox & Herzfeld 1954; Johnson & Cooke 1981) and particles with attached
gas pockets in the “Harvey model” (Harvey et al. 1947).

Flow field effects include those caused by deviations from the ideal flow
assumed in development of the classical cavitation scaling law because of such
mechanisms as viscous effects, that is, the details of the velocity and pressure
distributions, as well as such factors as body shape and size, and turbulent phe-
nomena. Arakeri & Acosta (1973, 1979) demonstrated the important role of
boundary layer separation, transition, and reattachment on cavitation inception
in the flow around various axisymmetric bodies, and were able to classify the
bodies according to their viscous flow and inception scaling trends. Huang &
Peterson (1976) studied the effect of boundary layer development and charac-
teristics on cavitation scaling, and concluded that pressure fluctuations in the
boundary layer transition and separation regions controlled inception. Billet
& Holl (1979) studied the effect of changing size and velocity for a variety of
hydrofoil sections, and found significant dependence of the inception index on
these additional parameters.

The two aspects of scale effects have no doubt played important roles in
the experiments leading to muqh of the available cavitation inception data, so
that the data for nominally similar experiments actually represent very different
“hydrodynamic and nucleation environments” (Acosta & Parkin 1975). Both

aspects of cavitation scale effects, the susceptibility of the water and the fluid
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mechanical effects, will be examined in this thesis. Part I describes studies of the
cavitation nuclei pqpula’cion distributions in ocean waters and Part IT describes

an investigation into cavitation inception in a turbulent shear flow.



PART 1
NUCLEI DISTRIBUTIONS
IN NATURAL WATERS
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CHAPTER 1.1
INTRODUCTION

I.1.1 Cavitation Nuclei

Calculations of the tension required to rupture an instantaneously occurring
molecular level void in otherwise pure water yield expected critical tensions in
the range of 1200 to 10000 atm (Frenkel 1946; Plesset 1969; Knapp et al. 1970).
However, numerous experimental investigations of the critical tension of “pure”
water have found maximum required tensions of less than 300 atmospheres
(Knapp et al. 1970; Trevena 1984). The maximum tensile stress of liquids
is considerably reduced by the presence of impurities, generically called nuclei,
which act as preferential sites for the occurrence of liquid rupture. Waters typ-
ically found in laboratory facilities or engineering applications are neither pure
nor homogeneous, but contain relatively high concentrations of cavitation nu-
clei, and the critical tensile strength of these waters is typically at least an order
of magnitude less than those calculated or measured for pure water (Holl 1970).

It is now fairly well established that bubbles, some kinds of solid particles
and gas pockets inside crevices and cracks on the surface of particulates sus-
pended in the liquid can act as cavitation nuclei. When these nuclei are exposed
to a low enough pressure, an unstable cavity will form on or grow from them,
which may then grow explosively to become a visible cavitation event. The ef-
fect of these freestream nuclei generally dominates that of the nuclei located at
the liquid boundaries, as has been demonstrated by Godefroy et al. (1981) and
Billet (1985). The present examination is concerned only with freestream nuclei
as opposed to wall or test body nucleation sites.

The liquid characteristics that affect the occurrence of cavitation through
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their influence on the nuclei population are collectively termed liquid quality.
For the purpése of cavitation research, the concentration of nuclei in the liquid
and their dynamic behavior when exposed to a change of pressure are required
for predictions of cavitation inception and to deduce scaling laws capable of
correlating the results from model tests to full-scale operation. Not all nuclei
respond in the same way to a change of the surrounding pressure. The dynamic
properties of gas bubbles in mechanical equilibrium can be directly related to
their size, so the liquid quality can be adequately described by the nuclei number
concentration distribution as a function of bubble size. The nuclei number con-
centration distribution is also generally used to characterize the liquid quality
even when the main nuclei source is particles, whose dynamic behavior cannot
be directly related to their geometry. In this case the size measurements of par-
ticulates contained in liquids still provide an upper limit for the concentration

of potentially active cavitation nuclei.

Theoretical investigations of nuclei characteristics, and establishment of
their nature in the laboratory environment have been topics of considerable
research effort. Plesset (1949) used the Rayleigh equation of cavity dynamics
to model quite accurately the experimental observations of Knapp & Hollan-~
der (1948) of the bubble motion in the flow past a 2 inch diameter 0.5 caliber
ogive. Billet & Gates (1979) measured the nuclei distributions in two Caltech
water tunnels and related them to inception observations, Gowing & Ling (1980)
measured distributions in the 12 inch water tunnel at the David W. Taylor Naval
Ship Research and Development Center (DTNSRDC), and both Katz (1981)
and Ooi (1981) made extensive nuclei measurements in relation to their in-
ception studies. These are just a few of the numerous examinations of nuclei
effects in test facilities, some of which will be discussed in Chapter IL.5. For
the marine waters of interest in naval hydrodynamics, however, the nature and
typical concentration of nuclei have yet to be determined because of the inher-

ent experimental difficulties involved in making these measurements. Detailed
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knowledge of the sea water liquid quality is essential for the simulation of ma-
rine conditio.ns in the laboratory and for the scaling of model test results to
ocean prototype operation. For example, the concept of flow seeding to simu-
late marine conditions in laboratory facilities requires detailed data on marine
nuclei populations under various conditions in order to establish useful nuclei
standards. The various types of objects potentially acting as nuclei in the ocean
are of interdisciplinary interest in such fields as marine biology, meteorology,
oceanography and ocean acoustics, leading previous researchers to separately
explore bubbles (see for example Medwin 1970, 1977; Johnson & Cooke 1979);
particles (Peterson 1974; Carder et al. 1982) and organisms (Stewart et al. 1973;
Pieper & Holliday 1984). Recently, quantitative results of studies of marine nu-
clei from a cavitation viewpoint have started to become available. For example,
Shen et al. (1986) have determined the critical tensile strength of ocean water
to vary from 0.3 to 1.7 atm in the test sites examined in their study.

At least three distinct types of objects may act as cavitation nuclei in the
sea; these are gas bubbles, solid particles and microorganisms. A brief discussion

of these three potential types of nuclei is included here.
I1.1.1.1 Bubbles as Nuclei

Gas bubbles are the “standard” cavitation nuclei, and it has been demon-
strated numerous times that an increase of bubble concentration in a test facility
leads to an increased inception index; that is, the water will be more susceptible
to cavitation. Most theoretical approaches to predicting inception assume bub-
blés as the active nuclei, and generally also assume that single bubble dynamics
control the response of the flow to a change in cavitation index, neglecting bubble
interaction effects.

A brief review of some of the key findings of bubble dynamics (from Stras-
berg 1957; Knapp et al. 1970) will used to examine the criteria for bubble insta-

bility. Consider an isolated small spherical bubble of radius R surrounded by an
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infinite fluid, subject to the time-dependent fluid pressure p., (t). The bubble
may contain vapor at pressure p,(T), where T is the bubble wall temperature,
and may also contain non-condensable gas at partial pressure Pg- The governing

equation for such a case is the Rayleigh-Plesset equation:
. 3., 1 :
RR+ ER = -p- Pv +Pg — Poo(t) — — — —— (I.1.1)
where S is the surface tension, p the liquid density, u the liquid viscosity and R

and R the first and second time derivatives of R, respectively. At equilibrium

the bubble radius is fixed at R = R,, and Equation I.1.1 reduces to:

2S5
0= py+py— Poolt) — 7 (I.1.2)
eq
or, for perfect gas behavior of the gas component of the bubble
KT 28
O0=py + —5 — po(t) — I.1.3
ot s~ peolt) (113

where K is a constant. The stability of this equilibrium can be analyzed by
applying R = R.4[1 + €(t)] in Equation I.1.1 and linearizing for small €(t). This

leads to an expression for the bubble natural frequency as:

5 3 48

Wp™ = o0 — Py) +
R Y(Poo — Pv) T

(1.1.4)

where 7 is the ratio of specific heats for the gas and an adiabatic bubble pressure-
volume relation has been assumed (Plesset & Prosperetti 1977).
When viscosity effects are neglegible, the stability analysis also leads to the

critical pressure for bubble instability, given by:

48
3Rcr'it

(P = DPo)erit = — (I.1.5)
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In general, the equilibrium radius R., is not equal to the critical radius R, ;.

The conditions for stability of the bubble static equilibrium require that:

Rt = \/3KT/28 (1.1.6)

for constant K and T. Thus, R.-: can be expressed in terms of R.q by solv-
ing Equation 1.1.3 for KT in terms of R., and using this in Equation I.1.6.
Application of this result to Equation L.1.5 yields:

_ 45 Poo — Pv —i/z
(p pv)crzt - 3Req [3 <1 + 2S/Req )] (117)

For fixed T' (i.e., fixed S and p,) a bubble will become unstable whenever the
surrounding liquid pressure is low enough to satisfy Equation 1.1.7, and lower
pressures will lead to rapid bubble growth. Equation 1.1.7 can be used to de-
fine the range of bubble radii of interest as cavitation nuclei by determining
the pressure required to cause bubble instability. Examples of bubble critical
pressure and natural frequency values are given in Table I.1.1 for several bubble
equilibrium radius values within the size range of interest for typical microbub-
ble nuclei. Assuming single bubble nuclei, Equation I1.1.7 also can be used to
estimate the tensile strength of water, if the critical tension is taken to be equal
to the critical pressure of the most unstable bubble nucleus.

An important area of concern in the field of bubble nuclei is the mecha-
nism of persistence or stabilization of equilibrium bubbles. Vapor bubbles are
expected to dissolve when the liquid pressure is greater than the vapor pressure,
and are in a state of unstable equilibrium when the liquid pressure is less than
vapor pressure. One would expect a small gas bubble to dissolve because of its
surface tension, even in a saturated solution (Epstein & Plesset 1950), while a
large gas bubble would rise by its buoyancy at a reasonable velocity, to leave

the liquid at the surface or collect at a boundary. Holl (1970) uses the results
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of Epstein & Plesset (1950) to derive a characteristic time for complete solution

of a bubble of initial radius R,

T

Rozﬂ [Ro(pb - pv)

= 3D.B.T gt 1} (1.1.8)

where 3 is the Henry’s law constant, D,, the mass diffusivity, T the absolute
temperature, B, the specific gas constant, p; the liquid pressure at the bubble
wall, p, the vapor pressure, and S the surface tension. For example, Equation
1.1.8 leads to a dissolution time of 6.63 sec for an air bubble of 10 um radius
in a saturated water solution. Liebermann (1957) experimentally verified that
“small” air bubbles in water (either 50% or 100% saturated) will completely
dissolve in a matter of minutes. Additional examples of the time required for
complete disappearance of air.bubbles in a saturated water solution are included
in Table I.1.1.

Bubble terminal rise velocities can be easily calculated for the Stokes flow

regime (applicable for bubble radii less than 200 pm, Liebermann 1937) as:

__ 2gR?

V., =
tgu

(L.1.9)

The terminal rise velocity of several air bubbles in the radius range of interest
are included in Table I.1.1., indicating that fairly large bubbles rise at moderate
terminal velocities.

Bubble persistence mechanisms may not be too significant in most engi-
neering applications and large experimental test facilities, since new bubbles are
constantly generated. However, the question of bubble persistence becomes quite
important in the study of marine bubble nuclei, since processes for continuous
generation have not been proven, although they may in fact be quite important
(Medwin 1977; Mulhearn 1981). Expected mechanisms for bubbles to enter the
ocean include the action of waves and surface spray, rain droplets carrying air

down below the surface, cosmic radiation, dust (Turner 1961), and possibly the
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‘action of microorganisms and decay of organic matter. Garretson (1973) con-
cludes that surface bubble generation sources must be supplemented by volume
and bottom sources in order to explain measured bubble concentrations at sea.

Bubble nuclei have been shown to have ﬁnexpected long lifetimes by numer-
ous experimental measurements in both test facilities and in the ocean (Mul-
hearn 1981), and several mechanisms have been proposed to explain this persis-
tence. For example, Cha (1981) employed a thermodynamic theory for dilute
solutions to show that a bubble composed of gas and vapor can remain in stable
equilibrium in a liquid.

Fox & Herzfeld (1954) proposed a mechanism in which bubble stability is
provided by an immiscible organic skin or membrane on the bubble surface that
acts as a barrier to gas diffusion, maintaining a constant gas mass inside the
bubble until a pressure low enough to burst the membrane is achieved in the
cavitation inception process. The skin also enables the bubble to support a
tangential force as if it were a rigid spherical shell. The organic matter forming
the skin may be produced through such mechanisms as decaying plant matter
in the sea. Yount et al. (1984) proposed a similar mechanism, and provided
some experimental evidence to support it, in their work on skins of varying
permeability formed by surface-active molecules on sub-micron bubbles. In this
model, the bubble is essentially gas-permeable, and becomes impermeable only
under the action of a large compression on the order of 8 atm. Microscopic
observations of aistilled water and liquid gelatins by Yount et al. showed that
small bubble nuclei existed in Brownian motion, and remained visible for several
minutes, at least two orders of magnitude longer than would be expected for a
pure gas bubble.

Mulhearn (1981) reviews ocean bubble measurements and finds some exper-
imental evidence supporting the concept of a diffusion barrier, based primarily
on the results of Medwin (1977). Mulhearn agrees with Medwin that large

bubbles (radii above about 60 um) may be continuously generated by decaying
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organic matter at the sea floor, but that smaller bubbles are formed at the sur-
face and, onée formed, persist indefinitely by means of surfactant coatings and
attachment to particles.. Johnson & Cooke (1981) also performed experiments
that seem to verify the stabilization of bubbles in seawater, possibly through the
action of an organic skin. Their experiments involved injection of bubbles into
natural seawater, then monitoring the bubble sizes through use of a photomi-
croscope. They found that some of the bubbles quickly dissolved while others
stabilized with diameters of from less than 1 pm up to 13.5 um. Observations
of a group of such stabilized bubbles at atmospheric pressure over a 22 hour
period indicated little reduction in the total number, and only a small decrease
in the bubble diameters. The capability of several seawater samples collected
at different times of the year to sustain stable microbubbles varied significantly,
possibly indicating a relation between stable microbubble formation and the
seasonal occurrence of natural organic particles. However, they also report that
application of a slight overpressure (0.13 atm) was sufficient to cause the col-
lapse of all stabilized microbubbles, casting some doubt as to their persistence

outside the laboratory.

The concept of skin-stabilized bubbles has not been proven, and several
investigators have raised concerns about its usefulness. Experimental examina-
tions by Liebermann (1957) showed that the diffusion rate of air out of bubbles
remained essentially unchanged whether they were suspended in pure water, sea
water, or aqueous environments contaminated with various acids, oils and deter-
gents. In addition, the organic skin theory cannot explain the stable existence
of ﬁuclei in organic liquids, such as benzene (Messino et al. 1967), or in the pres-
ence of chemical reagents that strongly affect organic materials. Plesset (1969)
notes that the addition of such.chemicals in moderate amounts does not affect
the tensile strength of liquids.

Turner (1961) used ultrasonic attenuation to experimentélly verify the ex-

istence of stable microbubbles up to 30 um radius in test water samples, and
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proposed a slightly different stabilization mechanism in which the bubble “in-
tercepts” numerous small particles that cling to its surface until a continuous

surface of particles is fofmed, in the “compressed wall stabilization hypothesis.”

1.1.1.2 Solid Particles

A lérge number of solid particles are always present in test facilities, even
with filtering (see Peterson 1972; Katz 1981; or Part II of this thesis) and are
also present in widely varying but generally large amounts in sea water. The
action of solid particles as stable cavitation nuclei is therefore a very important
consideration, one that has been examined by several investigators.

Harvey et al. (1947) first proposed a stabilization mechanism in which undis-
solved gas is trapped in the crevices of a hydrophobic (non-wetted) particle, a
situation now commonly referred to as the “Harvey model.” The gas pressure
in the crevice is lower than the surrounding water pressure because of surface
tension at the gas-liquid interface, so the gas is stabilized in the crevice and
will not dissolve into the liquid. The concave interface toward the gas is estab-
lished by the hydrophobic nature of the particle, and results in surface tension
acting to oppose the liquid pressure. The amount of trapped gas depends on
crevice geometry, dissolved gas content and local pressure. The gas pocket will
remain in permanent stable equilibrium in the crevice so long as the external
liquid pressure remains high enough, but will expand to “seed” the flow when
the liquid pressure drops below the gas internal pressure. The Harvey model
can be used to explain observations of increased tensile strength with increases
in previously applied pressure, since this high pressure would tend to force the
gas deeper into crevices and further stabilize it there.

No direct observations of the Harvey mechanism have been made, but sev-
eral investigations have provided indirect support. Liebermann (1957) has shown
experimentally that air bubbles less than 1 um “lodged on hydrophobic particles

are not soluble and can exist indefinitely.” In this investigation, bubbles were
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allowed to dissolve in water containing chalk dust. After bubble disappearance,
an insoluble fesidug remained. When the pressure was lowered to 1/4 atm a
visible bubble grew out of the residual nucleus. Turner {(1961) showed that
leaving a test container open to atmospheric dust particle deposition led to an
increase in nuclei as detected by ultrasonic attenuation, although he speculated
that these were actually microbubble nuclei rather than Harvey-type particles.
Messino et al. (1967) provide additional experimental support of the Harvey
model in examinations of the nuclei content of water doped with various im-
purities, including hydrophobic Teflon particles, finding that the addition of
non-wettable particles to a pure water sample increases the number of ultra-
‘sonically detected nuclei. Seawater experiments performed by Riley (1963) and
Sutcliffe et al. (1963) summarized in Peterson (1972) indicate that aeration of
filtered seawater leads to the formation of small insoluble particulates, which

eventually coalesce to form fairly large aggregate particles.

There is some question as to the means of persistence of the suspension
of solid particle nuclei in the Harvey model, as discussed in Peterson (1972).
Maintenance of the particles in suspension in quiescent waters would require a
very small particle size to allow suspension by Brownian motion, or for larger
particles either a very high gas concentration or very low particle density to
provide suspension by neutral buoyancy. Most waters of interest, including
those of the oceans, are not quiescent, so the particles could well maintain their
state of suspension through continuous regeneration or by the action of turbulent
diffusion.

The “compressed wall stabilization hypothesis” proposed by Turner (1961)
and discussed above also requires the presence of numerous small particles to
form the continuous particle surface on the stabilized bubble. Whether solid
particles act as Harvey nuclei, as a means for formation of a particle coating on
bubbles, or as a site for attachment of skin-stabilized microbubbles (Mulhearn

1981), some measure of their spectra and typical concentrations will be required
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in order to estimate the potential number of such nuclei in ocean waters.

1.1.1.3 Microorganisms

Ocean waters contain an additional potential source of nuclei besides bub-
bles and solid particles; these are the numerous microorganisms always present
in the sea. The two major categories of marine microorganisms are the phyto-
plankton, usually unicellular algae, that form the base of the marine food chain
and cover the size range from submicron up to several hundred microns; and the
zooplankton, generally larger and less abundant marine animals that typically
feed on the phytoplankton. Total phytoplankton concentrations can reach up
to the order of 100 or more per ¢m?®, while the larger zooplankton typically are
found in concentrations of 10 or fewer per ¢cm® (Stewart et al. 1973). Some
marine organisms are known to contain gas inclusions, such as the gas-filled
pneumataphore of the physonectid siphonophores (e.g., Nanomia bijuga), and
the gas-filled swim bladder of fishes (Holliday & Pieper 1980). Many species of
blue-green algae occupying the upper 5 m of the ocean contain tiny gas vacuoles
in their cells which act to control their buoyancy (Walsby 1977). Along with
the fact that gas inclusions or metabolic gases may cause organisms to act di-
rectly as nuclei under appropriate applied pressures (never directly observed),
marine organisms may also be important in terms of their bubble production ca-
pabilities. Mulhearn (1981) and Alldredge (1986, private communication) have
pointed out the possibility of Oz bubble production during the phytoplankton

photosynthetic process.
1.1.2 Techniques for Measurement of Nuclei

The field of particle size measurement is currently a very dynamic one,
driven to a large extent by advances in powder technology, and a significant

number of commercial particle measuring devices are now available (Bunville
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1984). However, many of these devices are not suitable for the measurement of
cavitation nuclei, which are often transient, present in high speed liquid flows,
and are best studied z'h situ. In addition, cavitation nuclei are usually larger
than the atmospheric aerosols for which most commercial devices have been
‘optimized. Significant efforts have been made to develop suitable methods of
nuclei detection in liquids, based on various physical principles.

A brief discussion of several of the more common existing measurement de-
vices and their usage will be given here. Additional reviews of nuclei measuring
techniques can be found in such references as Morgan (1972), who listed the cri-
teria for an ideal nuclei detector, Shen & Peterson (1983) and Billet (1985). A
few of the key requirements listed by Morgan are that the instrument first have
the capability to examine both the particle size range (roughly 10 to 250 um di-
ameter) and typical velocities (up to 25 m/s) commonly seen in cavitating flows;
that it measure size and concentration with sufficient accuracy, and preferably
distinguish the nucleus type; that it not disturb the sample volume; and that
it operate continuously with essentially real time results. Preliminary results
of venturi measurements of active cavitation nuclei (presented below), reported
by LeGoff & Lecoffre (1983) and Billet (1985), indicate that the lower limit of
bubble nuclei diameter should possibly be extended down to 2 pum. An addi-
tional requirement that the instrument be field operable may also be useful. In
sttu investigation of nuclei distributions is desirable since the sampling process
introduces several potential error sources, in particular changes in the bubble

size distribution if the sea water is subjected to a change in pressure.

The detection and measurement of cavitation nuclei constitute a persistent
outstanding problem in the study of cavitation inception and scale effects. This
was discussed by Kuiper (1985), who pointed out that evaluation of nuclei de-
tection instrumentation was a primary recommendation of both the 12th and
17th International Towing Tank Conferences (1966 and 1984, respectively). Fig-

ure 1.1.1 shows nuclei distribution measurements made by several investigators
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at different sites and test conditions, using a variety of detection techniques.
Results are plotted in terms of the nuclei number density distribution function
n(R). The number deﬁsity distribution function is a standard measure that
indicates the concentration of nuclei in a particular radius range divided by the
span of that range. This parameter will be more fully examined in Chapter
I.1.3. Afnplitude variations between the distribution curves are as high as two
orders of magnitude, although the slopes are roughly equal, indicating a fairly
consistent distribution following a general formula like n(R) ~ R~", where the
exponent n ranges from about 3 to 4. Note that the nuclei of interest range over
- several decades in both radius and number density distribution function.

Examples of the use of several of these techniques in cavitation studies, in
particular for the measurement of nuclei in the ocean, will be given following
introductory descriptions of some of the more commoniy used devices.

A simple and fairly standard indication of bubble nuclei availability is the
total gas content of the liquid, often measured with a van Slyke blood gas an-
alyzer (van Slyke & Neill 1924). A clear correlation between total gas content
and bubble concentration has been demonstrated by several investigators (see
for example Peterson 1972; Katz 1981; Shen et al. 1986; and Part II of this
thesis); however, the total gas content is insufficient for determination of tensile
strength since the bubble radii must be known, as per Equation I.1.7. In addi-
tion, the van Slyke device operates only on discrete samples taken from the test
waters.

One of the standard particle counting devices is the Coulter Counter,
wﬂich has been extensively applied both to cavitation nuclei investigations (Oba.
et al. 1981) and to ocean particle and organism measurements (e.g., Carder
et al. 1971; Sheldon et al. 1972; Peterson 1974). The Coulter Counter measures
the change in resistance of a test fluid due to the presence of a non-conducting
particle or bubble. This technique has the advantages of high number count-

ing accuracy, the ability to sample fairly concentrated solutions, applicability
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1n cases in which optical access is unavailable or optical examination impossible
(such as in liduid mgtals), and has had extensive use in the field. However, there
is some question as to its particle sizing accuracy, due primarily to difficulties
in calibration (see Appendix II); in general, it cannot distinguish bubbles from
particles (see, however, Oba et al. 1981 for a possible solution to this), and
it inevitably interferes with the flow by requiring the examination of discrete
samples. The pressure in the throat of the Coulter Counter orifice will, in gen-
eral, differ from that seen by bubbles in the original sample location, and their

measured sizes would be expected to change accordingly.

The light scattering technique has been applied in various configurations
since the pioneering work of Keller (1972), and is probably the most common
means of nuclei detection today. Light scattering devices typically illuminate a
sample volume with a high intensity laser or incoherent light beam and record the
intensity of light scattered by nuclei in the volume at one or more fixed recording
angles over a time period long enough to allow a statistically significant num-
ber of scatterers to be detected. The light scattered by individual particles or
bubbles is usually collected by a lens and transferred to a photodetector tube.
The scattered light intensity is a function of the nucleus size, shape, and index
of refraction, as well as of the optical characteristics of the illuminating beam.
Small nuclei are very efficient scatterers of incident light, with Rayleigh scat-
tering dominant for particle diameters less than about 0.1 um (small relative
to the incident wavelength), and Mie scattering theory used for larger parti-
cles (such as typical cavitation nuclei). The desire to examine single particle
scattering restricts the size of sample volume and increases the recording time
accordingly. System calibration is required, and is usually done by measuring
the scattering from a latex sphere or an electrolytically produced bubble whose
size is calculated from its measured terminal rise velocity. The quality of the
results of this technique are strongly dependent on the calibration, as well as on

the uniformity of the illuminating beam. Billet (1984) has performed an analysis
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showing that a matrix inversion technique may be needed to correct light scat-
tering measurements for illumination beam non-uniformity. The light scattering
technique has the advantages of continuous operation, immediate results, and

(indirect) determination of particle type.

Acoustic detection of bubbles relies on the fact that the acoustic scattering
cross sec‘tion of a bubble is many times the actual bubble dimension, so that
bubbles very effectively scatter acoustic waves near their natural resonant fre-
quency (Medwin 1977). Acoustic techniques can measure either the acoustic
energy scattered by bubbles in a sample or the attenuation of an acoustic beam
 due to scattering and absorption by the bubbles. Calculation of bubble size
from acoustic signals requires that the bubble natural frequencies be known,
meaning that the physical characteristics of each bubble must be known or as-
sumed. The bubbles are usually assumed to contain pure air, but ocean waters
are likely to contain bubbles of oxygen, carbon dioxide, carbon monoxide, hy-
drogen sulfide and methane, although the ratio of specific heats for each of these
gases are quite close to that of air and would lead to only minor corrections in
the natural frequency calculation of Equation 1.1.4 (Medwin 1970). The calcu-
lation also requires that an organic skin, if present, has no effect on the bubble
natural frequency. A bubble size distribution is developed by using a range of
excitation frequencies in order to detect the resonant response of bubbles of
different size. The acoustic techniques have the advantages of allowing close to
real time data analysis, and capability of in situ operation, with extensive use
in the ocean already (Medwin 1970, 1977). Disadvantages (besides the above
mentioned uncertainty in computing bubble natural frequency) include the fact
that the acoustic techniques measure only attenuation or scattering due to reso-
nant bubbles and thus are not suited to measurement of solid particulate nuclei
(although they have been applied to zooplankton studies, Pieper & Holliday
1984) and restrictions to fairly dilute concentrations as indicated by the results

of Schiebe & Killen reported in Oldenziel (1979), which show that acoustic tone
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burst attenuation is valid only in the 0.3 to 1.0 ppm bubble concentration range.
In addition, practical limitations restrict the smallest detectable bubble radius
to about 15 um, due to structural and reflected noise interference {(Medwin 1970

1977; Shen & Peterson 1983).

’

Photographic investigations are attractive since the photographic process is
well established and high resolution is possible. Photography of small cavitation
nuclei places special restrictions on the process, requiring very short exposure
times to avoid blurring of moving nuclei and high resolution to detect nuclei in

the size range of interest. Diffraction limited resolution is given by

1.22M1
6= D

where A is illumination wavelength, ! is the object to film distance, and D is the
limiting aperture of the system. The achievable resolution § of photographic sys-
tems is generally sufficient for the relatively large nuclei of interest for cavitation
inception; however, the depth of focus A f is given by

_w
DY

Af
so high resolution (small §) leads to short depth of field, making it difficult to
define the boundaries of the sampled volume, that is, to determine whether an
observed particle lies inside or outside the sample volume.

The holographic technique will be described in detail in the next chapter,
so only a brief description will be included here. Holography provides a three-
dimensional image of the original sample volume, which can be analyzed in
detail for its nuclei content. The three-dimensional aspect allows simultaneous
matching of the requirements for high resolution and good depth of field, un-
like the photographic process. Holography has been applied to various aerosol
particle studies, such as Thompson & Ward (1966), and combustion studies

such as Trolinger (1975) and Trolinger & Heap (1979). Holography instanta-

neously records information from a fairly large volume for later reconstruction
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- and analysis under high magnification, and allows visual classification of nuclei
as bubbles, solid particles or microorganisms. The holographic technique has
been specifically applie& to the study of cavitation nuclei by Feldberg & Shle-
menson (1973); Peterson (1972); Gates (1977) and Katz (1981), to name but a
few. Some of the advantages of holography are formation of a permanent record,
the capability of direct visual sizing and determination of object type, and the
instantaneous recording of all objects in a large sample volume. In addition,
the holographic technique does not require calibration (after initial system set-
up). However, holographic reconstruction and detailed data acquisition are very
time-consuming, requiring on the order of several “man-days” for examination

of the several hundred particle images needed for statistical significance in a

simple holographic analysis.

A relatively new device in determination of liquid quality is the venturi
cavitation susceptibility meter, in which a liquid sample is forced through a
venturi tube with a known throat pressure, and the number of cavitation events
detected either optically (Oldenziel 1979, 1982; d’Agostino & Acosta 1983) or
acoustically (Lecoffre & Bonnin 1979; Shen et al. 1986). This device is different
from the others discussed above in that it determines the susceptibility of the
water to cavitate at a known pressure, and thus measures the concentration
only of unstable or “active” nuclei at that pressure. The major usefulness of the
venturi meter is this capability to provide a concentration of active rather than
potential nuclei. For example, early work reported by Lecoffre & Bonnin (1979)
indicated that often less than one particle per million acts as an active nucleation
site. Also, according to LeGoff & Lecoffre (1983) and Billet (1985), active nuclei
measured in the venturi have equivalent bubble diameters of as low as 2 um.
If this is the case, the venturi device, with no lower measurable size limit, has
an inherent advantage over other techniques that may be unable to detect the
smallest nuclei. Additional advantages of the venturi device are near real time

data analysis and proven applicability in the field (Shen et al. 1986). However,
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a restriction must be made on the nuclei concentration to about 10 per ¢m? in
order to avoid coincidence of events at the throat; the machining of the venturi
throat is critical to achieve a known, clean flow; and extremely accurate throat

pressure measurements must be made.

A number of comparisons between several of the nuclei measuring devices
listed above have been made over the past 20 years. In general, the results
of these comparative studies show moderate qualitative agreement between the
various devices, but considerable quantitative differences are often observed.
The statistical significance of most of these comparisons is limited by the high
 sampling error due to a sparse number of data counts. Peterson et al. (1975)
compared light scattering and holographic techniques and found very good agree-
ment between the two devices. Billet & Gates (1979) compared a laser light scat-
tering device with a holographic device in two Caltech water tunnels. The light
scattering results consistently indicated fewer nuclei, leading to further work
on the interpretation of light scattering data with respect to sample size, cali-
bration and illumination beam uniformity (Billet 1984). Godefroy et al. (1981)
compared laser light scattering, holography, an ultrasonic Doppler scatterometer
and two venturi systems in tests performed in a test rig at the Delft Hydraulics
Laboratory. They claim good agreement between the holographic and light scat-
tering bubble concentration determinations, although their data indicate fairly
large discrepancies. The ultrasonic scattering device showed up to a factor of two
fewer bubbles than holography. The two venturi devices showed good agreement,
and the bubble concentrations inferred from these data were in general a factor
of 2 to 3 higher than those determined holographically. Katz et al. (1983) made
simultaneous measurements of the bubble concentration of the Caltech Low Tur-
bulence Water Tunnel (see Chapter II. 2) with a ruby laser holographic system
and an incoherent light scattering device developed by Gowing & Ling (1980)
at DTNSRDC. The comparison was limited to bubbles with radii above 10 um.

The holographic device generally measured higher bubble concentrations by up
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to a factor of two, although the limited number of total counts restricted the
statistical significance of this result to the 20 to 50. um bubble radius range.
The source of this discrépancy seems to be in measurement of the illuminating
beam intensity and initial calibration of the light scattering system.

As mentioned at the beginning of this chapter, a great deal of data is
presently available concerning nuclei distributions in various laboratory test
facilities. A discussion of the results of several of these investigations will be
given in Chapter IL.5 in relation to the water tunnel nuclei measurements of the
present research. Overall, the results indicate large variations in nuclei content

at different facilities and under different test conditions within a single facility.
1.1.3 Field Nuclei Measurements

The determination of the number, type and size of bubbles and particulates
in the ocean is a problem of great interdisciplinary interest, and the scientific
literature contains scattered results on particle, bubble and organism popula-
tions measured separately and from vastly different viewpoints. Some of the
nuclei distribution curves shown in Figure I.1.1 represent data recorded in the
ocean. The importance of the study of ocean nuclei to the naval hydrodynamics
community has been mentioned above and is supported by the observation by
Shen et al. (1986) that propeller cavitation data from the same class of ships in
the ocean display a wide range of inception values.

Some of the field techniques used and the goals of these investigations will be
presented here, with the specific results to be discussed in Chapter I. 5 in relation
to the present results. Use of an in situ nuclei detection system allows the natural
undisturbed population to be measured, whereas any sampling involves risk of
alteration. The problem of population alteration is especially a problem for
bubble measurement, since any change in ambient pressure will immediately
affect the bubble radius. Light scattering, acoustic, photographic, holographic

and venturi techniqués have been applied in situ, whereas to date the Coulter
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Counter technique has been applied only to discrete collected samples. A review
of some of thé work on nuclei detection in lake and ocean waters pertaining to
cavitation is included in Billet (1985).

The Coulter Counter has had fairly extensive use in the ocean environment,
including studies of the particulate content of surface and deep waters at several
sites in the Atlantic and Pacific oceans by Sheldon et al. (1972) and the study
of particulate concentration and its relation to light propagation in the ocean,
in particular near sewage outfalls, by Peterson (1974).

Keller & Weitendorf (1979) performed laser light scattering measurements
near the i)ropeller of the container ship Sydney Ezpress and found a large number
-of cavitation nuclei always present, and suggested that some of the nuclei may
be small solid particles with-diameters less than 20 um. Shen et al. (1984,
1986) used an incoherent white light scattering device to examine the bubble
concentration and spectra in ocean and lake water samples retrieved from depth
and brought aboard at the local pressure of the collection depth. Their primary
result was that the existence of gas bubbles to depths of 200 m was strongly
indicated in the ocean waters near the Bahamas and Florida. The ocean bubble
concentrations were seen to correlate well with biological activity and dissolved
oxygen level. Higher nuclei concentrations were observed in the waters of Lake
Pend Oreille, Idaho, than in the ocean.

Medwin (1970, 1977) used an acoustic attenuation technique to make de-
tailed ocean bubble measurements under a variety of test conditions, and found
bubbles with radii 15 to 200 um present to depths of 40 m both day and night,
even in the absence of breaking waves. Thorpe (1982) measured the acoustic
scattering caused by bubble clouds in the fresh surface waters of Loch Ness,
and in the sea near Oban, Scotland, and found a strong dependence of bubble
concentration on wind speed. Pieper & Holliday (1984) have successfully ap-
plied a high-frequency (0.5 to 3 M Hz) acoustic scattering technique to examine

zooplankton concentrations in coastal waters off southern California.
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Medwin (1970) examined bubbles at the surface and at 3 m submergence
in calm, cleaf waters of Monterey Marina, using a photographic technique with
illumination that allowed detection of bubbles by their specular reflections of
the light sources. He found high bubble densities in the surface waters, and
determined that the high count was due to the effect of marine organisms at
that site, and that the count may have included some non-bubbles. Medwin
concluded that an acoustic detection technique would be more useful in count-
ing a statistically significant number of bubbles. Johnson & Cooke (1979) used a
similar photographic technique to study the concentration of bubbles with radii
greater than 17 um in ocean surface waters under a variety of wind conditions,
and found high bubble concentrations and strong dependence of the concentra-
tion on the wind speed, with higher wind speeds yielding much higher bubble
concentrations.

The venturi cavitation susceptibility meter has been employed to make
in sttu measurements of the tensile strength of lake and seawater by Shen
et al. (1984, 1986). Overall, they concur with Keller & Weitendorf, that ocean
water is full of active nuclei, and they found the critical tensile strength of both
lake and ocean waters examined to vary from 0.3 to 1.7 atm, comparable to

typical tensile strength measurements in laboratory test facilities.

Knox (1966) used a pulsed ruby laser holographic system for a laboratory
study of ocean water samples for their zooplankton content. He achieved high
quality images of diatoms, copepods and fish eggs and larva, and suggested that
a field operable version of such a system would be ideal for in situ organism
analysis. However, the application of holography to field measurements has
probably been hampered by the difficulty in packaging the laser and optical
components to insure stable operation in a rough environment, and only a few
ocean holographic imaging experiments are reported in the literature. Stewart
et al. (1973) developed and deployed a prototypical xenon laser holographic

system with the capability of recording large sample volumes up to 100 /. The
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s_Srstem was developed for an examination of marine plankton as part of a larger
study of the ﬂmrineT food chain and was used in the ocean, but no results were
reported. Carder et al. (1982) developed a free-floating sediment trap equipped
with a shutter—equipped in line He-Ne holographic camera. This device was
successfully deployed at 30 m depth in an examination of the in situ settling

rates of naturally occurring marine particulate matter near the Bahamas.
I.1.4 Scope of the Present Work

Although the ocean is a very important environment for cavitation research,
little is known about its cavitation nuclei characteristics. Typical values for
marine bubble concentrations are simply not known because of difficulties in
their measurement. Data are available on particulate and organism distributions
in the ocean, but not in the cavitation context and not in relation to the bubble
concentrations at the same site.

The primary goal of the present investigation is to demonstrate the feasi-
bility of using a pulsed ruby laser holographic device for very short exposure in
situ hologram recording. Analysis of the holograms recorded at various depths,
locations and sea conditions will provide a great deal of data on what types
of bubble, particle and organism population distributions may be found in the
ocean, as possible input for determination of standards for flow seeding. Bubble
measurements will be used to directly determine an expected tensile strength
for the various test waters.

A comparison of the present results with those of previous ocean investiga-
tors found in the scientific literature will be made in order to relate the various
measuring devices and their results in terms applicable to cavitation research.
To a limited extent, the present work extends the preliminary holographic inves-
tigations of zooplankton made in the laboratory by Knox (1966) and in the field
by Stewart et al. (1973), although detailed examination of the ocean holograms

from a marine biology viewpoint is not intended.
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Figure 1.1.1. Total nuclei density distributions from several investigators showing
“the several orders of magnitude difference commonly seen in various laboratory and
ocean investigations. Present data added to that presented in Katz (1981).
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Equilibrium Bubble Radius (um)

1 10 50 100
Critical Pressure
(P = Po)erit :
(Pa) : -4.3 x 10* -2.0 x 10° -1.9 x 102 —6.7 x 10?
(pst) : -6.26 -0.29 -0.02 -0.01
Natural Frequency
fa (= wn/27) (kHzZ) 4290 336 64 32
Time to Dissolve
T (sec) 0.014 6.60 744 5.8 x 10%
Terminal Velocity
Ve (em/s) 2.2x10°4 2.2x 1072 0.54 2.2

Table I.1.1. Characteristics of air bubbles in water over the radius range of interest

as cavitation nuclei, from Equations I.1.4, 1.1.7, 1.1.8 and 1.1.9. The value (Poo — Pu)

in Egs. 1.1.4 and I.1.7 is taken to be 10° Pa, T = 20°C, and water is saturated

with air.
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CHAPTER 1.2
EXPERIMENTAL APPARATUS

A holographic system has been developed and used in various cavitation
experiments at Caltech for several years (Gates 1977; Katz 1981). This system
has been modified to allow submersible opefation in the course of the present
examination. This chapter describes the holographic technique and details of

the present system.
1.2.1 Particle Field Holography

A hologram is an interference pattern formed by mixing of two coherent
wave components, a subject wave reflected or scattered from the object or volume
of interest, and a reference wave. Traditional off-axis holography involves the
use of separate subject and reference beams, usually derived from the same
coherent light source. Holographic reconstruction creates three-dimensional real
and virtual images of the original test object, which can then be examined in
detail. A complete examination of the holographic process can be found in such
texts as Collier et al. (1971).

Holographic images of particle fields contain information on the size, shape
and spatial position of each individual particle comprising the field. Detailed
examination of such images in a flow field can be used as a means of studying
either the particles themselves, their spatial distribution, or the flow field as
visualized by the particles as tracers. Holography has become a fairly common
technique for the study of particles with diameters larger than about 5 um. Ex-
aminations are typically performed by visual observation of the reconstructed

images, although automated analysis techniques are a topic of current interest



-34-

(e.g., Haussmann & Lauterborn 1980). The holographic technique has been ap-
plied to a variety of particle field examinations, including aerosols (Thompson &
Ward 1966); coal combustion {Trolinger & Heap 1979); bubble chamber studies
(Thompson & Ward 1966; Harigel et al. 1986) and cavitation nuclei in test facil-
ities (see, for example, Peterson 1972; Feldberg & Shlemenson 1973; Gates 1977;
Katz 1981; Ooi 1981). Excellent reviews of the use of holography for particle
field measurements are given in such articles as Thompson (1974) and Trolinger
(1975).

As briefly mentioned in Section I.1.2, holography has several unique advan-
tages over some of the other standard particle measuring devices. In particular,
a hologram contains both phase and intensity information about a scene, al-
lowing exact wavefront reconstruction and therefore determination of the exact
location of particles in a fluid, for example. Holography allows detailed visual
examination of all objects in a particle field and thus is especially useful in a
study like the present one in which the population distribution, or even the ma-
jor component of the population, cannot be estimated a priori. Determination of
the nature of the marine particulates may be vital, for example, for verification
of whether bubbles are the only active cavitation nuclei in sea water, as most
theoretical cavitation inception models assume. Trolinger (1980) demonstrates
that the great depth of field of a hologram gives it several orders of magnitude
greater capacity than a photograph for storing volumetric information. The re-
quirements of high resolution and a large sample volume often needed in particle
studies are in opposition in the photographic process but can be simultaneously
satisfied using holography.

The Fraunhofer holographic technique, also referred to as in-line or far-field
holography, is an approach in which a single laser beam is used as both refer-
ence and subject beam in the holographic recording. This is accomplished by
illuminating the sample volume with a collimated coherent light beam (see Fig-

ure [.2.1). Part of the beam is scattered by objects in the liquid sample volume,
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while the remainder passes through the volume undiffracted, acting as a collinear
reference beam. The hologram is formed by recording the interference of these
two beam components.on a high resolution film. The detailed mathematical
development of Fraunhofer diffraction and the in-line holographic technique can
be found in such references as Parrent & Thompson (1964); DeVelis et al. (1966)
or Tylerb & Thompson (1976). Illumination of a single point particle with a colli-
mated coherent light beam will, in general, produce a Fresnel diffraction pattern.
However, when the far-field condition is satisfied, i.e., 2 >> d2/)\, where z is
the object to observation plane distance, d is the object diameter, and A the
wavelength of the illuminating beam, the Fraunhofer diffraction pattern will be
seen at the observation plane. The hologram recorded on a film plane in the
far-field of a point object is the interference pattern between the spherical wave

diffracted by the object and the plane collinear reference wave.

The in-line holographic technique is simpler and requires considerably fewer
optical components than the off-axis or double-beam method; minimizes path
length variations between the subject and reference beams, thus lowering light
source temporal coherence requirements; minimizes recording material resolu-
tion requirements; and minimizes sensitivity of the system to vibration. How-
ever, in-line holographic real images generally contain a high background noise
component, caused by the background presence of the virtual image and out-
of-focus objects (Thompson 1974; Dunn & Walls 1979a). The virtual image
contribution is fﬁiﬂy small since it produces a uniform intensity background
and is far removed from the focused image when the far-field condition is satis-
fied; however, any contribution is larger than that in off-axis holography where
“the two images are not collinear, so the virtual image does not disturb the
real image. By definition, the far-field condition must be met in Fraunhofer
holography; however, Vikram & Billet (1984) have shown that images of ob-
jects recorded at just a few far field distances are of fairly high quality, with a

well-defined edge and suffering only from lower background contrast than those
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recorded at farther far-field distances. The Fraunhofer holographic technique is
limited to caées in yvhich the sample is composed of a dilute concentration of
small particles in order to maintain a sufficiently strong undiffracted collinear
reference beam. Witherow (1979) recorded holograms of various concentration
solutions of glass spheres with a mean diameter of 25 um suspended in silicon
oil, and showed that high quality images could be obtained with a concentration
of 10%/em?, fair images with 10*/cm® and poor quality images with 10 /em3.
The critical concentration is expected to vary, depending on the recording beam

energy, exposure time and mechanical stability of the recording system.

Some advantages of the off-axis holographic technique are that it allows
the use of diffuse illumination of the sample volume; permits the use of a per-
fectly filtered and well-controlled reference beam; is not subject to the far-field
restrictions on object size and distance from the film plane; and is not limited
to dilute particle concentrations but can actually be used for non-transmissive
volumes in a reflective mode. The use of separate subject and reference beams
does, however, place additional coherence requirements on the light source. The
off-axis holographic process also has several inherent advantages over the in-line
technique in regard to the differences in reconstruction. In the off-axis recon-
struction configuration, the axis of the holographic images does not coincide
with the reconstruction laser beam, so the viewing system is not continuously
exposed to direct illumination by the reconstruction beam and the noise due to
the reconstruction light source can be eliminated. Also, the in-line hologram of
a sample volume with a large object (such as a submerged test body) contains a
transparent section. This leads to part of the reconstruction He-Ne beam pass-
ing undisturbed through the hologram directly into the viewing system, creating
large intensity gradients in the neighborhood of this large object and making de-
tection of small particles nearby very difficult. This problem does not exist when
the off-axis technique is applied, since the angle of observation prevents direct

illumination of the viewing system.
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The in—liné technique has some advantages in analysis of semi-transparent
droplets or particles, such as better particle-to-background contrast (Prikryl &
Vest 1982). In additioﬁ, reconstruction is generally performed on a negative
hologram, which is simply the developed hdlographic film. In this case, the
reconstructed image of an in-line hologram will be a hegative of the original
field, so that the image of a field of particles will appear as bright objects against
a dark background, whereas off-axis holograms always produce positive images.
The detection of bright objects against a dark background is generally a more
efficient approach. When a hologram is recorded on a photographic emulsion,
the absorption pattern formed by the silver crystals on the film corresponds
to the spatial intensity of the incident light. If the hologram is bleached to
convert the silver to a transparent silver salt compound, a nearly transparent
phase hologram is formed. This hologram will act to modulate the spatial phase
of the reconstruction beam in order to form an image corresponding to the
intensity pattern incident on the film at the time of recording (Collier et al. 1971).
Absorption holograms provide higher contrast images than phase holograms,
and are thus more suitable to particle concentration analysis, although phase
holograms have higher diffraction efficiency and provide greater edge resolution
for shape analysis (Dunn & Walls 1979b). Both in-line and off-axis hoiograms
have been used in the course of the present experiments, as will be detailed

below, and all holograms analyzed were of the absorption variety.

Several factors must be considered in the design of an accurate holographic
recording system. Spatial and temporal coherence of the light source are vital to
assure efficient interference of the beams at the film plane, and thus require use
of a laser that can produce polarized, monochromatic and single-mode beams
of sufficient energy to properly expose the recording film. The finite coherence
length of existing lasers necessitates careful optical design in order to achieve
satisfactory interference. Sufficient mechanical stability is required to maintain

all optical components stationary to within A/10 during exposure, where X is
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the wavelength of the illuminating beam. Holographic examination of moving
objects imposes a restriction on the exposure time, with the general rule of
thumb for image clarity being that the object moves less than 1 /10 of its di-
ameter during the exposure, so, for example, the exposure time for a 10 um
diameter object moving at 10 m/s should be less than 100 ns. High resolution
generally requires that the sample volume be located close to the film plane,
often requiring the use of a lens system to relay the volume image onto the film
‘plane. The recording medium, usually film, must have sufficient resolution to be
able to record accurately the fringe pattern formed by beam interference. The
" required .resolution of the recording medium can be determined by calculating
‘the interference fringe spacing on the film plane and assuming some criterion for
satisfactory recording of the diffraction pattern of a particle, say that the central
maximum and three side lobes of the diffraction pattern must be recorded, as
suggested by Thompson (1974), whose analysis leads to the requirement that for
satisfactory recording of the diffraction pattern of a 10 um particle, a recording
resolution of about 2500 lines/mm is needed. Spatial filtering by a pinhole aper-
ture is generally required to eliminate beam impurities due to diffraction caused
by dust particles, impurities of optical components or inherent optical noise of
the laser beam. The pinhole is located at the focal point of a microscope objec-
tive lens that focuses the laser beam to a waist. The pinhole blocks all but the
lowest order diffraction, acting as a low pass spatial frequency filter to smooth

out small scale beam intensity variations.
1.2.2 Holographic Nuclei Detector

The criteria discussed in the previous section were taken into consideration
in the design and construction of the present submersible holographic system.
A pulsed ruby laser is used as the coherent light source for hologram recording
because its short (20 to 50 nanosecond) pulses are needed to freeze images of

small objects streaming through the test volume. A Pockels Cell electro-optical
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Q-switch is used as a high speed intracavity shutter. The laser cavity is normally
blocked to light osci}lation by an air-spaced Glan polarizer crossed with the ruby.
When laser output is désired, a half-wave voltage pulse (about 4 kV') is applied
to the Pockels Cell KD*P crystal. This voltage acts on the crystal to produce
a 90° rotation of the laser beam polarization, allowing it to pass through the
Glan polarizer. The laser cavity is thus open to allow a single laser pulse of
about 15 mJ to be emitted at the ruby wavelength of 0.6943 um. The short
pulse durations assure that sufficient freedom from vibration will be maintained
during the exposure period. An 11 um pinhole is used to spatially filter the laser
- beam at its waist when focused by an 11 mm focal length microscope objective
lens. The laser beam is collimated to produce a plane wave with divergence less
than 1 mrad as it passes through the sample volume. The recording medium,
Agfa-Gevaert 10E75 roll film, was selected to meet fringe resolution requirements
with its resolution of about 2800 lines/mm, and requires an exposure energy flux
of approximately 1 to 3 uJ/cm? for optimum exposure, well within the laser
capabilities. A 100 foot roll of film, sufficient for recording about 300 holograms,
is held under fairly high tension in a film drive mechanism to maintain a flat

recording surface.

Figures 1.2.2 (a) and (b) are schematic diagrams of the holographic sys-
tem in the in-line and off-axis configurations, respectively. Figure 1.2.3 is a
photograph of the laser cavity and some of the optical components, correspond-
ing directly to the diagram of Figure 1.2.2 (b), with the optical components
identified according to the key given in the diagram. Most of the optical compo-
nents are mounted on a 1/2 inch thick aluminum plate that is connected to the
submersible tank structure through a drawer mechanism mounted on four rub-
ber shock absorbers. This creates a fairly stable optical base that can be easily
pulled out of the tank for optical alignment or cleaning. The ruby laser resonant
cavity is 40 cm long, enclosed by a 100% reflecting dielectric back mirror and

a sapphire etalon (abdut 60% reflectivity) needed for longitudinal mode control
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of the laser o_utput. The active medium is a 75 mm long, 6 mm diameter ruby
rod with anti-reflection coated faces. The rod is mounted in the center of the
laser pump source, a heiical xenon flashlamp. Both the ruby and the flashlamp
are surrounded by a polished aluminum reflector. Ruby lasers are fairly ineffi-
cient, with the excess pump energy remaining in the rod as heat, which must be
removed in order to avoid a drop in the laser gain (an important consideration
in 3-level laser systems such as ruby, see Koechner 1976) and to avoid thermal
lensing of the rod itself. This cooling is achieved by enclosing the ruby rod, flash-
lamp and reflectors in a sealed water-filled housing, with continuous injection of
filtered, deionized water into the region between the flashlamp and the ruby rod.
The water is typically recirculated at the rate of about 1 gpm. The ruby faces
are isolated from the cooling water through O-rings, and the ruby mount allows
the rod to be rotated upon its axis for proper polarization without opening the
sealed housing or moving the flashlamp. As mentioned above, a Pockels cell and
glan calcite polarizers are used to Q-switch the laser, allowing selection of either
one or two carefully timed laser pulses. When double pulsing is used, the time
delay between the two pulses can be accurately controlled from about 20 us
up to 500 us. The final components of the laser cavity are two iris apertures,
used to limit the output beam diameter to about 1 to 2 mm in order to assure
generation of the TEMjo (Gaussian) transverse mode. The laser output beam
is sampled by a PIN diode, split by a beam splitter in the off-axis configura-
tion, spatially ﬁltéred‘ and collimated before illuminating the sample volume and
film. A neutral density filter is used to attenuate the output beam to the proper
energy for optimum film exposure. An autocollimater and a 1/2 mW He-Ne
laser are also mounted on the optical base and used for alignment of all optical

components.

Primary controls and power supplies for the holographic system are con-
tained in a shipboard control rack, which is connected to the submersible by

about 35 m of waterproof cable. The operator controls the laser flashlamp en-
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efgy and the timing and number of laser pulses (1 or 2). Circuits inside the
submersible éxpose( the film through an automatic shutter (minimum opening
time of 40 ms) and advance the film drive corresponding to each laser firing. A
PIN diode signal relayed to an oscilloscope at the control rack allows monitoring
of the laser pulse timing and intensity. The length of the electrical cables con-
trolling and monitoring the laser and associated equipment limit the maximum
submersion depth to 34 m. Appendix I contains schematic electrical diagrams

detailing the electronic circuitry of the ruby laser holographic camera system.

The ruby laser and optical base are mounted inside a submersible hull with
- windows through which the expanded laser beam passes to illuminate an external
water sample. The submersible tank is constructed of a 3 foot long section of 24
inch diameter schedule 20 steel pipe with each end fitted with an elliptical end
bell. Stainless steel mating surfaces are welded to the pipe ends and end bells,
so that the tank can be well sealed, using O-rings and clamping the end bells
with Marmom clamps. The tank structure is held by a steel framework and the
entire assembly is mounted on wheels for transport. The assembled submersible
tank with all components in place weighs about 1000 pounds. Figure 1.2.4 is
a photograph showing the submersible tank with its back end bell removed to
show some of the optical components inside. Also visible are the electronic
control rack and the waterproof cable connecting the controls to the tank. The
optical path for illuminating the external sample volume can be seen in Figure
1.2.5. The path is constructed of 4 inch schedule 40 PVC pipe and fittings,
and contains two flat mirrors to direct the output laser beam into the sample
volume. The sample volume is bounded by two high quality precision optical
flat windows in order to avoid beam distortion. The windows are flat to within
A/20 on one side and A/10 on the other, and are left uncoated since they are
exposed to sea water and therefore must be frequently cleaned. The sample
volume is 25 ¢m long, and is illuminated by a 6.4 ¢m diameter beam, producing

a cylindrical sample volume of about 800 ¢m®. The film plane lies 15 c¢m inside
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the near window. The windows and PVC pipe fittings are held in place with
O-ring seals fo prevent leaks. A leak detection circuit is used to indicate any
sea water intrusidn or éooling water leak sufficient to close a small contact in
the circuit.

The holographic system is constructed in such a manner that it can be
fairly easily converted from an off-axis to an in-line mode and has been used
in both configurations for portions of the present experiments. As can be seen
in Figures 1.2.2 (a) and (b), the transformation simply requires removing the
beam splitter from the off-axis system, placing the spatial filter on the single

beam and rotating as well as shifting the film drive position to face the sample

volume.

Preliminary system testing of the underwater device was performed in the
Caltech swimming pool in July, 1983 and at the Long Beach Shipyard in March,
1984. Off-axis holography was used in these experiments, with the reference
beam about ten times stronger than the subject beam, the path length differ-
ence between the two beams kept to less than 1.5 mm, and the film facing
the bisector of the 30° angle between the beams. This configuration had been
successfully operated in preliminary laboratory tests, producing dozens of high
quality holograms of relatively large objects positioned throughout the sample
volume. The system was less reliable in the field, with the result that only about
10 good holograms were recorded while submerged in the swimming pool, and
none of the 30 holograms recorded while submerged in the sea water at the ship-
yard produced useful images. The experimental difficulties encountered in these
trials were primarily due more to electronic than to optical problems, leading
to slight electronic modifications prior to the open ocean tests. Figure 1.2.6 is
a print of one of the off-axis holograms recorded in the Caltech swimming pool,
and Figure 1.2.7, a photograph of one plane of the reconstructed image from this

hologram, showing one of several transparent plastic rulers that were placed in

the sample volume.
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Experience frorh the preliminary trials led to several system modifications.
An external heat exchanger for ruby rod temperature control was added; a dessi-
cant bank, small re;:irculating fan, and dry nitrogen purge system for humidity
control in the submersible were installed; thorough leak-testing procedures were
_impleménted; and an interference filter was added to allow hologram recording
during daylight hours. The interference filter was a 3-cavity near infrared band-
pass type with a 12.1 £+ 1.5 nm bandwidth centered at the ruby wavelength.
A pair of remotely controllable stepper motors were added to the spatial filter
assembly in order to allow pinhole alignmént without opening the submersible
- tank. A beam expander was also added to the spatial filter assembly in order
to lower the incident energy flux at any point on the focusing lens (microscope
objective), to prevent localized burning of this component. Finally, a sealed
enclosure was built around the laser cavity with a continuously operating fan
supplying filtered air to maintain a slight positive pressure inside, thus prevent-
ing dust intrusion or deposition on any of the cavity optical components.

In addition, the decision was made to use the in-line technique for the open
ocean holographic tests. This decision was made based on the considerable
experience with the in-line technique gained in water tunnel testing (see Part
IT) and because the in-line technique requires fewer components than an off-
axis system, thus minimizing alignment difficulties that could be most difficult
while at sea. In addition, the best off-axis holograms recorded (both in the lab
trials and in the swimming pool) produced fairly weak real images that became
difficult to examine af magnifications above about 100X. As discussed above, the
Fraunhofer technique is very well suited to examination of the types of samples
expected in the sea, that is, fairly dilute concentrations of small objects. The
particle fields of interest in the present study generally satisfy both the far-field

condition and the low concentration requirement.
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1;2.3 Holographic Reconstruction System

After recording, the holographic film is removed from the film drive and de-
veloped‘so that the “negative” hologram can be mounted for reconstruction. A
spatially filtered, expanded and collimated 5 mW He-Ne laser beam illuminates
the hologram, which acts as a diffraction grating to form three-dimensional real
and virtual images of the original sample volume, as indicated in the diagram of
Figure 1.2.8 for the in-line configuration. The in-line and off-axis reconstruction
systems are shown diagrammatically in Figures 1.2.9 (a) and (b), respectively.
- The reconstruction system is set up on an 84 x 24 x 1 inch aluminum plate
for stability. The hologram is mounted on a three-dimensional translating car-
riage, allowing examination of the real image volume in all three dimensions
at magnifications up to 220X, using a microscope objective lens and a lensless
closed circuit vidicon (RCA TC 1005/H01) and monitor (RCA TC1110). The
system resolution is about 5 um, approaching but unable to achieve diffraction-
limited performance because of optical noise in the recording and reconstruction
systems. Calibration of the reconstruction system was performed by analyzing
images from holograms recorded of polystyrene spheres of known, uniform size
(Katz 1979) and microscope eyepiece reticles. Discrimination of bubbles from
solid particulates is made by visually examining the focused image for edge
roundness and sharpness, image brightness, and the presence of a dark central
spot due to the focusing effect of the bubble geometry. No attempt is made to
establish the nature of nuclei with radii smaller than 10 um, but is made for all

larger sizes.

The off-axis reconstruction system is shown diagrammatically in Figure
1.2.9 (b). In reconstruction of off-axis holograms, the illuminating beam is the
conjugate of the original referenée beam; that is, it passes through the film from
the opposite side and ‘is directed opposite to the original reference beam. This

illumination projects a real pseudoscopic (depth inverted) image field along the
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. aj:is of the original sﬁbject beam. A magnifying microscope objective, placed on
this axis inside the real image field, is used to focus any desired cross section
onto the vidicon tub(e, so the image of that area can be inspected on the monitor.
A reconstructed image of a ruler is shown in Figure 1.2.7, from the hologram
shown ih Figure 1.2.6, which was recorded as part of the preliminary system
tests in the Caltech swimming pooi.

The in-line reconstruction system shown in Figure 1.2.9 (a) follows the same
principles as the double-beam system, but allows a much simpler geometry. The
conjugate illuminating beam strikes the hologram on a normal, projecting the
- real and virtual images along the same axis. Observations are again made in the
real image field. Figure 1.2.10 shows one cross section from the reconstructed
image of a sea water sample, showing the image of a marine organism magnified

220X on the monitor screen.
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Figure 1.2.3. Plan view photograph of optical components of the ruby laser and
off-axis holographic system identified according to the legend of Figure 1.2.2. The
Pockels cell has been removed from its mount in this photograph.
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Figure 1.2.4. Photograph of the underwater holographic camera system showing
the submersible tank structure, waterproof tubing enclosing electrical cables and
the electronic main power and control rack. The back end bell is removed to show
the optical components interior to the tank.
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Figure I.2.5. Photograph of the underwater holographic camera system optical
return path and sample volume. Transparent plastic rulers are visible in the sample
volume.

Figure 1.2.6. Sample print of an off-axis hologram recorded during preliminary
§ystem tests while submerged in the Caltech swimming pool. The recording medium
1s Agfa-Gevaert 10E75 roll film.
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Figure 1.2.9. Reconstruction systems
(a) Line diagram of in-line reconstruction system
(b) Line diagram of off-axis reconstruction system
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Figure 1.2.10. Photograph of the reconstruction monitor screen displaying the
focused image of a marine organism from one of the open ocean in-line holograms.
Organism body length ~ 600 um.
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CHAPTER 1.3
EXPERIMENTAL TECHNIQUES

1.3.1 Ocean Testing

Upon completion of the preliminary system trials mentioned in the previous
chapter, the actual data-gathering ocean tests were scheduled. The vessel used
was the 65 foot R /V Seawatch, operated by the University of Southern California
Institute for Marine and Coastal Studies Marine Support Facility at Terminal
Island, California. This vessel was equipped with a motorized winch and stern
A-frame, which were used for loading and deployment of the submersible. Figure
L.3.1 shows the holographic submersible prepared for transport on the deck of the
R/V Seawatch. All test locations were within a one-day cruise of the Terminal
Island base.

After reaching the location of interest, the test procedure was to fire the
laser several times while on board, monitoring to check that all components
worked properly and that the laser output was strong. The submersible was
then carefully lifted, using the motorized winch and A-frame, lowered into the
water just off the stern and allowed to sink to the depth of interest. Holographic
data were collected only while the boat was anchored or drifting, to avoid record-
ing artifact propeller-generated bubbles. The first depth examined was usually
at maximum submergence (about 33 m). Submergence depth was determined
using a calibrated cable payout on the winch, and allowances for plumb an-
gle (modifications in submersion depth due to a cross current) were not made.
About five holograms were recdrded at each depth, after which a new depth
was selected and a.not‘her group of holograms recorded. The submersible was

not pulled out of the water until all test depths had been examined. The laser
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) | pbwer output (output of the PIN diode) was monitored on an oscilloscope at
the time of each laser firing to assure that the laser pulse was sufficient to prop-
erly illuminate the ;‘ilm.. The submersible tank was brought aboard after each
set, or whenever the laser performance deteriorated, and the ruby laser cavity
gomponénts and spatial filter alignment examined and adjusted if necessary.

In support of the holographic measurements, several standard oceano-
graphic measurements were concurrently performed in order to characterize the
sea conditions at the time of testing. Bottom depth was determined using a Ross
fathometer. Sea water transmissivity was measured using a Beckman Model
EV-4 transmissometer, consisting of a light source and detector array used to
determine the attenuation of a collimated white light beam over a one-meter
path length. Salinity and temperature profiles were obtained as a function of
depth at each holographic test site using a Plessey Model 9060 STD probe. Vis-
ibility was measured by recording the disappearance depth of a standard 30 ¢cm
diameter white Secchi disk. Nansen bottle sampling was performed at several of
the holographic test sites so that the collected samples could be stored in bottles
and returned to the lab within 24 hours for Coulter Counter examination (see
Appendix II). Collection of oceanographic data was done during the time that
the holocamera was submerged and operating, and at a distance of no more
than 5 m (on deck) in order to assure that the oceanographic data recorded

were applicable to the holographic samples.

The first open ocean experiments were performed in December 1984 without
oceanographic data support. The first series of holograms was recorded in fairly
turbid 13.4 m water, about 100 m inside the breakwater of Los Angeles Harbor,
approximately 33°43’°12” N, 118°13’12” W (see Figure 1.3.2 for a map of all
the test stations). Holograms were recorded at several depths from 2 to 5 m
submergence while anchored at this site, halfway between the Long Beach and
Los Angeles gaps in the breakwall. The water visibility at this station was

roughly 1.2 to 2.4 m, with the water surface color somewhat green, indicative
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Qf fairly high particle concentration and high beam attenuance (Peterson 1974).
Submersion time at this location was 1 hour. However, electrical problems
associated with the Pockels cell Q-switch hampered laser performance to the
extent that only one good reconstructable hologram was recorded, this at 5 m
depth. A second series of holograms was recorded in the open ocean waters of
San Pedro Channel at 33°36°28” N, 118°23°25” W. The bottom depth at this
station was about 1000 m, and holograms were recorded at several depths from 3
to 30 m over a period of 4 hours while slowly drifting with the current. Visibility
in the water at this location ranged from about 9 to 12 m during the testing
- period. Difficulties with the Pockels cell led to the recording of only two good

reconstructable holograms, both at 3 m submergence.

The second series of field tests was performed in late August 1985 at two
locations near Santa Catalina Island, southwest of Los Angeles, and at one
location above the sewage outfall pipe of the Los Angeles County Sewage Treat-
ment Plant at Whites Point (see Figure 1.3.2). Table 1.3.1 lists the conditions
and hologram depths at each station examined during these tests. The bottom
depth was too great to allow anchoring at any of these test sites, so holograms
were recorded while the boat drifted. These particular test sites were chosen
to correspond closely to those examined for particle density and light scatter-
ing properties by Peterson (1974), using a Coulter Counter and those examined
for zooplankton by Pieper & Holliday (1984), using an acoustic scattering tech-
nique. The first test ‘loca,tion was off Long Point, Santa Catalina Island. The
boat drifted in waters ranging from 132 to 228 m depth during the two hours of
holographic testing. Thirty holograms were recorded, sampling the water col-
umn from the surface to 32 m. The second test location was off the eastern point
of Santa Catalina Island. Fourteen holograms were recorded at this station, all
at either 27 or 32 m. The third test location was above the sewage outfall of
the Los Angeles Countjr Sanitation District’s advanced primary treatment plant

at Whites Point. This plant discharges on the order of 350 x 10° gallons per
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| day, containing appi‘oximately 500 tons of total suspended solids, through large
(90 and 120 inch internal diameter) pipes for sea floor deposition (about 55 m
submergence 2 miles from shore). The outfall design relies on the ocean’s ther-
mal stratification to restrict the vertical transport of the sewage plume to below
the thermocline (Peterson 1974). Holograms were recorded directly above one
bf the outfall pipe diffuser sections, from the surface to 34 m, well within the
concentrated plume of sludge particles.

At the end of each day of testing, the sealed film drive was taken to a
darkroom and opened for development of the holograms. Due partly to inherent
instability of the ruby laser and partly to unanticipated movement of the Pockels
Cell, the laser performance during testing was intermittent to the extent that
good holograms were not recorded at every depth examined at each test station.
In addition, when multiple good holograms were recorded at the same depth and
location, time constraints allowed detailed examination of only the single best
one. For these reasons, the “hologram depths” listed in Table 1.3.1 are actually
those depths at which a single high quality hologram was successfully recorded

and examined.

I.3.2 Holographic Reconstruction and Data Analysis

As discussed in Chapter 1.2, holographic reconstruction is accomplished by
illuminating the developed hologram with a collimated continuous wave He-
Ne laser beam. The‘hologram acts as a diffraction grating to produce three-
dimensional real and virtual images of the original volume. Measurements are
made by using a closed circuit vidicon system to examine a highly magnified

porticn of the real image.
Size determinations are made by focusing a highly magnified image of each
nucleus on the reconstruction system monitor. At the focused plane, a major and

minor diameter can be directly measured for non-circular objects. The volume
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i_s‘ then computed by assuming an ellipsoidal shape with the length of the third
axis taken as the geometric mean of the two measured values, or, in cases of
long thin objects, by assuming a cylindrical shape. The radius of a sphere of

equal volume is then calculated. The resolution is approximately 5 um.

Discrimination of bubbles from solid particulates is made by visual exam-
ination of the magnified image. A sharply defined circular outline and overall
uniform high image intensity suggest that an object may be a bubble, but these
criteria are insufficient to ensure that spherical particles will not be counted
as bubbles. Positive bubble identification requires a careful examination of the
- scattered light field caused by the object. An air bubble in water has an index
of refraction less than that of the surrounding medium, thus acting as a diverg-
ing lens to spread plane incident rays in the forward direction, as demonstrated
in Figure 1.3.3, which also displays one of the internally reflected rays in the
bubble. Some of the incident light is reflected at the bubble surface, but a con-
siderable portion is refracted at the surface and projects through the bubble, the
bubble in effect acting as a highly aberrated lens (van de Hulst 1981; Prikryl &
Vest 1982). Peterson (1972) shows analytically that the holographic image of a
bubble can be distinguished from an opaque spherical particle by the presence
of a “hot spot” or bright central spot in the slightly unfocused bubble image;
due to the virtual light source which comes into focus when the bubble image
is just out of focus. The refractive properties of a bubble also cause an internal
interference pattern within the bubble outline. Godefroy et al. (1981) include
several photographs of reconstructed bubble images clearly showing both the
virtual source image and the internal interference pattern for bubbles of var-
ious radii. When the in-line holographic technique is used, the image of the
virtual source appears dark since, as discussed in Chapter 1.2, the holographic
image is a “negative.” Langley (1984) developed a physical optics approach to
model bubble light scé,ttering, and found that the primary forward scattering

mechanism was pure scattering, with a secondary component due to the “glory”
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,i'é,ys refracted so as to project out of the bubble parallel to the optic axis. This
model also correctly predicts the shape of the interference ring pattern, and sev-
eral photographs are shown to verify this. The features of a central bright spot
and internal interference pattern are not present in images of opaque spherical
particles and thus can be used to determine object type. As a practical mattér,
bit becomes difficult to identify these features in small bubbles (less than about
25 pm radius), and cannot be done for the smallest visible objects, so no at-
tempt could be made to establish the nature of nuclei with radii smaller than
10 um. In this size range bubbles, pa.rticies and organisms had to be generically

- classified together.

Reconstruction was generally done by a team of two operators, one carefully
controlling the hologram and camera position in order to define a precise sample
volume, and the other making the actual measurements and counts from the
images on the closed circuit monitor. These two tasks were frequently swapp‘ed
in order to avoid fatigue. When any question arose as to the acceptability of a
nucleus image, or when the two operators could not agree on its admissibility, it
was not counted, so the present results must be considered as minimum values.
Repeated examinations of the same <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>