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A study of the suprafacial 2 + 2 reaction at transition metal centers is presented. It is demonstrated that this reaction is allowed and proceeds with a low activation energy if the reacting transition metal-to-substituent bond is covalent, nonpolar, and has a large component at transition nickel d-orbital character. These chains are evinced by examination of $2_s + 2_s$ reactions at M-H bonds. Those systems in which M can use d orbitals show lower barriers to the $2_s + 2_s$ reaction than those in which M cannot use d orbitals.

The importance of the electronic structure of the metal-to-substituent bond is highlighted by a study of dichorotitanacyclopropane. This molecule, being a metallacyclopropane, can undergo $2_s + 2_s$ reactions which one unavailable to a simple olefin.

Studies concerning the importance of $2_s + 2_s$ reactivity in the organic chemistry of nickel, and in the Ziegler-Natta polymerization of simple olefins are presented.

It is suggested that the principle of maximum bonding (the Woodward-Hoffmann rules) implies the conservation of transition metal covalency in low-energy catalytic cycles.
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Chapter 1. Reactions of D₂ with Cl₂TiH⁺, Cl₂TiH and Cl₂ScH.
Introduction

The Woodward-Hoffmann orbital symmetry rules have had a profound effect on the understanding of organic reactions, but attempts to generalize these rules to organic reactions mediated by transition metals have not led to specific results of comparable utility. It is generally assumed that there are no particular reactions that are symmetry-forbidden for transition metal systems. For example, \([2s + 2s]\) reactions such as migratory insertion pervade organometallic chemistry, whereas analogous reactions are known to be forbidden in strictly organic systems. Our belief (vide infra) is that the detailed nature of the metal-hydrogen and metal-carbon covalent bond is critical to the process of these now allowed reactions. An appreciation of the transition-metal-ligand covalent bond is now emerging that allows us to go beyond the simple standards of allowed and forbidden and to begin predicting relative rates of particular organometallic reactions. In this paper we outline some recent studies of concerted reactions of transition metals. We find that low activation barriers for reactions such as (1) will result when the M-Z bond is nonpolar and covalent, involving strictly d-character in the metal center.

\[
\begin{align*}
M-Z & \rightarrow M_{X-Y} \quad (1) \\
\end{align*}
\]

Our analysis of molecules and their reactions is based on simple valence bond wavefunctions supplemented by ab initio generalized valence bond (GVB) calculations. Within this description, a chemical bond is formed by the overlap of two one-electron orbitals, and a reaction results from the delocalization of one or more previously localized
bonds across several centers, and the subsequent relocalization to give the bonds of the products. The Pauli principle governs the course of these delocalizations, and in so doing provides selection rules for reactivity.\(^7\)

In order to investigate the nature of these reactive orbital delocalizations in the organometallic migratory insertion reaction, we have studied the three reactions shown in Scheme I.

\[
\begin{align*}
&M \quad H \\
&\quad D \quad D \\
\to &\quad \begin{array}{c}
M \quad H \\
\quad D \quad D
\end{array}^+ \\
&\quad D \quad D \\
\text{1a,b,c} &\quad \text{2a,b,c} &\quad \text{1a,b,c}
\end{align*}
\]

\[M = (a)\text{Cl}_2\text{Ti}, (b)\text{Cl}_2\text{Ti}, (c)\text{Cl}_2\text{Sc}\]

Scheme I

These simple exchange reactions are expected to be electronically quite similar to the more traditional \([2s + 2s]\) reactions such as insertion of an olefin into a metal-hydrogen bond \((2)\),

\[
\begin{align*}
&M \quad H \\
&\quad H_2C = CH_2 \\
\to &\quad M \quad H \\
&\quad CH_2 \quad CH_2
\end{align*}
\]

\((2)\)

The study of this sequence was chosen to answer three questions:

1) Does the indicated exchange proceed with a low activation barrier, and, if so, how?

2) What is the effect of the Lewis acidity of the metal center on this activation barrier?
3) What is the effect of spectator electrons (such as the unpaired electron of Cl₂TiH) on this activation barrier?

Results and Discussion

In order to answer these questions, we have determined accurate wavefunctions for the reactants (1a,b,c) and compared them with analogous wavefunctions for the indicated transition states (2a,b,c). The geometries of these species were optimized and are reported in Tables I and II. Throughout this study, the chloride ligands, being simply model anionic ligands, were held fixed at the values shown. The four-center transition states were assumed to have C₄ᵥ symmetry, and the geometries were optimized with this constraint. The activation barriers are quoted in Table III.

From Table III one sees that these three reactions proceed with low activation barriers (with that of the titanium cation being conspicuously lower), and hence the reactions are allowed. Examination of the active orbitals along the reaction path indicate why this is so. Figure 1 shows the four active one-electron orbitals as they move from reactants to products. We see that the original bond pairs (Ti-H and H-H) are retained throughout the reaction. At the transition state, one of these bonds becomes a three-center bond on the three hydrogens; the other a three-center bond on the titanium and its two neighboring hydrogens. As the reaction proceeds to products, these delocalized bonds relocalize to form the bonds characteristic of the products. The change in bond pair overlaps (Table IV) substantiates our assertion that the two active bonds are retained throughout these reactions.

It is critical to note that the two three-center bonds of the transition state are orthogonal to one another, as demanded by the Pauli principle.
It is in this ability that transition metals outdo main group elements. Examining the pericyclic \([2_1 + 2_2]\) cyclodimerization of ethylene (Figure 2), we see that the two active bonds in the reactants (the C-C \(\pi\) bonds) cannot delocalize to give two three-center bonds in the transition state that are mutually orthogonal. Either the two delocalized bonds are not orthogonal (forbidden by the Pauli principle) or one of the bonds is forced to be broken at the transition state (the definition of a forbidden reaction). It is the shape and availability of the transition metal d-orbital that allows the orthogonal delocalization to occur.

Based on these considerations, we believe that the more metal d-character in the M-Z bond [Eq. (1)], the lower the activation barrier for the exchange reaction and analogous insertions. This is because any metal s- or p-character in the active bond must be removed on going to the X \(\cdots\) M \(\cdots\) Z three-center bond in the symmetrical transition state, leading to increased activation energy (see Table IV), and this change in optimal orbital hybridization about the metal will be energetically costly. This contributes to the explanation for the very low barrier for exchange in the \((\text{Cl}_2\text{TiH})^+\) system. The metal orbital in this Ti-H bond is \(\sim90\%\) d in character, whereas in the other two cases, the corresponding metal orbital is only 50-70% d (Table I, Figures 1, 3, and 4).

In comparing the reaction of \((\text{Cl}_2\text{TiH})^+\) with the isoelectronic \(\text{Cl}_2\text{ScH}\), we see that the effect of increasing the intrinsic Lewis acidity of the metal center is to decrease the barrier height for the exchange reaction. One explanation for this is given above. The more electronegative the metal center, the more d-character in the active bond, \(^8\) and therefore the lower energy of the transition state. A second point is that the overlap of the two bonding orbitals in \((\text{Cl}_2\text{TiH})^+\) is quite low (0.44) compared
with that in Cl₂ScH (0.74). This indicates that the TiH bond in (Cl₂TiH)* is significantly weaker than the Sc-H bond in Cl₂ScH. This would imply a correspondingly lower barrier for the exchange reaction. Finally, even though H₂ is not a particularly good Lewis base, a donor/acceptor interaction (to the extent of an additional transfer of 0.21 electrons from the new H₂ to the Cl₂TiH fragment) stabilizes the cationic transition state.

Comparison of the exchange reactions of Cl₂ScH and Cl₂TiH shows the effect of the odd electron on titanium. In order to transform from the metal bonding orbital in the reactant to that at the transition state, the reactant orbital must mix with some of the d-orbital, which is singly-occupied in the case of Cl₂TiH, but empty in the case of the Cl₂ScH. Equivalently, the odd electron in Cl₂Ti(H)(D)₂ must be in an orbital that is orthogonal to the H ... Ti ... D and H ... D ... D bonds. This orthogonality requirement results in energetic destabilization and is absent in the case of Cl₂Sc(H)(D)₂. In this case our calculations indicate that this mixing is of moderate energetic cost, 4.3 kcal (even though the orbital energy of the singly-occupied orbital changes from -0.5314 hartree in Cl₂TiH to -0.5153 hartree in Cl₂TiH₃, a destabilization of 10.1 kcal/mol). We expect that such spectator d-electrons may have even greater effect upon reaction barriers in other systems.

These results may have distinct implications for our appreciation of known organometallic processes. For example, we expect that the exchange of H for D between Cp₂*ZrH₂ and D₂,⁹ the direct hydrogenolysis of lanthanide alkyl complexes,¹⁰

\[
2\text{Cp}_2\text{Lu}((\text{C}_4\text{H}_8\text{HTHF}) \ast ) \ast \text{H}_2 \rightarrow \left[\text{Cp}_2\text{Lu}\left(\text{C}_4\text{H}_8\text{HTHF}\right)\right] \ast \rightarrow \left[\text{Cp}_2\text{Lu}((\text{H})(\text{THF}))\right] \ast + \text{2HCMe}_3
\] (3)
and the thermolysis of $\text{Cp}_2^*\text{Th}(\text{CH}_2\text{CMe}_3)_2$.$^{11}$

\[
\begin{align*}
\text{Cp}_2^*\text{Th} & \quad \rightarrow \quad [\text{Cp}_2^*\text{Th} \text{CH}_2]^{+} \rightarrow \text{Cp}_2^*\text{Th} \text{CMe}_4^+ \\
\end{align*}
\]

proceeds by a direct four-center concerted mechanism, as in these model studies. Furthermore, these results suggest that the titanium site in Ziegler-Natta polymerization$^{12}$ is more active if it is a cationic Ti(IV) rather than a neutral Ti(III). In this way, our work underscores the suggestion that one of the functions of the Lewis acidic cocatalysts used in Ziegler-Natta polymerization is to remove an anionic ligand such as Cl$^-$ from the sphere of the metal.$^{13}$
Appendix: Details of the Calculations
Appendix

These calculations were performed at the fully ab initio level. All titanium, scandium, and hydrogen orbitals (core as well as valence) were optimized explicitly. Geometries were optimized at the calculational levels outlined in Tables I and II. Valence double zeta basis sets were used on the metals, and unscaled triple zeta sets on each hydrogen atom.\textsuperscript{14} The chlorine atoms were described by valence minimum basis sets that were optimized for Cl\textsubscript{2}TiH\textsubscript{2}, and the chlorine core electrons were described by an ab initio effective potential.\textsuperscript{15} The geometries of the Cl\textsubscript{2}MH\textsubscript{3} species were optimized using the GVB gradient program of Low and Goddard.\textsuperscript{16}

In determining the barrier height (Table III) we calculated the GVB-PP(2/4) wavefunction at the saddle point, included the two additional spin eigenfunctions characteristic of a full GVB wavefunction (i.e., GVB-RCI), and then carried out a CI calculation allowing all single excitations from the six GVB-RCI configurations to all virtual orbitals. This procedure relaxes all orbital orthogonality and spin-coupling restrictions involved in interactions of the orbitals and is expected to yield accurate barriers. In the limits of the reactant and product species, the above wavefunction reduces to a GVB(1/2) wavefunction on H\textsubscript{2} plus the following wavefunction on Cl\textsubscript{2}MH. Starting with GVB-PP(1/2) and including the third configuration of the RCI, we include all single excitations into the full virtual space. For Cl\textsubscript{2}ScH and Cl\textsubscript{2}TiH\textsuperscript{+}, this reduces to GVB-PP, but for Cl\textsubscript{3}TiH there are additional spin-coupling terms arising from the extra electron.

As a control, we calculated the barrier for the exchange reaction of H + D\textsubscript{2} → HD + D. Using this method, we calculate a barrier of 14.6 kcal/mol for this reaction. The most accurate calculations available show
this barrier to be 9.90 kcal/mol. These comparisons indicate that our calculations should yield barriers that are systematically ~5 kcal/mol high.
Table I. Geometries of Cl₂M·H. a, b)

<table>
<thead>
<tr>
<th>Complex</th>
<th>θ (ClTiCl)</th>
<th>r(Cl-Ti)</th>
<th>r(TiH)</th>
<th>Mulliken Populations in M-H bond pair</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl₂TiH</td>
<td>(140°)</td>
<td>(2.328 Å)</td>
<td>1.80 Å c)</td>
<td>M (valence d)</td>
</tr>
<tr>
<td>Cl₂TiH</td>
<td>(140°)</td>
<td>(2.328 Å)</td>
<td>1.70 Å</td>
<td>1.07</td>
</tr>
<tr>
<td>Cl₂ScH</td>
<td>(142°)</td>
<td>2.35 Å</td>
<td>1.78 Å</td>
<td>0.55</td>
</tr>
</tbody>
</table>

a) Values in parentheses are not optimized. Other parameters were optimized using a wavefunction having a correlated [GVB(1/2)] M-H sigma bond.

b) Cl₂TiH was found to be planar. Cl₂TiH and Cl₂ScH were subsequently assumed to be planar.

c) When the Ti-H bond length was optimized at the Hartree-Fock level, a value of 1.58 Å was found. Intrapair correlation is critical in this calculation.
Table II: Geometries of $\text{Cl}_2\text{M}(\text{H})(\text{D})_2$. a, b)

<table>
<thead>
<tr>
<th>Complex</th>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$\theta$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Cl}_2\text{Ti}(\text{H})(\text{D})_2$</td>
<td>1.782 Å</td>
<td>0.992 Å</td>
<td>62°</td>
<td>134°</td>
</tr>
<tr>
<td></td>
<td>(1.750 Å)</td>
<td>0.993 Å</td>
<td>64°</td>
<td>137°</td>
</tr>
<tr>
<td>$\text{Cl}_2\text{Ti}(\text{H})(\text{D})_2$</td>
<td>1.8459 Å</td>
<td>1.0284 Å</td>
<td>65°</td>
<td>148°</td>
</tr>
<tr>
<td>$\text{Cl}_2\text{Sc}(\text{H})(\text{D})_2$</td>
<td>1.887 Å</td>
<td>1.014 Å</td>
<td>62°</td>
<td>149°</td>
</tr>
</tbody>
</table>

a) In each case the $\text{Cl}_2\text{M}$ fragment was held fixed at the values from the $\text{Cl}_2\text{MH}$ molecule.

b) $C_{2v}$ symmetry was assumed for all complexes.

c) The geometry of $\text{Cl}_2\text{Ti}(\text{H})(\text{D})_2$ and that of $\text{Cl}_2\text{Sc}(\text{H})(\text{D})_2$ were optimized using gradient techniques at the Hartree-Fock level. Owing to the inaccuracy of the Hartree-Fock prediction of the Ti-H bond length in $\text{Cl}_2\text{Ti}$, this optimization technique could not be used for $\text{Cl}_2\text{Ti}(\text{H})(\text{D})_2$. This reported geometry results from a point-by-point geometry search at the GVB(2/4) level and is therefore only approximate. The geometry in parentheses is the result of this Hartree-Fock gradient optimization.
Table III. \( \text{Cl}_2\text{M} - \text{H} + \text{D}_2 \rightarrow \text{Cl}_2\text{M} - \text{D} \)

<table>
<thead>
<tr>
<th>Reactant</th>
<th>Barrier Height</th>
<th>Mulliken Populations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Transition State D(\cdots)M(\cdots)H Bond</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(s)</td>
</tr>
<tr>
<td>(\Theta) (\text{Cl}_2\text{TiH})</td>
<td>2 kcal/mol (^{a)})</td>
<td>0.0</td>
</tr>
<tr>
<td>(\text{Cl}_2\text{TiH})</td>
<td>21.7 kcal/mol</td>
<td>0.0</td>
</tr>
<tr>
<td>(\text{Cl}_2\text{ScH})</td>
<td>17.4 kcal/mol</td>
<td>0.0</td>
</tr>
</tbody>
</table>

\(^{a)}\) Upper limit; see footnote c), Table II.
Table IV. GVB Pair Overlaps in Active Bonds.

<table>
<thead>
<tr>
<th>System</th>
<th>Reactants</th>
<th>Transition State</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M-H</td>
<td>H-H</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>0.44</td>
<td>0.80</td>
</tr>
<tr>
<td>Cl$_2$TiH</td>
<td>0.66</td>
<td>0.80</td>
</tr>
<tr>
<td>Cl$_2$ScH</td>
<td>0.74</td>
<td>0.80</td>
</tr>
</tbody>
</table>
Figure 1. GVB orbitals for the Cl<sub>2</sub>Ti<sup>+</sup>-H + D<sub>2</sub> → Cl<sub>2</sub>Ti<sup>+</sup>-D + HD reaction. (i) Reactants. (ii) Transition state. (iii) Products. Solid lines indicate positive amplitude and dashed lines indicate negative amplitude. The spacing between contours is 0.05 a.u.
Figure 2. Valence bond orbitals for the \( \text{C}_2\text{H}_4 + \text{C}_2\text{H}_4 \rightarrow \text{cyclobutane} \) reaction. (i) Reactants. (ii) Transition state. (iii) Products.
bond 1 orthogonal to bond 2
:: Pauli-Allowed
but $S(\phi_1, \phi_2) \rightarrow 0$
:: bond 2 broken

$S(\phi_3, \phi_4)$ and $S(\phi_2, \phi_3) > 0$ :: bonds retained but bond 1 and bond 2 overlap
:: Pauli-Forbidden

\begin{align*}
\phi_1 & \quad \phi_2 \\
\phi_3 & \quad \phi_4
\end{align*}

\begin{align*}
\phi_1 & \quad \phi_2 \\
\phi_3 & \quad \phi_4
\end{align*}
Figure 3. GVB orbitals describing the Sc-H bond of $\text{Cl}_2\text{ScH}$. The spacing between contours is 0.05 a.u.
Sc-H bond in ScH
Figure 4. GVB orbitals describing the Ti-H bond of Cl₂TiH. The spacing between contours is 0.05 a.u.
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(8) In almost all transition metal atoms, single ionization results in the removal of an electron from the valence s orbital rather than from the valence d orbital (Moore, C. E. "Atomic Energy Levels"; National Standard Reference Data Series, NBS 35; U. S. Government Printing Office: Washington, DC, 1971.) Therefore, electronegative substituents (e.g., Cl) will bond to a transition metal using the more easily ionized valence s orbital of the metal, thereby making a more polar (and stronger) bond. This will have less valence s space (and, consequently, relatively more valence d space) for the electronegative substituents (e.g., H) to use in bonding. In general, higher positive charge on the metal (due either to electronegative substituents or
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Chapter 2. Reactions of $D_2$ with Main Group Hydrides.
I. Introduction

For the concerted reactions of simple hydrocarbons, it is well-known (from the Woodward-Hoffmann rules) that the suprafacial 2 + 2 reaction is forbidden. However, for a number of reactions involving main group metals or transition metals, the simplest mechanisms consistent with experiment invoke cyclic, four-center transition states. Examples include the hydroboration of olefins \[ \text{Eq. (1)} \] and the Cossee Arlman mechanism for Ziegler-Natta polymerization \[ \text{Eq. (2)}. \]

\[
\text{BH}_3 + \text{CH}_2=\text{CH}_2 \rightarrow \left[ \begin{array}{c}
\text{H} \\
\text{C} \\
\text{H}_2
\end{array} \right] ^+ \rightarrow \text{H}_2\text{B}-\text{CH}_2\text{CH}_2-\text{H} \quad (1)
\]

\[
\text{LnTiCH}_3 + \text{CH}_2\text{CH}_2 \rightarrow \left[ \begin{array}{c}
\text{H}_3 \\
\text{C} \\
\text{CH}_2
\end{array} \right] ^+ \rightarrow \text{LnTi}-\text{CH}_2\text{CH}_2 \quad (2)
\]

Recently we have examined several examples of the four-center reaction at transition metals such as the H/D exchange reaction in Eq. (3). In that work we showed that

\[
\text{Cl}_2\text{Ti}^+\text{-H} + \text{D}_2 \rightarrow \left[ \begin{array}{c}
\text{Cl}_2\text{Ti}^+ \\
\text{H} \\
\text{D}
\end{array} \right] ^+ \rightarrow \text{Cl}_2\text{Ti}^+\text{-D} + \text{HD} \quad (3)
\]

to achieve a low activation energy it is critical that the bond to the transition metal be covalent and nonpolar and involve substantial d-orbital character on the metal. If this situation occurs, the reacting bonds [Ti-H and D-D in Eq. (3)] are retained in the transition state, leading to a low activation barrier. This view that the transition metal mediated suprafacial 2 + 2 reaction will proceed at lower activation energy if the metal-to-ligand bond in the reactants (M-H, M-CR₃, etc.) is nonpolar is at variance
with the belief that polar bonds are more reactive than nonpolar ones, and at variance with the notion that a vacant orbital of p character (as in trivalent boron, trivalent aluminum, divalent magnesium, monovalent alkali metals, and so forth) serves the same role in promoting the \( 2_+ + 2_+ \) reaction as a vacant d orbital at a transition metal. In order to test these ideas concerning selection rules for \( 2_+ + 2_+ \) reactions, we have performed \textit{ab initio} quantum chemical calculations of activation enthalpies for a set of \( 2_+ + 2_+ \) reactions [Eq. (4)] involving polar M-H bonds in systems that do not allow the use of valence d-orbitals by the reacting atoms.

We find that except for the case of BH$_3$, the transition state [Eq. (4), structure b] is polar (M$^+$H$_5$), making the reaction look like a hydride-transfer (or heterolytic activation of H$_2$). Only in the case of BH$_3$ is the transition state [Eq. (4) structure b, M = H$_5$B] nonpolar and covalent. We thus find two limiting cases, the "nonpolar" and the "polar" reactions, where (1) the relative rates of the nonpolar reactions can be related to the valence-s-to-valence-p excitation on M and the ability of this \( \pi \) state of M to form strong \( \pi \) bonds, and (2) the relative rates of the polar reactions can be related to the ionization potential of M.
II. Results

Using methods described in the Appendix, we calculated the activation barrier heights (Table I) for the reactions in Eq. (4). Here we see that there are two sets of reactions: the allowed reactions ($E_{act} \approx 24-34$ kcal/mol), and the forbidden reactions ($E_{act} \geq 40$ kcal/mol). The objective of our analysis will be to understand what makes one reaction "allowed" and another "forbidden", and to provide ways to estimate the activation energy for a reaction based on spectroscopic properties of the reactants.

We used generalized valence bond (GVB)$^8$ wavefunctions to obtain activation barriers for these reactions. In the GVB model, each chemical bond in a molecule is described by two overlapping one-electron orbitals, just as in the simple valence bond formalism; however, in GVB calculations, these one-electron orbitals are allowed to optimized their hybridization and delocalization. An example, the GVB orbitals for the H-H bond in $H_2$ are shown together with the 1s orbital of H atom in Figure 1. Each orbital in the H-H bond looks similar to but not exactly the same as the 1s orbital of the atom. (In fact, the overlap of a GVB orbital of $H_2$ and an atomic 1s on the same center is 0.988.)$^9$ Thus, the GVB method has the interpretability of simple valence bond and the quantitative benefit of self-consistent field optimization. The atomic nature of GVB one-electron orbitals allows the facile qualitative as well as quantitative description of bond forming and bond breaking processes, and hence this particular orbital description is used.

In Figure 2 we illustrate the method, showing the four one-electron orbitals that are active in the H/D exchange reaction between $BH_3$ and $D_2$ [Eq. (5)].
The optimal description of the B-H bond shows one electron localized in what is predominantly a 1s orbital on H, \( \varphi_{2b} \), and one electron localized in a predominantly sp\(^2\) hybrid orbital on B, \( \varphi_{2a} \). These orbitals (\( \varphi_{2a} \) and \( \varphi_{2b} \)) have an overlap at 0.83, indicative of a strong bond. The bond in D\(_2\) is formed by the overlap \( (S = 0.80) \) of the two orbitals, \( \varphi_{1a} \) and \( \varphi_{1b} \). Each of these two orbitals is predominantly a localized hydrogen 1s orbital.

At the transition state for this reaction, the pair of orbitals, \( \varphi_{1a} \) and \( \varphi_{1b} \), which started the reaction as the D-D bond, has delocalized over the D-D-H region of the \( \text{H}_2\text{B}(\text{H})(\text{D})_2 \) molecule, retaining a high overlap. Similarly, the pair of orbitals (\( \varphi_{2a} \) and \( \varphi_{2b} \), which started the reaction describing the B-H bond, has delocalized over the H-B-D region, also retaining a high overlap. The delocalization of covalent bonds at the transition state thus results in two three-center two-electron covalent bonds [bonds 1 and 2 in Figure 2(ii)].

In contrast, we show the results of our study of the reaction of KH with D\(_2\) in Figure 3. This reaction involves the reorganization of four active orbitals, \( \varphi_{1a} \) and \( \varphi_{1b} \) (the D-D bond), and \( \varphi_{2a} \) and \( \varphi_{2b} \) (the KH bond), just as above. As in the BH\(_3\) + D\(_2\) reaction, the D-D bond delocalizes over the D-D-H region in the transition state. In this case, however, the K-H bond delocalizes not over the H-K-D region but just on the "terminal" H and D atoms. Therefore, the transition state for the KH + D\(_2\) reaction looks like \( \text{K}^+\text{(H}_2\text{)} \), 1.

\[
\text{D}_2 + \text{H}_2\text{B}\text{H} \rightarrow \text{D} + \text{H} + \text{H}_2\text{B} + \text{H} \tag{5}
\]
i.e., an ionic bond of K\(^+\) to H\(^-\), whereas for the H\(_3\)B + D\(_2\) reaction, the transition state is best described as a covalent bond between the H\(_3\)B radical and the H\(_3\) radical. The changes in GVB orbital overlaps in the two active bonds in each reaction studied are shown in Table II.

Our studies of the other eight reactions showed that in each case three of the active orbitals (the two describing the H \cdots D \cdots D bond and one of the orbitals describing the H \cdots M \cdots D bond, the orbital distributed uniformly over just the two “terminal” hydrogens) were essentially identical (for example, compare Figures 2 and 3, \(\psi_{1a}, \psi_{1b}, \text{ and } \psi_{2a}\) at the transition states). For this reason we show only the fourth active orbital (\(\psi_{2b}\)) for each of these other eight reactions in Figure 4. In order to assess the role of charge in determining the properties of the transition states, the Mulliken populations\(^{10}\) of the atoms of the reactants and of the transition states are shown in Table III. The parameters describing the optimum geometries of the \(KH_3\) complexes are reported in Table IV together with the geometrical parameters optimized for the reactants (M-H and H\(_2\)).

The wavefunctions and populations at the transition state should be compared with the corresponding quantities of the reactants (M-H and H\(_2\)), as shown in Figure 2 for BH\(_3\) and in Figure 1 for KH. It is important to note that the KH bond is found to be quite polar, as is apparent because both orbitals of the KH bond are localized on hydrogen. This is in contradistinction to the case of H\(_2\)B–H in which one orbital is centered on H while the other orbital remains on boron. (For comparison, the valence \(s\) orbital on K atom and the \(sp^2\) orbital on free BH\(_2\)\(^{11}\) are shown in Figure 5.)
On the other hand, the other orbital of the two-electron bond is essentially a hydrogen 1s orbital in each of the cases we studied. Thus the M-H bond goes from the nonpolar extreme to the polar (M+H−) extreme, based solely on the character of the optimized "M-centered" orbital. In a covalent bond, this orbital is localized on the metal (as in BH₃), whereas in an ionic bond it is localized on the H. These "M-centered" orbitals for the various M-H bonds are shown in Figure 6. All of the alkalis (Li, Na, K, Rb) lead to quite polar bonds; however, the B-H bond is nonpolar while Al-H bond is polar. The Be-H bond is intermediate in polarity between the LiH and BH bonds. Transition metals that cannot use d orbitals in the M-H bonds (d⁰ Cu and d⁵ Mn) are quite polar. This can be contrasted with cases such as Cl₂ZrH₂ (Figure 7)¹² where the bond is quite nonpolar and covalent with mainly d character on the metal. A more quantitative measure of these charge transfer effects is provided by the Mulliken populations in Table III.
III. Discussion

A. Geometries of the $\text{MH}_3$ Transition State

Perusal of Table IV shows that the geometry changes on going from $\text{MH} + \text{H}_2$ to the four-center transition state are similar for all cases. The reactive M-H bonds lengthen by 0.1 to 0.2 Å, while the H-H bond increases (from 0.74 in $\text{H}_2$) by 0.31 to 0.36 Å. The H-H-H angle in $\text{MH}_3$ lies in the range 150-160°. These values for $r(\text{H-H})$ and $\varphi(\text{H-H-H})$ should be compared with our calculated values of 0.919 Å and 180°, respectively, for the $\text{H}_3$ radical and 1.079 Å and 180°, respectively, for the $\text{H}_5$ anion. Based on the electronic structure of the $\text{MH}_3$ complexes (see Figures 2, 3, and 4), there is little directed valence toward the $\text{H}_3$ unit at M in the $\text{MH}_3$ complexes, and thus the HMH angle ranges from 46° to 99°, imposing no independent requirements on the transition state geometries.

The reaction of $\text{BH}_3$ is unique. The HBH angle internal to the exchanging units is significantly larger (99° versus 50° to 80° for the other reaction) than the corresponding angles in all the other exchange reactions. Similarly, the H-H-H angle is significantly smaller than the average (132° versus 145° to 169°). This is easily understood in terms of the electronic structure of this transition state (vide infra). The boron-centered orbital in the H-B-H bond (Figure 2, $\varphi_{2b}$ of the transition state) shows a great deal of boron p-character. (In fact, removal of the boron p functions from the SCF calculations results in an increase in total energy of 74 kcal/mol, whereas the increase is only 24 kcal/mol for the corresponding exclusion in the case of $\text{H}_2\text{AlH}_3$.) The dominance of this p character implies a preferred H-B-H angle of 180°; however, this would require the rupture of the $\text{H}_3$ unit and thus the cleavage of the original D-D bond, thereby making the reaction forbidden. Thus there is a compromise between maximal H-
B-H bonding (180° at boron) and maximal H-H-H bonding (180° at the central H), yielding the 100° angle at boron and the 130° internal bond angle at H.

Corollary to this, comparison of the plots in Figures 2, 3, and 4, the Mulliken populations in Table III, and the geometries in Table IV shows a correlation between the polarization of the MH₃ transition state and the H-H-H angle. The more ionic transition states show the more open geometries as judged by the H-H-H angle.

B. Electronics of the MH₃ Transition State

In Figure 8 we show the three one-electron orbitals of H₃ at the optimum Cᵥ geometry of this molecule.¹⁴ Comparison of these orbitals with the orbitals of H₂BH₃ (Figure 2) and KH₃ (Figure 3) shows that the two spiegel ¹⁶ H-H-H orbitals and one of the unspiegel H-M-H orbitals in both H₂BH₃ and KH₃ are very similar to the three corresponding one-electron orbitals of H₃. Since these three orbitals are quite similar for all ten reactions studied, we can understand the electronics of these H-D exchange reactions by examining just the fourth active orbital of MH₃. It is this orbital that gives the bonding between the H₃ fragment and the M center, stabilizes the MH₃ transition state, and therefore determines the activation barrier for the process. Since the H₃ orbital, which is available for bonding to M, is antisymmetric with respect to the plane bisecting the H-H-H angle (i.e., unspiegel), the orbital on M, to be used in the M-H₃ bond, must also be antisymmetric with respect to this plane (unspiegel) in order to have a good bond. These unspiegel orbitals on M are those depicted in Figure 4. These data indicate a convenient dichotomy in the discussion of these 2ₚ + 2ₚ reactions. In the case of H₂BH + D₂ (Figure 2), the fourth orbital on the transition state (φ₂ₚ) is localized significantly on
the boron center. This plot as well as the Mulliken populations (Table III) indicate a nonpolar transition state, \( H_2BH_3 \). In all nine other cases, the "M-centered" fourth orbital is not associated with the center M but rather is distributed equally between the two "terminal" hydrogens, giving rise to a polar transition state such as 1. The nonpolar and polar transition states will be discussed in turn.

1. Nonpolar Transition States

a. Electronic Structure

In the previous section we intimated that in the \( 2_+ + 2 \) reaction the transition state could be viewed as a complex formed between \( H_3 \) and M. We pointed out that the fourth active orbital must be an orbital that can overlap the singly-occupied unspiegel orbital of the \( H_3 \) fragment (\( \varphi_c \) of Figure 8) if the two reactive covalent bonds (M-H and H-H) of the reactants are to be retained at the transition state. If this unspiegel fourth orbital can be formed from low-energy orbitals on the M fragment, and if the overlap between this orbital and the unspiegel orbital of \( H_3 \) is large enough, a nonpolar three-center (H-M-H) bond can be formed, giving a nonpolar reaction. In earlier work, we reported such strong nonpolar bonds can be formed in cases where M is a transition metal, if the M-H bond of the reactant has significant d-character on the metal. This occurs because a metal d unspiegel orbital will be available to make the M-H\(_3\) covalent bond at the transition state. This metallic d bonding orbital has positive and negative lobes at 90° to one another, thus accommodating square transition states. The requirement that the \( H_3 \) fragment be
intact at the transition state [equivalent to the requirement that the H-H (D-D) bond of the reactants be retained] establishes geometrical restrictions on the H-M-H angle that would seem to exclude s and p orbitals from functioning as the fourth orbital in these $2_+ + 2_-$ reactions.

Figure 2 and Table III show that the BH$_2$ + D$_2$ reaction does proceed through a nonpolar transition state, and that the fourth active orbital ($\varphi_{2b}$) uses only p functions on boron. Figures 3 and 4 show that boron is distinctly different from the other cases. Only in the BH$_2$ + D$_2$ reaction is the fourth active orbital localized on the "metal" at the transition state. The Mulliken population analysis in Table III indicates that the H$_2$BH$_3$ transition state is not polar as are the other nine transition states. The polarization of H$_2$BH$_3$ is of the form 2, NOT 3. This is reminiscent of the slight polarization noted for transition metal mediated H/D exchange reactions we reported earlier.$^4$
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The sequence of orbital plots in Figure 2 shows that the B-H and D-D bonds of the reactants are capable of smoothly moving to a pair of three-center, two-electron bonds at the H$_2$B(H)(D)$_2$ transition state. The bond pair ($\varphi_{2a}, \varphi_{2b}$) describes a covalent bond between the singly-occupied orbital of H$_3$ and an orbital that is substantially a boron 2p orbital (Figure 9). The overlap of the two orbitals constituting this three-center bond is indicative of significant bonding. In Figure 10 we show the plots for the two one-electron orbitals of the $\pi$-bond of ethylene.$^{17}$ Note the general similarity between these orbitals and the orbitals ($\varphi_{2a}$ and $\varphi_{2b}$) of the unspiegel bond in (H$_2$B)(H$_3$), especially as these two sets of orbitals differ
from the corresponding pair of orbitals in \( (K)'(H_3)^{-} \) (\( \varphi_{2a} \) and \( \varphi_{2b} \) in Figure 3). The fourth active orbital in \( (H_2B)(H_3) \) (\( \varphi_{2b} \) of Figure 2) is a boron 2p orbital bonding to the unspiegel singly-occupied orbital of \( H_3 \) in the same way that the orbital, which is essentially a carbon 2p orbital on \( CH_2 \), is bonding to a similar orbital on the neighboring \( CH_2 \) fragment in ethylene, giving rise to the C-C \( \pi \) bond. In this way we view the three-center, two-electron bond between \( H_2B \) and \( H_3 \) as a \( \pi \) bond. Thus, \textit{the ability of a center} \( M \) \textit{to sustain the nonpolar} \( 2a^* + 2a^* \) \textit{reaction is intimately related to the ability of that center to form strong \( \pi \) bonds!}

b. \textit{Relative Activation Barriers}

From Figure 4 it is apparent that while \( BH_3 \) can undergo a \textit{nonpolar} \( 2a^* + 2a^* \) reaction with \( D_2 \), \( Cl_2AlH \) and \( AlH_3 \) cannot. The unspiegel aluminum 3p orbital is just too diffuse to bond covalently to the unspiegel singly-occupied orbital of \( H_3^+ \) (Figure 9). This highlights the general observation that second (and lower) row atoms are incapable of forming strong \( \pi \) bonds. (While ethylene is a remarkably stable molecule, the silicon analog, \( SiH_4 \), shows, at best, a fleeting existence.) Thus the transition state for a \textit{nonpolar} \( 2a^* + 2a^* \) reaction will be stabilized (all else being equal) if one of the atoms in the \textit{four-centered complex} is able to form strong "\( \pi \)" bonds, i.e., if \( M \) is either a first-row atom (an unsaturated complex of simple ligands about a first-row atom) or one of the set of transition metal centers that is capable of forming \textit{alkylidene-type} \( \pi \) bonds to \( CH_2 \) (\( M=CH_2 \)). This is to say that not only must there be an unused valence orbital on \( M \), but that orbital must have the size and shape to allow a high overlap with the unspiegel singly-occupied orbital of \( H_3 \).

In order to form the required "\( \pi \) bond" to \( H_3 \) in Eq. (4), the center \( M \) must be in an electronic state that has the orbital of \( \pi \) symmetry (the
unspiegel orbital) singly-occupied. At the transition state in Eq. (5), the BH$_2$ fragment is in a configuration that separates to the excited ($^2B_1$) state of (bent) BH$_2$, *NOT* to the ground state ($^2A_1$). The interaction between the ground state of H$_2$B and the ground state of H$_3$, given a cyclic geometry, is repulsive because the singly-occupied orbital in the ground state of BH$_2$ is spiegel and therefore orthogonal to the unspiegel orbital of H$_2$. This orthogonality defines the absence of bonding. In Figure 11 we show how the strength of the bond between BH$_2$ and H$_3$ may be decomposed conceptually into two fragments; viz., $\Delta E_1 + \Delta E_2$, where $\Delta E_1$ is the "vertical" strength of the H$_2$B-H$_3$ bond, and $\Delta E_2$ is the energy required to prepare the bonding state of BH$_2$ ($^2B_1$, 6) from the ground state ($^2A_1$, 7). Thus, when estimating relative barriers for similar $2_s + 2_s$ reactions, one may use this $\sigma \rightarrow \pi$ excitation energy as a guide. For example, at the geometry characteristic of the (H$_2$B)(H$_3$) transition state, we calculate the BH$_2$ ($^2A_1 \rightarrow ^2B_1$) excitation energy to be 33 kcal/mol ($\Delta E_2$ in Figure 11). At an analogous geometry, we calculate the Cl$_2$B ($^3A_1 \rightarrow ^2B_1$) excitation energy to be 67 kcal/mol. We believe that the ability of $^2B_1$ (BH$_2$) and $^2B_1$ (BCl$_2$) to form $\pi$ bonds is similar, thus we predict that the activation barrier for the reaction in Eq. (6) will be

$$\text{Cl}_2\text{B} + \text{H} + \text{D}_2 \rightarrow \left[\text{Cl}_2\text{B} \right] \rightarrow \left[\text{Cl}_2\text{B} \right] \rightarrow \left[\text{Cl}_2\text{B} \right] + \text{H} \quad (6)$$

significantly higher than that for the reaction in Eq. (5). In a similar way, we calculate the $^2\Sigma^+ \rightarrow ^2\Pi$ excitation for BeH to be 64 kcal/mol. This observation alone suggests that the $2_s + 2_s$ reaction of BeH$_2$ with D$_2$ should be higher in energy than the reaction of BH$_3$ with D$_2$, as observed (Table I).
It is interesting to note that this $\sigma \rightarrow \pi$ excitation can be used to estimate the relative energies of distortion from planarity of a series of reactants M-H. Consider the case of BH$_3$. We can form BH$_3$ by bonding the H atom to either the ground ($^2A_1$) or excited ($^2B_1$) state of bent BH$_2$. Equation (7) shows that bonding to the $^2A_1$ state of BH$_2$ results in the planar geometry of BH$_3$, but that bonding to the $^2B_1$ state of bent BH$_2$ results in the highly distorted pyramidal form of BH$_3$. Bending BH$_3$ from planar corresponds to incorporating some fraction of the excited state of BH$_2$. Thus the energy of the excited state gives a gauge of the energy needed to carry out this distortion and vice versa. The higher in energy the $\pi$ state lies, the more difficult the distortion from planarity. Since the idealized transition state [Eq. (4b)] requires the angular distortion of the M-H bond, the more difficult this distortion, the higher the activation barrier for the $2_a + 2_a$ reaction.

Based on these considerations, we can construct estimates for the relative heats of formation of MH$_3$ transition states of the nonpolar type based either on the electronic spectroscopy of M, or on the vibrational spectroscopy (M-H bending mode) of MH.

2. Polar Transition States
   
   a. Electronic Structure

   Viewing the $(M)H_3$ transition state as a bond between the H$_3$ radical
and the M radical (in a C_{3v} geometry) is convenient for analysis of the electronic structure of this (unstable) molecule. The "fourth electron" starts out in the bonding orbital on M in M-H, and at the transition state it forms a two-electron bond with the electron in the unspiegel orbital on H_3. In the reactions we characterize as polar, this antisymmetric orbital on M is not sufficiently stable to hold the electron and form a covalent bond with H_3. In these cases the fourth electron is transferred from M to H_3 to form a polar M^+H_3^- state. Thus the [M^+][H_3^-] state arises naturally in response to the energetic requirement of maximum bonding in the transition state.

Table IV shows that the optimum nuclear angle at the metal in M-H_3 is between 50° and 100° for all cases. Only an orbital on M having high angular momentum (d, f, .... orbitals) can position positive and negative lobes at such small angles to one another. In no cases studied are d orbitals available for bonding to the unspiegel orbital of H_3. Therefore, either a three-center π bond must be formed (as in H_2BH_3) or electron transfer from M to H_3 is demanded. In the KH + D_2 reaction there is no valence d orbital available on potassium, and we do not expect the 2P state of K to form strong π bonds, so the only alternative is to form [K^+][H_3^-]. In Figure 12 we show the four one-electron orbitals describing H_3^- and compare these orbitals with those of KH_3 to substantiate our identification of [K^+][H_3^-].

In all of the cases in Figure 4 we can identify the fourth active orbital of M-H_3 with the diffuse antisymmetric orbital of H_3^- (\varphi_{2b}, Figure 12). Closer examination shows that there is some delocalization back from H_3^- to an unspiegel orbital on M^+. For the main group complexes, this orbital must be p-like (Li 2p, Na 3p, etc.). In all of the main group reactions stu-
died, the needed unspiegel orbital is empty in the MH reactant, and may thus be used freely in the MH₃ complex. The extent of delocalization back from H₅⁻ to M⁺ then depends on the energy of the pπ orbital, and the ability of H₅⁻ to use this orbital. The energies of the pπ orbitals may be estimated from atomic spectroscopy.²⁷ These excitation energies tend to increase as one goes to the left and as one goes down in the periodic table. These energetic considerations suggest the amount of back-delocalization will be greater for Li than for Rb, greater for B than for Al, and greater for B than for Li, in agreement with the results in Figure 3.

The ability of H₅⁻ to use the M pπ orbital relies on the effective size of this pπ orbital and on the size of the MH₃ molecule. The effective size of the orbital is merely a gauge of diffuseness. The more diffuse this orbital, the less fully the H₅⁻ orbitals can use it. This is simply because the energetic effectiveness of the delocalization is proportional to the overlap of the donor and acceptor orbitals.²⁸ The Al (3p) and B (2p) orbitals are plotted in Figure 9. From these plots one sees that the Al 3p orbital is much less concentrated in space and thus much less able to overlap the unspiegel orbitals of H₅⁻. Thus the same orbital characteristic that makes the nonpolar transition state inaccessible in the reaction at AlH₃ (vide supra) disallows the “unspiegel” backbonding from H₅⁻ to H₅Al⁺.

The bond lengths in the MH₃ molecule are critical in determining the extent of back-donation from H₅⁻ onto the pπ orbital of M, owing to the exponential decrease of the overlap of the pπ and H₅⁻ orbitals with distance. These bond lengths are determined by the spatial extent of the valence orbitals, which are in turn determined by the size of the M core orbitals. Since the Li-H bonds are shorter than the Rb-H bonds, the back-donation from H₅⁻ to Li⁺ is not insignificant, but the extent of the
analogous donation from H₃ to Rb⁺ is minimal (see Figure 4). A more
direct effect of the core electrons on the π-backbonding can be seen in
Figures 3 and 4. The four valence orbitals of M₄H₃ all must stay orthogonal
to the core orbitals on M. This places particularly important constraints
in the cases of H₂AlH₃ and CuH₃ where the antisymmetric H₅⁻ orbitals
neatly outline the core region on M. The Pauli Principle-induced core-
valence repulsion diminishes the stabilizing effect of H⁻ to M⁺ delocaliza-
tion. It is important to note that the cases showing the strongest π back
donation (LiH₃, BeH₄, and BH₃) are first-row complexes in which the metal-
ic cores are 1s orbitals. Since there are no core orbitals of unspiegel
symmetry, the Pauli Principle is immediately satisfied with regard to this
π backbonding. Therefore, there will always be the tendency for activa-
tion barriers in these 2 + 2 reactions to be smaller for first-row reactants
than for the analogous lower row species (all else being equal). Our
results (Table I) substantiate this.

In previous work⁴ we showed that the presence of transition metal
valence d orbitals can render nonpolar 2.walk + 2.walk reactions to be allowed.
Here we have presented data which show that the 2.walk + 2.walk reactions at
ClMnH and Cu-H are both very high in activation energy (i.e., forbidden).
What is the cause of this?

The bond in CuH is polar and is observed to involve only a small
amount of d character on Cu (Figure 6). Similarly, the fourth orbital of
the CuH₃ transition state uses only a very small amount of Cu d-space
(Figure 4). In either case the five d orbitals on copper are filled and thus
cannot be used further. Copper cannot take advantage of the valence d
orbitals that separate the transition metals from the main group ele-
ments. These two cases emphasize our claim that transition metals can
render these $2_u + 2_π$ reactions allowed only if the d orbitals can be used effectively during the process.

In a similar way, the Mn-H bond in ClMn-H is polar, using an sp hybrid orbital on manganese and an s orbital on hydrogen. In the ClMnH$_2$ transition state, the "fourth electron" resides in an orbital that has only a small amount of metal character. The case of ClMnH is quite different from, say, that of Cl$_2$TiH because the five singly-occupied d orbitals are coupled into a particularly stable high-spin (sextet) state (recall Hund's Rule). Bonding to one of these orbital in either ClMnH or ClMnH$_2$ would cause an increase in the total electrostatic energy of the complex of 40 kcal/mol because of the Pauli Principle; therefore, utilization of d$^5$ Mn d-like functions is "forbidden" unless the spin state of the complex is changed. In the absence of a lower spin coupling, the Mn-H and MnH$_2$ bonds have essentially no d character. Therefore, even though the metallic valence d orbitals have the proper symmetry and spatial extent to stabilize the transition state for the $2_u + 2_π$ reaction, they are not used. In this way, the Mn of ClMnH is functionally not a transition metal. In both the reactions (ClMn-H and at Cu-H), polar transition states for the $2_u + 2_π$ reaction are observed, making these reactions look like hydride transfers or heterolytic H$_2$ activation. The available unspiegel orbital on the metal is 4p$τ$-like, which in each case is too diffuse and too far away from the H$_2$ fragment to be used in π back-donation; therefore these reactions behave like high-energy main group reactions.£

b. Relative Activation Barriers

Our results indicate that one extreme of suprafacial $2 + 2$ reactivity is polar, as in Eq. (8).
In this case the "metal center" is cationic in the transition state; therefore we claim that the activation barrier for this polar $2_e + 2_e$ reaction will be lower when the "metal center" is more cationic in the reactants, i.e., when the M-H bond is more polar in the M$^+$H$^-$ sense. As a direct corollary, the activation barrier for the MH + D$_2$ exchange reaction that proceeds through a polar transition state will be lower when the ionization potential of M is lower. This explains why the barrier for the exchange reaction at NaH is higher than that for the reaction at KH and RbH; why the barrier is higher for the reaction at Cl$_2$AlH than for that at H$_2$AlH; and why the barriers for the exchange reaction at CuH and ClMnH are so high relative to the Group Ia and Group IIA reactions.$^{27}$

This simple rule must be modified to include the effects of back donation from H$_2^+$ to M$^+$ that will tend to stabilize the transition state and therefore lower the reaction barrier. For example, in Table I we find the exchange reaction at LiH to be 6.3 kcal/mol lower in energy than the corresponding reaction at NaH, despite the fact that IP(Li) > IP(Na),$^{31}$ seemingly voiding our simple claim concerning relative rates and ionization potentials. Reference to Figure 4 will show that there is significantly more π backbonding from H$_2^+$ to Li$^+$ than from H$_2^+$ to Na$^+$, as is expected owing to the greater ability of first-row atoms to form strong π bonds. Thus, the simplest description would say that the activation barriers for the LiH and NaH reactions should be roughly equal, but the intrusion of a slight bit of "nonpolar" reactivity into the polar reaction lowers the LiH + H$_2$ reaction barrier.
3. Resolution of the Dichotomy

The separation of the $2_2 + 2_2$ reactions into two types, polar and nonpolar, is obviously an idealization and each of the reactions described in this work is a mixture of the two extremes. Thus the hydrogenolysis of RbH is clearly a polar reaction, and the hydrogenolysis of BH$_3$ is clearly nonpolar, but the hydrogenolysis of BeH$_2$ is less obviously one or the other. In all cases studied, the predictions have been clear, however. If a "metal" center can form the "$\pi$-bond" to the antisymmetric, singly-occupied orbital of H$_3$ (that is, if M is boron or a high-valent early transition metal), then the nonpolar route is accessible. If, on the other hand, M is easily ionized (i.e., if M is a Group IA metal), then a polar transition state is observed. Finally, if neither of the above requirements is met (e.g., M-H = Cl$_2$AlH, H$_2$AlH, ClMnH, CuH, HBeH), then the $2_2 + 2_2$ reaction will have a high activation barrier.

C. Qualitative Representation of the Transition State

Throughout our analysis, we have found it quite helpful to conceptualize the transition state not as a complex of two reacting molecules but as a complex formed between two fragments (M and H$_3$) whose independent identity lies in a direction perpendicular to the reaction path. In this way we can appreciate the transition state as a molecule (albeit unstable) and understand its electronic structure and energetics with the same cognitive tools used in the study of stable molecules.

In the investigation of pericyclic reactions such as the $2_2 + 2_2$ reaction, the two reactive fragments will contain delocalized valence bonds. In the present example, the H$_3$ fragment contains a bond that cannot be localized between just two centers. This delocalized valence bonding highlights the synchronous movement of two two-electron bonds in the
pericyclic process.

The dissection of the transition state into these two fragments is useful because we can examine each separately, qualitatively and quantitatively evaluating the factors affecting their energies. Having understood the separated units, we may then analyze the bonding of the two, which gives the transition state its structure. For example, the \((H_2B)(H_3)\) transition state is formed by a three-center bond between boron and its two neighbor hydrogens. In order to form this bond, the \(H_2B\) radical was excited to the unspiegel state and the \(H_3\) unit was geometrically distorted so that its unspiegel orbital could overlap the boron orbital effectively. These adjustments of the fragments cost 33 \(\text{kcal/mol}\) and 12 \(\text{kcal/mol}\), respectively. Below we outline how this energetic analysis can be used to extend our results.

Similar dissection can be of assistance in envisioning transition states for other pericyclic reactions.

i) The transition state for the insertion of olefins into metal-hydrogen bonds\(^{32}\) (vide infra) can be viewed as the bonding of the excited unspiegel state of the metal fragment to be a severely distorted ethyl radical (9).

\[ (9) \]

ii) The transition state for the [1,3] sigmatropic shift of an allylic methyl group\(^{33}\) may be viewed as the complex formed between an allylic radical and a (planar) \(CH_3\) radical (10).
iii) The [3,3] sigmatropic shift (Cope and Claisen rearrangements) may be visualized as proceeding through a transition state formed from two allylic radicals bound to one another via their respective unspiegel orbitals (11).^33

These diagrams show that this analytical scheme represents a valence bond relative of frontier orbital analysis.

Important aspects of these reactions (relative rates, selectivities, stereochemistry, etc.) could be explored by studying the ways in which the independent fragments (ethyl radical, allylic radicals, etc.) can be electronically and geometrically distorted and the energies needed to do so.

D. Implications and Extensions

In this work we have described the general features of $2_e + 2_e$ reactions carried on in the absence of available valence d orbitals at the unique center $M$. These studies have all involved the addition of the non-polar reagent $H_2$ to $M-H$ bonds that were polar to a greater or lesser degree. Our studies have shown a spectrum of reactivities from the very polar four-center transition state characteristic of rubidium to the
nonpolar transition state of boron. We have shown how the nature of MH will determine the propensity to undergo the exchange reaction with \( D_2 \). We will now generalize these conclusions to other systems.

1. **Alkali Metal Alkyls**

Topologically there is not a great difference between the Li-H bond in lithium hydride and the Li-C bond in a saturated lithium alkyl\(^{34}\) (see Figure 13). Aside from the obvious steric considerations then, the hydrogenation of LiH [Eq. (10)] should look much like the hydrogenation of LiR (\( R = \text{alkyl} \)). The major electronic difference in the \( 2^+ + 2^+ \) transition state for the direct hydrogenation of LiR is the increased electronegativity of carbon over hydrogen.\(^{35}\) This increased electronegativity implies a greater ability to sustain charge; thus any process involving carbanionic behavior at the \( \alpha \) carbon in a lithium alkyl will be lower in energy than the corresponding reaction of lithium hydride.

Lithium alkyls are known to react with hydrogen to give alkane and lithium hydride.\(^{36}\) We hold that this reaction proceeds either through a direct four-center transition state analogous to Eq. (4) or through an oligomeric equivalent thereof. Vitale and San Filippo\(^{37}\) have recently reported evidence that supports the four-membered, direct hydrogenolysis, cyclic transition state. They observe very large and negative values of \( \Delta S^+ \) for hydrogenolysis of n-octyl lithium with \( H_2 \) at \( 50^\circ \leq T \leq 80^\circ \text{C} \). They interpret this as a suggestion of a highly structured transition state drawing a cyclic, four-membered species. They further observe that addition of n-donor bases (such as TMEDA) leads to substantial rate acceleration. The polar mechanism we invoke in the LiH/\( D_2 \) reaction is supported by this. Note that the LiH\(_3\) transition state is polarized more than is the LiH reactant. Therefore the n-donor base is expected to sta-
bilize the transition state more than the reactants, thereby lowering the activation barrier and increasing the reaction rate.

It is important to note here that the rate of hydrogenolysis of alkali metal alkyls increases in the order Li < K < Cs. This is directly in line with our prediction that the polar 2e + 2e transition state will be lower in energy if the ionization potential of the metal center is lower.38

The polar mechanism nicely accommodates the essential features of the apparent 2e + 2e reactivity of the alkali metal alkyls.

2. Addition of M-H to Olefins

We may use the studies reported here as models for the corresponding reactions of metal hydrides with olefins. Equation (12) indicates the topological similarity of the two processes.

\[
\begin{align*}
\text{M} & \quad \text{H} \\
\text{olefin} & \quad \text{dihydrogen}
\end{align*}
\]

While the absolute energetics of olefin insertion will be different from the reaction with D2, the general trends will be similar.

Consider the analysis of the H/D exchange reactions given in Part B. There we thought of the MH3 transition state as the complex formed between H3 and M, and analyzed the stability of the transition state in terms of the type and strength of the bond formed between these two units. A strict analogy for the olefin/metal hydride reaction would analyze the bonding between M and CH2−CH2−H. Immediately one sees an interesting difference between the olefin and H2(D2) reactions: whereas H3 is not a stable molecule, the ethyl radical is (albeit reactive). This should
have important consequences for the structure of the reaction coordinate diagram for the olefin insertion reaction. In particular, we expect the transition state to occur earlier in the olefin insertion reaction than it does in the H/D exchange reaction.\textsuperscript{39} In fact, the transition state for the olefin reaction may occur so early that it would appear as though the transition state for hydroboration, for example, is not a four-center pericyclic state all all but rather the "\(\pi\)-complex" suggested by Fehlner\textsuperscript{40} and by Dewar\textsuperscript{41} [Eq. (13)].

\[
\text{BH}_3 + \text{H}_2\text{C}=\text{CH}_2 \rightarrow \begin{array}{c}
\text{H} \quad \text{B} \quad \text{H} \\
\text{H} \\
\text{H}_2\text{C}=\text{CH}_2
\end{array} \stackrel{\text{+}}{\rightarrow} \begin{array}{c}
\text{H} \quad \text{B} \quad \text{H} \\
\text{H} \\
\text{H}_2\text{C}=\text{CH}_2
\end{array} \rightarrow \begin{array}{c}
\text{H}_2\text{B}-\text{CH}_2\text{CH}_2-\text{H} \\
\text{H}_2\text{C}=\text{CH}_2
\end{array}
\]

(13)

Since the electronic reorganization defining the reaction (spin-recoupling or, equivalently, the delocalization and relocalization of one-electron orbitals) will still be of the pericyclic four-center type, we may use the H/D exchange reactions as general guides in the analysis of the olefin reactions. Before discussing particular olefin reactions in detail, we note that, in general, olefin should react more quickly than \(\text{H}_2\) with metal hydrides (in a \(2_\pi + 2_\pi\) reaction) for two reasons. Firstly, the strength of the C-C \(\pi\) bond of an olefin is about 61 kcal/mol,\textsuperscript{42} which is significantly less than the 104 kcal/mol bond of \(\text{H}_2\).\textsuperscript{43} Thus, one expects that the dihydrogen molecule will usually react more sluggishly. Secondly, the plots in Figures 3, 4, and 5 and the data in Table IV indicate that the dihydrogen molecule is smaller than the optimum size to make part of a four-membered transition state, especially in the case of nonpolar reactions where the cyclic bonding nature of the transition state is important. One
can see especially in the case of BH₃ + H₂ that the electronic optimum angle at boron in H₂BH₃ is 180°; therefore 2 + 2 substrates that permit a larger internal angle at boron will react more quickly. Both simple estimates and Dewar’s MNDO calculations⁴¹ show that an olefin does allow a greater internal angle (118.5°).⁴⁴

Based on the above arguments, we believe that addition of metal hydrides to olefins will occur by the same spectrum of reactivities, from nonpolar to polar, as the addition of these hydrides to H₂. When concerted four-center transition states occur⁴⁵ [Eq. (14)],

\[
\begin{align*}
\text{M} & \rightarrow \text{H} \\
\text{H}_2\text{C}=\text{CH}_2 & \rightarrow \left[ \begin{array}{c}
\text{M} \\
\text{H}_2\text{C}=\text{CH}_2
\end{array} \right] \\
& \rightarrow \text{M} \rightarrow \text{H}
\end{align*}
\]  

(14)

those involving alkali metals will be polar (cf. LiH, NaH, KH, RbH), as will those involving alkali earths (cf. BeH₂) and those involving transition metals whose valence d orbitals are NOT available at the transition state (cf. ClMnH and CuH). The addition of R₂Al–H across the π bond of an olefin will occur through a much more polar transition state than the corresponding addition of R₂B–H.

The addition of alkali metal hydrides to olefins is not an important reaction, but the reverse [Eq. (15)] is a common pathway for the thermolysis

\[
\begin{align*}
\text{R}_2\text{C} & \rightarrow \text{CR}_2 \\
\text{H} & \rightarrow \text{Li} \\
& \rightarrow \text{R}_2\text{C}+\text{CR}_2 + \text{LiH}
\end{align*}
\]  

(15)

of organoalkali metal compounds.⁴⁶ The four-center transition state for this decomposition has been suggested, and evidence supporting this
structure has recently been reported.\textsuperscript{47} It is interesting to note that this
decomposition follows Zaitsev’s Rule,\textsuperscript{48} a rule that is consistent not only
with E\textsubscript{1} elimination but also, in this case, with the polar four-center tran-
sition state in which positive charge develops transiently on the $\beta$-carbon.

The hydroboration\textsuperscript{2} and hydroalumination\textsuperscript{49} reactions have been
extensively studied and used in organic synthesis. The hydroboration
reaction is known to be more facile than the analogous hydroalumination
reaction, which is consistent with our calculated barriers for the
exchange reactions with D\textsubscript{2}.\textsuperscript{50} The exclusive cis-addition\textsuperscript{51} observed in
both reactions implies an effective four-center transition state. The
sense of addition in each case leads to placement of the “hydride” on the
more substituted carbon of the incoming olefin.\textsuperscript{52} This has been attrib-
uted both to polarization\textsuperscript{52a} (of the form 3) in the transition state and to
steric effects.\textsuperscript{53} Our results suggest the former to be more important in
hydroalumination than in hydroboration, and that the latter effect dom-
inates the directing of hydroboration.

3. Addition of Metal Alkyls to Olefins

We combine the previous two sections to discuss the reaction shown
in Eq. (16) and concentrate on the difference between trialkyl boron and
trialkyl aluminum compounds.

\begin{equation}
\begin{array}{c}
M + \ce{\text{C}_2H_4} \\
\text{H}_2\text{C} = \text{CH}_2
\end{array}
\rightarrow
\begin{array}{c}
\text{H}_2\text{C} = \text{CH}_2
\end{array}
\end{equation}

As a prelude to the discovery of transition metal-catalyzed stereoregular
polymerization of simple olefins, Ziegler discovered that olefins will insert
into the Al-C bond of trialkyl aluminum compounds\textsuperscript{54} [Eq. (16), M=AlR\textsubscript{2}].
Despite the fundamental similarity between the structures and reactivities of aluminum and boron compounds, no such insertion reaction is observed between simple olefins and trialkyl boron compounds,\textsuperscript{55} this despite the fact that dialkyl boranes react much more quickly with olefin than do dialkyl alanes.\textsuperscript{50} Our studies offer an explanation of this paradox.

As mentioned above, the predominant electronic difference between trivalent carbon and hydrogen in compounds of the form $M-R$ ($R = \text{alkyl, hydrogen}$) is the greater electronegativity of carbon. Thus, in any reaction involving a polar transition state [Eq. (17)],

$$M-R + X-Y \rightarrow \left[\begin{array}{c}
\text{M}^+ \text{R}^+ \text{X}^+ \text{Y}^+
\end{array}\right] \rightarrow M\text{X}\text{Y}\text{R}$$

one would expect a faster reaction for $R = \text{alkyl}$ than for $R = \text{H}$ ignoring steric considerations. In contrast to this, steric congestion and directed valence and carbon make frontside attack (insertion) of an olefin at a metal alkyl bond more difficult. For this reason we expect a strictly nonpolar insertion reaction [Eq. (18)]

$$M-R + A-B \rightarrow \left[\begin{array}{c}
\text{M}^+ \text{R}^+ \text{A}^+ \text{B}^+
\end{array}\right] \rightarrow M\text{A}\text{B}\text{R}$$

to proceed more quickly for $R = \text{H}$ than for $R = \text{alkyl}$.

Our results on H/D exchange at BH$_3$ and AlH$_3$ show that trivalent boron tends to support nonpolar $2_1 + 2_1$ reactions and that trivalent aluminum tends to support polar $2_1 + 2_1$ reactions. Since there is not "polar driving force" to overcome the hampering effect of steric crowding at the transition state, we expect the B-H bond to be much more active than the B-CR$_3$ bond in $2_1 + 2_1$ reactions. However, since the $2_1 + 2_1$
reactions at aluminum are polar, significantly more polar than at boron, transition state polarization will make the Al–CR₃ bond relatively more reactive than the B–CR₃ bond toward incoming olefin.

This is an example showing how the bisection of 2⁺ + 2⁺ reactivity into the polar and nonpolar extremes and the determination of which factors affect which reactivity patterns could be useful in the analysis and design of catalyst systems.
IV. Conclusion

We have examined ten pericyclic $2_e + 2_e$ reactions of $\text{H}_2$ with a metal hydride. In none of these cases were transition metal valence d orbitals used in the reactants, products, or transition state. We found these four-center reactions to be low energy (allowed) for the monomeric alkali metal hydrides, and in each case a polar $[\text{M}^+\text{H}_5]$ transition state obtained. We also found a low energy reaction at $\text{BH}_3$ that proceeds through a covalently bound, nonpolar transition state. We found the remaining five reactions to be sufficiently high in energy that we consider them to be "forbidden", even though all bonds are retained throughout each reaction. We assert that a low ionization potential of $\text{M}$ promotes polar $2_e + 2_e$ reactions at $\text{M-H}$ and that the ability of $\text{M}$ to make $\pi$ bonds promotes nonpolar $2_s + 2_s$ reactions at $\text{M-H}$.

These "main group" reactions afford a useful counterpoint to the migratory insertion reactions of organotransition metal complexes."
APPENDIX: Details of the Calculations

A. *Basis Sets and Effective Potentials*

Wavefunctions for species discussed in the text were calculated using
the generalized valence bond technique\(^8\) and the GVB2P5 program.\(^{56}\)
These calculations were fully ab initio and all electrons were included in
all of the calculations except those cases involving chlorine ligands. In
these cases, the ten core electrons on chlorine were replaced by an ab
initio effective potential.\(^57\) Throughout these calculations, valence double
zeta basis sets were used on the heavy atoms\(^5\) and a triple zeta basis set
was used on the hydrogen atoms.\(^59\) The triple zeta basis was used so that
the wavefunction could describe any charge on \(\text{H} (\text{H}^+, \text{H}^- \text{or neutral H})\)
atom) with equal facility. The valence electrons on chlorine were
described using a minimal basis.\(^60\)

B. *Geometries*

The geometries of all of the active species (i.e., \(\text{MH} \) and \(\text{MH}_3\)) were
optimized. These optimizations were all performed at the Hartree-Fock
(HF) level except the cases of \(\text{ClMnH} \) and \(\text{ClMnH}_3\), which were performed at
the GVB(1/2) and GVB(2/4) levels, respectively. The geometries of the
simple diatomic molecules, of the simple binary molecules (\(\text{BeH}_2, \text{BH}_3, \text{and}
\text{AlH}_3\)), and of the manganese-containing molecules were optimized in a
point-by-point fashion, while the geometries of all other molecules were
optimized using an HF-based gradient optimization program.\(^61\) A \(C_2\)_
symmetry was assumed for all \(\text{MH}_3\) complexes.

C. *Wavefunctions and Activation Barriers*

At the optimum geometry of \(\text{MH}\), the GVB(1/2) wavefunction in which
the M-H bond is described in a GVB sense was calculated. These calcula-
tions provided the GVB orbital plots shown in Figures 2, 3, and 6. At the
optimum geometry for each MH₃ complex, a GVB(2/4) wavefunction was calculated. In this wavefunction the two active bonds (H···H···H and H···M···H) are described by four singly-occupied orbitals. One bond pair is symmetric (i.e., spiegel) with respect to reflection in the plane perpendicular to the plane of the reaction and containing M and the central hydrogen; the other bond pair is antisymmetric with respect to this reflection (unspiegel). Our studies of the reaction of Cl₅TiH⁺ with D₂ indicated that this restriction is a valid one.⁴

In order to determine activation barriers for the exchange reactions, the total energies of MH + H₂ and (M)(H₃) are compared; hence it is important to determine calculational schemes that will describe the three species consistently. We have found the following scheme useful. The (M)(H₃) species is described by a configuration interaction (CI) wavefunction derived from the GVB(2/4)-PP wavefunction. The GVB-PP wavefunction was supplemented by the two additional spin eigenfunctions characteristic of a full GVB wavefunction (GVB-RCI). From this set of six spin eigenfunctions, all single excitations into the virtual orbitals were allowed. This results in a small CI (in the case of H₂BH₃, this gives only 87 spatial configurations). This CI wavefunction allows relaxation of all orbital orthogonality and spin-coupling restrictions involved in interactions of the reactive orbitals and is expected to yield accurate barriers. In the limits of reactants and products, this wavefunction reduces to a GVB(1/2)-PP wavefunction on MH and on H₂, except in the case of ClMnH in which there are additional spin recoupling terms arising from the d⁵ part of the wavefunctions. Total energies for the active species at the various levels of calculation are reported in Table V.

Using this calculation scheme and the simple triple zeta basis on
hydrogen, we calculate a barrier of 14.6 kcal/mol for the $H + H_2$ reaction.\textsuperscript{62} This compares favorably with the best available value of 9.90 kcal/mol.\textsuperscript{63} Inclusion of a set of unscaled $p$ functions on each hydrogen lowered this barrier to 13.3 kcal/mol. Addition of a set of unscaled $p$ functions on the active hydrogen in the $BH_3$ and $H_2$ reaction lowered the activation barrier from 28.0 kcal/mol to 17.5 kcal/mol, but interestingly, the addition of a set of $d$ function on boron lowered the barrier only 0.7 kcal/mol to 16.8 kcal/mol. We therefore believe that our activation barriers are systematically high by roughly 10 kcal/mol owing to the deficient basis on $H$, but that the inclusion of $d$ functions in the valence region of the main group centers has a negligible effect. Thus, even when given the chance, the main group atoms do \textit{not} use $d$ orbitals. While our values for the activation barriers are thus only approximate in an absolute sense, we believe that the \textit{relative} activation barriers are \textit{reliable}. 


Table I. Barrier heights for reaction 4.

\[
\text{MH} + \text{H}_2 \rightarrow \Delta E \quad \xrightarrow{\text{M-H}} \quad \text{M-H}
\]

<table>
<thead>
<tr>
<th>M-H</th>
<th>(\Delta E) (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiH</td>
<td>27.4</td>
</tr>
<tr>
<td>NaH</td>
<td>33.7</td>
</tr>
<tr>
<td>KH</td>
<td>27.8</td>
</tr>
<tr>
<td>RbH</td>
<td>25.7</td>
</tr>
<tr>
<td>BeH(_2)</td>
<td>43.9</td>
</tr>
<tr>
<td>BH(_3)</td>
<td>28.0</td>
</tr>
<tr>
<td>AlH(_3)</td>
<td>46.0</td>
</tr>
<tr>
<td>Cl(_2)AlH</td>
<td>56.8</td>
</tr>
<tr>
<td>CuH</td>
<td>50.1</td>
</tr>
<tr>
<td>ClMnH</td>
<td>50.8</td>
</tr>
</tbody>
</table>
### Table II. Mulliken populations.

![Diagram](image)

<table>
<thead>
<tr>
<th></th>
<th>Reactants</th>
<th>Products</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>Li</td>
<td>2.79</td>
<td>1.21</td>
</tr>
<tr>
<td>Na</td>
<td>10.62</td>
<td>1.38</td>
</tr>
<tr>
<td>K</td>
<td>18.53</td>
<td>1.47</td>
</tr>
<tr>
<td>Rb</td>
<td>36.52</td>
<td>1.48</td>
</tr>
<tr>
<td>HBe</td>
<td>1.20 + 3.60</td>
<td>1.20</td>
</tr>
<tr>
<td>H_2_B</td>
<td>2 (\times) 1.04 + 4.88</td>
<td>1.04</td>
</tr>
<tr>
<td>H_2_Al</td>
<td>2 (\times) 1.29 + 12.13</td>
<td>1.29</td>
</tr>
<tr>
<td>Cl_2_Al</td>
<td>2 (\times) 7.45 + 11.89</td>
<td>1.21</td>
</tr>
<tr>
<td>ClMn</td>
<td>7.43 + 24.37</td>
<td>1.20</td>
</tr>
<tr>
<td>Cu</td>
<td>28.82</td>
<td>1.18</td>
</tr>
</tbody>
</table>
Table III. GVB Pair Overlaps for the Active Bonds in the MH + D₂ Reactions.

<table>
<thead>
<tr>
<th>System</th>
<th>M-H Bond</th>
<th>MH₃ symmetric bond</th>
<th>MH₃ antisymmetric bond</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiH₃</td>
<td>0.73</td>
<td>0.84</td>
<td>0.86</td>
</tr>
<tr>
<td>LiH</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NaH₃</td>
<td>0.83</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>NaH</td>
<td>0.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KH₃</td>
<td>0.83</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>KH</td>
<td>0.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RbH₃</td>
<td>0.81</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>RbH</td>
<td>0.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HBeH₃</td>
<td>0.84</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td>BeH₂</td>
<td>0.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂BH₃</td>
<td>0.84</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>BH₂</td>
<td>0.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂AlH₃</td>
<td>0.84</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>AlH₃</td>
<td>0.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl₂AlH₃</td>
<td>0.84</td>
<td>0.89</td>
<td></td>
</tr>
<tr>
<td>Cl₂AlH</td>
<td>0.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CuH₃</td>
<td>0.83</td>
<td>0.87</td>
<td></td>
</tr>
<tr>
<td>CuH</td>
<td>0.72</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ClMnH₃</td>
<td>0.83</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td>ClMnH</td>
<td>0.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₂</td>
<td>0.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H₅</td>
<td></td>
<td>0.82</td>
<td>0.86</td>
</tr>
<tr>
<td>H₃</td>
<td></td>
<td>0.86</td>
<td></td>
</tr>
</tbody>
</table>
Table IV. Geometries and Geometry Changes in the Reaction MH + D₂.

![M-H bond length and H-H bond length changes](image)

<table>
<thead>
<tr>
<th>M</th>
<th>Reactants</th>
<th>Transition State</th>
<th>Change</th>
<th>MH₃</th>
<th>Δ₁</th>
<th>Δ₂</th>
<th>Δ₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>1.654</td>
<td>1.744</td>
<td>0.079</td>
<td>1.053</td>
<td>0.311</td>
<td>0.134</td>
<td>-0.026</td>
</tr>
<tr>
<td>Na</td>
<td>1.967</td>
<td>2.130</td>
<td>0.16</td>
<td>1.057</td>
<td>0.315</td>
<td>0.138</td>
<td>-0.022</td>
</tr>
<tr>
<td>K</td>
<td>2.434</td>
<td>2.543</td>
<td>0.109</td>
<td>1.060</td>
<td>0.318</td>
<td>0.141</td>
<td>-0.019</td>
</tr>
<tr>
<td>Rb</td>
<td>2.60</td>
<td>2.692</td>
<td>0.092</td>
<td>1.053</td>
<td>0.311</td>
<td>0.134</td>
<td>-0.026</td>
</tr>
<tr>
<td>HBe</td>
<td>1.335</td>
<td>1.479</td>
<td>0.144</td>
<td>1.070</td>
<td>0.328</td>
<td>0.151</td>
<td>-0.009</td>
</tr>
<tr>
<td>H₂B</td>
<td>1.18996</td>
<td>1.290</td>
<td>0.100</td>
<td>1.075</td>
<td>0.333</td>
<td>0.156</td>
<td>-0.004</td>
</tr>
<tr>
<td>H₂Al</td>
<td>1.5893</td>
<td>1.774</td>
<td>0.185</td>
<td>1.069</td>
<td>0.327</td>
<td>0.150</td>
<td>-0.010</td>
</tr>
<tr>
<td>Cl₂Al</td>
<td>1.5521</td>
<td>1.720</td>
<td>0.188</td>
<td>1.086</td>
<td>0.344</td>
<td>0.167</td>
<td>+0.007</td>
</tr>
<tr>
<td>ClMn</td>
<td>1.788</td>
<td>1.955</td>
<td>0.178</td>
<td>1.083</td>
<td>0.341</td>
<td>0.164</td>
<td>+0.004</td>
</tr>
<tr>
<td>Cu</td>
<td>1.577</td>
<td>1.819</td>
<td>0.242</td>
<td>1.115</td>
<td>0.375</td>
<td>0.196</td>
<td>+0.036</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>M</th>
<th>θ (°)</th>
<th>α (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>72.6°</td>
<td>157.9°</td>
</tr>
<tr>
<td>Na</td>
<td>59.1°</td>
<td>166.0°</td>
</tr>
<tr>
<td>K</td>
<td>48.0°</td>
<td>168.7°</td>
</tr>
<tr>
<td>Rb</td>
<td>46.0°</td>
<td>168.0°</td>
</tr>
<tr>
<td>HBe</td>
<td>87.2°</td>
<td>144.7°</td>
</tr>
<tr>
<td>H₂B</td>
<td>99.0°</td>
<td>131.8°</td>
</tr>
<tr>
<td>H₂Al</td>
<td>70.9°</td>
<td>148.8°</td>
</tr>
<tr>
<td>Cl₂Al</td>
<td>74.2°</td>
<td>145.0°</td>
</tr>
<tr>
<td>ClMn</td>
<td>65.2°</td>
<td>153°</td>
</tr>
<tr>
<td>Cu</td>
<td>74.1°</td>
<td>158.8°</td>
</tr>
</tbody>
</table>

a) Values in Å.

b) Δ₁ = difference between MH₃ H-H bond length and H-H length in H₂ (= 0.742 Å)
Δ₂ = difference between MH₃ H-H bond length and H-H length in H₂ (= 0.919 Å)
Δ₃ = difference between MH₃ H-H bond length and H-H length in H₂ (= 1.079 Å)
Table V. Final Total Energies at Relevant Levels of Calculation. a)

<table>
<thead>
<tr>
<th>System</th>
<th>Hartree-Fock</th>
<th>GVB(n/2n) b)</th>
<th>RCI+Singles</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiH$_3$</td>
<td>-9.060362</td>
<td>-9.077012</td>
<td>-9.091512</td>
</tr>
<tr>
<td>LiH</td>
<td>-7.969470</td>
<td>-7.986985</td>
<td></td>
</tr>
<tr>
<td>NaH$_3$</td>
<td>-163.238743</td>
<td>-163.255235</td>
<td>-163.269978</td>
</tr>
<tr>
<td>NaH</td>
<td>-162.175486</td>
<td>-162.154920</td>
<td></td>
</tr>
<tr>
<td>KH$_3$</td>
<td>-600.080723</td>
<td>-600.097366</td>
<td>-600.112417</td>
</tr>
<tr>
<td>KH</td>
<td>-598.988230</td>
<td>-599.009507</td>
<td></td>
</tr>
<tr>
<td>RbH$_3$</td>
<td>-2936.983706</td>
<td>-2937.000427</td>
<td>-2937.015670</td>
</tr>
<tr>
<td>RbH</td>
<td>-2935.887182</td>
<td>-2935.908615</td>
<td></td>
</tr>
<tr>
<td>HBeH$_3$</td>
<td>-16.864764</td>
<td>-16.820579</td>
<td>-16.833264</td>
</tr>
<tr>
<td>BeH$_2$</td>
<td>-15.741709</td>
<td>-15.755146</td>
<td></td>
</tr>
<tr>
<td>H$_2$BH$_3$</td>
<td>-27.431873</td>
<td>-27.449934</td>
<td>-27.464450</td>
</tr>
<tr>
<td>BH$_3$</td>
<td>-26.347127</td>
<td>-26.360925</td>
<td></td>
</tr>
<tr>
<td>H$_2$AlH$_3$</td>
<td>-244.354429</td>
<td>-244.370703</td>
<td>-244.384609</td>
</tr>
<tr>
<td>AIH$_3$</td>
<td>-243.295144</td>
<td>-243.309851</td>
<td></td>
</tr>
<tr>
<td>Cl$_2$AlH$_3$</td>
<td>-1162.253917</td>
<td>-1162.269707</td>
<td>-1162.282227</td>
</tr>
<tr>
<td>Cl$_2$AlH</td>
<td>-1161.209153</td>
<td>-1161.2245527</td>
<td></td>
</tr>
<tr>
<td>CuH$_3$</td>
<td>-1638.828178</td>
<td>-1638.844184</td>
<td>-1638.857591</td>
</tr>
<tr>
<td>CuH</td>
<td>-1637.779550</td>
<td>-1637.789636</td>
<td></td>
</tr>
<tr>
<td>ClMnH$_3$</td>
<td>-1607.750026</td>
<td>-1607.764943</td>
<td>-1607.780813</td>
</tr>
<tr>
<td>ClMnH</td>
<td>-1608.89266</td>
<td>-1608.708580</td>
<td>-1608.713610</td>
</tr>
<tr>
<td>H$_2$</td>
<td>-1.12825</td>
<td>-1.148143</td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>-0.499940</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H$_3$</td>
<td>-1.589972</td>
<td>-1.600247</td>
<td>-1.624308</td>
</tr>
</tbody>
</table>
Figure 1. GVB orbitals describing the bond in H₂. The separation between contours is 0.05 a.u.
Figure 2. GVB orbitals describing the reaction of BH$_3$ with D$_2$. (i) Reactants. (ii) Transition state. (iii) Products. The separation between the contours is 0.05 a.u.
Figure 3. GVB orbitals describing the reaction of KH with $D_2$. (i) Reactants. (ii) Transition state. (iii) Products. The separation between contours is 0.05 a.u.
Figure 4. Fourth active GVB orbital describing the transition state of the reaction of MH with D₂ (see text). The separation between adjacent contours is 0.05 a.u.
Figure 5. Singly-occupied orbitals. (a) The 4s orbital on K atom. The separation between adjacent contours is 0.025 a.u. (b) The sp²-type orbital in the BH₂ radical. The separation between adjacent contours is 0.05 a.u.
Singly Occupied Orbitals in K atom and BH₂

K (4s)

H₂B (2sp hybrid)
Figure 6. GVB orbital (singly-occupied) on M that participates in the M-H bond in MH. The separation between adjacent contours is 0.05 a.u.
Figure 7. GVB orbitals describing a Zr-H bond in Cl₂ZrH₂. The separation between adjacent contours is 0.05 a.u.
Figure 8. A VB orbitals describing H₂. (a) The two orbitals of the delocalized spiege bond. (b) The singly-occupied spiege orbital.
Figure 9. Atomic valence p orbitals on (a) boron and (b) aluminum. The separation between adjacent contours is 0.05 a.u.
Figure 10. GVB orbitals describing the C-C $\pi$ bond in ethylene. The separation between adjacent contours is 0.05 a.u.
C–C π bond in ethylene
Figure 11. Schematic representation of the energetics of formation of the antisymmetric H⋯B⋯H bond in H₂BH₃.
Figure 12. GVB orbitals describing the two delocalized valence bonds of $H_3^-$. (a) The spiegel bond. (b) The unspiegel bond.
**Figure 13.** GVB orbitals describing the C-Li bond in methylithium. The separation between adjacent contours is 0.05 a.u.
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Chapter 3. Dichlorotitanacyclopropane.

"If a substance is a hybrid of two or more structures, we might naturally suppose that its chemical reactions would be those characteristic of, at any rate, all the structures which have large weights".

-G. W. Wheland

"Resonance in Chemistry"
I. Introduction

The chemistry of the enormous number of transition-metal olefin complexes reported in the literature is quite varied. For example, in some cases transition metals are known to activate olefins toward nucleophilic attack (1),

\[
\begin{align*}
\text{CH}_2 \\
M &\rightarrow \text{CH}_2 + :\text{Nu} \rightarrow M \leftrightarrow \text{Nu}
\end{align*}
\]  

while in other systems, oxidative cycloaddition (2)

\[
M + 2(\text{C}_2\text{H}_4) \rightarrow \text{M}
\]

occurs. It is the case that metal systems that facilitate reaction (1) do not facilitate reaction (2) and vice versa.

In an attempt to determine the electronic reason for the different reactivities of various metal-olefin complexes, we were led to examine whether a given metal-olefin complex should be regarded (i) as a \( \pi \)-complex (1),

\[
\begin{align*}
\text{CH}_2 \\
M &\rightarrow \text{CH}_2
\end{align*}
\]

that is, an acid/base complex with donation of the C=C \( \pi \)-bonding electrons onto the metal supplemented by backbonding of the metal \( d\pi \) electron pair into the antibonding orbital of the olefin \( \pi \) bond; or (ii) as a metallacyclopropane (2)
having two metal-carbon sigma bonds and only a single carbon-carbon bond.\textsuperscript{4}

We have concluded that some metal-olefin complexes should be viewed as 1 and others should be viewed as 2, and most importantly those species that are best described by 1 will show reactivity as in (1), and species that are described as 2 will show reactivity as in (2). We suggest that whether a complex has the form of 1 or 2 depends upon the metal, its oxidation state, the nature of the auxiliary ligands around the metal, and the nature of the olefin. This suggests strategies that one might use in designing systems that will show one type of reactivity in contrast to another.
Results and Discussion

A. Structure of a Metallacyclopropane

Complexes of the form $X_2\text{Ti}(\text{C}_2\text{H}_4)$ ($X =$ anion ligand such as $\eta^5$-cyclopentadienyl) have been reported to react with added olefin to give titanacyclopentanes [Eq. (3)]$^5$

$$X_2\text{Ti}(\text{C}_2\text{H}_4) + \text{C}_2\text{H}_4 \rightarrow X_2\text{Ti} \quad (3)$$

Inasmuch as the predominance of this mode of reactivity over the others open to these olefin complexes is difficult to predict using a simple acid/base model of the complexes $1,6$ we undertook the detailed investigation of their electronic structure. As a model we chose $\text{Cl}_2\text{Ti}(\text{C}_2\text{H}_4)$ (3).

Using the procedure outlined in the Appendix [based on the generalized valence bond (GVB) method], we optimized the geometry of this complex. The resulting geometry is shown in Figure 1a. This calculated geometry should be compared with the structure of $\text{Cp}_2\text{Ti}(\text{C}_2\text{H}_4)$ (4) recently determined by Cohen, Auburn, and Bercaw$^5b$ and shown in Figure 1b. The theory and experiment agree quite closely (disagreements of 0.02 Å in Ti-C and C-C bond lengths), indicating that the chlorine ligands in 3 are reasonable models for the Cp* ligands in 4. $^7$

We also optimized the geometry of $\text{Cl}_2\text{Ti}(\text{C}_2\text{H}_4)$ using the Hartree-Fock (HF) method (the generalization of the molecular orbital method) and found the results shown in Figure 1c (5). This indicates that the electron correlation effects included in GVB$^8$ must be taken into account for an accurate description of systems such as 3.

The optimum valence bond orbitals for the Ti-C and C-C bonds of 3 are shown in Figure 2 where we see that the wavefunction has the form of
a metallacycle, 2. Here bond 1 is a bent sigma bond between a d orbital on the titanium and a p orbital on the upper carbon. Similarly, bond 2 is a bent sigma bond between a second titanium d orbital and a p orbital on the lower carbon. Bond 3 is a bent sigma bond between the two carbons of the CH₂CH₂ moiety. Thus the GVB wavefunction describes the electronics of a strained three-membered ring. The strain in the ring is obvious from Figure 2 because the C-Ti-C angle is seen to be 40° (both calculationally and experimentally), but the angle between the two bonding orbitals on Ti (ϕ₁₆ and ϕ₂₆ in Figure 2) is 75°. This situation should be compared with our observation that in the unstrained system (Cl₂TiH₂, 6), the H-Ti-H angle is 75°, and the angle between the two Ti-centered bonding orbitals (ϕ₁₆ and ϕ₂₆ in Figure 3) is also 75°. The orbitals of Figure 2 should also be compared with the C-C bond orbitals from cyclopropane (Figure 4). Here the C-C-C bond angle is 60°, but the angle between the two bonding orbitals at the same carbon is 100°. Our conclusion is that the Ti(C₃H₄) complexes (3 and 4) are metallacyclop propane, not π-complexes.

B. Reactivity of a Metallacyclopropane

The distinction of an acid-base π-complex 1 from a metallacyclop propane 2 is not significant in a practical way unless one can see a clear difference in the reactivities of the two different forms. The question then is, what reactivity is expected from the dichlorotitanacyclopropane? Recently we have examined exchange reactions of H₂ with several metal-hydrogen bonds [Eq. (4)]

\[
LₙM \rightarrow H + D₂ \quad \rightarrow \quad LₙM \rightarrow D + HD \tag{4}
\]

and found that the concerted, suprafacial 2 + 2 reaction shown in Eq. (5) is allowed
(that is, it has a low activation barrier) if (1) the M-H bond is covalent (little or no charge transfer to the hydrogen or to the metal), and if (2) the metal half of this covalent bond is predominantly d in character. The reason that this pericyclic $2_1 + 2_2$ reaction leads to a low activation energy (i.e., is characterized by strong bonding in the transition state) is that the metal d orbital has a pattern of nodes that allows both of the active bonds to be retained at the transition state of the reaction. With regard to this nodal pattern, there is no difference between, for example, the Ti-H bond in $\text{Cl}_2\text{TiH}$ (see Figure 5) and the Ti-C bond shown in Figure 2. The electronic structure of the titanacyclop propane and our studies of the $2 + 2$ reactions at metals, when taken together, suggest that 3 should undergo reactions as outlined in Eq. (6), where $XY$ is some nonpolar reagent.

\[
L_n M - H + D_2 \rightarrow \begin{array}{c}
\text{L}_n M \text{H} \\
\text{D} \\
\text{L}_n M - D + HD
\end{array}
\]

Examples of this expected reactivity are shown in Figure 6 (assuming favorable heats of reaction). Several of these reactions have been observed by Cohen and Bercaw in the $\text{Cp}_2\text{Ti}(\text{C}_2\text{H}_4)$ system$^{5b,c}$ (Figure 7). This agreement between the chemistry expected of a metallacycle and that found for 4 confirms that these $\text{Ti}(\text{C}_2\text{H}_4)$ complexes are metallacycles.
C. The Titanium-Olefin π Complex

In the above sections we argue that \(\text{Cl}_2\text{Ti}(\text{C}_2\text{H}_4)\) and \(\text{Cp}_2^{*}\text{Ti}(\text{C}_2\text{H}_4)\) should be viewed as titanacyclopropanes. We next must consider whether this form is significantly different from that of the classical \(\pi\)-complex.\(^{13}\) In order to explore this issue, we restricted the GVB calculations so that there would be two bonds between the carbon atoms (as in the free olefin) and a lone pair of electrons occupying a d orbital on the metal having the proper symmetry to donate from the metal to the \(\pi^*\) system of the olefin. The geometry preferred for this "Dewar-Chatt-Duncanson"-type complex is that of Figure 1c. As would be expected, the \(\pi\)-complex 1 has a shorter C-C bond and a longer TiC bond than does the metallacycle 2 (compare Figures 1a and 1c). In fact, the C-C bond length in the \(\pi\)-complex form (Figure 1c) is quite close to the C-C bond length in Zeise's salt\(^{14}\) (Figure 8), long considered as a typical \(\pi\)-complex.

Energetic comparison shows the metallacycle form (at its optimum geometry, Figure 1a) to be 12 kcal/mol lower in energy that the \(\pi\)-complex form (at its preferred geometry, Figure 1c). This further substantiates our claim that 4 and \(\text{Cl}_2\text{Ti}(\text{C}_2\text{H}_4)\) are best thought of as a metallacycles.

D. The Reactivity of a \(\pi\)-Complex

The optimized GVB orbitals describing the \(\pi\)-complex are shown in Figure 9. Pair 1 (\(\varphi_{1a}\) and \(\varphi_{1b}\)) shows a basic C-C \(\pi\) bond delocalized onto the acidic metal, and Pair 2 (\(\varphi_{2a}\) and \(\varphi_{2b}\)) shows the delocalization of the basic doubly-occupied Ti d orbital into the acidic \(\pi^*\) orbital of the olefin. Pair 3 (\(\varphi_{3a}\) and \(\varphi_{3b}\)) shows the C-C sigma bond that has been distorted by the acid-base bonds of pairs 1 and 2. Note that the simple four-electron 2 + 2 suprafacial reaction described above is no longer allowed because
the ability of the transition metal to form the reactive metal-carbon "d bond" has been quenched. In this way the "transition-metal" character of the bonding has been eliminated and the "main group" Woodward-Hoffmann rules apply.\textsuperscript{15}

These plots indicate that the C-C \( \pi \) bond and the Ti lone pair are still intact. The spin-\textit{recoupling} that results in the disintegration of these two entities and subsequent formation of two metal-carbon bonds of the metallacycle has not occurred. We view this bonding as the interaction of two "closed-shell" molecules, \( \text{Cl}_2\text{Ti} \) (singlet) and \( \text{C}_2\text{H}_4 \) (as opposed to the bonding in the metallacyclopropane, which is the interaction of two higher spin fragments, "triplet" \( \text{Cl}_2\text{Ti} \) and "triplet" \( \text{C}_2\text{H}_4 \)). This being the case, the chemistry of the \( \pi \)-complex should be dominated by "closed-shell" processes, i.e., reactions in which the electrons of a bonding pair delocalize \textit{together} across the same paths. [This is distinct from the pericyclic reactions in which one member of each electronic pair delocalizes while the other remains localized (ideally) on one center\textsuperscript{1,12}].

It is known that when the central metal is an oxidized late transition metal \([\text{Pd(II)}, \text{Pt(II)}, \text{Fe(II)}]\), the sense of acid-base bonding is acceptor-metal/donor-olefin. In these cases, the intrinsic Lewis acidity of the metal is transferred to the olefin, and thus the olefin is activated toward nucleophilic attack. Examples of this activation are shown in Figure 10. In cases where this mode of bonding obtains, the geometry of the olefinic ligand is not expected to deviate substantially from that of the free olefin. This is due to the persistence of the double bond between the two carbon atoms. Since this bond remains, the overlap between the two carbon \( \pi \) orbitals that form the olefinic \( \pi \) bond is still required and a short C-C internuclear distance results.
Complexes between simple unactivated olefins and highly reduced late transition metal centers (Ni, Fe, Co, Pt) are also quite well known. The chief mode of reactivity of these complexes is olefin dissociation, and in this way these olefin complexes are usually used simply as sources of low-valent metals in homogeneous reactions. These complexes react at the olefin with electrophiles such as proton acids, but extensive olefinic reactivity is absent in these complexes. These observations, as well as several quantum chemical studies and spectroscopic studies, are consistent with the bonding in these complexes being of the acid/base type, in the sense donor-metal/acceptor-olefin.

Complexes of this form are expected to have C-C bond distances that are long relative to that of a normal C-C double bond. (For example, the C-C bond length in $(P,P)$_2Ni(C_2H_4) is 1.43 Å and in LiFe(C_2H_4) is 1.43 Å, compare these with r(C-C) = 1.34 Å in C_2H_4.) This may be rationalized either by noting that occupation of the antibonding π* orbital reduces the C-C bond order or by noting that more effective stabilization of the metal-centered lone pair is realized if the two participating carbon π orbitals overlap the two lobes of the doubly-occupied d orbital more. This would tend to open the C-M-C angle more toward 90° (thus lengthening the C-C bond) and bend the CH_2 units out of the plane of the olefin.

E. Metallacycle versus π- Complexes

In the discussion above, we pointed out that there are two distinct forms for an M(C_2H_4) complex, 1 and 2. We showed that the metallacycle form is preferred in 3 and 4. Of course, the full wavefunction of such a complex will be a mixture or resonance of these two forms. We find the stabilization of this mixing to be 2 kcal/mol, further indicating that the metallacycle form is preferred. Even so, the less favored π-complex form
can play a role in chemistry, but only after paying a 12 kcal penalty due to loss of the favorable metallacycle character.

This situation is analogous to that of the enolate anion, which has two important resonance structures, 7 and 8.

with their relative importance determined by the character of substituents and solvent. Even when more stable, the use of structure 7 alone to describe the enolate would not explicitly recognize the oxygen-centered nucleophilicity of the molecule; similarly, exclusion of 7 from consideration would mask the carbon-centered nucleophilicity. The use of this concept of resonance of molecules is fruitful because each resonance structure has its own characteristic and distinct behavior. By determining which canonical form is more important in a given chemical structure, one may estimate the relative importance of the two manifolds of reactivity. This being the case, it is necessary to come to an understanding of which physical characteristics of the constituent parts of a metal-olefin complex increase the importance of one canonical form over the other. In the same way that different chemical environments will enhance the importance of 7 or 8, different environments (reaction medium, ligands, different metal centers, etc.) will favor 1 over 2. To make our theory useful, we must outline rules for estimating the relative importance of 1 and 2.

We can state rules for deciding when the metallacycle form will predominate over the n-complex form:
1) High-Spin Metal Fragment

The π-complex form requires a doubly-occupied d orbital on the metal that may backbond into the π* space on the olefin.\textsuperscript{13b} Thus metals that have stable low-spin states (i.e., low-lying states with doubly-occupied d orbitals) will be more likely to form acid-base type complexes. Conversely, metal centers that prefer high-spin coupling of the valence d shells (such as d\textsuperscript{5} Ti\textsuperscript{IV}, d\textsuperscript{5} Ta\textsuperscript{IV}, and d\textsuperscript{5} Nb\textsuperscript{IV})\textsuperscript{30} will be more likely to form metallacyclopropanes. Thus, early transition metals will tend to form metallacycles and late metals will tend to form π complexes.\textsuperscript{31}

2) Weak C-C π Bond in the Free Olefin

Formation of the metallacyclopropane requires the cleavage of a C-C π bond. Therefore the metallacyclopropane form will be more important as the C-C π bond of the free olefin is weaker. Thus, acetylenes and olefins with strained π bonds (methylenecyclopropane, cyclopropanes, norbornadiene, allenes, etc.)\textsuperscript{32} will be more likely to adopt a metallacycle form than will simple olefins. Also, olefins with electron-withdrawing substituents that weaken the C-C π bond will favor metallacyclopropane formation.\textsuperscript{33} Since the C-C π-bond in C\textsubscript{2}H\textsubscript{4} is one of the strongest C-C π-bonds known,\textsuperscript{34} ethylene will be the olefin least likely to form a metallacyclopropane.

3) Strong M-C σ Bonds

Since the major force stabilizing the metallacyclopropane is the formation of metal-carbon covalent bonds, metal fragments that tend to make stronger covalent bonds will favor the metallacycle form. Thus Cl\textsubscript{2}Ti will favor metallacyclopropane less than will Cl\textsubscript{2}Zr or Cl\textsubscript{2}Hf owing to the greater radial extent of the bonding orbitals of Cl\textsubscript{2}Zr and
Cl₂Hf.₃⁵ Late transition metals will favor metallaycles less than will corresponding early transition metals for the same reason.₃⁵

F. Implications

When a complex having the form M(C₂H₄) is judged by the above criteria to be predominantly metallayclic, it should demonstrate chemistry associated with that of two isolated, and strained, metal carbon bonds. Therefore, we suggest that the oxidative cyclization reaction (2), which has been observed for M = Cp₂*Zr,³c Cp₂*Ti,⁵b and CpCl₂Ta³a should be viewed NOT as a six-electron process [Eq. (7)]

\[ \begin{array}{c}
\text{M} - || + C₂H₄ \rightarrow \text{M} \rightarrow \text{M} \circ \circ \circ \circ \circ \\
\end{array} \]  

but rather as the simpler four-electron insertion process [Eq. (8)].

\[ \begin{array}{c}
\text{M} \circ \circ \circ \circ \circ + C₂H₄ \rightarrow \text{M} \rightarrow \text{M} \circ \circ \circ \circ \circ \\
\end{array} \]

Furthermore, we suggest that reaction (2) is not oxidative at all; the "divalent" metal in the metallaclipsepropane participates in the pericyclic migratory insertion reaction¹² to give the "divalent" metal in the metallaclipsepentane.

Why is it that these metallaclipsepropanes react with olefins (see Fig. 6), while the corresponding dialkyl complexes do not [Eq. (9)]?₃⁶
The beautiful simplicity of the metallacyclopropane form is apparent in the plots of Figure 2. The strain in the three-membered ring, which is manifest in the valence bond description, stimulates the migratory insertion reaction. Cyclopropane itself is stable in the presence of simple olefins only because for carbon the 2+2 reaction is forbidden.\(^{15}\) [Eq. (10)].

\[
\begin{align*}
\text{M} + \text{C}_2\text{H}_4 & \rightarrow \text{M} \\
\text{M-CH}_3 + \text{C}_2\text{H}_4 & \rightarrow \text{M-CH}_3
\end{align*}
\]

The presence of the metal at the apical site and, importantly, the use of the metal valence d-orbitals in the covalent metal-carbon bond allows the intrinsic strain of the three-membered ring to be relieved by a very simple 2+2 reaction.

It is important to note that the metal fragments (Cp\(_2^*\)Ti, Cp\(_2^*\)Zr, CpCl\(_2\)Ta, etc.) affording the reaction shown in (2) are all expected to be high-spin d\(^2\) species.\(^{30}\) According to the first rule mentioned in Section II.E, the complex formed between each of these fragments and ethylene should be a metallacyclopropane.

There are also several examples in the literature where metal fragments that do not have high-spin d-shells promote "oxidative cycloaddition" to give metallacyclopentanes when they are treated with olefins.
Ni(O) and Ir(I) are especially effective\textsuperscript{3d,32} (Figure 11). In a similar way, low-valent group VIII metals are known to react with 2 equivalents of acetylene to give metallacyclopentadienes\textsuperscript{37} (Figure 12). In all of these cases the metal is introduced into the (often catalytic) reaction sequence as a low-valent complex that is transformed to the higher-valent metallacyclic product. We suggest that the change in valency occurs upon the addition of the first equivalent of olefin (or acetylene) to give the metallacyclopropane (or -propene)\textsuperscript{33,38} [Eq. (11)].

\[
\begin{align*}
M^0 + \equiv & \quad \longrightarrow \quad M^II
\end{align*}
\]

Note that in all of the above cases the active π-bonds are weak ones (due to strain, electron-withdrawing substituents, or the intrinsic weakness of acetylene π bonds). This was mentioned above as the second criterion for predicting predominance of a metallacyclic structure over a π-complex form.
III. Conclusions

The GVB calculations on Cl₂Ti(C₆H₄) lead to a metallacyclopropane resonance structure that predominates over the π-complex resonance structure. The chemistry expected from this metallacyclopropane form involves 2 + 2 suprafacial reactions with the strained Ti-C bond. This reactivity is consistent with experimental observation.

We have emphasized that the metallacyclopropane and π-complex forms are not truly separate and distinct; however, we expect that one form will take precedence over the other in any one system. This leads to the partitioning of the chemistry of olefin complexes into two classes, that of the metallacycle and that of the π-complex. The chemistry of the metallacyclopropane is dominated by 2⁺ + 2⁻-type reactions, while the chemistry of the π-complex is dominated by acid-base reactions resulting from enhancement of the electrophilicity of the olefin.

By examining the wavefunction of one metallacyclopropane in detail, we have been able to see the ring strain that is not at all apparent in the π-complex form. We have seen how this ring strain plays an important role in metallacyclopropane chemistry, owing to the suprafacial 2 + 2 reaction that, although forbidden in main group chemistry, is possible at a transition metal to carbon covalent bond!
APPENDIX: Details of the Calculations

A. Basis Sets and Effective Potentials

We calculated GVB(3/6) wavefunctions for the Cl₂Ti(C₂H₄) complex. The titanium, carbon, and hydrogen centers were described in a fully ab initio, all-electron fashion, using valence double zeta basis sets on each. The core electrons (1s,2s,2p) on chlorine were replaced with the SHC ab initio core effective potential, and the valence electrons on chlorine were described using a minimal basis set optimized for molecular environments.

B. Geometry Variation

During the geometry searches, C₆ₐ molecular symmetry was assumed. This is justified for several reasons. Firstly, all tetra- and divalent four-coordinate titanium complexes are pseudotetrahedral. It seems unlikely that the Cl₂Ti(C₂H₄) complexes would deviate from this. Secondly, Bercaw and co-workers have studied Cp₂⁺Ti(C₂H₄) crystallographically and found that the ethylene moiety occupies two of the "tetrahedral sites" about the titanium atom. Finally, our experience with similar complexes of titanium [Cl₂TiH₂, Cl₂TiH, Cl₂TiH⁺, Cl₂Ti=CH₂, and Cl₂Ti(CH₂)₃] also indicates that there is little force driving the two "organic" ligands out of the plane that bisects the Cl-Ti-Cl angle.

Throughout these calculations, the Ti-Cl bond length was fixed at 2.328 Å, and the Cl-Ti-Cl angle was fixed at 142°. These are the parameters calculated for Cl₂TiH₂ and since the chlorine ligands are used here singly as model "anionic" ligands, the fixing of their positions is justified. The C-H bonds in the complex were fixed at 1.091 Å and not varied, although the angle of depression of the methylene units was optimized.
The geometry of the complex was optimized for the GVB-PP(3/6) level wavefunction in which the motions of three pairs of electrons are correlated. Each pair requires two valence bond-like orbitals so that six orbitals are used for the three pairs (hence, 3/6). These six electrons are the "active electrons" in this complex. This wavefunction has the flexibility to describe either the three bonds of a metallacyclocpropane 9

or the three pairs of a π-complex (a lone pair on the metal, a C-C sigma bond, and a C-C π bond) 10

The geometry search was conducted as follows: (1) With \( R(\text{CC}) = 1.432 \, \text{Å} \) and \( R(\text{Ti-C}) = 2.14 \, \text{Å} \), the angle of depression of the CH₂ units from the ethylene plane was optimized at 21°. (2) With this angle set at 21° and
R(C-C) set at 1.432 Å, the Ti-C distance was bound to be 2.181 Å. With the angle of depression set at 21° and R(Ti-C) set at 2.181 Å, the carbon-carbon distance was optimized at 1.460 Å. In this way the structure shown in Figure 1a was found. [A similar geometry variation procedure using a purely HF (molecular orbital) wavefunction gave the geometry shown in Figure 1c.]

The GVB(3/6) wavefunction that was variationally determined is that wavefunction described by the orbitals in Figure 2. No symmetry or equivalence restrictions were placed on the wavefunction to force the metallacyclopropane structure.

Using symmetry restrictions, we were able to force the Cl₂Ti(C₆H₄) system to have a wavefunction describing the π-complex form. This was done by requiring that two covalent bonds be retained between the two carbon atoms. As expected, the GVB(3/6) (π-complex) wavefunction prefers the geometry of Figure 1c (by 4.5 kcal/mol) over the geometry of Figure 1a.

It is valuable to examine the GVB orbitals describing these structures in more detail. Recall that in the valence bond formalism a covalent bond results from the overlap of two singly-occupied electronic orbitals, say \( \varphi_a \) and \( \varphi_b \). Also recall that the valence bond wavefunction, \( \psi_{VB} \), can be written as a sum of two molecular orbital configurations [Eq. (12)],

\[
\psi_{VB} = (ab + ba) = (a + b)^2 - \lambda^2(a - b)^2 = \sigma^2 - \lambda^2 \sigma^2 
\]

(12)

where \( \sigma \) and \( \sigma^* \) correspond to bonding and antibonding localized molecular orbitals and \( \lambda \sim 0.1 \) for a strong bond (overlap = 0.8). The GVB pair lowering, \( \Delta E \), is the energetic destabilization realized in replacing the GVB pair \( (\sigma^2 - \lambda^2 \sigma^2) \) by the one configuration (molecular orbital) term \( (\sigma^2) \). A small overlap of the two GVB orbitals indicates large pair lowering energy,
and in this case a valence bond description is greatly preferred over the MO description.

In Table I we list these calculational results for the GVB(3/6) wavefunctions describing the metallacyclopropane and π-complex resonance structures. For comparison we include the analogous data for the two carbon-carbon bonds in ethylene,\textsuperscript{43} the carbon-carbon bond in ethane,\textsuperscript{43} the carbon-carbon bond in cyclopropane,\textsuperscript{43} the titanium-carbon bond in Cl\textsubscript{2}Ti(CH\textsubscript{3})(H),\textsuperscript{44} and the lone pair on Ti in Cl\textsubscript{2}Ti.\textsuperscript{45}

From these and other data we may generalize that Ti-C bonds are characterized by bond orbitals having an overlap of $\sim0.6-0.65$. This is significantly smaller than the overlap of bonding orbitals in a carbon-carbon $\sigma$ bond ($\sim0.8-0.85$). Also, the inclusion of the second configuration ($\sigma^*$) in the molecular wavefunction is energetically twice as important in the titanium-carbon bond as in the carbon-carbon bond.

Data in Table I indicate that the Ti-C bonds in the metallacyclopropane are quite similar to the "normal" Ti-C bond in Cl\textsubscript{2}Ti(CH\textsubscript{3})(H). Contour plots of the orbitals of this TiC bond are shown in Figure 13. Comparison of these orbitals with the orbitals describing the Ti-C bond in the metallacyclopropane (Figure 2) shows the bent character of the latter bond. Similar plots of the orbitals of the C-C bond in ethane are shown in Figure 14. These two bonding orbitals point directly at one another, unlike the corresponding orbitals of the C-C bond in cyclopropane (Figure 4). Comparison of the two carbon-carbon bonds with the two titanium-carbon bonds shows that there is the same relationship between the two Ti-C bonds as between the two C-C bonds. In this way an evaluation of these GVB wavefunctions makes the strain in the titanacyclopropane apparent.

The nonpolarity of the Ti-C bonds in both the metallacyclopropane
and \( \text{Cl}_2\text{Ti}(\text{CH}_2)(\text{H}) \) is also apparent from the plots of the GVB orbitals. Note that in each case there is one orbital that is centered on the metal atom and one orbital centered on the carbon. As a contrasting example, the two GVB orbitals for the Cr-H bond of the \( \text{d}^5 \) sextet state of \( \text{CrH}^{46} \) are shown in Figure 15. This bond is polar (\( \text{Cr}^+ - \text{H}^- \)) because both orbitals (\( \varphi_a \) and \( \varphi_b \)) are centered on the hydrogen. Not surprisingly, this polarity also results in a higher overlap (0.77) in this bond than in a typical nonpolar M-H bond (overlap = 0.62 in the Ti-H bond in \( \text{Cl}_2\text{TiH}_2 \)).

Finally, we can assess the shape of the titanium bonding orbital in the metallacyclopropane by plotting the amplitude of this orbital in the plane perpendicular to the Ti-C-C ring and along one of the Ti-C bond axes. This plot is shown in Figure 16. From this it is apparent that the Ti bonding orbital is shaped like a \( \text{d}_x^2 \) orbital, just as in \( \text{Cl}_2\text{Ti}^+-\text{H}, \text{Cl}_2\text{Ti}^-\text{H}, \text{Cl}_2\text{TiH}_2, \text{Cl}_2\text{Ti}(\text{CH}_2)(\text{H}), \text{Cl}_2\text{Ti}(\text{CH}_2)_3, \text{Cl}_2\text{Sc}^-\text{H}, \text{Cl}_2\text{ZrH}, \) and \( \text{Cl}_2\text{ZrH}_2 \).¹⁰,¹²,⁴⁷ The shape of this bonding orbital is critical when evaluating the propensity of this bond to participate in 2 + 2 reactions, as mentioned in the above text. The fact that there is a ring of negative amplitude about the waist of the "dumbbell" of positive amplitude in this orbital means that the \( 2s + 2s \) substrate can approach the reaction bond from any azimuthal direction to form the quadrilateral transition state required for the pericyclic reaction.

The wavefunction that describes the \( \pi \)-complex form is not surprising. The orbitals in Figure 17 show a doubly-occupied \( \text{d} \) orbital in the singlet state of \( \text{Cl}_2\text{Ti} \). Comparison of these plots with the corresponding plots for the \( \pi \)-complex form of \( \text{Cl}_2\text{Ti}(\text{C}_2\text{H}_4) \) shows only minor changes. The changes observed in the two carbon-carbon bonds in the \( \text{C}_2\text{H}_4 \) unit, when complexed to the metal, are not surprising. These bond orbitals in the
π-complex indicate some distortion from the normal double bond in ethylene (Figure 18), but the ring strain is not nearly as clearly demonstrated here as in the metallacyclopropene form. Furthermore, it is not clear from the π-complex wavefunction that the ring strain is actually relieved along the 2 + 2 reaction pathway. In this way the ring strain, a thermodynamic quantity, can at least qualitatively be related to the kinetics of the 2 + 2 migratory insertion reaction.
Table I. Parameters characterizing GVB orbital pairs mentioned in this study.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>Electron Pair</th>
<th>Overlap</th>
<th>$\Delta \epsilon$ (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Cl}_2\text{Ti}$</td>
<td>C-C bond</td>
<td>0.85</td>
<td>8.2</td>
</tr>
<tr>
<td></td>
<td>Ti-C bond</td>
<td>0.63</td>
<td>19.5</td>
</tr>
<tr>
<td>$\text{Cl}_2\text{Ti}$</td>
<td>C-C $\pi$ bond</td>
<td>0.72</td>
<td>12.6</td>
</tr>
<tr>
<td></td>
<td>C-C $\sigma$ bond</td>
<td>0.87</td>
<td>6.3</td>
</tr>
<tr>
<td></td>
<td>Ti lone pair</td>
<td>0.84</td>
<td>3.1</td>
</tr>
<tr>
<td>Ethane</td>
<td>C-C bond</td>
<td>0.83</td>
<td>9.4</td>
</tr>
<tr>
<td>Cyclopropane</td>
<td>C-C bond</td>
<td>0.81</td>
<td>10.0</td>
</tr>
<tr>
<td>Ethylene</td>
<td>C-C $\pi$ bond</td>
<td>0.64</td>
<td>9.5</td>
</tr>
<tr>
<td></td>
<td>C-C $\sigma$ bond</td>
<td>0.88</td>
<td>6.3</td>
</tr>
<tr>
<td>$\text{Cl}_2\text{Ti}$</td>
<td>Ti lone pair</td>
<td>0.89</td>
<td>1.9</td>
</tr>
<tr>
<td>$\text{Cl}_2\text{Ti}$</td>
<td>Ti-C bond</td>
<td>0.64</td>
<td>23.2</td>
</tr>
</tbody>
</table>

---

\[a\] Reference 45.

\[b\] Reference 44.
Figure 1. Calculated and observed geometries of complexes \(X_2\text{Ti(C}_2\text{H}_4)\).
(a) Dichlorotitanacyclopropane (this work). (b) \(\text{Cp}_2\text{Ti(C}_2\text{H}_4)\) (ref 5b). (c) Dichlorotitanium (ethylene) (this work).
Figure 2. GVB orbitals describing the valence space of dichlorotitanacyclop propane. Spacing between contours is 0.05 a.u. The characteristic dimension of the plot is 6.0 \(a_0\).
Valence Bonds in Dichlorotitanacyclopropane

\[ \text{Ti—C}_1 \sigma \text{ bond} \]

\[ \phi_{1a} \quad \phi_{1b} \]

\[ \text{Ti—C}_2 \sigma \text{ bond} \]

\[ \phi_{2a} \quad \phi_{2b} \]

\[ \text{C}_1—\text{C}_2 \sigma \text{ bond} \]

\[ \phi_{3a} \quad \phi_{3b} \]
Figure 3. Plots of the two Ti-H bonds in C₂H₂ (ref 10). Spacing between contours is 0.05 a.u., and the characteristic dimension of the plots is 6.0 a₀.
Ti-H bonds in Cl₂TiH₂
Figure 4. Plots of two of the C-C bonds in cyclopropane.

C-C σ bonds in cyclopropane
Figure 5. CVB orbitals describing the Ti-H bond in Cl$_2$Ti-H.
Figure 6. Expected reactions of dichlorotitanacyclop propane.
Figure 7. Observed reactions of Cp₂Ti(C₂H₄) (ref 5b).
Figure 8. Structure of Zeise's salt (ref 14).
Figure 9. GVB orbitals describing the valence space of dichlorotitanium (ethylene). Spacing between the contours is 0.05 a.u., and the characteristic dimension of the plots is 6.0 a₀.
Valence bonds in Ti–π complex

$C_1 - C_2$ π bond

$\phi_{1a}$ $\phi_{1b}$

$\text{Ti } d_{yz}$ lone pair

$\phi_{2a}$ $\phi_{2b}$

$C_1 - C_2$ σ bond

$\phi_{3a}$ $\phi_{3b}$

$\phi_{2a}$ $\phi_{2b}$ $\phi_{1a}$ $\phi_{3a}$ $\phi_{3b}$ $\phi_{1b}$

$\text{Ti:}$  

$\text{CH}_2$
Figure 10. Some representative reactions of metal-olefin \( \pi \) complexes.
**Figure 11.** Some reaction of low-valent Group VIII metals with olefin having weak π bonds.
\[
\begin{align*}
\text{[Diagram]} + (\text{bipy})\text{Ni(COD)} & \rightarrow \text{bipy Ni} \\
\text{[Diagram]} + (\text{bipy})\text{Ni(COD)} & \rightarrow \text{bipy Ni} \\
\text{[Diagram]} + \text{bipy Ni(COD)} & \rightarrow \text{bipy Ni} \\
\text{ClIr(COD)} + \text{[Diagram]} & \rightarrow \text{ClIr} \\
(P\phi_3)_3 \text{Ni} + \text{[Diagram]} & \rightarrow \text{[Diagram]} + \text{higher oligomers} \\
(P\phi_3)_2 \text{Ni(C}_2\text{H}_4) + \text{C}_2\text{F}_4 & \rightarrow (P\phi_3)_2 \text{Ni} \text{[Diagram]} + \text{C}_2\text{F}_4 \\
(P\phi_3)_2 \text{Ni} \text{[Diagram]} + \text{C}_2\text{F}_4 & \rightarrow (P\phi_3)_2 \text{Ni} \text{[Diagram]} + \text{C}_2\text{F}_4
\end{align*}
\]
Figure 12. Some reactions of low-valent Group VIII metals with acetylenes.
Figure 13. GVB orbitals describing the Ti-C bond in Cl_2Ti(H)(CH_3). Spacing between the contours is 0.05 a.u., and the characteristic dimension of the plots is 6.0 a_0.
Ti–C bond in Cl₂Ti(CH₃)(H)
Figure 14. GVB orbitals describing the C-C bond in ethane.
Figure 15. GVB orbitals describing the Cr-H bond in CrH.
Figure 16. Plot of the Ti-centered GVB orbital in the Ti-C σ bond in dichlorotitanacyclopropane. The plane of this plot is perpendicular to the plane of the Ti-C-C ring and contains the Ti and C atoms of the bond.
Figure 17. Lone pair on (bent) TiCl₄.
Figure 18. GVB orbitals describing the $\pi$ bond in ethylene. The spacing between the contours is 0.05 a.u., and the characteristic dimension of the plots is 6.0 $a_0$. 
C-C π bond in Ethylene
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Chapter 4. Reactions of $D_2$ with $Cl_2ZrH$
I. Introduction

In the first paper of this series\(^1\) (Paper I), we showed that suprafacial
2 + 2 reactions such as 1

\[
\begin{array}{c}
\text{M} - \text{H} \\
\text{D} + \text{D}
\end{array}
\rightarrow
\left[ \begin{array}{c}
\text{M} \\
\text{D}
\end{array} \right] \\
\rightarrow
\begin{array}{c}
\text{M} + \text{H} \\
\text{D} + \text{D}
\end{array}
\]

are allowed (i.e., proceed with low activation barriers) if the M-H bond of
the reactant "hydride" is a covalent (nonpolar) bond between the two
centers and if this bond involves mostly d orbital character on M. We
compared three reactions (1, \(M = \text{Cl}_2\text{Ti}^+\), \(\text{Cl}_2\text{Ti}^+\), and \(\text{Cl}_2\text{Sc}\)) of hydrides of
transition metals of the first series and showed that the activation bar-
rier for these allowed reactions varied in an understandable way. In the
second paper of the series,\(^2\) we presented the main-group counterpoint,
indicating that in one case (reaction 1, \(M = \text{H}_2\text{B}\)) valence p orbitals on M
could afford sufficient stability to the \(\text{MH}_2\) transition state to allow the
nonpolar \(2_e + 2_e\) reaction to occur but that, in general, polar transition
states are found in these reactions that cannot take advantage of valence
p orbitals on M. In this report we extend our studies to transition metals
of the second series and show that in the case of zirconium (reaction 1, \(M
= \text{Cl}_2\text{Zr}\)) the reaction is again allowed, that it proceeds through a nonpolar
transition state, and that the difference in activation barrier between
strictly analogous titanium- and zirconium-centered reactions can be
related to fundamental differences between the titanium and zirconium
atoms.
II. Results

We have calculated the activation barrier for the reaction of \( \text{Cl}_2\text{ZrH} \) with \( \text{D}_2 \) (reaction 1, \( M = \text{Cl}_2\text{Zr} \)). These calculations were based on the generalized valence bond (GVB) technique,\(^3\) using the method described in Paper I. The geometries of \( \text{Cl}_2\text{ZrH} \) and the transition state \( \text{Cl}_2\text{Zr(H)}(\text{D})_2 \) were optimized, and the optimum geometries are reported in Tables I and II. Included for comparison are the geometries optimized previously for \( \text{Cl}_2\text{TiH} \) and \( \text{Cl}_2\text{Ti(H)}(\text{D})_2 \) (reaction 1, \( M = \text{Cl}_2\text{Ti} \)).

The reaction at zirconium is 4.3 kcal/mol lower in energy than the reaction at titanium. In Table III we list activation barriers and Mulliken population data for the two reactions. These data show that the two reactions are similar not only in their low activation energies but also in the nonpolarity of their transition states. Thus, in general terms, zirconium responds just as scandium and titanium: the \( 2_1^+ + 2_2^+ \) reaction is a "direct hydrogen transfer"\(^4\) as opposed to the "hydride transfer", which is characteristic of the alkali metal hydrides.\(^2\)

In Figure 1 we show plots of the four one-electron GVB orbitals,\(^5\) which are active in the \( \text{Cl}_2\text{ZrH} + \text{D}_2 \) reaction. Just as in the case of \( \text{Cl}_2\text{TiH}^+ + \text{D}_2 \), the active orbitals here are seen to delocalize to form two three-center, two-electron bonds in the transition state. Bond 1 starts the reaction as the D-D bond, becomes the H \( \cdots \) D \( \cdots \) D three-center bond at the transition state and completes the reaction as the new H-D bond. Bond 2 starts the reaction as the Zr-H bond, delocalizes to from the \textit{unspieget} \(^6\) H \( \cdots \) Zr \( \cdots \) D three-center bond at the transition state and subsequently relocalizes to form the new Zr-D bond in the product. For comparison we show the corresponding set of active orbitals for the \( \text{Cl}_2\text{TiH} + \text{D}_2 \) reaction in Figure 2. This corroborates the conceptual similar-
ity of the two reactions.

There is a fifth "pseudo-active" electron in each of these two reactions since Cl₂TiH and Cl₂ZrH (and the related transition states) are radicals. In each case this unpaired electron is in an orbital that must remain orthogonal to the bonds that are in motion during the reaction. In Figure 3 we display the orbitals that contain the unpaired electron in the reactants and transition states for each reaction. In Table IV we show how the energies of these orbitals change during the reaction. The plots in Figure 3 show that the singly-occupied orbital in both Cl₂ZrH and Cl₂TiH is in the plane of the four-center reaction. Since the orthogonalization of this orbital to the orbitals of the reaction is not obviated by symmetry, it is possible that it will raise the activation barrier for the pericyclic reaction.

In order to understand the difference in activation barriers between the two reactions, we have studied Cl₂ZrH₂ and Cl₂TiH₂. In Table V we compare the optimum geometries for the two molecules and include Mulliken population data that indicate the M-H bonds are not significantly polar toward hydrogen in either case. The fact that these M-H bonds should not be viewed as hydridic is highlighted by the orbital descriptions of these bonds, which are given in Figures 4 and 5.
III. Discussion

The outstanding difference between the titanium and zirconium atoms is that the valence s and valence d orbitals are closer in size in zirconium than in titanium\(^9\) (Figure 6). This is simply due to the requirement that the 4d orbitals in zirconium be orthogonal to the closed shell of 3d orbitals, while the 3d orbitals of titanium have no such core orbitals to avoid. This orthogonality requirement forces the incorporation of a radial node in the 4d orbitals of zirconium, resulting in their increased size. Since this requirement applies to the valence d orbitals of atoms in both the second and third transition series, d orbitals in atoms of the first series may be thought of as being undersized in the same way that the valence p orbitals are undersized in atoms of the first (main group) row of the periodic table.\(^9,10\) Since there is such a disparity in relative sizes, the energy of the 4s orbital on titanium is quite high (3.1 e\(^{11}\) \textit{vs.-} \textit{vis} the 3d orbitals, while in zirconium the energies of the 5s and 4d orbitals are close by comparison (1.8 e\(^{11}\) in Table VI we report s and d ionization potentials for the two atoms, showing the 70 kcal/mol energetic separation of 3d and 4s in titanium and the 40 kcal/mol separation of 4d and 5s in zirconium.

In cases such as titanium, in which there are two atomic orbitals in the valence region of an atom that are of markedly different energy, the more electronegative "one-electron" ligands will use the orbital that is the higher in energy of the two, leaving the lower energy orbital to be used by the less electronegative ligands. This effect can be traced to the polarity of the M-X bond. The greater the electronegativity of X, the more important the X\(^-\) component is in the description of the bond. This ionic component will be lower in energy when the orbital on M, which is
ionized, is lower in energy. Thus, the greater electronegativity of X will result in the greater tendency of X to bond to the more easily ionized orbital. Thus, in Cl₂TiH₂, the chlorine ligands bond preferentially to the 4s orbital on titanium, while the hydrogen atoms bond to the 3d orbitals that remain. This is to be distinguished from the case of Cl₂ZrH₂ in which there is less discrepancy in the natures of the Zr-Cl and Zr-H bonds. Hence, while the titanium-centered orbital of the Ti-H bond in Cl₂TiH₂ is 74% Ti-d, the corresponding zirconium orbital in Cl₂ZrH₂ is only 58% Zr-d (in each case the remainder of the orbital is metallic valence s and p in character). Stated in other terms, the energetic closeness of the zirconium 5s and 4d orbitals allows s/d hybridization to occur more freely (in Pauling's terms, the promotion energy is smaller).

One result of this free mixing is the larger H-M-H angle in Cl₂ZrH₂ than in Cl₂TiH₂. This may be rationalized by noting that simplest valence bond ideas predict that the angle between two covalent σ bonds to two d orbitals on the same metal will be 54.74° (or 125.26°) (ignoring steric effects and electron correlation). Similarly, the angle between two σ bonds to two sp³ hybrid orbitals in the same metal is predicted to be 180°. In the limit of no sp-d hybridization (and ignoring steric and correlation effects), the Cl-M-Cl angle in Cl₂M:H₂ (M = Ti, Zr) is thus predicted to be 180° and the H-M-H angle 54.74° (or 125.26°). Increased sp-d hybridization will lead to four bonds that are more equivalent and a concomitant tendency of the bond angles toward the tetrahedral average.

The energetic disparity between valence s and valence d also has an effect on the electronic structure of Cl₂M:H. The metal-centered orbital in the Ti-H bond in Cl₂TiH is 65% d, while the corresponding orbital in the zirconium case is only 52% d. Interestingly, the singly-occupied orbital in
Cl₂TiH is 94% d, while the zirconium-centered singly-occupied orbital is only 74% d. This further evinces the ease of s-p-d hybridization in Zr and the energetic difficulty of this in the case of Ti.

In Paper I we asserted that the 2⁺ + 2⁺ reaction, 1, would be lower in energy for the M-H bonds, which are more d-like on the metal. Here we present a case that violates that prescription. The reaction at Cl₂ZrH is lower in energy than the reaction at Cl₂TiH, even though the Zr-H bond has less d character than the Ti-H bond (Table I). The simple rule postulated in Paper I must be amended to account for the fact that an atom such as zirconium is able to form strong bonds with its valence d orbitals as well as with its valence s and p orbitals. In the discussion in Paper I, it was assumed that the removal of metallic s and p components of the M-H bond when the V-H₃ bond was formed would be energetically quite costly. This was due to our belief that "d" bonds are intrinsically weaker than "s" bonds. This appears to be not so much the case with transition metals of the second row, owing to the similarity in radial extent of the s and d orbitals. In the case of titanium, the overlap of the atomic 4s orbital with a 1s orbital on a hydrogen atom 1.7 Å away is 0.444, and the overlap of an atomic 3dz² orbital with that same hydrogen 1s orbital is 0.199. In the case of zirconium, the overlap of the atomic 5s orbital with the 1s orbital on a hydrogen atom is 1.87 Å away is 0.402, while that of the atomic 4dz² is 0.304. Thus, the zirconium valence d orbitals are expected to bond to "one-electron ligands" as effectively as the valence s.

In Paper II, we proposed that the barrier for reaction 1 depended on the ability of M to form an "unspiegel" bond with the H₃ radical. This bond is drawn schematically in (2).
In this structure, the two fragments of the transition state (M and H₃) are held together by a bond between the antisymmetric (unspiegel) one-electron orbital on M and the delocalized and antisymmetric (unspiegel) orbital on H₃. Thus we showed that the activation barrier for reaction 1 could be dissected into its components, one of which is the ability of the unspiegel orbital on M to form strong π bonds. Comparison of Figures 1 and 2 and the overlaps in Tables I and III bespeaks the greater ability of zirconium than titanium to form such π bonds. This is because the antisymmetric (unspiegel) zirconium 4d orbital that mediates the M-H₃ bond is larger (in proportion) than the corresponding orbital in Cl₂Ti(H)(D)₂. This provides for greater overlap of the two orbitals of the H···M···D bond in the zirconium reaction than in the titanium reaction, and this in turn leads to a lower activation barrier. In this way, even though more s and p character is quenched from the Zr-H bond at the Cl₂Zr(H)(D)₂ transition state, the comparable strengths of the Zr "s" and "d" bonds makes the activation barrier for the zirconium-mediated 2s + 2e reaction lower.

The unpaired electron on M (Table IV and Figure 3) has less effect on reaction 1 for M = Cl₂Zr than for M = Cl₂Ti, as evidenced by the changes in orbital energies. Apparently, in neither case is the orthogonalization of this orbital to the incoming D₂ unit energetically prohibitive.
Conclusion

In this paper we have shown that

1) the suprafacial 2 + 2 reaction between Cl₂ZrH and D₂ is allowed and proceeds with an activation barrier lower than that for the corresponding reaction at Cl₂TiH;

2) this lower activation barrier is due to the greater ability of Cl₂Zr than Cl₂Ti to form an unspiegel "π-bond" with H₂; and

3) this ability is due to the greater radial extent of the Zr (4d) orbital than the Ti (3d) orbital.

We have also shown that the s-to-d rehybridization about zirconium, which is necessary for the process of the 2ₜ + 2ₜ reaction is low in energy because the valence s and d orbitals on Zr are close in size, energy, and in their ability to overlap the bonding orbitals of a one-electron ligand such as H.

We have also shown that the Zr-H bond in Cl₂ZrH is quite similar to the Zr-H bond in Cl₂ZrH₂, and that the singly-occupied orbital on zirconium in Cl₂ZrH is not severely affected during the 2₂ + 2ₜ reaction. Given these data, we suggest that these results [reactions of Cl₂ZrH, an example of "organometallic" Zr(III)] can be used in the analysis of the reactions of the "organometallic" reactions of Zr(IV) complexes.

Reactions of Zr(IV) complexes with H₂ (D₂) have been observed by Bercaw [(3)²⁰ and (4)²¹] and Schwartz [(5)²²].

(3)
Mechanisms have been proposed for these reactions that invoke either migration of H(D) to the cyclopentadienyl ring or dipolar (heterolytic) cleavage of H2 (D2). Our results indicate that while such mechanisms may occur, there is a simpler, direct route available to such complexes. The direct hydrogenolysis of such Zr-R bonds (R = H, D, alkyl) has been suggested by Brintzinger. We concur and cite these reactions as several of the same class of pericyclic 2+2 reaction. Results shown in Figure 1 and Table II indicate that these reactions should not be viewed as heterolytic or even polar, but as nonpolar and pericyclic.

Based on the topological similarity of the H-H bond in H2 to the C-C π bond in simple olefins, we can also extend our results to the analysis of reactions such as (6).

\[
\text{X}_3\text{Zr} - \text{H} + \text{R} \rightarrow \text{X}_3\text{Zr} - \text{R}
\]

We claim that these hydrozirconation reactions can also proceed via a very simple pericyclic mechanism involving the four-center intermediate.
Finally, we believe that these results can be extended to the description of the reaction shown in (8)\textsuperscript{21}

\begin{equation}
\text{Cp}_2^*\text{Zr} \xrightleftharpoons[R]{C_2H_4} \text{Cp}_2^*\text{Zr}(C_2H_4) \xrightarrow[C_2H_4]{[C_2H_4]} \text{Cp}_2^*\text{Zr}\square (8)
\end{equation}

In Paper III of this series,\textsuperscript{26} we described the electronic structure of Cl\textsubscript{2}Ti–CH\textsubscript{2}–CH\textsubscript{2}, indicating the strain in the metallacyclopropane ring. We claimed that the reaction shown in (9)\textsuperscript{26}

\begin{equation}
\text{Cp}_2^*\text{Ti}(C_2H_4) \xrightleftharpoons[C_2H_4]{C_2H_4} \text{Cp}_2^*\text{Ti}\square (9)
\end{equation}

should be viewed as a ring-expanding migratory insertion reaction that is pushed by this strain. We suggest that the same mechanism is operative in the zirconium case (8). Owing to the greater radial extent of the valence d orbitals on zirconium, the ethylene complex of \textit{Cp}_2^*\text{Zr} is even more likely to be a metallacyclopropane than is the ethylene complex of \textit{Cp}_2^*\text{Ti}.
Appendix: Details of the Calculations

These calculations were performed at the fully ab initio level. All electrons were included in the calculations save the ten core electrons on each chlorine. These electrons were replaced by an ab initio effective potential. The valence electrons on chlorine were described by a minimal basis set that was optimized for molecular environments. This basis emphasizes the chloride character of these ligands. The metals were described by valence double zeta basis sets, and the hydrogen atoms by a triple zeta set. The geometries of the two titanium species involved in the \(2 + 2\) reaction were described in Paper I. The geometry of the \(\text{Cl}_2\text{ZrH}_2\) molecule was optimized in a point-by-point fashion using \(\text{GVB}(2/4)\) wavefunctions in which the two \(\text{Zr-H}\) bonds were described by pairs of \(\text{GVB}\) orbitals. The geometry of \(\text{Cl}_2\text{ZrH}\) was optimized at the \(\text{GVB}(1/2)\) level, keeping the \(\text{Cl}_2\text{Zr}\) fragment fixed at that of the \(\text{Cl}_2\text{ZrH}_2\) molecule. The geometry of the \(\text{Cl}_2\text{Zr}(\text{H})(\text{D})_2\) molecule was optimized at the HF level in a point-by-point way.

The height of the activation barrier for the \(2_1 + 2_1\) reaction (\(\Delta E\) in Table III) was determined by the method described in Paper I. In Table VII we report the final total energies for the species pertinent to reaction 1.
<table>
<thead>
<tr>
<th>Molecule</th>
<th>r(M-Cl)</th>
<th>r(M-H)</th>
<th>θ(Cl-M-Cl)</th>
<th>Mulliken Populations in M-H Bond Pair</th>
</tr>
</thead>
</table>
| Cl₂ZrH   | (2.450 Å) | 1.901 Å | (127.2°)   | M (valence d): 0.55  
|          |          |         |            | M (valence s and p): 0.43  
|          |          |         |            | H: 1.03                             |
| Cl₂TiH   | (2.328 Å) | 1.70 Å  | (140°)     | M (valence d): 0.70  
|          |          |         |            | M (valence s and p): 0.37  
|          |          |         |            | H: 0.87                             |

Values in parentheses were fixed at those from Cl₂MH₃. Other parameters were optimized using a GVB(1/2) wavefunction.

Both molecules were found to be planar.
The geometry of the C4M fragment was fixed at that of the CPI⁺ molecule. CZV symmetry was assumed for both complexes.

<table>
<thead>
<tr>
<th>Molecule</th>
<th>$r_1$</th>
<th>$r_2$</th>
<th>$\theta$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl$_2$Zr(H)(D)$_2$</td>
<td>2.008 Å</td>
<td>1.032 Å</td>
<td>60.2°</td>
<td>155°</td>
</tr>
<tr>
<td>Cl$_2$Ti(H)(D)$_2$</td>
<td>1.8459 Å</td>
<td>1.0284 Å</td>
<td>65°</td>
<td>148°</td>
</tr>
</tbody>
</table>

*a* The geometry of the Cl$_2$M fragment was fixed at that of the Cl$_2$MH$_2$ molecule.

*b* C$_{2v}$ symmetry was assumed for both complexes.
Table III.

\[ \text{Cl}_2\text{MH} + \text{D}_2 \xrightarrow{\Delta E} \text{Cl}_2\text{MD} \]

<table>
<thead>
<tr>
<th>M</th>
<th>( \Delta E ) (kcal/mol)</th>
<th>Mulliken Populations</th>
<th>GVB Pair Overlaps</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Transition State</td>
<td>Total on hydrogen</td>
</tr>
<tr>
<td></td>
<td></td>
<td>D \cdots M \cdots H Bond</td>
<td>in MH(_2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>s  p   d</td>
<td>terminal</td>
</tr>
<tr>
<td>Zr</td>
<td>17.4</td>
<td>0.0  0.12 0.60</td>
<td>1.02</td>
</tr>
<tr>
<td>Ti</td>
<td>21.7</td>
<td>0.0  0.11 0.72</td>
<td>0.93</td>
</tr>
<tr>
<td>Molecule</td>
<td>Orbital Energy of Singly-Occupied Orbital (hartree)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------------</td>
<td>-----------------------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl₂ZrH</td>
<td>-0.3857</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl₂TiH</td>
<td>-0.5314</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl₂Zr(H)(D)₂</td>
<td>-0.3718</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cl₂Ti(H)(D)₂</td>
<td>-0.5153</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\) All values are results of GVB(1/2) or GVB(2/4) calculations.
Table V. $\text{Cl}_2\text{MH}_2$.\textsuperscript{a}

<table>
<thead>
<tr>
<th>M</th>
<th>$r(\text{M-H})$</th>
<th>$r(\text{M-Cl})$</th>
<th>$\theta(\text{Cl-M-Cl})$</th>
<th>$\theta(\text{H-M-H})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr</td>
<td>1.86 Å</td>
<td>2.450 Å</td>
<td>127.2°</td>
<td>102.1°</td>
</tr>
<tr>
<td>Ti</td>
<td>1.70 Å</td>
<td>2.328 Å</td>
<td>142°</td>
<td>74.9°</td>
</tr>
</tbody>
</table>

\textsuperscript{a} Reference 31.
Table VI. Ionization Potentials of Zr and Ti Atoms.\textsuperscript{a, b}

<table>
<thead>
<tr>
<th>Ionization</th>
<th>Energy</th>
<th>Δ(= &quot;d&quot; IP - &quot;s&quot; IP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr\textsuperscript{3F; (5s)\textsuperscript{2}(4d)\textsuperscript{2}} \rightarrow Zr\textsuperscript{+}[4F; (5s)(4d)\textsuperscript{2}]</td>
<td>6.95 eV</td>
<td>39.7 kcal/mol</td>
</tr>
<tr>
<td>\rightarrow Zr\textsuperscript{+}[\textsuperscript{2}D; (5s)\textsuperscript{2}(4d)]</td>
<td>8.67 eV</td>
<td></td>
</tr>
<tr>
<td>Ti\textsuperscript{3F; (4s)\textsuperscript{3}(3d)\textsuperscript{2}} \rightarrow Ti\textsuperscript{+}[4F; (4s)(3d)\textsuperscript{2}]</td>
<td>6.86 eV</td>
<td>70.3 kcal/mol</td>
</tr>
<tr>
<td>\rightarrow Ti\textsuperscript{+}[\textsuperscript{2}D; (4s)\textsuperscript{2}(3d)]</td>
<td>9.91 eV</td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a} Quantities averaged over J states.

\textsuperscript{b} From ref 11.
<table>
<thead>
<tr>
<th></th>
<th>Cl&lt;sub&gt;2&lt;/sub&gt;MH</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Total Energy (hartree)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>HF</td>
<td>GVB(1/2)</td>
<td>GVB(1/2)-RCI&lt;sup&gt;*&lt;/sup&gt;</td>
<td>single excitations</td>
</tr>
<tr>
<td>M</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zr</td>
<td>-4455.32441</td>
<td>-4455.34308</td>
<td>-4455.34474</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ti</td>
<td>-1767.095723</td>
<td>-1767.12376</td>
<td>-1767.12784</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

|      | Cl<sub>2</sub>M(H)(D)<sub>2</sub> |       |      |                             |                             |
|------|--------------------------------|-------|------|-----------------------------|                             |
|      | Total Energy (hartree) |      |      |                             |                             |
|      | HF     | GVB(1/2) | GVB(1/2)-RCI<sup>*</sup> | single excitations |
|      |        |          |                             |                             |
| Zr   | -4456.42531 | -4456.44556 | -4456.46519 |                             |                             |
| Ti   | ---    | -1768.21804 | -1768.24138 |                             |                             |
Figure 1. GVB orbitals active in the reaction of Cl₂ZrH with D₂. (i) Reactants. (ii) Transition state. (iii) Products. The separation between adjacent contours is 0.05 a.u., and the dimension of each plot is 6 a.u.
Figure 2. GVB orbitals active in the reaction of Cl₂TiH with D₂. (i) Reactants. (ii) Transition state. (iii) Products. The separation between adjacent contours is 0.05 a.u., and the dimension of each plot is 6 a.u.
Figure 3. Plots of the singly-occupied orbitals in Cl₂ZrH, Cl₂ZrH₃, Cl₂TiH, and Cl₂TiH₃. The separation between adjacent contours is 0.05 a.u., and the dimension of each plot is 6 a.u.
Singly - Occupied Orbitals

\[ \text{Cl}_2\text{Zr} \backslash \begin{array}{c} \text{H} \\ \text{D}_1 \\ \text{D}_2 \end{array} \]  
\[ \text{Cl}_2\text{ZrH} \]

\[ \text{Cl}_2\text{Ti} \backslash \begin{array}{c} \text{H} \\ \text{D}_1 \\ \text{D}_2 \end{array} \]  
\[ \text{Cl}_2\text{TiH} \]
Figure 4. GVB orbitals describing the Zr-H bonds in Cl\textsubscript{2}ZrH\textsubscript{2}. The separation between adjacent contours is 0.05 a.u., and the dimension of each plot is 6 a.u.
Zr-H bonds in Cl₂ZrH₂

[Diagram of molecular orbitals and bonding interactions in Cl₂ZrH₂]
Figure 5. GVB orbitals describing the Ti-H bonds in Cl₂TiH₂. The separation between adjacent contours is 0.05 a.u., and the dimension of each plot is 6 a.u.
Ti–H bonds in Cl$_2$TiH$_2$
Titanium and Zirconium Atomic Orbitals

Figure 6. Valence s and d_{xz} orbitals for the zirconium and titanium atoms. The separation between adjacent contours is 0.05 a.u., and the dimension of each plot is 6 a.u.
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(5) Recall in GVB that bonds are formed from overlapping, singly-occupied orbitals; ref 3; also W. A. Goddard III, J. Am. Chem. Soc., 94, 793-807 (1972).

(6) In Paper II (ref 2), we defined an orbital or bonding pair of orbitals to be spiegel if they were symmetric under reflection in a given plane and unspiegel if antisymmetric. These terms are the generalization of sigma and pi, respectively.


(8) Examples of hydridic species are shown in ref 2.


These hybridizations are based on relative Mulliken populations of d and s + p functions on the metal.


The value of $R(Ti-H)$ of 1.70 Å is found for both $Cl_2TiH_2$ (ref 7) and $Cl_2TiH$ (ref 1).

These overlaps are of atomic orbitals, i.e., not self-consistently optimized. The atomic orbitals came from HF calculations on the appropriate (s$^2$d$^2$) state of the Zr and Ti atoms, and a similar calculation on the ground state of the hydrogen atom.

This value of $R(Zr-H)$ is based on results shown in Tables I and V.

We believe that this feature of zirconium, as well as the fact that the unpaired electron in $Cl_2ZrH$ is in an orbital which, in comparison to the corresponding orbital in $Cl_2TiH$, has such a large component of valence s character, accounts for the dearth of examples of organometallic complexes of zirconium(II); see Ref. 19.


(23) This refers to the similarity of the two bonds when they are involved in a $2_1 + 2_2$-type reaction; see ref 2.


The HZrH angle was optimized at the HF, GVB(2/4), and GVB(2/4)-RCI levels. The optimum angles were found to be 104.8°, 103.0°, and 102.1°, respectively. At the GVB(2/4)-RCI level, the difference in energy for $\vartheta = 105^\circ$ and $\vartheta = 75^\circ$ is 2.2 kcal/mol, and at the HF level, this difference is 3.1 kcal/mol. For Cl$_2$TiH$_2$, the energy difference between $\vartheta$(HTiH) = 75° and $\vartheta$ = 105° is 3.2 kcal/mol (at the HF level).

For Cl$_2$TiH, GVB(1/2), and GVB(1/2)-RCI calculations gave the same Ti-H bond length to within 0.004 Å. This leads us to believe that the GVB(1/2) level sufficiently accounts for the Zr-H bond length optimization in Cl$_2$ZrH.
Chapter 5. The Effect of Hybridization on Reactions at Transition Metals.
I. Hybridization of Atomic Orbitals on Transition Metals

In the preceding chapters we have shown that suprafacial $2 + 2$ reactions at transition metals can occur with low activation barriers. We have also shown two examples in which the $2_1 + 2_2$ reaction does not proceed at low energy, even though transition metals are involved. We showed graphically that the trend in transition metal $2_1 + 2_2$ reactivity is related to the ability of the metal to use its valence $d$ orbitals during the concerted reaction. We now turn to the direct study of how atomic $s$, $p$, and $d$ orbitals on transition metals mix to form hybrid orbitals that are the optimum orbitals for bonding in the reactants, transition states, and products of reactions. The goal is to appreciate the effects that dictate hybridization in transition metal covalent bonding and how demanding these effects are. In particular, it is important to understand the energetics of (1).

What is the cost of the rehybridization that allows the $2_1 + 2_2$ reaction to take place?

We have found simple valence bond ideas\(^1\) and calculations quite useful in these studies. Recall simple valence bond claims that bonds are formed by the overlap of simple atomic orbitals--there is no self-consistent optimization of the sizes and shapes of the bonding orbitals. The simple valence bond description of (2)
It has been claimed that changes in overall electronic kinetic energy dominate chemical bonding (see Appendix). For process (2), the change in total electronic kinetic energy is given by

\[ \Delta E_T = \frac{2S\tau_T}{1 + S^2}. \]

where

\[ \tau_T = T_{AB} - \frac{S}{2}(T_{AA} + T_{BB}) \]

and

\[ T_{ij} = \langle \varphi_i | T | \varphi_j \rangle; \quad T = \text{kinetic energy operator}. \]

In this study we calculate \( \Delta E_T \) as a function of the spd hybridization of the metal orbital for process (2) in which \( \varphi_A \) is a transition metal-centered orbital and \( \varphi_B \) is either a hydrogen or carbon orbital. The use of simple
valence bond wavefunctions allows the effect of hybridization to be tested directly; and the $\Delta E_T$ parameter is a useful one because it is a one-electron quantity and is thus easily calculated. The results of this work indicate that, considering the exchange kinetic energy ($\Delta E_T$) along, the optimum mixture of valence s/valence p valence d in transition metal-hydrogen and -carbon bonds is 40% (s and p)/60% d; and that the discrimination in use between valence s and valence $p_z$ in the spd hybridization is not strong.
II. Shapes of the Hybrid Orbitals

An spd hybrid orbital may be defined as in (5),

$$\psi_{\text{hybrid}} = \frac{a_s \psi_s + a_p \psi_p + a_d \psi_d}{(a_s^2 + a_p^2 + a_d^2)^{1/2}}$$  \hspace{1cm} (5)

in which \(\psi_s\) is the metal valence s orbital, \(\psi_p\) is the metal valence p orbital, and \(\psi_d\) is the metal-valence d orbital. In the present work we used \(\psi_s\), \(\psi_p\), and \(\psi_d\) for the metals that came from self-consistent field (Hartree-Fock) calculations on the appropriate atomic states. Thus, for a particular metal and a particular parameter set \((a_s, a_p, a_d)\), the hybrid orbital is completely specified.

In Figure 1 we show \(\psi_s\), \(\psi_p\), and \(\psi_d\) for titanium. The s and d orbitals are taken from the \(4s^23d^2\) state and the p orbital from the \(4s^14p^13d^2\) state of the atom. In Figure 2 we show five orbitals that are linear combination of \(\psi_s\) and \(\psi_d\) \(\psi_{\text{hybrid}}\), \(a_p = 0\), \(a_s\) and \(a_d\) varied, \(a_s + a_d = 1\). In Figure 3 we show \(\psi_{\text{hybrid}}\) (again for Ti) with \(a_s/a_p = 1.17\), varying the \((a_s + a_p)/a_d\) ratio. In Figure 4 we show a third set of titanium hybrid orbitals, those with \((a_s + a_p)/a_d\) set at \(4/6\), with the \(a_s/a_p\) ratio varying. In Figures 5, 6, and 7, we show hybrid orbitals for zirconium, manganese, and nickel, all with \(a_p = 0\) and a varying \(a_s/a_d\) ratio.

These orbital plots show what spd hybrid orbitals on transition metals look like. They show that even though the s and p orbitals are significantly more diffuse than the valence d orbitals, the sp hybridization is quite effective in changing the shape of the d orbital. The diffuseness of the s and p orbitals is apparent not only from Figure 1 but also from the fact that the spd hybrids look so much like the parent d orbital until \((a_s + a_p)/a_d\) is large. The effects of hybridization are clear: adding s
character to the d orbital diminishes the "doughnut" of the d orbital, and
addition of p character "points" the sd hybrid to one side or the other.
III. Bonding to Hybrid Orbitals

We assessed the importance of hybridization to chemical bonding in a direct way. We prepared simple valence bond between a hybrid orbital on the metal and an atomic Is orbital on a hydrogen atom located at a bonding distance from the metal. We calculated the orbital overlap $S$ in (3) and (4), and the kinetic energy matrix elements, $T_{ij}$, for this simple valence bond. Combination of these quantities gives the exchange kinetic energy, $A E_T$. If we assume that this kinetic energy quantity dominates the chemical bond, then a plot of $A E_T$ as a function of metal orbital hybridization will indicate what orbital shape is optimum (all else being equal) for bonding to the metal in question.

In Figure 8 we plot $A E_T$ as a function of $(\alpha_s/\alpha_d)$ ($\alpha_p = 0$) for Ti-H [$r(Ti-H) = 1.70 \text{ Å}$]. This curve indicates that $A E_T$ does discriminate on hybridization, and that the optimum ratio is $(\alpha_s/\alpha_d) = 41/59$. Hence, kinetic energy dictates an optimum sd hybrid that is 60% d. Figure 9 shows the corresponding plot of $A E_T$ versus hybridization for orbitals formed from the Ti valence dz² orbital and not a 4s orbital, as in Figure 8, but a 4s-4p hybrid that has $\alpha_s/\alpha_p = 1.17$. Here again, the optimum bonding orbital is 57% d in character. Although inclusion of this p character does decrease the value of $A E_T$ by roughly 50% and increase the bonding overlap by 20%, it does not alter the amount of d "required" by $A E_T$. In Figure 10 we show the plot of $A E_T$ versus hybridization for a varying $\alpha_s/\alpha_p$ ratio, keeping $(\alpha_s + \alpha_p)/\alpha_d = 4/6$. This plot shows the comparatively small effect of changes in sp hybridization.

In Figure 11 we show how the value of the valence-bond orbital overlap changed with hybridization. It should be noted that s, p, and d contributions are needed to realize the optimum overlap. The greater
directionality of the d orbital compensates for its smaller radial extent, making "d bonding" competitive with "s or p bonding".

In Figures 12, 13, and 14, we show plots analogous to Figure 8 for the Zr-H, Mn-H, and Ni-H bonds. In each case the optimum value of \( \alpha_{d} / \alpha_{d} \) is close to the value of 41/59 observed in Ti-H (37/63 for Zr-H, 45/55 for Mn-H, and 43/57 for Ni-H). Owing to this similarity for metals as varied as Ti, Zr, Mn, and Ni, we conclude that the kinetic energy criterion selects \( \alpha_{s} / \alpha_{d} \approx 40/60 \) for all transition metal hydrides.

In Figure 15 we show the valence bond orbital overlaps versus \( \alpha_{s} / \alpha_{d} \) for the Zr-H, Mn-H, and Ni-H bonds. These curves show the expected variation and indicate the geometrical feasibility of sd hybridization.

In Figure 8 we also show \( \Delta E_{r} \) as a function of \( \alpha_{s} / \alpha_{d} \) for the two-electron valence bond in Ti-C (carbon located 2.02 Å from titanium; carbon \( p_z \) orbital from a Hartree-Fock calculation on planar CH₃). Here the optimum hybridization of the titanium bonding orbital is 44/56—quite close to the value of 41/59 observed in Ti-H. This indicates that the 40/60 ratio is persistent in M-R covalent bonds.

In the above discussion, only the \( d_{yz} \) orbital was considered. In molecular situations, it may also be possible to covalently bond to metal orbitals shaped like \( d(s^2 - y^2) \), i.e., a d orbital having four equivalent lobes. In Figure 8 it is shown that in bonding H(1s) to Ti(3dₓ²−ᵧ²), \( \Delta E_{r} = -0.131 \) hartree ( = 82 kcal/mol). If instead the Ti[3d(2z² - y²)] orbital is used, \( \Delta E_{r} = -0.099 \) hartree ( = 62 kcal/mol). There is, at this level of approximation, a 20 kcal/mol bias in favor of bonding to the \( d_{yz} \) orbital. Since \( T_{AA} = T_{BB} \) for \( \varphi_A = 3d_{xz} \) and \( \varphi_B = 3d(z² - y²) \), this difference in \( \Delta E_{r} \) is due to differences in \( T_{AB} \) and in overlap. The \( d_{yz} \) orbital has an overlap with the
H(1s) orbital of 0.199; the d(z² - y²) has an overlap of 0.172. The
difference in the off-diagonal kinetic energy matrix element is 10 mhartree
( = 6.3 kcal/mol). Thus the change in overlap dominates this \( \Delta(\Delta E_r) \),
and a "d₂" preference in bonding is expected.¹⁶
IV. The Nature of the Chemical Bond

The estimation of the chemical bond based on kinetic energy alone is crude but instructive. Pauling advanced that the strength of the chemical bond is proportional to the square of the valence bond orbital overlap,\(^\text{17}\) thus postulating that \(\frac{9}{1 + S^2}\) is proportional to \(S\). Our studies imply that the relationship is more complicated,\(^\text{18}\) but that there is a monotonic relationship between \(S\) and the bond energy.

The kinetic energy studies show that there is a powerful force urging that ligands bond covalently to metallic d orbitals. This force is the high kinetic energy that is intrinsic to the shape of d orbitals.\(^\text{19}\) The kinetic energy of an electron in the \(3d_{\pi}\) orbital of Ti atom is 3.76 \(\text{h} = 2360\) kcal/mol, while the kinetic energy of an electron in the 4s orbital is only 0.54 \(\text{h} = 340\) kcal/mol! The tremendous kinetic energy is decreased when a bond is formed. (Optimum hybridization gives \(\Delta E_c = -0.63\) h = -395 kcal/mol for Ti-H.)

Based on atomic spectroscopy,\(^\text{20}\) the energy of the Ti (3d) orbital is roughly 3 eV ( = 69 kcal/mol) lower than the energy of the Ti (4s) orbital. There is therefore a huge difference in the electrostatic potential (one- and two-electron) felt by the 3d and 4s orbitals. Future work will indicate the effect of hybridization on the potential energy terms in the bond, but at this point we can observe that the virial theorem\(^\text{21}\) indicates that electrons in valence orbitals of complicated atoms do not feel a central force. If they did, the difference in intrinsic kinetic energies of the 4s and 3d orbitals on titanium would be equal to the difference in 4s and 3d ionization potentials. This is not the case.

The kinetic energy analysis suggests that the optimum hybridization
of the metal orbital in an M-R covalent bond should be 40% s and p and 60% d. The method of analysis ignores any polar contributions to the bond. Bonds that do demonstrate significant polarity will not be described usefully by the described scheme and the 60/40 ratio is unimportant.

Bonds that are nonpolar still are observed to have metal-centered hybridization that varies markedly from 60/40. This is due not only to the potential energy terms that were neglected above but also to the presence at the metal of more than one ligand and to promotion energy.

In a case such as Cl₂TiH⁺ (Chapter 1), the chlorine ligands bond preferentially to the titanium "4s electrons" (see the discussion in Chapter 4). This means that the valence s and p space on Ti is not available for free use by the nonpolar Ti-H covalent bond. This leads to a hybridization in the Ti-H bond with accentuated d character.

Pauling defined the term promotion energy in reference to hybridization. Promotion energy is the energy required to prepare the bonding configuration of an atom. Pauling claimed, for example, that the H-H bond in H₂ would be stronger if the 3d orbital on each hydrogen were used rather than the 1s, but that the energy necessary to prepare the (3d)¹ state of H atom precluded this. In the same way, a 60%d/40%s metal orbital may be of the optimum shape for bonding, but if it cost too much to prepare the corresponding state of the atom (as it would in ClMn or Cu; see Chapter 2), the mentioned hybridization would not prevail.
V. Conclusion

We have studied how the transition metal-to-ligand covalent bond changes with changes in spd hybridization of the metal orbital. We have presented plots of the hybrid orbitals for Ti, Zr, Mn, and Ni, showing pictorially how hybridization effects changes in the shapes of atomic orbitals. We have shown how both the overlap of the metallic orbital with the bonding orbital of a one-electron ligand and the exchange kinetic energy ($\Delta E_r$) change with changes in metallic orbital hybridization. We have found that the decrease in electronic kinetic energy realized on forming a two-electron chemical bond predicts the optimum hybridization of the metallic orbital of the M-R bond to be 60% valence d and 40% valence s and valence p.

A more practical conclusion of this work is shown in Figure 8. There it is apparent that the hybridization of the metallic orbital of a metal-carbon bond is more flexible than the hybridization of the analogous orbital in a metal-hydrogen bond. Based on the process shown in (1) this implies that, all else being equal, a metal-carbon bond is more reactive (in 2 + 2 reactions) than a metal-hydrogen bond.
Appendix: Kinetic Energy and the Chemical Bond

Perhaps the simplest visualization of the chemical bond relies on the quantum mechanical particle-in-a-box. A particle in a one-dimensional box of infinite energy walls and of dimension $a$ is described by a hamiltonian of kinetic energy alone. In the ground state, this particle has an (kinetic) energy of $-\frac{1}{a^2}$ (arbitrary units). Two such systems taken together have $E = -\frac{2}{a^2}$. Now consider bringing these two boxes together; i.e., make the separation between the boxes zero and destroy the coincident wall. This gives a single box of characteristic dimension $2a$, which contains two particles. If the particles are noninteracting, this scenario has a total (kinetic) energy of $\left[-\frac{1}{2a^2}\right]$. Therefore, the "bond energy" of the two boxes is $\left[\frac{3}{2a^2}\right]$. This is the mathematically simplest realization of the bonding question and is the basis of the molecular orbital model of molecules. Obviously, if the particles interact with one another (e.g., electrostatically), or if there is an external potential (e.g., an electrostatic central field) that is more complicated than the one-dimensional square well, the problem will assume greater complexity, but as it stands, this represents the gross features of the quantum mechanics of the chemical bond.

A "valence bond" representation of the bond between two potential "boxes" can be formulated with similar felicity. The results are less immediately obvious but equally simply, varying only slightly from those given in the text of this chapter.
Figure 1. Valence atomic orbitals for titanium. (a) 4s, (b) 4p_z, (c) 3d_{z^2}.

The cross represents the location of the hydrogen atom in the model calculations. The separation between adjacent contours is 0.05 a.u.
Figure 2. Titanium atomic sd hybrids. (a) 4s, (b) \((\alpha_s/\alpha_d) = 4/6\), (c) \((\alpha_s/\alpha_d) = 3/7\), (d) \((\alpha_s/\alpha_d) = 4/6\), (e) 3d\textsubscript{z^2}. The separation between adjacent contours is 0.05 a.u.
Figure 3. Titanium atomic spd hybrids. $(a_s/a_p) = 1.17$. (a) sp hybrid $[(a_s/a_p) = 1.17, a_d = 0]$, (b) $(a_{sp}/a_d) = 7/3$; (c) $(a_{sp}/a_d) = 4/6$; (d) $(a_{sp}/a_d) = 3/7$; (e) $3d_{z^2}$. 

* ratio of $4s/4p = 1.17/1$
Figure 4. Titanium atomic spd hybrids, \((\alpha_{sp}/\alpha_d) = 4/6\). (a) 4s; (b) \((\alpha_s/\alpha_p) = 7/3\); (c) \((\alpha_s/\alpha_p) = 5/5\); (d) \((\alpha_s/\alpha_p) = 3/7\); (e) 4p.
Figure 5. Zirconium atomic sd hybrids. (a) 5s, (b) \((\alpha_s/\alpha_d) = 7/3\); (c) \((\alpha_s/\alpha_d) = 4/6\); (d) \((\alpha_s/\alpha_d) = 3/7\); (e) 4d\(_{2s}\). The separation between contours is 0.05 a.u. The cross is the location of the hydrogen atom in the model calculation (1.86 Å).
Figure 6. Manganese atomic sd hybrids. (a) 4s; (b) $(a_s / a_d) = 7/3$; (c) $(a_s / a_d) = 4/6$; (d) $(a_s / a_d) = 3/7$; (e) $3d_z$. The separation between adjacent contours is 0.05 a.u. The cross is the location of the hydrogen in the model calculations (1.731 Å).
**Figure 7.** Nickel atomic sd hybrid orbitals. (a) 4s; (b) \((\alpha_s/\alpha_d) = 7/3\); (c) \((\alpha_s/\alpha_d) = 4/6\); (d) \((\alpha_s/\alpha_d) = 3/7\); (e) 3d. The cross indicates the location of the hydrogen atom in model calculations (1.475 Å). The separation between adjacent contours is 0.05 a.u.
Figure 8. $\Delta E_T$ as a function of $(a_s/a_d)$ for the (a) Ti-H and (b) Ti-C two-electron valence bond. Units on the abscissa are increments of $a_s/(a_s + a_d)$. 
Figure 9. $\Delta E_T$ as a function of $(\alpha_{sp}/\alpha_d)$ for the two-electron valence bond in Ti-H. Here $(\alpha_{sp}/\alpha_p) = 1.17$ for all hybrids. Units on the abscissa are increments of $\alpha_{sp}/(\alpha_{sp} + \alpha_d)$. 
Figure 10. $\Delta E_T$ as a function of $(a_s/a_p)$ for the two-electron valence bond in Ti-H. Here $a_d/(a_s + a_p) = 6/4$. Units on the abscissa are increments of $a_s/(a_s + a_p)$. 
Figure 11. Bond orbital overlap in Ti-H as a function of hybridization for
(a) hybrids of the form \((a_s\varphi_s + a_d\varphi_d)\); (b) hybrids of the form
\((a_{sp}\varphi_{sp} + a_d\varphi_d)\), where \(\varphi_{sp}\) is a titanium 4s/4p hybrid with \((a_s/ a_p) = 1.17\);
(c) hybrids of the form \((a_s\varphi_s + a_p\varphi_p + a_d\varphi_d)\) with \((a_s + a_p)/ a_d = 4/6\) and
\(a_s/ a_p\) varied.
Figure 12. $\Delta E_T$ as a function of $(a_s/a_d)$ for the two-electron valence bond in Zr-H. Added for reference (upper curve) is the Ti-H curve from Figure 8.
Figure 13: $\Delta E_T$ as a function of $(a_s/a_d)$ for the two-electron valence bond in Mn-H.
Figure 14. $\Delta E_T$ as a function of $(\alpha_s/\alpha_d)$ for the two-electron valence bond in Ni-H.
Figure 15. Valence bond orbital overlaps as a function of \((\alpha_s/\alpha_d)\) for the two-electron valence bond in (a) Zr-H, (b) Mn-H, and (c) Ni-H. Units on the abscissa are increments of \(\alpha_s/(\alpha_s + \alpha_d)\).
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(2) Assume a (valence bond) wavefunction of the form

\[ \psi^{\text{VB}} = \varphi_A \varphi_B + \varphi_B \varphi_A. \]

Then

\[ E^{\text{VB}} = \frac{1}{1 + S^2} \left( \frac{1}{1 + S^2} \right) \left( E^{\text{VA}} + E^{\text{VB}} \right) \]

where \( E(A,B) \) is the nonquantum mechanical energy of atom A and atom B placed at a bonding distance. This gives

\[ E^{\text{bond}} = E^{\text{VB}} - E(A,B) = \frac{1}{1 + S^2} \left( H_{AB,BA} - S^2 H_{AB,AB} \right) = \frac{2S^2}{1 + S^2}. \]

where

\[ \tilde{f} = \frac{H_{AB,BA} - S^2 H_{AB,AB}}{2S}. \]

If \( H = T_1 + T_2 \) (i.e., hamiltonian = sum of kinetic energy operators), then

\[ E^{\text{bond}} = \frac{2S}{1 + S^2} \left( T_{AA} + T_{BB} - \frac{S}{2} \right) = \frac{2S^2}{1 + S^2}. \]

(3) (a) H. Hellman, Z. Physik, 85, 180 (1933); (b) K. Ruedenberg, Rev. Mod. Phys., 34, 326 (1962).
(4) The term \((a_s^2 + a_p^2 + a_d^2)^{-1/2}\) insures normalization.

(5) The ratio of \(a_s/a_p\) = 1.17 was observed for the self-consistently optimized Ti-H bond in \(\text{Cl}_2\text{TiH}\).

(6) Since the optimum ratio of sp-hybrid-to-d was found to be 41/59 for the case described by Figure 3, the ratio of \((a_s + a_p)/a_d\) was kept at 40/60 throughout this test.


(8) These calculations were performed using the LTRAN program for the Caltech Molecular Quantum Mechanics Program Library.

(9) The value of \(r(\text{Ti-H}) = 1.70\ \text{Å}\) was found for the Ti-H bond in \(\text{Cl}_2\text{TiH}\) (a) (Chapter 1 of this thesis) and in \(\text{Cl}_2\text{TiH}_2\), (b) [A. K. Rappe and W. A. Goddard III, \textit{J. Am. Chem. Soc.}, \textbf{104}, 297 (1982)].

(10) For \(\varphi_{\text{hybrid}} = (4\varphi_s + 6\varphi_d)/N\), \(S = 0.412\) and \(\Delta E_T = -0.406\ \text{h}\). For \(\varphi_{\text{hybrid}} = \left[4 \left(\frac{\varphi_s + \varphi_p}{\sqrt{2}}\right) + 6\varphi_d\right]/N\), \(S = 0.540\) and \(\Delta E_T = -0.629\ \text{h}\).

(11) \(R(\text{Zr-H}) = 1.86\ \text{Å};\) see Chapter 4 of this thesis.


(13) \(R(\text{Ni-H}) = 1.475\ \text{Å};\) see ref. 12.
(14) If
\[ \varphi_M = \frac{(\alpha_\sigma \varphi_\sigma + \alpha_d \varphi_d)}{(\alpha_\sigma^2 + \alpha_d^2)^{\frac{1}{2}}} \]
and if
\[ <\varphi_\sigma | \varphi_H> = \sigma \text{ and } <\varphi_d | \varphi_H> = \delta \]
then
\[ S = <\varphi_M | \varphi_H> = \left(\frac{1}{\alpha_\sigma^2 + \alpha_d^2}\right)^{\frac{1}{2}} (\alpha_\sigma \sigma + \alpha_d \delta) \]
Once \( \sigma \) and \( \delta \) are calculated, the variation of \( S \) with \( \alpha_\sigma / \alpha_d \) is determined.

(15) The value of \( r(\text{Ti-C}) \) is taken from ref 9b.

(16) This effect has been observed. A. K. Rappe, Ph.D. thesis California Institute of Technology, 1981.

(17) Reference 7, p. 121.

(18) Preliminary results of an examination of simple valence bond wavefunctions of \( \text{H}_2 \) at variable internuclear separations indicate that, phenomenologically, the strength of the H-H bond is proportional to the \( \frac{3}{2} \)-power of the bonding pair overlap.

(19) Recall the kinetic energy of a particle in an orbital \( \varphi \) is the (unweighted) average of the gradient of that orbital; hence the more curved the orbital, the higher the kinetic energy of the particle in that orbital.


(22) See Chapters 1, 2, and 4 of this thesis.

(23) Reference 1, p. 127.
Chapter 6. Carbon-Carbon Bond Cleavage in Nickelacyclopentanes
I. 2$_{s}$ + 2$_{s}$ Reactions in the Organic Chemistry of Nickel

The organic chemistry of nickel$^{1}$ is dominated by reactions which, at least formally, are suprafacial 2+2 reactions. Oxidative addition, reductive elimination, migratory insertion of coordinated ligands into nickel-carbon bonds and the corresponding de-insertion comprise the set of "normal" reactions of the organometallic complexes of the Group VIII metals. These simple reactions have been cited as the fundamental transformations which govern homogeneous catalysis,$^{2}$ and have been studied in that light. One of the goals of physical organometallic chemistry must be to gain a detailed understanding of these reactions so that they may be used in a selective way.

A) Oxidative Addition

Oxidative addition is a standard way to prepare ligand-stabilized alkyl complexes of nickel$^{3}$ (eq. 1). In the

$$\text{Ni} + n\text{L} + R_{1}-R_{2} \rightarrow \text{LnNi}_{n}\text{R}_{1} \quad \text{(1)}$$

typical case, $R_{1}-R_{2}$ is an alkyl halide, pseudo-halide or ether,$^{4}$ although oxidative addition of C-H and C-C bonds has been occasionally observed in the nickel triad.$^{5}$ It is also claimed$^{6}$ that the oxidative addition of weak carbon-carbon $\pi$ bonds begins the "oxidative-cycloaddition" sequence which has been of use to the synthetic chemist.$^{7}$
The mechanics of oxidative addition are understood in a general way, but a detailed physical explanation of the reaction is available only in isolated instances. There are undoubtedly several mechanisms operative in the process, some involving a concerted, three center addition, other involving $S_N{\text{2}}$-type displacement of the leaving group in $R_1-R_2$, and still others involving an intermediate electron-transfer step. The phenomenology is comprehensive in a practical sense: the more electron-rich the metal center, the more facile the addition - assuming the peripheral steric and electronic effects are not pathological. Although the oxidative addition reaction is formally a suprafacial $2+2$ reaction, the absence of data precludes the widespread invocation of this intimate electronic mechanism.

B) Reductive Elimination

If oxidative addition in the step with which catalytic processes at many Group VIII metal sites begin (by introducing the organic substrate to the metal), reductive elimination is the step by which they end. Reductive elimination is quite well documented in the chemistry of dialkyl complexes of nickel (eq. 2). This process, also a

$$\text{LnNi} \quad \begin{array}{c} R_1 \\ \downarrow \\ R_2 \\ \uparrow \end{array} \longrightarrow \quad R_1-R_2 + \text{LnNi} \quad (2)$$
formal $2s + 2s$ reaction, also apparently occurs via several distinguishable mechanisms. It has been claimed that simple metal-carbon bond homolysis initiates the sequence in many cases. The incipient radical then "captures" the carbon fragment of the remaining metal-carbon bond, leading to C-C bond formation and the observed alkane. On the other hand, very thorough studies, particularly on palladium dialkyls, imply the existence of a direct, three-center pathway for the elimination.

As with the oxidative addition reaction, in the case of organometallic complexes of nickel, an extensive empirical understanding of reductive elimination exists. Reductive eliminations occur upon thermolysis, oxidation and/or photolysis. In thermal reactions, it has been observed that more basic ligands (L in eq. 2) lead to higher barriers to decomposition. This has been rationalized by the citation of the necessary dissociation of one of these donor ligands at the initial stages of the decomposition, although this has yet to be conclusively demonstrated in the case of nickel dialkyl complexes. Oxidative induction of reductive elimination is well-known. Although the mechanism of the reaction between nickel dialkyls and $O_2$ is not well understood, it is observed that reductive elimination of alkane is the ultimate result. It is quite tempting to suggest the intermediacy of a nickel (III) dialkyl cation, and there is some electrochemical evidence for this. Other examples of oxidatively-
induced reductive elimination are less obvious. Treatment of stable and isolated dialkyl complexes of nickel with Lewis acids such as AlCl₃ results in the low-temperature elimination of alkane via a mechanistic pathway which is not understood.¹⁹ Treatment of isolated dialkyl complexes of nickel with strongly "π-acidic" olefins such as acylnitrile also results in the low-temperature decomposition of the dialkyl complex,²⁰ this time resulting in activated-olefin complexes of nickel which certainly deserve more attention. The mechanism of this reaction is also not well known, but it has been claimed that the olefin simply oxidizes the dialkyl complex. It is also possible that this reductive elimination is not a simple 2+2 reaction, but a more complicated six-electron "isovalent" (not reductive) elimination.

Photochemically-induced reductive elimination has been observed in rare instances.²¹ The details of this process are also unknown, but a functional photo-oxidation seems likely.

C) Migratory Insertion and De-insertion

The migratory insertion reaction pervades the chemistry of nickel. Aside from the oligomerization of olefins and diolefins²² and the coupling of Grignard reagents and aryl halides,²³ carbonylation of organic substrates (alkenes, alkynes, organic halides, etc.)²⁴ is the most useful transformation mediated by organonickel reagents. The heart of this process is the insertion of CO
into the nickel-carbon bond of an intermediate nickel-alkyl complex. Although this step of the catalytic sequence has been modeled extensively, many details of the insertion remain unknown. The simplest electronic interpretation of the insertion is as a suprafacial, three-center 2+2 reaction.

The present author believes that a migratory insertion occurs in the zerovalent nickel catalyzed cyclodimerization of activated olefins (eq. 3). The stepwise nature of this coupling has been definitely demonstrated only in the case of tetrafluoroethylene reacting with \((\text{P} \Phi_3)_2 \text{Ni} (\text{C}_2 \text{H}_4)\), even though other olefins can be cyclized by this procedure. This is presumably because complexes such as 2 are too reactive to be isolated. In the case of tetrafluoroethylene, it has been suggested that the ring expansion reaction (4)
is a dipolar (nucleophilic) insertion reaction, although this has not been clearly demonstrated.

Despite the widespread importance of these nickel-mediated migratory insertion reactions, the detailed electronics of the processes are not known. In particular, the structure of the nickel-carbon bond is still the subject of some not unreasonable controversy. In particular, the degree of polarity of the nickel-carbon bond has not been established unambiguously. Since the ground state of the nickel atom is 3P (s^2d^8) two reasonably polar "s bonds" seem likely for the nickel-carbon bonds of nickel dialkyls, but this must be established more rigorously. If these bonds are significantly polar toward carbon, and if they are bonds to the 4s orbitals of the nickel atom, then the migratory insertion reactions at nickel will be of the polar type. A detailed study of the migratory insertion reaction at the nickel-carbon bond will yield answers to significant questions such as how to best prepare the nickel atom to carry out insertion reactions and how to best prepare the nickel atom to suppress unwanted insertions.

One migratory insertion reaction which is only rarely of practical value is the β-hydrogen transfer reaction. This reaction is crucial to the olefin isomerization reaction of Tolman, the Wacker oxidation sequence, and the productive activation of saturated hydrocarbons, but in preparative organometallic chemistry, the β-hydrogen reaction is best suppressed. Study of the nickel-based β-hydrogen reaction
has been limited, owing to the paucity of nickel complexes which have $\beta$-hydrogens and are nonetheless stable enough to study in the synthetic laboratory,\textsuperscript{1} and decompose at amenable rates via $\beta$-hydrogen transfer pathways. Very elegant studies on bis(phosphine)diethylpalladium complexes have shown that the cis-square planar complex decomposes via reductive elimination, while the trans-square planar complexes decomposes via $\beta$-hydrogen elimination.\textsuperscript{33} Although the different reactivity is easily explained on geometrical grounds, it would be of interest to see if other inroads exist for controlling the reactivity of such complexes. Are there other ways to direct the trans complex toward reductive elimination? It is curious that one of the very few diethyl complexes of nickel which is stable is \((\text{bpy})\text{NiEt}_2\). This complex thermolyzes to give a mixture of n-butane, ethane and ethylene.\textsuperscript{34} A detailed study of this reaction is in order.

A final reaction at nickel which is of considerable interest, and is best explained as a $2_s + 2_s$ reaction, is the $\beta$-alkyl transfer reaction, \textsuperscript{5}. Despite the simplicity of this reaction, and its gross similarity to the $\beta$-hydrogen transfer reaction, it has been seen only rarely: (1) Watson\textsuperscript{35} has reported that the isobutyl complex \(3\) will react as in
Equilibrium of the form (7) have been observed or implied for \( M = \text{Cp}_2\text{Ti}, \text{Cp}_2^*\text{Ti}, \text{Cp}_2^*\text{Zr} \) and \( \text{CpCl}_2\text{Ta} \).

Decarbonylation reactions have been postulated to proceed through retrograde \( 2_s + 2_s \) reactions. Tris-(triphenylphosphine)nickelacyclopentane decomposes by an apparent \( 2_s + 2_s \) process to give ethylene. This is the only example of simple \( \beta \)-alkyl transfer (or phenomenological equivalent thereof) in the organic chemistry of nickel, and served as the initial point for all of the investigations reported in this thesis.

The \( \beta \)-alkyl transfer reaction is of interest for several reasons: (1) The Ziegler-Natta polymerization of simple olefins occurs via the reverse of the \( \beta \)-alkyl transfer.

Conclusions reached concerning the \( \beta \)-alkyl transfer can
easily be inverted to give insight into the polymerization process. (2) The stereospecificity of the polymerization of propylene remains a mechanistic mystery. In particular, it is not known whether the Ziegler-Natta systems have the ability to correct their stereochemical mistakes. The most obvious "self-correcting" capacity invokes the removal of the last unit of substituted olefin from the growing polymer chain (a β-alkyl transfer), stereochemical readjustment, then reinsertion to give the proper polymer chain. Characterization of β-alkyl transfer in independent systems would lend support to this mechanistic twist to the polymerization process. (3) Several studies of the homogeneous activation of saturated hydrocarbons have been disappointing, because the organometallic complexes resulting from initial insertion into the saturated C-H bond are too stable. In other cases, such as that described by Crabtree, products resulting from β-hydrogen transfer reactions are too stable. If we knew how to direct β-alkyl transfer generally, perhaps solutions to these problems in C-H activation could be devised. (4) Reactions which are best rationalized as β-alkyl transfer reactions have been observed to proceed at naked transition metal cations in the gas phase. Studies of active metal complexes in the homogeneous phase could aid in the interpretation of these results.

Despite the utility of the β-alkyl transfer reaction, and owing to its apparent rarity, it has not been extensively
studied. I undertook the examination of the nickel-based reaction in eq. 9.

\[ \begin{align*}
(P\phi_3)_2 \text{Ni} & \xrightarrow{P\phi_3} (P\phi_3)_3 \text{Ni} \\
\text{cis} & \quad 4 & \quad 5 \\
\uparrow & \quad \downarrow & \quad \downarrow \\
C_2H_4 & & \text{Ni}(C_4H_8)
\end{align*} \]

(9)

The questions of interest were: (1) What is the force behind the cleavage of the carbon-carbon bond, and (2) can this force be controlled and directed.
II. Previous Work

Grubbs and coworkers reported that bis(triphenylphosphine)nickelacyclopentane, 4, could be prepared from the corresponding bis(phosphine)nickeldichloride and 1,4-dilithiobutane. Based on the available data, it was concluded that this complex is a cis-square planar complex of Ni(II). When a large excess of phosphine is added to a solution of the metallacyclo in toluene, a new complex results, tris(triphenylphosphine)nickelacyclopentane. When this complex is isolated and excess phosphine removed, a dissociative equilibrium may be observed between 5, free phosphine, and a new complex, 6, which has the stoichiometry, but not the identity of 4 (thus observed by $^{31}$P NMR). These workers found ethylene to be the major organic product of thermolysis of 5. They suggested that the new complex, 6, is the tetrahedral isomer of the cis square-planar complex 4.

The chemistry observed from this set of nickel complexes must be compared to that of the corresponding palladium and platinum complexes. Bis(phenyldimethylphosphine)palladacyclopentane is observed to decompose at 70° in toluene to give predominantly 1-butene. Bis(tri-n-butylphosphine)platinacyclopentane decomposes in various solvents to give a variety of products, but the predominating
product in all cases is also 1-butene. It should be mentioned that the dominant product of photolysis of either the nickel (II) or palladium (II) is ethylene. One must then be able to explain: what is the practical difference between Ni, Pd and Pt?

The electronic difference between nickel, palladium and platinum is immediately apparent. While the ground state of the nickel atom is $^3\Sigma^+$, the ground state of the palladium atom is $^1S(4d^{10})$. (For comparison, the $^3\Sigma^+$ state in palladium is above the $^1S$ by $3.4$ eV, with the $^3D(5s^14d^9)$ between the two, at an energy of $0.9$ eV.) In the platinum atom LS coupling is no longer useful, but it is helpful to note that the $^3D(6s^15d^9)$ state (averaged over L and S) is still the ground state, lying roughly $0.1$ eV below the $^1S(5d^{10})$ and $0.3$ eV below the $^3F(6s^25d^8)$. Thus, the elementary difference between Ni, Pd and Pt is the ground electronic state. The nickel atom adopts the doubly occupied valence-$s$ configuration in its ground state. In this way nickel acts like Be, Mg, Ca, Sr, etc., and is expected to act, in a general way, like a Group IIa metal. In particular, the directed valence associated with a (valence-$s$)$^2$ state predicts a bond angle at the central atom of $180^\circ$. Hence, divalent benyllium, divalent magnesium, divalent calcium, etc., and divalent nickel should show covalent bond angles of $180^\circ$.50
In cases where the geometries of isolated complexes have been determined, this obtains. In fact, in all crystallographic studies of complexes of the form $L_2NiR_2$ ($L =$ donor base ligand, $R =$ alkyl ligand; neither $L_2$ nor $R_2$ chelating), the covalent bond angle (i.e., the $R$-$Ni$-$R$ angle) is $180^\circ$. This is to say that all complexes of this form are trans-square planar complexes.51

The atomic arguments made above imply that this geometric peculiarity should not persist throughout the nickel triad. Palladium and platinum, being ground state $d^{10}$ and $s^1d^9$ atoms, respectively, should make covalent bonds at roughly $90^\circ$ to one another (i.e., cis square planar complexes). This should be particularly pronounced in palladium since the $s^2d^8$ state is so high in energy. Detailed studies have shown that bis(phenyldimethylphosphine)-dimethyl palladium prefers to adopt the cis orientation of the alkyl ligands by a factor of $7/3$.47 Thus, the prediction of geometry based on atomic states is verified, in a relative way, by comparing organometallic complexes of Pd(II) and Ni(II). These geometrical predictions have also been verified with ab initio electronic structure calculations.52 Theoretical studies have predicted NiH$_2$ to be a linear molecule with a $^3\Delta$ ground state (characteristic of the $s^2d^8$ state of the nickel atom), and PdH$_2$ to be a bent molecule ($\theta \approx 90^\circ$) with a $^1A_1$ ground state characteristic of the $s^1d^9$ state of the Pd atom.
III. Hypothesis

The above argument suggests that the driving force for the $\beta$-alkyl transfer in (9) is the ability of the nickel atom to adopt the lower energy $s^2d^8$ configuration if the C-Ni-C angle is $180^\circ$, or, conversely, that the geometrical distortion of the C-Ni-C angle from the $180^\circ$ optimum is energetically costly and the $\beta$-alkyl transfer relieves the strain in the five-membered ring. The fact that the $\beta$-$\beta'$ carbon-carbon bond is cleaved rather than simply stretched is due to the facility of the $2_2 + 2_s$ reaction at nickel—recall the nickel valence d orbitals are already involved in the two nickel-carbon sigma bonds.

It is apparent that the bis(phosphine)nickelacyclopentane, 4, is stable (vis-a-vis $\beta$-alkyl transfer) because of the method of synthesis. This complex is prepared from the corresponding nickel dichloride—an inorganic complex which has previously coordinated (and static) phosphines. As the metallacycle is formed, the phosphines must adjust to accommodate the ring, and the metallacycle which is isolated has the cis orientation of the phosphines. The stereochemistry of the complex is locked, owing to the observed inability of the coordinated phosphines to dissociate. Thus, even though the $\beta$-alkyl shift is thermodynamically favorable, it is kinetically forbidden.

If the contention that the $\beta$-alkyl shift is due to the $4s^23d^8$ ground state of the nickel atom is correct, any nickelacyclopentane which is formed under circumstances
which allow for the adoption of the trans geometry will do so, resulting in the production of ethylene as the primary decomposition product. In particular, if a bis(donor ligand)nickelacyclopentane is formed in which the two donor ligands are forced to be trans, that nickelacycle should decompose to give ethylene. The attempt was made to prepare such a complex and study its decomposition.

IV. Transphos - 2,11-bis(diphenylphosphinomethyl)benzo[c]phenanthrene

Venanzi and coworkers have shown that the title ligand, transphos (abbreviated tp), 7, is an effective bidentate ligand, and that the chelating bite angle when it is complexed to a group VIII metal is 180°. This ligand has been used by Venanzi and by Stille in complexes in which the trans orientation was desired. For this reason, we attempted to prepared 8.
This complex will have the desired trans orientation of the phosphines, allowing the C-Ni-C angle to open to the "s^2d^8" value.

The synthesis of 7 has been described, and the ligand was prepared by this route (Scheme 1). The only bothersome step in the process is the aromatization of the dibenzo-decalin to the benzo[c]phenanthrene. Venanzi reported the use of DDQ in a minimum amount of benzene to carry out the aromatization. This procedure resulted in consistently low yields (42% reported by Venanzi). Our attempted aromatization by palladium in carbon in refluxing naphthalene was not successful; however, aromatization using $\Phi_3$CBF$_4$ in acetic acid was quite convenient and yielded only two products (by NMR): 2,11-dimethylbenzo[c]phenanthrene and triphenyl methane. Repeated crystallizations, chromatographies and sublimations failed to separate these compounds. This effort thus gave no better avenue to the desired product; however, it did lead to the discovery that the product is best isolated from the DDQ reaction by removal of solvent followed by sublimation (150°, 1 µm Hg) of the crude material.

The rest of the synthetic sequence is convenient, giving an overall 5% yield based on starting p-tolualdehyde.
V. Attempted Synthesis of (transphos)nickelacyclopentane, 8.

A) Alkylation of (tp)NiCl₂

The dichloride of (tp)Ni is easily prepared. The corresponding complex of palladium was alkylated by Stille with methyl lithium to give (tp)PdMe₂ — presumably with the trans stereochemistry. Treatment of tpNiCl₂ with excess methylmagnesium bromide resulted in a complex mixture of products (Figure 1). Owing to this and to the difficulty anticipated in preparing 8 in this fashion, other syntheses of bis(ligand)nickeldialkyls were sought.

B) Exchange of transphos for bipy in (bipy)NiR₂

Yamamoto and coworkers have shown that the 2,2'-bipyridyl ligand can be replaced by chelating diphosphines in (bipy)NiMe₂ (eq. 10). For n=2 or 3 in eq. 10

\[
(bipy)NiMe₂ + \Phi₂P(CH₂)nP\Phi₂ \xrightarrow{25 \degree} (CH₂)ₙNiMe₂ + bipy \quad (10)
\]

this reaction proceeds smoothly as shown, but for n=1 or 4 reductive elimination of ethane resulted in the production of phosphine-stabilized Ni(0). We attempted the generalization of this procedure shown in (11). The bipyridyl-stabilized nickelacycle has been reported, and is quite easily prepared and handled.
Although the ligand replacement (eq. 10) occurs smoothly for (bipy)NiMe_2, a similar ligand replacement is not facile for (bipy)NiEt_2. Instead, reaction 12 is observed. Therefore, it was necessary to check the feasibility of bipyridylyl replacement by phosphines in 9.

The complex [1,2-bis(diphenylphosphino)ethane]nickel-acyclopentane, 10, has been reported; therefore, reaction (13) was studied (dpe = 1,2-bis(diphenylphosphino)ethane).

Since 10 is slightly thermally labile, this reaction must proceed at room temperature or below if it is to be useful. This reaction did occur at a very convenient rate at room temperature in toluene. Treatment of 9 with 1.25 equivalents of dpe at room temperature resulted in a change in sample color from the deep forest green of 9 to the bright yellow of 10 almost immediately. \(^{31}P\) NMR indicated the conversion of 9 to 10 and a small amount of (dpe)_2Ni. The
ratio of $\text{10}$ to Ni(0) was 17/1. Proton NMR is less useful in these complexes, but the proton NMR spectra for this reaction are consistent with the products shown. Further confirmation of eq. 13 comes from thermolysis of the products. $^{31}$P spectroscopy indicated the conversion of $\text{10}$ to (dpe)$_2$Ni after prolonged heating to 70°. Reductive elimination of cyclobutane has been reported for the thermal decomposition of $\text{10}$, and cyclobutane is suggested in the proton NMR spectrum of this thermolysis. The proton NMR spectrum of the displacement reaction and of the thermolysis of the products indicates 1-butene also. This product is also reported in the thermal decomposition of $\text{10}$. (Attempted displacement of bipyridyl from (bipy)NiEt$_2$ has resulted$^{60}$ in the 8-hydrogen decomposition to $\text{L}_2\text{Ni(C}_2\text{H}_4$). An analogous side-reaction in (13) would produce 1-butene.)

We conclude that treatment of $\text{9}$ with dpe results in the production of $\text{10}$ and a small amount (<10%) of reduction to Ni(0).

Reaction of $\text{9}$ with transphos was very sluggish. While the reaction with dpe was complete in less than 10 minutes, the reaction with transphos (eq. 11) was not obviously complete after 5 days. At the end of 5 days at room temperature, the proton NMR spectrum of a mixture of $\text{9}$ and 1.5 equivalents of transphos showed a significant amount of $\text{9}$ remaining and the only apparent organic product of the reaction to be 1-butene. The color of the reaction mixture changed very slowly from the dark green of $\text{9}$ to a dark
olive green (~5 days) and finally to a dark red-brown (two weeks). After two weeks at room temperature, the mixture showed a $^{31}P$ NMR spectrum having no free transphos, and only one significant peak. At this time, the proton spectrum of the reaction mixture showed a small amount of $\mathfrak{g}$ remaining, two peaks characteristic of the protons in complexed transphos, no ethylene, and a preponderance of 1-butene.

We conclude that treatment of $\mathfrak{g}$ with transphos at room temperature results in the $\beta$-hydrogen decomposition to 1-butene and a transphos-complexed Ni(0) species. Reaction at below room temperature will be too slow to be conveniently observed and therefore this route to $\mathfrak{g}$ is not satisfactory.

The production of 1-butene from this reaction is best explained by noting that the thermolysis of $(\text{Cy}_3\text{P})\text{Ni(CH}_2\text{)}_4$ yields 1-butene. If it is assumed that three-coordinate nickelacycloalkanes decompose via $\beta$-hydrogen pathways, the claim may be made that the 1-butene resulting from the reaction of transphos with $\mathfrak{g}$ comes from a complex such as $\mathfrak{ll}$.

![Diagram](image-url)
The phosphine can displace the bipyridyl, and this three-coordinate complex decomposes before the second phosphine can complex to the nickel. If this is the case, the ligand displacement reaction must be run at lower temperature.

C) Synthesis of $\text{L}_2\text{NiR}_2$ from $(\text{pyr})_4\text{NiCl}_2 + L + \text{RMgBr}$

It was recently reported$^{61}$ that $\text{L}_2\text{Ni(CH}_2\text{SiMe}_3)_2$ (L = two electron donor ligand) could be prepared by treating $(\text{pyr})_4\text{NiCl}_2$ with $\text{Me}_3\text{SiCH}_2\text{MgCl}$, and subsequently displacing the loosely coordinated pyridine ligands in $(\text{pyr})_2\text{Ni(CH}_2\text{SiMe}_3)_2$ (eq. 14). There are four attractive

$\text{(pyr)}_4\text{NiCl}_2 + 2\text{TMS} \xrightarrow{\text{MgBr}} (\text{pyr})_2\text{Ni(\text{TMS})}_2 \xrightarrow{2\text{L}} L_2\text{Ni(\text{TMS})}_2$

(14)

features of this sequence: (1) Although the ligand displacement was usually carried out at room temperature, in one case (eq. 14, $L_2 = \text{dpe}$) this step was carried out at $-30^\circ\text{C}$. The major drawback with the displacement of bipyridyl from 9 is the high temperature required. If the transphos ligand could be attached to the nickel complex at low temperatures, there is a better chance of isolating the transphos nickelacycle. (2) The displacement of pyridine ligands presumably occurs sequentially, hence if this process were used to prepare nickelacycloalkanes, it is not
likely that three-coordinate species would be formed and
β-hydride decomposition would be suppressed. (3) Grignard
reagents are used rather than the alkyl lithium reagents
which have been used to synthesize nickelacycles. Digrignard
reagents are much more easily prepared and handled than
dilithium reagents. (4) In common with route (B) (vide
supra), in this process, the nickelacyclopentane is prepared
before the trans-directing ligand is attached. If we know
that the nickelacycle is intact before the ligand is added,
we will obviously know the direct effect of the ligand
additive.

We tested the generality of this synthetic sequence
by using it in the preparation of (bipy)NiMe2, (dpe)NiMe2,
(bipy)NiEt2 and (bipy)Ni(CH2)4. Since these compounds have all been reported independently,
prepared by alternate routes, their preparation from
(pyrr)NiCl2 represents a valid and simple test of the method.

1) Preparation of L2NiMe2 (L2 = dpe, bipy)

The title dimethyl complexes of L2Ni for L2 =
bipy and L2 = dpe have been prepared from Ni(acac)2 +
AlMe2(OEt) + bipyridyl, and (dpe)NiCl2 and methyllithium,
respectively. We have prepared these complexes as in eq. 15.
These reactions are best performed in tetrahydrofuran

\[(\text{pyr})\text{NiCl}_2 + 2\text{CH}_3\text{MgCl} \rightarrow [(\text{pyr})\text{NiMe}_2] \xrightarrow{\text{L}_2} \text{L}_2\text{NiMe}_2 \quad (15)\]
in view of the greater solubility of the digrignard reagents in this solvent, although in syntheses designed to isolate intermediate diethylether was used for easier solvent removal. The preparative reactions are performed at low temperature. Warming the reaction above 0°C for prolonged periods (15-30 minutes) resulted in the decomposition of the organonickel species to nickel black. Several equivalents of free pyridine were added at the outset of each synthesis. This presumably prevented the production of ligand-free NiMe₂ (followed by decomposition). Withholding of this pyridine did lead to the production of nickel black at lower temperatures. The (pyr)₄NiCl₂, excess pyridine, methymagnesium chloride and solvent were combined at -70°C, the mixture was allowed to warm slowly to -20°C and held at this temperature until the inorganic starting material was consumed. An excess of Grignard reagent was required; use of less Grignard resulted in excessive reaction times. The excess Grignard is necessarily quenched before addition of the replacement ligand (specifically in the case of bipyridyl). Isopropanol, water and trimethylsilylchloride were all used as quenching agents. Trimethylsilylchloride proved to be the most convenient in view of its volatility, but isopropanol was also practiced.

Significantly, the replacement of the pyridine in (pyr)ₙNiMe₂ by bipyridyl was apparent at temperatures as low as -78°C! The (pyr)ₙNiMe₂ reaction mixture shows a bright
orange to bright yellow color. When bipyridyl (2 eq. in thf) is added to this mixture (at -78°), there is an immediate color change which slowly gives complete predominance to the bright green color characteristic of \((\text{bipy})\text{NiMe}_2\). Although the kinetics of this process have not been studied, it is certainly apparent that this ligand exchange is synthetically useful owing to its tolerance for low reaction temperatures.

NMR spectra of \((\text{bipy})\text{NiMe}_2\) and \((\text{dpe})\text{NiMe}_2\) prepared via \(\text{15}\) are shown in Figures 2, 3 and 4. In Figure 3 note the \(X_2\text{AA}'X_2'\) and \(X_3\text{AA}'X_3'\) patterns characteristic\(^{64}\) of the \(-\text{CH}_2-\) and \(-\text{CH}_3\) protons, respectively, in \((\text{dpe})\text{NiMe}_2\).

The \(^{31}\text{P}\) NMR spectrum of \((\text{dpe})\text{NiMe}_2\) in Figure 4 is important, because it indicates the virtual absence of \(\text{Ni}(0)\) products.

2) Preparation of \((\text{bipy})\text{Ni}(\text{CH}_2)_4\)

Complex \(\text{9}\) has been synthesized by a rather circuitous route,\(^{59}\) but not spectroscopically characterized. In Figure 5 we show the proton NMR spectrum of \(\text{9}\) prepared in this way, showing the two distinct protons of the metallacyclic ring. Integration shows the expected 1:1 ratio, and decoupling irradiation (Figures 6 and 7) shows the coupling of the two proton sets. Integration relative to the bipyridyl resonances indicates the expected 2:4:2:4:4 ratio.

This nickelacyclopentane can also be prepared by the method of eq. 14. Using 1,4-di(bromomagnesia)butane, \((\text{pyr})_4\text{NiCl}_2\) and bipyridyl and the method outlined above, a
complex was isolated whose \(^1\text{H}\) NMR spectrum is identical to that of Figure 5. Although the yield is low (10\%), the conditions have not been optimized and the literature preparation also results in a modest yield (21\%). Most importantly, the result indicates the feasibility of this procedure for general synthesis of nickelacycles.

3) Isolation of \((\text{pyr})_n\text{NiMe}_2\)

The most convenient method for studying the formation and decomposition of \(8\) is NMR spectroscopy. It would thus be valuable to isolate the pyridine stabilized "naked" nickelacyclopentane as a solid. Carmona and coworkers reported the isolation and crystallographic characterization of \((\text{pyr})_2\text{Ni(CH}_2\text{TMS})_2\), the isolation of the corresponding dimethylnickel and nickelacyclopentane complexes appeared possible.

The complex \(\text{NiMe}_2\cdot n(\text{pyr})\) was isolated. Treatment of \((\text{pyr})_4\text{NiCl}_2\) in diethyl ether at \(-70^\circ\) with 5 equivalents of methylmagnesiumchloride (as a thf solution) resulted in the production of a bright orange suspension in a red solution. This mixture was treated with several equivalents of trimethylsilylchloride to quench unreacted Grignard reagent. Filtration and repeated extraction of the solids gave a deep red solution. Removal of solvent and washing with pentane gave an ochre solid. Proton NMR (Figure 8) shows resonances characteristic of pyridine (free and complexed) and a singlet at \(\delta(-0.83)\). Treatment of this solid with bipyridyl in \(d_8\)-thf gives bipyNiMe\(_2\). When the
ochre solid and solid bipyridyl are placed in an NMR tube, even the solids mix and begin to turn green (characteristic of (bipy)NiMe₂). Solvent (d₈-thf) is transferred onto this at -196°C, and the color change to green is complete when the thf melts (-65°C). Thus, the ligand replacement reaction to give (bipy)NiMe₂ is extremely fast.

If a sample of the ochre solid in thf is kept at room temperature, there appears a good deal of brown-green precipitate and the resonance of δ(-0.83) in the proton NMR broadens and diminishes, the peak at ~δ0.0 broadens, and a new peak at δ0.85 appears. I interpret this as the reductive elimination of ethane and deposition of metallic nickel.

These data indicate that the ochre solid produced in the above reaction is NiMe₂·n(pyr). The value of n is difficult to determine since excess pyridine is necessary in the preparation of the complex. These data also indicate that for practical purposes the complex may be considered the functional equivalent of simple dimethyl metal. The pyridine ligands are so loosely coordinated that they are easily displaced even in the solid state. Although the analogous pyridine-stabilized nickelacyclopentane has not been isolated, there is no apparent reason to believe that it cannot be. These pyridine-stabilized nickel alkyls will prove to be very useful in organonickel synthesis. Structural characterization and independent chemical studies will yield a good deal of information about the
character of "ligand-free" metal alkyls. It is curious and unexpected that the complex \((\text{pyr})_2\text{Ni}-(\text{TMS})_2\) is the only complex of the form \(L_2\text{NiR}_2\) (in which \(L_2\) and \(R_2\) are not chelating) which shows \textit{cis} stereochemistry.\(^6\) It is not known whether this is due to selective crystallization, packing forces, etc., or to a distinct change in electronics about nickel. Chemical studies should help explain this.

4) Reaction of transphos with \((\text{pyr})_n\text{NiR}_2\)

The reaction of transphos with \(\text{NiMe}_2\cdot n(\text{pyr})\) gave discouraging results. Treatment of the isolated organonickel complex with transphos is \(d_8\)-thf led to the immediate (<20 minutes at \(-70^\circ\text{C}\)) disappearance of the Ni-CH\(_3\) resonances in the proton NMR. Concomitant with this is the growth of a resonance at \(\delta(0.86)\) which may be assigned to ethane. A new peak at \(\delta10.1\) may be assigned to transphos bound to nickel.\(^5\) After 8 hours at \(-70^\circ\) and 15 minutes on \(+60^\circ\). the resonance at \(\delta(0.86)\) is the dominant peak in the proton spectrum. This peak could be assigned to the Ni-CH\(_3\) resonance in \((\text{tp})\text{Ni(CH}_3)_2\), but for the absence of the expected phosphorus-hydrogen coupling.

These results indicated that it will be quite difficult to prepare organonickel complexes of transphos. Since the dimethyl nickel complex is so difficult to prepare, the metallacyclopentane complex is expected to be even more challenging.

The obvious problem with this trans-directing ligand is its great bulk. It must be that the ligand displaces
both pyridine units before complexing both phosphorus atoms to the metal. In future work, I suggest either performing the preparative ligand exchange reactions in neat pyridine or use of a different trans-directing ligand. Use of neat pyridine will cause trouble: (1) the high melting point forbids low temperature reactions, (2) the high boiling point makes removal difficult, and (3) unless all of the pyridine is removed from the reaction medium, there will still be ambiguity in assignment of the active nickel species in the reaction.

Replacement of the four bulky phenyl rings in transphos with methyl groups provides an attractive alternative trans-directing ligand. The "tetramethyl transphos" will be able to complex more easily to the nickel atom, allowing the ligand displacement to proceed at lower temperatures. Finally, there will be the obvious technical benefit of having the molecular weight of the trans-directing ligand reduced by 50%.

VI. Conclusions

The force behind and mechanism of the $\beta$-$\beta'$ carbon-carbon bond cleavage reaction in the organic chemistry of nickel is still not understood. The possibility of stereoelectronic control in organometallic chemistry is very attractive and must be more thoroughly investigated. The carbon-carbon bond cleavage reaction in nickelacyclopentanes may be an example of a reaction which is so-controlled, but the question is technically difficult to answer.
Alkyl complexes of nickel whose stabilizing ancillary ligands are pyridine have been prepared, isolated and used in the synthesis of organonickel complexes having more complicated ligands. These ligand-replacement syntheses proceed at very low temperatures and are quite convenient. Generalization of the process described here will allow the formation of a variety of complicated organonickel complexes which have not been prepared to date.66
Experimental

All operations involving organometallic complexes of nickel were carried out either in vacuo or under inert atmosphere. Toluene, diethyl ether, tetrahydrofuran, benzene and all hydrocarbon solvents were dried over sodium benzophenone ketyl and vacuum transfer distilled before use. Pyridine was dried over calcium hydride. \( \text{Ni(COD)}_2 \) was either prepared via the published procedure, or purchased from Strem Chemicals and used without further purification. Tetrabis(pyridine)nickel dichloride was prepared as in the literature, as were the bis(phosphine)nickel dihalides used in this study. 1,4-dichlorobutene and 1,4-dibromobutane were dried over Linde 4A molecular sieves and vacuum-distilled before use. 1,3-dichlorobutene and 1,3-dibromobutane were purchased (Aldrich Chemicals and Strem Chemicals, respectively) and used without further purification. Unless otherwise noted, all spectra were recorded at room temperature.

2,11-bis(diphenylphosphinomethyl)benzo[c]phenanthrene (7)

This compound was prepared via the literature route, although the following modifications of the aromatization step were attempted.

1) Aromatization with palladium on carbon. 70

1.0 g (3.8 mMole) of 2,11-dimethyl-5,6,6a,7,8,12b-hexahydrobenzo[c]phenanthrene, 17 g of naphthalene, 100 mg of palladium on carbon and 5 equivalents (based on
hydrocarbon) of indene were refluxed (218°C) for 20 hr. Thin layer chromatography (silica plates; pentane elution solvent), and proton NMR showed no aromatization at all.

2) Aromatization using triphenylmethyl cation.\(^7\)

1.0 g (3.8 mMole) of 2,11-dimethyl-5,6,6a,7,8,12b-hexahydrobenzo[c]phenanthrene and 1.5 g triphenylmethyl-tetrafluoroborate were refluxed in glacial acetic acid until the initial yellow-brown reaction color is replaced with a bright burgundy and TLC indicates the absence of starting hydrocarbon. The reaction mixture was poured into water and extracted with benzene. The benzene extract was thoroughly washed and dried over MgSO\(_4\). Removal of solvent gave a crystalline solid which proved (by NMR) to be a mixture of triphenylmethene and the desired aromatic produced. Crystallization from benzene/ethanol (1:1) removed a good deal of \(\Phi_3\)CH, but left a mixture of the two products of \(\approx\)1:1 ratio. Chromatography (diethyl-ether, or benzene, or pentane or pentane/diethyl ether as eluting solvents) gave no separation at all. The two products co-sublume, thus sublimation/distillation was not effective in separation. Crystallization from ethanol, pentane, petroleum ether, diethyl ether, benzene or toluene gave little success. A low temperature crystallization from toluene gave a mixture of triphenylmethane/dimethylbenzo[c]phenanthrene of 1/3 (NMR).

Separation not being fruitful, the triphenylmethane impurity was carried through the bromination step.
Unfortunately, fickle bromination of the dimethyl hydrocarbon to give \(-\text{CHBr}_2\) and \(-\text{CH}_3\) are serious side reactions and accurate use of NBS is necessary, thus triphenylmethane (which is also brominated) led to a mixture of bromination products.

Even though the aromatization went to apparent completion, this method is not useful.

(2,2'-bipyridyl)nickelacyclopentane

This synthesis follows the method of Hagihara and coworkers.$^{3a}$ 5.0 g (18 mMole) \(\text{Ni(COD)}_2\) and 5.7 g 2,2'-bipyridyl are degassed in a schlenk vessel. 75 ml cold (0°) THF is added, resulting in a fast (but not immediate) ligand replacement to give soluble, purple \((\text{bipy})\text{Ni(COD)}\). After all of the \(\text{Ni(COD)}_2\) has reacted and the nickel species dissolved, 1.35 ml (2.4 g, 11 mMole) 1,4-dibromobutane is added all at once to the mixture. This mixture is stirred at 0° for approximately 3 hr. At this point, the purple solution has turned green and a good deal of precipitate (pink-colored \((\text{bipy})_3\text{NiBr}_2\)) has separated. The solvent is removed (in vacuo, 0°C) to give a grey solid. This solid is washed with several aliquots of cold n-pentane to remove excess dibromobutane.$^{72}$ The resulting grey solid is extracted with fresh tetrahydrofuran until the extracting solvent is colorless. In the absence of excess alkyl halide, the nickelacycle is stable at room temperature. Removal of solvent gives a powder which is crystallized from THF/pentane to give dark green (black)
crystals. Recrystallized yield 500 mg (21%). Spectra of this material are shown in the text.

Reaction of (bipy)Ni(CH$_2$)$_4$ with 1,2-bis(diphenylphosphino)-ethane (dpe).

In an NMR sample tube, 12 mg (44 μMole) (bipy)Ni(CH$_2$)$_4$ and 22 mg (55 μMole) dpe were added to 300 μl dry toluene-$d_8$ at room temperature (sample prepared in an inert atmosphere box). There was a quick color change from green to yellow. This reaction seemed to be limited by the rate of dissolution of the fairly unsoluble organo-nickel complex. After 15 minutes at room temperature, $^1$H and $^{31}$P spectra were recorded. The proton spectrum showed free bipyridyl, free and complexed dpe (P-CH$_2$ at δ2.1), peaks at δ1.85 and δ1.67 which have been assigned$^{41}$ to the ring protons in (dpe)Ni(CH$_2$)$_4$, and peaks in the alkyl and vinyl regions consistent with 1-butene. The (proton-decoupled) $^{31}$P NMR spectrum shows free phosphine, and (dpe)$_2$Ni(O) and (dpe)Ni(CH$_2$)$_4$ in a ratio of ~20:1. These resonances are consistent with those of independently prepared samples of (dpe)$_2$Ni(O) (from Ni(COD)$_2$ and dpe) and (dpe)Ni(CH$_2$)$_4$ (from dpe)NiCl$_2$ and 1,4-dilithiobutane).

Thermolysis of this sample (+70°, 36 hours) gave complete conversion to (dpe)$_2$Ni(O) ($^{31}$P NMR). The protons in cyclobutane (the reported organic product of thermolysis), the ethylene protons in dpe and the methyl protons of toluene appear at ~ δ2.0 in the proton NMR so assignment of the organic products of this decomposition
is not possible using proton NMR, but the resonances assigned to the ring protons in \((\text{dpe})\text{Ni(CH}_2\text{)}_4\) are absent in the thermolyzed sample.

Reaction of transphos with \((\text{bipy})\text{Ni(CH}_2\text{)}_2\)

Transphos (7; 36 mg, 58 \(\mu\text{Mole}\)) and \((\text{bipy})\text{Ni(CH}_2\text{)}_4\) (8 mg, 30 \(\mu\text{Mole}\)) were added to an NMR tube (sample prepared in inert atmosphere box). Tetrahydrofuran-\(d_8\) (0.5 ml) was vacuum-distilled into this tube which was subsequently sealed. Immediately upon the melting of solvent, the \(31\text{P}\) and \(1\text{H}\) NMR spectra were recorded. The \(31\text{P}\) spectrum showed a large peak (free transphos) plus a small impurity (the phosphine-oxide) in a ratio of 220:1. The proton spectrum showed only unreacted starting materials and a small unidentified impurity at \(\delta(0.13)\). The reaction was monitored periodically for two weeks, during which time the color of the reaction mixture changed very slowly from bright green to red-brown. At commensurate rates, a new resonance in the \(31\text{P}-\text{NMR}\) (20.5 ppm downfield from free transphos) and resonances due to 1-butene in the proton NMR appear. (A third \(31\text{P}\) resonance (34.3 ppm downfield from free transphos) appeared after the first day of reaction, but did not grow in size and represented only \(<3\%\) of the entire phosphorus spectrum, hence it is unimportant.) During the course of two weeks, the signal due to free transphos both broadened and lost intensity until it disappeared altogether. At the end of two weeks, no free phosphine was observed in the \(31\text{P}\) NMR and only a
small amount remained in the proton NMR. At this time, the proton NMR showed small peaks due to \((\text{bipy})\text{Ni(CH}_2\text{)}_4\) which remained, a large amount of 1-butene and a new broad peak in the alkyl region which is relatively small and may be assigned to n-butane. This reaction is therefore not of synthetic utility in this case.

**Preparation of (bipy)NiMe\textsubscript{2} from (pyr)\textsubscript{4}NiCl\textsubscript{2} and methyl-magnesium halide.**

Tetrabis(pyridine)nickeldichloride (1.0 g, 2.2 mMole), 20 ml dry THF and 4 ml dry pyridine were added to a schlenk vessel which had previously been purged with argon. The suspension was cooled to -70°C. Slowly (over the space of 3-5 minutes) 11 ml of a 0.64 M THF solution of methyl-magnesiumchloride was delivered (via syringe) into the reaction vessel. There was an immediate color change from aquamarine to pale yellow-green. The reaction was allowed to warm to -20°C which vigorous stirring was maintained. The reaction was stirred at -20° until the inorganic starting material was no longer evident. This gave a rich orange-colored suspension. The mixture was cooled to -70° and 230 µl degassed isopropanol was added to quench any unreacted Grignard reagent. Stirring was maintained until gas-evolution ceased.

2,2'-bipyridyl (0.6 g; 3.8 mMole) was degassed, then dissolved in 5 ml dry tetrahydrofuran. This solution was cooled to -40° and then transferred via syringe to the \((\text{pyr})_n\text{NiMe}_2\) reaction mixture which was kept at -70°.
Immediately a color change was apparent. The -70° bath was replaced with a -20° bath and the reaction mixture stirred at this temperature until the color change was apparently complete (1-2 hr).

The solvent was removed in vacuo from this green suspension. The bipyNiMe₂ was extracted from the resulting grey solution with 20 ml refluxing benzene. Hot filtration gave a dark green homogeneous solution from which purple-black needles form. After cooling (~ +10°) the crystalline product was isolated and washed several times with n-pentane and dried in vacuo. Recrystallized yield 116 mg (22%). Proton NMR in acetone-d₆:

δ7.65 (integral = 2.0, bipyridyl), δ8.2 (integral = 4, bipyridyl), δ9.05 (integral = 2, bipyridyl), δ0.0 (integral = 6, Ni-CH₃).

Preparation of (dpe)NiMe₂ from (pyr)₄NiCl₂ and methyl-magnesium halide.

The same procedure was used here as was used to prepare (bipy)NiMe₂, the only change being that, owing to solubility the dpe ligand was added to the [(pyr)₄NiMe₂] as a solution in toluene rather than thf. The crude material was purified using the literature procedure. This resulted in the isolation of 210 mg of material whose spectra were identical to those of independently prepared dpeNiMe₂ and (dpe)₂Ni. The dpeNiMe₂ was contaminated by 10% with (dpe)₂Ni (based on ³¹P NMR).
Preparation of (bipy)Ni(CH₂)₄ from [pyr]₄NiCl₂ and Di-Grignard reagent.

The preparation of 1,4-dibromomagnesiumbutane followed literature methods.⁴⁸,⁶²

Tetrakis(pyridine)nickel dichloride (1.0 g, 2.2 mMole) was suspended in 15 ml tetrahydrofuran and 2 ml pyridine. This mixture was cooled to -70°. A solution of 1,4-dibromomagnesiabutane (33 ml, 0.1 M solution) was added slowly to the well-stirred suspension. The reaction was allowed to warm slowly to -10°. When all of the (pyr)₄NiCl₂ had reacted, the mixture was cooled to -70° and 180 μl degassed isopropanol was added. A solution of 0.7 g bipyridyl in 5 ml tetrahydrofuran was added to this cooled mixture which was subsequently allowed to warm to -30° until the color change (orange-to-green) was complete. Most of the solvent was removed in vacuo at room temperature. The resulting slurry was washed with 2x50 ml dry pentene. The dried solid was extracted with toluene at +40° until the extractions were colorless. The solvent was removed from this extracted material. Two recrystallizations (toluene/pentane) gave 60 mg (10%) (bipy)Ni(CH₂)₄. This sample gave proton spectra identical to the material prepared from Ni(COD)₂, 1,4-dibromobutane and bipyridyl.
Attempted preparation of \((\text{bipy})\text{NiEt}_2\) from \((\text{pyr})_4\text{NiCl}_2\) and ethylmagnesium choriate.

The preparation of \((\text{bipy})\text{NiEt}_2\) using the ligand replacement on \((\text{pyr})_n\text{NiEt}_2\) was attempted several times. In each case a procedure similar to that described above for \((\text{dpe})\text{NiMe}_2\), \((\text{bipy})\text{NiMe}_2\) and \((\text{bipy})\text{Ni}(\text{CH}_2)_4\) was used, with small variations. In each case, the ligand replacement appeared to proceed properly, giving the expected orange-to-green color change. In each case, however, decomposition to a pale brown material occurred during the work-up of the reaction. The green suspension is stable, even at room temperature; therefore, the product is isolable, but appears to be much more sensitive than the dimethyl complex.

Reaction of methylmagnesium bromide with \(\text{tpNiCl}_2\)

The synthesis of \((\text{tp})\text{NiCl}_2\) is reported. A suspension of this material (100 mg, 0.13 mMole, in 5 ml tetrahydrofuran) was cooled to -60°. Methylmagnesium bromide (1.6 ml of 0.64 M solution in tetrahydrofuran) was added over 10 minutes. The mixture was stirred, warming slowly to room temperature. The purple suspension reacted to give a bright red solution. When no \(\text{tpNiCl}_2\) was apparent, the mixture was cooled to -60° and 60 \(\mu\)l of degassed isopropanol added to quench the excess Grignard. Solvent was removed to give a sticky orange solid which was extracted with 5 ml benzene. This extract was filtered through a celite pad to give a clear homogeneous red-orange
solution. Removal of solvent in vacuo gave a vermillion powder. The $^1$H NMR and $^{31}$P NMR spectrum of this powder are shown in Figure 1.

**Preparation of (pyr)$_n$NiMe$_2$**

Tetrakis(pyridine)nickel dichloride (1.0 g, 2.2 mMol) was degassed in a schlenk vessel. Solvent (75 ml diethyl ether/7 ml pyridine) was added to this. The suspension was stirred and cooled to -40°. Methylmagnesiumchloride (4.0 ml of a 2.9 M solution in tetrahydrofuran) was added dropwise to the mixture. After the addition was complete, the mixture was warmed to 0° and stirred vigorously until the (pyr)$_4$NiCl$_2$ had reacted (circa 3 hr). The mixture was cooled to -10° and 2 ml of dry (sieves), degassed trimethylsilylchloride was added. After stirring for 15 minutes, the mixture was filtered under argon through a chilled frit. This gave a red-orange solution and a very pale solid. The solid was extracted once with 25 ml diethyl ether/5 ml pyridine. Filtration and combination of filtrates gave a bright orange solution and colorless powder (MgX$_2$, discarded). The solvent was removed to give a pasty yellow-red solid. This solid was washed with pentane (0°) and dried in vacuo. The proton NMR of this product is shown in Figure 8.
Figure 1. 1H NMR spectra (JEOI F1X-90M, CD6 solvent) of the products of the reaction:
transphos + excess MeHgBr. (a) 1H shifts relative to CD6 at 6.75.
(b) 31P shifts relative to free transphos at 6.00.
Figure 2. $^1$H NMR spectrum (EM-390; $d_6$-acetone solvent) of (bipy)NiMe$_2$. Shifts relative to residual proton in $d_6$-acetone at 62.07.
Figure 3. $^1H$ spectrum (JEOL FX-90Q; $C_6D_6$ solvent) of (dpe)NiMe$_2$. Shifts relative to $C_6D_6H$ at 67.15.
Figure 4. 31P NMR spectrum (FX-90Q; C6D6 solvent) of dpmH2. Shifts relative to free dpe at 60.0.
Figure 5. \( ^1H \) NMR spectrum (JEOl FX-90Q; \( d_2 \)-thf solvent) of (bipy)nickelacyclopentane.

Shifts relative to residual protons in the solvent.
Figure 6. Spectrum from Figure 5. Here the signal at 61.89 was decoupled from the remainder of the spin system.
Figure 7. Spectrum from Figure 5. Here the signal at 61.25 was decoupled from the remainder of the spin system.
Figure 8. $^1$H spectrum (JEOL FX-90Q, $d_8$-thf solvent) of (pyr)$_n$NMe$_2$. All shifts are relative to the residual protons in the solvent. Signal at $\approx$0.0 are due to silyl impurities remaining after the TMS-Cl quench.
Scheme 1. The synthesis of 2,11-bis(diphenylphosphinomethyl)benzo[c]phenanthrene
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Chapter 7. Concerning the Mechanism of Ziegler-Natta Polymerization of Simple Olefins.
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Ziegler-Natta polymerization, a major industrial system in metal-mediated propagation rates, has been proposed for this reaction which differ fundamentally from one another. 19 The source of this disagreement is the very study of carbon-carbon bond formation. Before the more subtle distinctions between these sets of mechanisms can be elucidated, this most crucial and elementary aspect of the polymerization process must be understood.

Two of the most clearly defined proposals among the many sets suggested in the interpretation of kinetic and stereochemical aspects of the process, 2,3 have been utilized as models in justifying such step of both the reactions. 2,3,10 The important differences between the two suggestions are the involvement of hydrogenation is a (Scheme 1). This mobility implies a global primary isotope effect on chain propagation in a and related reactions but not such effect was b. In this work we report our efforts to determine this isotope effect and conclude that if such an effect exists it is quite small.

Earlier workers have examined 11 the rates of polymerization of C2H6 and C3H8, and concluded these rates are the same. However, this work allows for k2/k1 of 0.7 and 1.4. Since isotope effects on the rate of catalyst generation were also observed even wider variations could not be ruled out.

Recent studies provide values expected for isotope effects on the propagation was irradiated intermediates. The abstraction of an a hydrogen by an aluminum alkyl is modeled by the formation of C2H6 + H2. The kinetic studies show growth by two different kinetic constants. Hence, only C2H6 = C2H4 = C2H2, and C2H2 would be expected. The results presented in Table 1 found to be the authors.

Scheme 1

Table 1. Relative Concentration of a-Alkenes from Ethylene, Ethylene, Mixture

<table>
<thead>
<tr>
<th>a-alkene</th>
<th>d/a</th>
<th>Initial</th>
<th>1.0</th>
<th>1.05</th>
<th>2.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>C2H4</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>C2H2</td>
<td>1.43</td>
<td>1.34</td>
<td>1.06</td>
<td>1.19</td>
<td></td>
</tr>
<tr>
<td>C2H2</td>
<td>2.18</td>
<td>1.38</td>
<td>1.03</td>
<td>1.33</td>
<td></td>
</tr>
<tr>
<td>C2H2</td>
<td>1.55</td>
<td>1.24</td>
<td>0.90</td>
<td>1.06</td>
<td></td>
</tr>
<tr>
<td>C2H2</td>
<td>1.55</td>
<td>1.28</td>
<td>0.97</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>C2H2</td>
<td>1.04</td>
<td>0.99</td>
<td>0.67</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1. Average number of C2H4 units, (n), as a function of initial number of monomer units, N, in an oligomer.

C2H4 = CHCH = CH2 + C2H2 = CH2 + CHCH = CH2

(3) Liao, B.; Ono, H.; Grubbs, R. H., unpublished results.

11 Suitable conditions were developed to obtain sufficient material of the C2H4 to C3H6 molecular weight range for GC/MS analysis.


If the catalyst activation is fast and the chain transfer slow relative to chain propagation, then the results for the copolymerization can be analyzed precisely. It can be shown that the average number of deactivated units, \( n \), in a chain is related to the total number of units, \( N \), by the following expression:

\[
\frac{\langle n \rangle}{N} = \frac{1}{\frac{c_0}{1 + c_0} + \frac{c}{1 + c}}
\]

where \( c = k_{dp}/(k_{p} + k_{dp}) \) and \( u = k_{dp}/k_{p} \). \( k_{dp} \) rate of deactivation, and \( k_{p} \) = rate of propagation.

The distribution of products in Table 1 shows a bell-shaped curve. This demonstrates that the catalyst is formed at a much faster rate than polymer growth. Only traces of olefin are formed in the reaction, i.e., little chain transfer is taking place. Hence the two boundary conditions are met. The plot of \( \frac{\langle n \rangle}{N} \) vs. \( (N - 1) \) in Figure 1 shows an excellent agreement with eq 2 (correlation factor 0.9996) with a slope of 0.49, which corresponds to \( k_{dp}/k_{p} \) of 1.04 ± 0.03.

Although this is derived from only one catalyst system which is not a propylene polymerization catalyst, these data strongly suggest that the mechanism that does not involve a hydrogen migration during the rate-determining step of propagation. It is possible that the growing alkyl chain is interacting with a bridging Lewis acid center which does not leave the catalyst site during reaction or that the \( \alpha \)-CCF bonds are always distorted toward the metallic center. Such cases would not necessarily show an isotope effect but could have a pronounced influence on the stereospecificity. Such systems are now under investigation.

Registry No. Ethylene, 14-85-1; ethylene-\( d_4 \), 683-73-8.

(16) Typically, the experiments were carried out by mixing 50 mL of a solution of \( \text{Cp}_2\text{Ti}[(\text{C}_2\text{H}_5)_2\text{C}]\text{Cl} \) (1 mol in toluene) saturated with the desired monomer with its equal volume of \( \text{AlCl}_3 \cdot \text{HCl} \) (10 mol in toluene) saturated with the same monomer in a stop-fume tube. After leaving the initial chamber, the reaction mixture was delivered to a solution of 

(17) Given the assumptions mentioned in the text, the probability of producing (in the given reaction time) a polymer chain \( N \) was long, a of which are deactivated units, is proportional to

\[
P(N,a) = \frac{(c_0)_{a}^{N-a} (u)_{a}^{N-a-1}}{(c_0 + u)^{N}} 
\]

Then \( \langle n \rangle \) is given by

\[
\frac{\langle n \rangle}{N} = \frac{1}{\frac{c_0}{1 + c_0} + \frac{c}{1 + c}}
\]

(18) As seen in Table 1, the average carbon number is similar for each monomer unit, while the spread in various different monomer. The average is related to propagation rate while the spread is a function of monomer formation rate. Such molecular and monomer factors will influence catalyst formation.

(19) Lack of chain transfer was demonstrated by the following: (a) polymerization pure tolylene-\( d_4 \), and \( \delta \), resulted in no detectable alcohols (polymer OC, metallic hydrogen); (b) from the polymerization of ethylene-\( d_4 \), only the two polymerization of formula C\( \text{C}_2\text{H}_3\text{D}_n \) were produced. None of the H\(_2\), or H\(_3\), branches were observed by GC-MS.

Appendix: Elaboration on Footnote 17.

The probability of propagation to a chain of $N$ links before termination is given by

$$P_N = \left( \frac{k_T}{k_T + k_P} \right)^{N-1} \left( \frac{k_P}{k_T + k_P} \right)$$

that is, $N-1$ propagations and one termination \hspace{1cm} (1)

At a given time, assuming equilibrium of steady state is achieved, the number average degree of polymerization is given by

$$\langle N \rangle = \sum_{N=1}^{\infty} N P_N = \sum_{N=1}^{\infty} N \left( \frac{k_T}{k_T + k_P} \right)^{N-1} \left( \frac{k_P}{k_T + k_P} \right)$$

define $r = \left( \frac{k_P}{k_T + k_P} \right)$ and an arbitrary variable $\lambda$

$$\sum_{N=1}^{\infty} (r\lambda)^{N-1} \cdot N = \frac{1}{\frac{d}{d\lambda}} \left( \frac{\lambda}{1-\lambda} \right)^N = \frac{1}{\frac{d}{d\lambda}} \left( \frac{\lambda}{1-\lambda} \right)^2 \quad \text{for} \quad r\lambda < 1$$

$$\left( \frac{(1-r\lambda) + r\lambda}{(1-r\lambda)^2} \right) = \left( \frac{1}{1-r} \right)^2$$

Set $\lambda = 1$, and

$$\sum_{N=1}^{\infty} N r^{N-1} = \left( \frac{1}{1-r} \right)^2 = \left( \frac{k_P}{k_T} \right)^2$$

So $\langle N \rangle = \left( \frac{k_T}{k_T + k_P} \right) \left( \frac{k_T + k_P}{k_T} \right)^2 = \frac{k_T + k_P}{k_T}$

This result agrees with that predicted by standard methods.

Now consider the co-polymerization of two species: a deuterated and an undeuterated monomer. The fate of growing chains depends on the nature of the terminal unit, so split the problem to a consideration of each case: H-terminated and D-.
terminated growing chains

\(P_D^N = \text{N-link chain which is D-terminated, } P_H^N = \text{N-link chain, H-terminated).}\)

Each chain can either grow or terminate (temporarily ignore isotope effects on complexation).

\[
\begin{align*}
\text{termination} & \quad \frac{k_H}{T} \quad P_H^N \quad k_H \quad P_{N+1}^N \\
\text{termination} & \quad \frac{k_D}{T} \quad P_D^N \quad k_D \quad P_{N+1}^N
\end{align*}
\]

We know that

\[r_H = \text{rate of propagation past an } H-\text{terminus} \]
\[= k_H (P_H) (\text{olefin})\]

\[r_H^H = \text{rate of chain transfer at an } H-\text{terminus} \]
\[= k_H^H (P_H) (\text{olefin}).\]

Similarly

\[k_D = k_D (P_D) (\text{olefin})\]
\[r_T^H = k_D^D (P_D) (\text{olefin}).\]

The probabilities of a given H-rxn (i.e., H-terminus reaction) being propagation or termination are

\[
\frac{r_H}{r_H + r_H^H} = \frac{k_H}{k_H + k_H^H} \quad \text{and} \quad \frac{r_H^H}{r_H + r_H^H} = \frac{k_H^H}{k_H + k_H^H}
\]

respectively; and similarly for D-rxns.

The probability of a given reaction being an H-rxn is simply
Similarly for $\alpha_D$ (= prob. that a rxn is a D-rxn). So we have

$$\alpha_H = \text{prob. that a rxn is a propagation past an H-terminus}$$

$$= \alpha_H \left( \frac{k_H}{k_H + k_T} \right)$$

Similarly

$$\alpha_H = \alpha_H \left( \frac{k_H}{k_H + k_T} \right) = \text{probability that a rxn is termination after an H-terminus}$$

$$\alpha_D = \alpha_D \left( \frac{k_D}{k_D + k_T} \right)$$

and

$$\alpha_D = \alpha_D \left( \frac{k_D}{k_D + k_T} \right)$$

Now is assumed that the ratio of the concentration of D-terminated chain (growing) to H-terminated is a constant (call it $C$).

$$\frac{(P_D)}{(P_H)} = C = \text{constant}.$$

So the probability of terminating a chain by chain transfer after an H-monomer terminus after growing a chain of $N$ units, $n$ of which are D is

$$M_P^{(n)} = \binom{n}{D} \binom{N-n-1}{H} \binom{N}{T} \binom{N-1}{D}$$
Similarly for transfer after a $D$ terminus:

$$D_p^N(n) = \left( \frac{p_{n-1}}{p_{n}} \right)^{N-n} \frac{D_n}{D_{n-1}} \left( \frac{N-1}{n-1} \right)$$

Thus the probability of generating a chain $N$ units long, $n$ of which are deuterated is given by:

$$P_p^N(n) = H_p^N(n) + D_p^N(n)$$

$$P_p^N(n) = \left( \frac{n-1}{D} \right)^{N-n} \left\{ \frac{H_n}{H_{n-1}} \left( \frac{N-1}{n} \right) + \frac{D_n}{D_{n-1}} \left( \frac{N-1}{n-1} \right) \right\}$$

In order to simplify, note that

$$v_H = \frac{(P_H)}{R} (k_H) \quad v_D = \frac{(P_D)}{R} (k_D)$$

$$v_H^T = \frac{(P_H)}{R} (k_H^T) \quad v_D^T = \frac{(P_D)}{R} (k_D^T)$$

where

$$R = (k_H + k_H^T) \left( P_H \right) + (k_D + k_D^T) \left( P_D \right)$$

So,

$$P_p^N(n) = \frac{1}{R} \left( \frac{(P_H)}{R} \right)^n \left\{ \left( \frac{(P_H)}{R} k_H \right)^{N-n} \left( \frac{(P_D)}{R} k_D \right)^{n-1} \right\}$$

$$\times \left( \frac{(P_D)}{R} \right)^n \left( \frac{(P_H)}{R} \right)^n \left[ \frac{k_D}{k_H^T} \left( \frac{N-1}{n} \right) + \frac{k_D^T}{k_H} \left( \frac{N-1}{n-1} \right) \right]$$

$$= \frac{1}{R} \left( \frac{(P_D)}{R} \right)^n \left( \frac{(P_H)}{R} \right)^n \left[ \frac{k_D}{k_H^T} \left( \frac{N-1}{n} \right) + \frac{k_D^T}{k_H} \left( \frac{N-1}{n-1} \right) \right]$$
In this form, the relationship of eqn (2) to eqn (1) is obvious. It only remains to be shown that

\[
\sum_{n=0}^{N-1} F_n(n) = 1
\]
Thus
\[ \sum_{n=0}^{N} F_v(n) = 1 \] as required.

Thus equation (2) represents the generalization of equation (1) to the case of two component polymerization, if the new definitions are made

\[ k_p' = k_H + Ck_D \]
\[ k_T' = k_H^T + Ck_D^T \]

That is,
\[ p_v(n) = \left( \frac{k_T'}{R} \right) \left( \frac{k_p'}{R} \right)^{N-1} F_v(n) \] (2a)

Then, summing on \( n \) for a given \( N \) and determining the average \( N \) (\( \langle N \rangle \)),

\[ \langle N \rangle = \frac{1}{N} \sum_{n=0}^{N} n F_v(n) = \frac{k_T' + k_p'}{k_T'} \]

\[ = \frac{k_H^T + k_H + C(k_D^T + k_D)}{k_H^T + k_D^T C} \]

Now find \( \langle n \rangle \) as a function of \( N \)

\[ \langle n \rangle = \sum_{n=0}^{N} n F_v(n) = \left( \frac{1}{k_T'} \right)^N \left( \frac{1}{k_p'} \right)^{N-1} \ln \left( Ck_D^T \right)^{N-1} k_H^{N-1} I_{nF_v(n)} \]

\[ I_{nF_v(n)} = \left( \frac{1}{k_T'} \right)^{N+1} \ln \left( \frac{Ck_D^T}{k_H^{N-1}} \right) \]

\[ = \left[ \left( Ck_D^T \right)^{N-1} \left( \frac{k_H^T}{k_D^T} \left( \frac{N-1}{n-1} \right) \right) \right] \]
\[ \ln \left[ \theta^n (1-\theta)^{N-n-1} \begin{pmatrix} k_H^T \\ k_T^T \end{pmatrix} \begin{pmatrix} n-1 \\ n \end{pmatrix} \right] + \varepsilon^{n-1} (1-\theta)^{N-n} \frac{C_k^D}{k_T^T} \begin{pmatrix} N-1 \\ n-1 \end{pmatrix} \]

Here
\[ \theta = \left( \frac{C_k^D}{k_T^T} \right) \]

\[ \ln F^{N}_{(n)} = \left[ \sum_{n=0}^{N-1} \varepsilon^n (1-\theta)^{(N-1)-n} \begin{pmatrix} n-1 \\ n \end{pmatrix} \right] \frac{k_H^T}{k_T^T} \]

\[ + \left[ \sum_{n=1}^{N} \varepsilon^n (1-\theta)^{N-n} \begin{pmatrix} n-1 \\ n-1 \end{pmatrix} \frac{C_k^D}{k_T^T} \right] \]

\[ = (N-1) \left( \theta \frac{k_H^T}{k_T^T} \right) + \left[ \sum_{v=0}^{N-1} \varepsilon^v (1-\theta)^{(n-1)-v} \begin{pmatrix} n-1 \\ v \end{pmatrix} \frac{k_H^T}{k_T^T} \right] \frac{C_k^D}{k_T^T} \]

\[ = (N-1) \left( \theta \left( \frac{k_H^T}{k_T^T} + \frac{C_k^D}{k_T^T} \right) \right) + \frac{C_k^D}{k_T^T} \]

\[ = (N-1) \left( \theta \right) + \frac{C_k^D}{k_T^T} \]

So
\[ \Theta = \left( \frac{1}{k_T^T} \right)^N (k_{p'}^N) (k_{p'}^T) \left[ (N-1) \theta + \frac{C_k^D}{k_T^T} \right] \]

Recall
\[ R' = k_H + k_H^T + C \left( k_D + k_D^T \right) = k_{p'} + k_{T'} \]
Therefore

\[
< n > = \frac{(k_p')^{N-1} (k_T')}{(k_T' + k_p')^N} \left[ \frac{(Ck_D^H) (N-1)}{k_p''} + \frac{Ck_D^D}{k_T'} \right]
\]

For a given \( N \), the distribution of \( n \) is given by

\[
n(N) = \sum_{n=1}^{\infty} \frac{p^N_n}{p^N_n} = F^N_n(n)
\]

where \( F^N_n(n) \) is defined (as earlier) as

\[
F^N_n(n) = \frac{(Ck_D^H)^{N-1} (k_H)^{N-n-1}}{k_T' (k_p')^{N-1}} \left( Ck_D^H (\frac{N-1}{n}) + Ck_D^D (\frac{N-1}{n-1}) \right)
\]

Now define

\[
a = \frac{Ck_D}{k_H} \quad \text{and} \quad b = \frac{Ck_D}{k_T'}
\]

\[
F^N_n(n) = \left( \frac{a^{n-1}}{(k_H^2 (1+a) (1+n))} \right) \left( Ck_D^H (\frac{N-1}{n}) + Ck_D^D (\frac{N-1}{n-1}) \right)
\]

\[
= \left( \frac{1}{1+a} \right)^{N-1} \left( a^n (N-1) \left( \frac{1}{1+b} \right) + \left( \frac{b}{1+b} \right) a^{n-1} \left( \frac{N-1}{n-1} \right) \right)
\]

So define
Here $G_{(n)}^N$ represents the unnormalized distribution of $n$.

Examples

Suppose $c=1$, and let:

\[ a = \frac{k_D}{k_H} = 0.9 \quad \text{and} \quad \beta = \frac{k_D}{k_I} = 2.0 \]

Let $N = 8$

<table>
<thead>
<tr>
<th>$N$</th>
<th>$G_{(n)}^N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>8.3</td>
</tr>
<tr>
<td>2</td>
<td>29.61</td>
</tr>
<tr>
<td>3</td>
<td>59.54</td>
</tr>
<tr>
<td>4</td>
<td>24.00</td>
</tr>
<tr>
<td>5</td>
<td>58.33</td>
</tr>
<tr>
<td>6</td>
<td>28.52</td>
</tr>
<tr>
<td>7</td>
<td>7.92</td>
</tr>
<tr>
<td>8</td>
<td>0.96</td>
</tr>
</tbody>
</table>

\[ <n> = \frac{6}{1+8} + \left( \frac{a}{1+a} \right) (N-1) \]

\[ = \frac{2}{3} + 7 \left( \frac{0.9}{1.9} \right) = 3.98 \]

Distribution for $c=1, a=0.9, \beta=2$ and $N=20$

\[ <n> = \frac{2}{3} + 19 \left( \frac{0.9}{19} \right) = 9.67 \]

$G_{(n)}^N = a^n \left( \frac{19}{n} \right) + \beta a^{n-1} \left( \frac{19}{n-1} \right)$
\[
= (0.9)^n \binom{19}{n} + 2 (0.9)^{n-1} \binom{19}{n-1}
\]

<table>
<thead>
<tr>
<th>(n)</th>
<th>(C_{20}^{(n)})</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.00</td>
</tr>
<tr>
<td>1</td>
<td>19.1</td>
</tr>
<tr>
<td>2</td>
<td>172.71</td>
</tr>
<tr>
<td>3</td>
<td>983.42</td>
</tr>
<tr>
<td>4</td>
<td>3.96 \times 10^3</td>
</tr>
<tr>
<td>5</td>
<td>1.20 \times 10^4</td>
</tr>
<tr>
<td>6</td>
<td>2.82 \times 10^4</td>
</tr>
<tr>
<td>7</td>
<td>5.29 \times 10^4</td>
</tr>
<tr>
<td>8</td>
<td>8.07 \times 10^4</td>
</tr>
<tr>
<td>9</td>
<td>1.009 \times 10^5</td>
</tr>
<tr>
<td>10</td>
<td>1.04 \times 10^5</td>
</tr>
<tr>
<td>11</td>
<td>8.81 \times 10^4</td>
</tr>
<tr>
<td>12</td>
<td>6.17 \times 10^4</td>
</tr>
<tr>
<td>13</td>
<td>3.54 \times 10^4</td>
</tr>
<tr>
<td>14</td>
<td>1.65 \times 10^4</td>
</tr>
<tr>
<td>15</td>
<td>6.12 \times 10^3</td>
</tr>
<tr>
<td>16</td>
<td>1.78 \times 10^3</td>
</tr>
<tr>
<td>17</td>
<td>3.86 \times 10^2</td>
</tr>
<tr>
<td>18</td>
<td>5.99 \times 10</td>
</tr>
<tr>
<td>19</td>
<td>5.84</td>
</tr>
<tr>
<td>20</td>
<td>0.27</td>
</tr>
</tbody>
</table>
CONCLUSION

In this thesis the results of a study of the suprafacial $2 + 2$ reaction have been presented. The electronics of the transformation have been described in terms of the motion of four singly-occupied electronic orbitals. If these orbitals are able to change their shapes in continuous ways from reactants to products, and if these shape changes do not result in the cleavage of either of the two active bonds (as judged as orbital overlaps), then the suprafacial reaction can occur.

The stipulation that both bonds be retained during the entire reaction engenders severe restrictions. In the nonpolar four-center process, the participation of an orbital which is antisymmetric with respect to the reaction is demanded. The energy of this orbital and its ability to form a covalent bond which is antisymmetric with respect to the reaction determine the energetic barrier to the electronic reorganization implied by the $2s + 2s$ reaction.

One very common example of the $2s + 2s$ reaction is the organometallic migratory insertion reaction - a cornerstone in the chemistry of homogeneous catalysis. The principle of maximum bonding upon which the Woodward-Hoffmann rules are based, coupled with the description of the migratory insertion as a concerted process, and the notion that a given ligand environment around a given model supports one state of covalency at the expense of the alternatives suggests a simple rule for the design of homogeneous catalysts.
During a homogeneously catalytic cycle, the number of covalent bonds to the metal at the active site of the catalysis should remain constant.
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