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Abstract 

In this thesis, the development and application of a model for the 

examination of orientation effects in electron transfer reactions are con­

sidered. The model is designed to describe broad features of the elec­

tronic interactions between large molecules, where the transferred elec­

tron is delocalized in both reactant and product. 

The model employs spherical or oblate-spheroidal potentials of con­

stant depth for the donor and acceptor sites. The Schrodinger equation 

is solved for the exact eigenfunctions of such a potential, and the elec­

tron transfer matrix element, TsA, is calculated us1ng these wavefunc­

tions. TsA is the principal distance and orientation dependent quantlty in 

current theories of nonadiabatic electron transfer . By comparison of 

results obtained using spherical and spheroidal wells, il was determined 

that both orbital shape and well shape (i.e., molecular shape) effects are 

important in determining the magnitude and orientation dependence of 

TsA· 

The model was used to examine orientation dependence in electron 

transfer reactions between porphyrins and porphyrin derivatives . TsA 

was examined for a variety of mutual orientations, including : 1) face-to­

face transfers, where it was found that TsA for forward transfer from pho.: 

Loexcited reactants was considerably larger than Lhat for back transfer 

to yield ground state products, 2) edge-to-edge orientations, and 3) 

models of possible initial donor-acceptor pairs in a bacterial photosyn­

thetic electron transfer system (Rhodopseudomonas viridis ). It was 

observed that TsA was a sensitive function of orbital shape and orienta-
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tion. 

In order to simplify the model, a semiclassical approximation was 

examined for the donor and acceptor wavefunctions, for both the 

spherical- and spheroidal-well states. The accuracy of the approximation 

supports the interpretations of the results obtained from the exact calcu­

lations . It also substantially reduced the calculational time involved. 
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Chapter 1 

Review of Classical and Quantum 

Electron Transfer Theories 
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I. Introduction 

Electron transfer reactions have been frequently termed "the sim­

plest chemical reactions." In conventional "outer sphere" electron 

transfer reactions no bonds are made or broken upon transfer and these 

reactions are thus inherently simpler than atom transfer reactions. The 

present chapter outlines the classical and quantum theories of electron 

transfer. They are complementary in approach and, in general, present 

similar pictures of the electron transfer problem. It will be shown that 

the principal distance and orientation dependent quantity in both the 

classical and quantum rate expressions is the quantity TsA, the electron 

transfer matrix element. This thesis is concerned with the development 

and testing of a model for the calculation of orientation effects on TsA. 

After examining the classical and quantum theories, previous attempts at 

the calculation of T8 A will be reviewed briefly . Finally, in the Appendix to 

this chapter, a rederivation of the nonadiabatic electron transfer rate 

expression will be presented which does not assume exact single site 

eigenfunctions for initial and final electronic states. This provides a link 

between TsA calculated in one-electron theories (which frequently utilize 

single-site eigenfunctions) and the quantity calculated in many-electron 

theories . 

llA. Classical Theory 

Homogeneous electron transfer may be loosely viewed as occurring 

in three steps: 1) approach of the two species to some reaction distance 
• 

R, 2) electron exchange, and 3) separation to yield products. The initial 

(final) electronic state is assumed to be principally localized on the donor 

(acceptor) molecule. 
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Motions of the constituent atoms of the reacting species, as well as 

motions of the medium, will in general affect the energy of the reactant 

and product electronic states. These medium effects occur via electro­

static interactions of the electronic charges with the charges and dipoles 

of the medium. Since the electron is charged it will polarize the medium 

and the equilibrium position for this polarization will change depending 

on whether the electron is localized on the donor or acceptor. Similarly, 

the electron will frequently play a role in bonding in the molecule and 

thus upon electron transfer the equilibrium bond lengths of the donor 

and/or acceptor may readjust. 

These effects can be summarized pictorially using a potential energy 

diagram (Fig . 1) as introduced by Marcus in the consideration of the elec­

tron transfer problem. 1 The curve R denotes a cut through the potential 

energy function of the reactants in the many-dimensional configuration 

space of the system. R shows the dependence of the total electronic 

energy of the system on the nuclear coordinates and is appropriate to 

the case of the electron localized on the donor. In like manner, the curve 

denoted P is the total electronic energy of the system when the electron 

is localized on the acceptor . The two curves have different minima, 

corresponding to the different equilibrium configurations of the nuclei 

before and after electron transfer . The abscissa , denoted the "reaction 

coordinate" describes a concerted motion of the nuclei which leads from 

reactants to products. This motion can involve the translational, vibra­

tional, and rotational motion of the solvent, the vibrational motion of the 

reactants or products, or some combination of these motions, as is gen­

erally the case. The rate of electron transfer is the rate of transitions 

from curve R to curve P. 
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Energy 

A 

Fig. 1. Nuclear potential energy surfaces for reactants and products 

of an electron transfer reaction. R (P) is the nuclear potential 

energy surface when the transferable electron is localized on the 

donor (acceptor) molecule . R0 and Po are the equilibrium nuclear 

configurations for the reactant and products, respectively. A is the 

transition state . 
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It is convenient to divide the nuclear part of the system into "inner 

sphere" and "outer sphere" parts.1·2 The inner sphere part is loosely 

defined as any species chemically bound to either the donor or acceptor. 

For transition metal complexes this comprises the central metal atom 

and the ligands in the first coordination sphere . For molecules such as 

quinones or porphyrins, all the atoms in the molecule are considered to 

make up the inner sphere part of the system. The outer sphere part is 

then made up of all non-covalently attached solvent and counterion 

molecules . These definitions are tentative as the possibility of specific 

solvent interactions 3 indicates that the inner sphere portion of the sys­

tem may be considerably larger than the above simple definition. 

The modern theory of electron transfer began with a suggestion of 

libby's in 1952.4 He speculated that electron transfer would occur with 

the nuclear configuration frozen, i.e ., via a Franck-Condon transition . 

The first quantitative application of this suggestion was made by Marcus .5 

Marcus calculated the rate of electron transfer using transition state 

theory, the transition state being a nuclear configuration where a 

Franck-Condon transition may occur while still conserving energy (cf. 

point A in Fig . 1) . It should be noted that the transition state is not a 

point but an N -1 dimensional hypersurface for atomic and molecular 

motion, N being the number of nuclear degrees of freedom in the sys­

tem. In the Marcus theory of electron transfer 1
·
5 nuclear motion is exe­

cuted classically on the nuclear potential energy surfaces. A model was 

assumed for the nuclear potential energy surface as a function of nuclear 

coordinate and the free energy of activation (.D.c•) was calculated, thus 

yielding the rate . 

Those considerations pertinent to the outer sphere portion of the 
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problem will be discussed here briefly. While the formalism governing the 

inner sphere portion is somewhat different than that for the outer sphere 

portion there is still a strong conceptual analogy between the two. There­

fore, the result for the inner sphere part will merely be stated below. 

The equilibrium value of the nuclear potential energy for reactants 

occurs at the point R0 of Fig. 1. In order to react the system must pass 

through the region A which possesses a nonequilibrium distribution of 

the solvent molecules. The free energy of such a nonequilibrium distribu­

tion is required to obtain the rate of reaction. 

Frequently, solvent molecules will have some permanent dipole 

moment. In the presence of an electric field there will also be some 

induced dipole moment as the molecular charges respond to the field .5·
6 

The motions of these two types of dipoles in response to an external field 

occur on different time scales. Realignment of the permanent dipole 

requires motion of the molecule as a whole and is intrinsically slower 

than the change in the induced dipole. The change in the induced dipole 

is principally due to electronic motions which can be considered to 

respond instantaneously to the motion of the transferring electron. 

The Marcus model for the solvent5·
6 employs a dielectric continuum 

V\'ith two polarizations, Pir and Pop. The former is the slowly responding 

solvent polarization, the latter the rapidly responding polarization. 

Expressions were derived5 for the free energy of any nonequilibriurn dis­

tribution of the solvenl (calculated via a reversible two-state changing 

process). The actual free energy of activation was obtained by requiring 

a dielectric polarization with equal free energies for reactant and product 

charge distributions and by then minimizing the energy of this 

configuration, subject to the constraint that the free energy difference 
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between reactants and products be a constant. The expression for the 

rate of electron transfer obtained is 

ICel is a transmission coefficient which is discussed below. Zbi is the 

bimolecular collision frequency, p is a quantity generally close to one and 

AG• is the free energy of activation. The expression obtained for AG• is1 

ac· = ~ [~ + a,_~")" . (2) 

In the dielectric continuum approximation for the solvent the expression 

for !...0 , "termed the outer sphere reorganization energy," is 1
·
5 

- 2[ 1 1 1..J [ 1 _!_] 
Ao - (Ae) 2a 

1 
+ 2az - R J Dop ~ Ds J · (3) 

Dop and Ds are the optical and static dielectric constants, respectively, 

a 1 and a 2 the radii of the assumed spherical reacting species, and R is 

the distance between the centers of the reactants . 

Two general features of the electron transfer rate expression can be 

deduced from Eqs. (2) and (3). First, for fixed t-..0 , kbi should go through a 

maximum as AG0 decreases. This has been termed "inverted behavior." 1 

Recent experimental studies have apparently observed such behavior in a 

well-defined series of intramolecular electron transfers. 7 Second, as the 

dielectric constant of the medium increases the rate will decrease for 

regions of AG0 not in the inverted region. 

The contribution of inner sphere reorganization effects to the rate 

can also be in9luded in the rate expression. Under the assumption of har­

monic inner sphere modes an identical expression for AG• to that in Eq. 

(2) is obtained 1 with !...0 replaced by t... where 
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(4) 

~ is as defined in Eq. (3), ~ is defined in Eq. (5) within the harmonic 

approximation using reduced force constants for the inner sphere 

modes.5 

(5) 

The ~qi are normal coordinate displacements, the f ii are the reduced 

force constants. "Ai is clearly related to the energy required to stretch or 

compress the inner sphere modes in the approach to the transition state. 

On the basis of the above relations an expression was obtained relat­

ing the rate of a given cross reaction (rate constant k 12, equilibrium con-

A++ B ~A+ B+ (6) 

to the rates of the so-called "self exchange" reactions (rate constants 

k 11 and k 22 , respectively) 

(7) 

(8) 

The expression has the form 1 

(9) 

where 

( 10) 

f is frequently close to unity. Certain plausible additivity assumptions 

regarding .\0 and ~e12 were made in obtaining Eq. (9). Eq. (9) has been the 
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subject of extensive testing and its successes have served to establish the 

validity of the classical theory.2 

Another important contribution of the Marcus theory is the relation 

given in Eq. ( 11) between the electrochemical rate of electron transfer at 

zero activation overpotential and the homogeneous self-exchange rate 

constant. 1 

(11) 

The equality in Eq. ( 11) applies when the distance from the center of the 

reacting ion to the electrode is equal to the molecular radius. 

The transmission coefficient, ICel, included in Eq. (1) is intended to 

accoW1t for the possibility that electron transfer might not occur on each 

passage of the nuclear subsystem through the transition state. The ICel in 

Eq. (1) is a thermal average of the transmission coefficients (calculated, 

say, using a Landau-Zener8 expression) over all nuclear velocities. 1 The 

transmission coefficient is related to the splitting of the pair of diabatic 

nuclear potential energy surfaces at the point A . This splitting is a func­

tion of the interaction between the electronic states of the donor and 

acceptor molecules. The interaction between donor and acceptor states 

is nonzero because the localized states are not eigenstates of the full 

electronic Hamiltonian, only of the single-site Hamiltonians of the donor 

(or acceptor) plus solvent system. 

A distinction is generally made between different regimes for the size 

of ICet . When ICet is close to W1ity, electron transfer occurs on each pas­

sage of the nuclear subsystem through the transition state . This 

behavior is termed "adiabatic" in that electron motion (i. e ., the transfer 

of the electron) accompanies the motion of the nuclear subsystem. In 
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the classical theory the reaction is assumed to be "weakly adiabatic," 

implying that electron transfer occurs upon each passage through the 

transition state, but the electronic interaction is weak enough so as not 

to affect the estimate of l:l.c• . When ICel is small electron transfer occurs 

infrequently upon passage through the transition state region . This is 

termed "nonadiabatic" behavior. 

Using a Landau-Zener expression to calculate IC Brunschwig et. al. 9 

obtained an expression for the unimolecular electron transfer rate con-

stant at fixed R when the reaction is nonadiabatic, given by 

(12) 

T8 A is made up of total Hamiltonian matrix elements involving the initial 

and final electronic states (see Appendix A). Ein and E0 ut are related to 

the inner sphere and outer sphere reorganization energies .10 

There are two main distance dependent parts of Eq. (12), f-..0 and TEA­

The distance dependence of f-..0 can be seen from Eq. (3); as the separa-

tion distance between the reactants increases, f... increases, thus decreas-

ing k in the non-inverted region. TsA, being the interaction of two elec-

tronic states localized at different sites, decreases basically as the over-

lap of the wavefunctions . For electron transfer between large molecules 

f...o is expected to be small; thus, changes in f-..0 will not significantly affect 

the rate. Furthermore, at large distances f-..0 asymptotes to a constant 

value, whereas TsA continuously decreases. In general, TsA is expected 

to be principally responsible for the distance dependence of kel. 

The or:entation dependence of Eq. ( 12) is also principally due to TsA­

Aa Vvill doubtless change to some extent as the orientation of a highly 
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asymmetric donor-acceptor pair is varied. This change should be much 

smaller than the change in interaction of the electronic states. There­

fore. it is expected that TsA is also chiefly responsible for the orientation 

dependence of the rate. 

It should be stressed that only in the nonadiabatic region is the rate 

sensitive to changes in TsA . ~'1len the electron transfer is adiabatic the 

electronic interaction is already strong enough to insure electron 

transfer upon reaching the transition state, thus. increasing TsA does not 

increase k. However. any electron transfer can be made nonadiabatic by 

increasing the separation distance between the reactants . Therefore. the 

considerations here are pertinent to the effects of T8 A on reaction rate 

for all reactions at large enough distances. 

The quantum theory of electron transfer is summarized next. It -vvill 

be seen that TsA is again the principal orienlalion and distance depend­

ent quantity in the rate expression. 

liB. Quantum Theory 

The quantum theory of electron transfer was introduced by Levich 

and Dogonadze11 and was later elaborated by a number of authors. 2 ·12-15 

The rate expression is obtained using first-order time dependent pertur­

bation theory. 16 A derivation of the rate constant for fixed particle 

separation and orientation is presented in Appendix A of this chapter. 

The concepts involved and the assumptions made in deriving the rate 

constant are summarized here. 

The electron transfer is viewed as the decay of an initially prepared 

state having the transferable electron initially localized on a donor 

molecule. The decay occurs into a manifold of states characterized by 
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the electron being localized on the acceptor molecule. A single elec­

tronic state is considered on either site . In general, some motions of the 

nuclear system will be strongly coupled to the electronic motion and the 

equilibrium positions and force constants of these modes may be 

different before and after electron transfer. As in the classical theory, 

the extent of these changes in the nuclear part of the system determines 

the rate of electron transfer. Assuming for simplicity that only a single 

nuclear mode is coupled to the electronic motion, the rate constant for 

electron transfer becomes2 

ks ... A =:; ITsAI 2~_exp(-EiA/kT)I<xiBIXiA>I 2o(EiA -Eis) (13) 
t,] 

The pair of sums in Eq. (13) is over all vibrational levels of the electronic 

states -with the electron localized on the donor (i) and acceptor (j). The 

electron transfer matrix element, TsA, is, again, composed of matrix ele-

ments of the total electronic Hamiltonian between the initial and final 

electronic states (see Appendix A). 

The main assumptions employed in obtaining Eq. (13) are :2· 11-15 

1. The depletion of stale tA due to reaction is a minor pertur­

bation on the population of t A. This conditon arises because 

perturbation theory is used to obtain the rate expression. It 

implies that T BA is small. 15 

2. The Condon approximation has been made.2•15 This allows 

removal of TsA from the integral over nuclear coordinates. TsA 

is, in general, dependent upon nuclear geometry through the 

wavefunctions' nuclear coordinate dependence. The assumption 

has been tested qualitatively for the Fe :3+ I Fe 2+ electron 

exchange and was shown to be valid for that system. 17 
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3. The interaction time between the systems is short relative to 

the electron transfer rate . This yields the delta function in Eq. 

(13) which is responsible for energy conservation. For longer 

times the energy width of the initially prepared state must be 

considercd.18 

Within this set of assumptions the quantum theory has been exten­

sively used to discuss condensed phase electron transfer. 2
·
11

-
14

·
19 It 

should be noted that assumption 1 above limits the quantitative applica­

tion of the theory to nonadiabatic transfers. Therefore, TaA will play a 

role in determining the orientation and distance dependence of Eq. (13) 

wherever Eq. ( 13) is applicable . 

Eq. ( 13) can be straightforw-ardly extended to include cases where 

the transferring electron has an effect on several·nuclear modes by addi­

tion of the appropriate summations and Franck-Condon factors . All 

modes which are not affected by electron transfer do not affect the rate 

of transfer and are not considered explicitly. It is of interest to examine 

the method used to obtain the Hamiltonian for the nuclear portion of the 

problem for comparison with the classical theory. 

The inner sphere modes are assumed to be the individual bond bend­

ing and stretching coordinates of the donor and acceptor molecules. It is 

common to assume these coordinates are harmonic; thus, normal modes 

can be defined and the vibrational wavefunctions can be represented as 

harmonic oscillators. 5
·
12

·
15 The expressions for the overlap integrals 

between displaced harmonic oscillators are well known and the contribu­

tions of such modes to the rate are readily obtained.20
•
21 

For the outer sphere portion of the system a dielectric continuum 

description of the medium is used, as in the classical theory .2·
11 
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Assuming a linear response of the dielectric to an external electric field, 

the potential energy and kinetic energy of the polarization can be 

obtained. This yields a harmonic oscillator Hamiltonian for the polariza­

tion :field.2 Note: this description does not depend for its validity on the 

motions of the individual solvent molecules' being harmonic, only on a 

linear relation between the polarization and an external field .22 

Dielectric dispersion can be taken into account by representing the 

polarization in frequency and wave vector space and then assuming that 

each (k, c.;) component responds linearly to the corresponding component 

of an external electric :field.2 A set of uncoupled harmonic oscillators is 

then obtained at given frequencies as a representation of the dielectric 

response of the solvent. In practice, only a few modes are included in a 

rate calculation.20
·21 

The interaction of the medium with the transferring electron and the 

permanent ionic charges is dealt with in a similar fashion. 2 A linear coup-

ling between the components of the polarization and the position of the 

charge is assumed. This produces a shift in the equilibrium positions of 

the solvent modes (relative to when there is no charge present) and a 

decrease in total energy (arising due to solvation).2 

Once the Hamiltonian for the nuclear modes has been obtained a rate 

can be calculated. Assuming a single solvent mode and taking the high 

temperature limit of Eq. (13) one obtains 

(14) 

Eq. (14) corresponds closely to Eq. (12), the only difference being the 

presence of !::J.E 0 in the exponential rather than I::J.G0. This difference 

occurs due to the use of energy surfaces rather than free energy surfaces 
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for nuclear motion in the quantum theory. The difference can be impor­

tant when entropy effects are significant for the reaction, in which case 

the classical theory will generally be more useful. 

It is apparent from Eq. (14) that the quantum theory also predicts 

inverted behavior. This is not confined to the high-temperature limit of 

Eq. (13),20•21 nor is it confined to the use of harmonic oscillator nuclear 

functions. 

One aspect of electron transfer which has been illuminated by the 

quantum theory is the low temperature behavior. In the classical expres­

sion the rate goes to zero as T goes to zero. Quantum mechanically there 

exists the possibility of nuclear tunneling which is temperature independ­

ent from a given vibrational level; thus, the rate approaches a constant as 

T goes to zero . At any temperature other than T = 0 it may be that some 

modes behave classically while others behave quantum mechanically, 

depending on the vibrational frequencies of interest. Quantum modes 

require explicit calculation of the terms in the Franck-Condon sum (Eq. 

( 13)) and only a few modes generally contribute (h v>k T). Classical 

modes (h v<k T) can be treated via a limiting process, thus removing the 

Franck-Condon sums over lhese coordinates. 

Due to the similarity between the treatments of the nuclear modes in 

the classical and quantum theories it is apparent that the comments 

regarding distance and orientation dependence made for the classical 

theory will apply here also. As before, the inner sphere modes are neilher 

orientation nor distance dependent. The outer sphere distance and 

orientation dependence are expected to be weak for large molecules or 

long distance transfer. Thus TeA is the quantity which dictates the dis­

tance and orientation dependence of the rate. 
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The expression for k in Eq. (13) has been explicitly evaluated in a 

number of model studies in an effort to compare quantum and classical 

effects on the rate.20
·
21

•
23 These calculations used a model functional 

form for TsA . Several other theoretical attempts have been made to esti­

mate the dependence of T BA on distance and orientation. These studies 

are sununarized next. 

III. Prior Examinations of H BA 

The simplest estimates of the dependence of TsA on distance utilize 

one-dimensional wavefunctions appropriate to delta function24 or square 

well potentials.24
•
25 The form obtained for TsA is 

TsA (R) = A exp( -cxR) , ( 15) 

where A is a constant which depends on the energies of the states 

involved and ex = (-2m£ In?)*. Several experimental studies have exam­

ined electron transfer between donors and acceptors trapped in 

glasses .26-28 An exponential decay of TsA with distance was inferred from 

these studies. However, the energy dependence of TsA was not nearly as 

strong as that predicted by the simple square well model. Furthermore, 

such a model precludes the consideration of any orientation effects on 

TsA· 

Orientation effects have been considered in other theoretical studies 

of electron transfer in glasses . The donors and acceptors are assumed 

fixed but distributed randomly, thus producing a distribution of orienta­

tions. The orientation effects can be considered relative to what would be 

obtained for the same random distribution when TsA is orientation 

independent. 
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Qualitative effects of orientation on TsA have been considered by 

Brocklehurst.29 He used atomic-like functions to model molecular 

wavefunctions and derived approximate expressions for S (the orbital 

overlap, which was assumed proportional to TsA) as a function of orienta­

tion of the two centers. He also considered the effects of different radial 

functions on S. 

Doktorov et al. 30 considered various empirical forms for TsA as a 

function of distance and orientation and examined the effects of these on 

the orientation-averaged, distance-dependent tunneling rate for transfer 

in glassy matrices. They found no qualitative effects of orientation on the 

rate other than a lowering of k (R) relative to that which would be found if 

TsA were orientation independent. Rice and Pilling31 have also con­

sidered the effects of orientation on k (R) in glas~y matrices and arrived 

at similar conclusions. 

This is not an unexpected result. VY1len the orientations of a large 

number of donor and acceptor pairs are distributed randomly, in general 

one would expect some averaged value between the possible extremes for 

TsA. Thus, while the rate will be lowered relative to an analogous orienta­

tion independent system, the distance dependence would still be predom­

inantly exponential. Orientation dependence will more likely be impor­

tant in systems where the donor and acceptor are held in fixed positions 

relative to one another. 

The above studies calculate TsA based on a direct interaction 

between donor and acceptor. A somewhat different approach to the cal­

culation of the distance dependence of TsA has been suggested by a 

number of authors32
-
35 and is based on a superexchange mechanism 

similar to that proposed for magnetic interactions in crystals. 36 In this 
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mechanism the donor and acceptor states build in small components of 

charge transfer character with the surrounding medium (counterions, 

bridging and nonbridging ligands, or solvent) . 'While such effects are usu­

ally small they can nevertl?-eless decrease the rate of decay of TEA. Stud­

ies of such effects on intramolecular electron transfer aided by saturated 

bridging ligands34•35 have shown that this mechanism can dominate the 

so-called "direct interaction" for long distance transfers. 

The studies mentioned above examined the qualitative effects of a 

variety of factors on the magnitude and behavior of TEA. The ideal of any 

theoretical examination of TEA would be to make a quantitative com­

parison with experiment . This is frequently not possible due to the sim­

plicity of the models required 
1
to treat the electron transfer problem. 

The results which most nearly approach this ideal are those of Beratan 

and Hopfield .34 They calculated the decrease in TEA as a function of 

increasing donor-acceptor separation for sites connected by rigid bridg­

ing group . An extended Hiickel formalism was used to obtain the one 

electron wavefunctions of the system. Systems of this size preclude the 

use of ab initio techniques at present. However, applications of 

ab initio techniques have been made in studies of the Fe 3+ I Fe 2+ self­

exchange reaction by Newton and coworkers 17•37•38 to obtain quantitative 

estimates of the electron transfer matrix element. 

All d electrons were considered explicitly in these studies . Localized 

states were obtained with the nominal electronic occupations 

Fe 2+- Fe 3+ and Fe 3+- Fe 2+. These calculations allow for readjustment 

of the electronic distribution on each center in response to the presence 

or absence of the extra electron. Thus , static many-body effects are 

included in the calculation of TEA . Also, the coupling between the two 
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configurations is calculated from first principles, based on the true elec­

tronic Hamiltonian for the system. First solvent-sphere effects were also 

included. Initially, due to the size of the system, a point charge 

representation for the assumed H 2 0 ligands was used . In later calcula­

tions three intervening waters on each center were explicitly included in 

an ab initio sense. The two treatments for the ligands yielded similar 

results . 

A number of interesting results were obtained from these studies. 17 

First, the reaction was predicted to be weakly adiabatic when the solvent 

spheres of the two reactants partially interpenetrated. Second, the elec­

tronic matrix element was found to be orientation dependent. 17 Third , 

for some ligands charge transfer effects had a consideable effect on 

TsA .38 Fourth, the Franck-Condon approximation· appeared to be qualita­

tively valid for this system.18 Fifth, the main contribution to the electron 

transfer rate came from a small region of interparticle separation dis­

tances about the distance of closest approach. Sixth, at least for one 

orientation, the electronic coupling matrix element went through zero at 

finite R. 

Such studies are valuable and are presumably only the beginning of 

cooperative ventures between bound state theory and electron transfer 

theory. Clearly, approximations needed which will make larger systems 

tractable . However, this does not imply that simple, model calculations 

will be made obsolete when such calculations are feasible . On the con­

trary, model calculations will still be valuable in interpreting the results 

obtained from more exact methods, in particular, in elucidating the 

importance of many-body and solvation effects. 
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N. Present Work 

The purpose of the work presented in this thesis was to develop and 

test an approximate model for orientation effects on electron transfer 

rates between large, asymmetric molecules . In Chapters 2 and 3 the 

model is introduced and the qualitative features of the model are dis­

cussed. The model uses three-dimensional square-well potentials (spheri­

cal and oblate-spheroidal) . Exact eigenfunctions at each site are 

obtained and the electron transfer matrix is calculated using these eigen­

functions . It Vvill be shovm that both the orbital shape and the well shape 

play important roles in determining the behavior of TsA . In Chapter 4 the 

model is applied to the study of orientation effects in electron transfer 

between porphyrins . In Chapter 5 a semiclassical approximation is tested 

for the eigenfunctions of spherical wells. The accuracy of the approxima­

tion is demonstrated and several methods for speeding the calculation of 

TsA are presented. Finally, in Chapter 6, an approximate method for 

obtaining the spheroidal well states is presented using semiclassical 

approximations for the spheroidal basis functions . The method is reason­

ably accurate and significantly faster than that using the exact method . 

The work in Chapters 2 through 4 was done in collaboration with Paul 

Siders . The work in Chapter 6 was done in collaboration with Stephen J. 

Kli ppenstein. 
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Appendix A: Golden Rule Rate Derivation 

In this appendix the Golden Rule rate constant for electron transfer 

between two centers at fixed separation and orientation is obtained. It 

follows closely the derivation presented in Refs . 15 and 22; the major 

difference is that the present derivation does not assume exact single­

site eigenfunctions to represent the initial and final states. This allows a 

direct association of the matrix element TsA in the nonadiabatic electron 

transfer rate expression with the quantity obtained using ab initio 

methods. Following the derivation, the relationship between this general 

TsA and that obtained from one-electron models using exact single-site 

wavefunctions is discussed. 

The Hamiltonian for the system of donor, acceptor, and surrounding 

medium may be written as 

HroT = Hel + rnuc + ynuc-nuc + Tsolv + ysolv-solv + ysolv-nuc (Ala) 

= Hel + TN + vN' 

where 

TN = rnuc + polv (Alb) 
yN :::: ynuc -nuc + ysolv -solv + ysolv -nuc 

Hel is the total electronic Hamiltonian for the system, rnuc and Tsolv, the 

kinetic energies for the donor and acceptor molecules and the solvent, 

respectively, and all V's are potential energy terms for the various 

interactions between the nuclear parts of the problem. 

Hel can, in principle, include all the electronic degrees of freedom in 

the system. In practice, most of the electronic portion of the system 

must be treated using some form of pseudopotential. It will be assumed 

that Hel explicitly includes all electrons bound to the donor and 
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acceptor. The solvent is then treated in some approximate manner. Het 

has the form 

Hel = Tel + vel-nw:; + vel-solv + vel-el . (A2) 

Tel is the kinetic energy operator for all the electrons and the V's are the 

various potential interactions experienced by the electrons. Since the 

solvent is treated using a pseudopotential, vel-solv includes average 

interactions Vvith both the nuclear and the electronic parts of the solvent. 

It is conventional to write 15•22 

(A3) 

implying a convenient separation of the electronic potential. For the 

many electron case no such separation is possible38 and the present dis­

cussion will be restricted to consideration of Hel. 

The electron transfer problem can be viewed as decay of an initially 

prepared state having an extra electron localized on the donor. We seek 

the solution of the time dependent Schroedinger equation 

H TOT .r. = in a-q, 
'1" at · (A4) 

-q, = -q,(q,Q,t) where q and Q denote electronic and nuclear coordinates, 

respectively. Eq. (A4) is a second-order partial differential equation. To 

remove the dependence on q, t is expanded as 

~ = l:ci (Q,t )'\Vi (q;Q) 
i 

(A5) 

The '\Vi are Born-Oppenheimer type electronic wavefunctions. To simplify 

the calculation it is generally assumed that the electronic beisis set can 

be truncated· at two functions chosen to correspond to the total elec­

tronic wavefunctions of the system for an extra electron localized either 
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on the donor or acceptor. This choice achieves a good description of the 

initial and final states with as small a basis as possible. The most accurate 

many-electron wavefunctions available presently can be obtained using 

ab inilio molecular structure techniques. These many-electron func­

tions are not in general eigenfunctions of any part of Bel but are 

assumed to well represent the electron distribution of the donor and 

acceptor and to mimic the dependence of the true wavefunction on Q. It 

will be assumed in what follows that the 1/li are suitably chosen wavefunc­

tions for the initial and final states, dependent on the form of Bel. 'lt then 

becomes 

(A6) 

The explicit coordinate dependencies have been omitted for brevity. The 

superscript A corresponds to the electron localized on the donor, B to 

the electron localized on the acceptor. Substituting into Eq. (A4) one 

obtains 

(A7) 

The l.h.s. of Eq. (A 7) may be rewritten as22 

l.h.s . = ~[ciBel.\t'i + 1/liTNci + VN1/Jici + Ltci] , 
l 

(A8) 

where 

(A9) 

To eliminate the dependence on electronic coordinates, one left mul­

tiplies by 1/J/, where j =A, B, and integrates over all electronic coordi­

nates Lo yield 
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2;:: [ci <1/lj I H"l I '\IIi> + sji TN ci + sji VNci + <1/lj I Li >ci) = 
\ 

(A10) 

The inverse electronic overlap matrix is defined by the relation 

(All) 

Premultiplying Eq. (A10) by Skj1 and summing over j one obtains 

(A12) 

The terms HJl and <1{11 14. > act to couple different electronic states . The 

latter term is akin to a Born-Oppenheimer breakdov-.rn term and when dia­

batic electronic states are used as basis states it can be assumed to be 

small39 for moderate distance electron transfers40
. It will be neglected 

here relative to HJl. There being only two electronic states , Eq. (A 12) 

becomes 

ac8 vNc8 - inat+ Ss~H'f}l3cs + Ss)Hfscs = (A13) 

-(Ss)HfA + Ss~HJ}A)cA 

and a similar equation v.rith B and A reversed . 

If the right-hand side of Eq. (A13) is small, a zeroth order solution for 

c8 can be taken as the solution to the l.h.s of Eq. (A13) . To obtain this it 

is realized that 

The first term in parentheses on the r .h.s . of Eq. (A14) dominates, as the 

second is of order S 2. Thus, the quantity in Eq. (A 14) is seen to be essen-
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tially the electronic energy of the system when the extra electron is 

localized on the acceptor. Therefore, neglecting the time derivative 

term, the l.h.s. of Eq. (A13) is seen to be a vibrational Hamiltonian for the 

nuclear motion of the entire system when the electron is localized on the 

acceptor. cs can then be VvTitten as 

(A15) 

where xf! satisfies the equation 

(A16) 

An analogous definition can be used for cA. These two definitions are then 

substituted into Eq. (A13) and after premultiplication by xf• and integra-

tion over Q one obtains 

Assuming that only one vibrational state of A is populated and that 

Ct~ (t) = r5u, that is, ciA does not change with time, Eq. (A17) can be 

integrated and becomes 

0 - <s I SB]H~~ + sa{;H'/}A I i> [ - [ -i (EiA - EsB )t I . (AlB) 
csB - (EiA - Ess) 1 exp 1i 

The total probability density in state I sB > as a function of time is 

. (A19) 

Using standard arguments16 the rate of electron transfer from a single 

state I iA > to the manifold of states of electronic state B is 

k = ~ 2: I <s I S.B)H~ + S.BJHf,~ li> l2r5(EiA - EsB) (A20) 
s 
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If the electronic matrix elements of Bel are weakly nuclear depend­

ent the matrix elements may be removed from the integral over nuclear 

coordinates to obtain 

k = ~ ISslH~ + SaJH'i}A l22:i<s li>l 2o(EiA- EsB) (A2t) 
. s 

Finally, averaging over the thermally populated levels of electronic 

state A the thermal rate of electron transfer is 

Eq. (A22) is the nonadiabatic rate expression originally obtained by 

Levich and Dogonadze. 11 

The electronic prefactor to the Franck-Condon sum may be written 

as 

(A23) 

The l.h.s. of Eq. (A23) is the quantity calculated by Newton17
•
37

•
38 using 

ab initio wavefunctions. When only the transferable electron is con-

sidered explicitly a considerable simplification can be made in evaluating 

Eq. (A23). 

In the one-electron case HTOT can be written as in Eq. (A3) and suit­

able eigenfunctions at sites A and B can be defined. Using these func-

tions HBA becomes 

since (ret + VA) I A> = EA I A>. Similarly, 

<A I ret+ VA+ VB lA> = EA +<A I VB lA> (A25) 
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Therefore , Eq. (A23) simplifies to 

(H!J~ - SABHAA) 

1-ISABI 2 
<B I Vs lA >-SAB<A I Vs lA > 

1- I SAB 1
2 (A26) 

Due to the asswned local nature of V8 and the exponential decay of the 

electronic states it is generally true that <B I V8 lA> » SAB<A I V8 lA>; 

thus TsA ~ HBA · This is not true in the many-electron case since H!J~ and 

SABHfA are both are of the order of EASBA· 



-28-

References 

1. R. A. Marcus, J. Chern. Phys. 43, 679 (1965). 

2. J. Ulstrup, Owrge Transfer Proceses in Condensed Media: Lecture 

notes in Ol.emistry, No. 10 (Springer, New York, 1979). 

3. J. C. Curtis, B.P. Sullivan, and T. J. Meyer, Inorg. Chern. 22, 224 

(1983). 

4. W. F. Libby, J. Phys. Chern. 56, 863 (1952). 

5. R. A. Marcus, J. Chern. Phys. 24, 966 (1956). 

6. R. A. Marcus, J. Chern. Phys . 24, 979 (1956). 

7. J. R. Miller and G. L. Closs, unpublished results. 

8. Cf. M. S. Child, Molecular Collision Theory (Academic, New York, 

1974). 

9. B. S. Brunsch-vvig, J. Logan, M. D. Ne-w-ton, and N. Sutin, J. Am. Chern. 

Soc. 102,5798 (1980) . 

10. N. Sutin, Adv. Inorg . Chern. 30,441 (1983). 

11. V. G. Levich and R. R. Dogonadze, Collect. Czech. Chern. Cornrnun. 

26, 193 (1961); Translator, 0. Boshko, Univ. of Ottowa, Ontario, 

Canada. 



-29-

12. V. G. Levich and R. R. Dogonadze, Dokl. Akad. Nauk. SSSR, 133, 591 

(1960). 

13. R. R. Dogonadze and A. M. Kuznetsov, Sov. Electrochem. 3, 1189 

(1967). 

14. R. R. Dogonadze, A. M. Kuznetsov, and M. A. Vorotyntsev, Zeit. Phys. 

Chern. Neue Folg. 100, 1 (1976). 

15. N. R. Kestner, J. Logan, and J. Jortner, J. Phys. Chern. 78, 2148 

(1974). 

16. L. I. Schiff, Quantum Mechanics, 3rd ed. (McGraw Hill, New York, 

1968). 

17. J. Logan and M. D. Newton, J. Chern. Phys. 78, 4086 ( 1983). 

18. C. Cohen-Tannoudji, B. Diu, and F. Laloe, Quantum Mechanics, Vol. 2 

(Wiley, New York, 1977). 

19. J. Jortner, J. Am. Chern. Soc. 102,6676 (1980). 

20 . P. Siders and R. A. Marcus, J . Am. Chern. Soc. 103, 741 (1981). 

21. P. Siders and R A. Marcus, J. Am. Chern. Soc. 103, 748 (1981). 

22. P. D. Siders, Ph. D. thesis, California Institute of Technology, 

Pasadena, California, 1983, Chap. 5, Appendix A. Available from 

University Microfilms, Ann Arbor, MI, No. 83-22, 674. 



-30-

23. E. Buhks, M. Bixon, J . Jortner, and G. Navon, Inorg . Chern. 18, 2014 

(1979) . 

24. M. Redi and J . J Hopfield, J. Chern. Phys. 72, 6651 (1980) . 

25. J . R. Bardeen, Phys . Rev. Lett . 6, 57 (1961). 

26. J. V. Beitz and J. R. Miller, J. Chern. Phys. 71, 4579 (1979). 

27. I. V. Alexandrov, R. F. Khairutdinov, and K. I. Zarnaraev, Chern. Phys . 

32, 123 (1978) . 

28. S. Strauch, G. McLendon, M. McGuire, and T. Guarr, J . Phys. Chern . 

87, 3579 (1983). 

29. B. Brocklehurst, J. Phys . Chern . 83, 536 (1979). 

30. A. B. Doktorov, R. F. Khairutdinov, and K. I. Zarnaraev, Chern. Phys . 

61, 351 (1981). 

31. S. A. Rice and M. J. Pilling, Prog . React. Kinet. 9, 93 (1978). 

32. H. M. McConnell, J . Chern. Phys . 35, 508 ( 1961) . 

33. J. Halpern and L. E. Orgel, Discuss. Faraday Soc . 29, 32 (1960) . 

34. D. N. Beratan and J. J. Hopfield, J . Am. Chern. Soc . 106. 1584 (1984) . 

35. S. Larsson, J. Phys. Chern . 88, 1321 (1984), and references cited 

therein. 



- 31-

36. P. W. Anderson, Phys. Rev. 115, 2 ( 1959). 

37. M. D. Newton, Int. J. Quantum Chern.: Quantum Chern. Syrnp. 14, 363 

(1980). 

38. M. D. Newton, in Mechanistic Aspects of Inorganic Reactions, ACS 

Syrnp. Ser. No. 198, D. B. Rorabacher and J. F. Endicott, eds. (ACS, 

Washington, D. C., 1982), p.255. 

39. M. D. Ne-w-ton and N. Sutin, Ann. Rev. Phys . Chern. 35,437 (1984). 

40 . D. N. Beratan and J. J. Hopfield, J. Chern. Phys. 81,5753 (1984). 



-32-

Chapter 2 

General Discussion of the Model for Orientation Effects 

Using Eigenstaies of Spherical Wells 



-33-

I. Introduction 

The extent of coupling between a donor and acceptor in an electron­

transfer reaction is a question of interest in many areas of chemistry. 

Biological electron transfers, 1 solution electron transfers, 2 electrochemi­

cal oxidation and reduction reactions,3 and certain specialized surface 

techniques4 all depend for their theoretical interpretations on an under­

standing of the coupling between donor and acceptor. The amount of 

coupling can vary drastically, even v.ithin a given system, depending on, 

for example, the geometric parameters, orbital energies of donor and 

acceptor, etc. A simple example v.ill illustrate the range of such interac­

tions. 

Consider the system H -atom plus proton. At large distances a local­

ized description is appropriate; i.e., the electron is bound for essentially 

all time to the proton v.it.h which it was originally associated. At rela­

tively large, but finite distances, the electron is localized on a single 

center but there is a finite probability of finding it on the second proton. 

Finally, at relatively short distances ( < L;) it becomes more reasonable 

to consider the electron as delocalized; i.e ., a bond is formed. The phys­

ics governing the transition from localized to delocalized behavior can be 

examined qualitatively within a simple two-electronic-state approxima­

tion5. The basis set for the problem is taken to be a single H ls orbital 

on each center (rpl, Cf'r)· It is assumed thai the initially prepared state is 

rpz. The probability of electron transfer ( i. e., the probability of observ­

ing the electron in rf'r) is5 

(1) 

where 
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(2) 

and 

(3) 

where 

H·· = <m·J-J-v2- _1 ___ 1_Jrn·> 
~J n 2 R R -rJ . 

l T 

(4) 

It is seen that the frequency of oscillation of P 12 is essentia11y 

(E+ - E _)/ 21i which is (Hzr - Hu S)l (1 -52). That is, the frequency of 

transfer is related to the size of the interaction matrix element. At large 

R it is obvious that Hzr,S « 1; thus P 12 ~ 0 on any time scale of interest. 

At short R, Hzr increases, due to strong interaction of the electronic 

basis functions, and the oscillation in P 12 becomes rapid, reducing the 

usefulness of a localized description. 

It is desirable to be able to examine the behavior of this coupling for 

larger systems than Ht. Further, it is of interest to know how this coup­

ling depends on the orientation of the donor and acceptor, and on the 

types of orbitals involved in the transfer. One approach to this would be 

through use of more advanced wavefunctions for describing larger sys­

tems, such as ab initio wavefunctions.6
-
8 Presently however, the size of 

such calculations makes extensive use of them prohibitive, except for 

cases of high symmetry. For example, charge transfer states of a D4h 

diporphyrin system have been examined but lower symmetry states have 

not been considered.8 

Furthermc:re, while such calculations yield as accurate a value for 

(Hlr - SHu )I ( 1-S2) as possible at present, there is a danger of "losing 
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the forest for the trees." That is to say, since so little is presently known 

about orientation effects on the rate of electron transfer, there is also a 

need for simple models in which to examine qualitative orientation 

effects. An understanding of these simple models may then allow 

interpretation of more complicated effects seen in detailed calculations . 

It is to this end that our work has been undertaken. 

One level of simplification which has been adopted in prior considera­

tions of electron transfer (except, of course, the few ab initio studies) is 

use of a one-electron model.9 Here, only the transferable electron is 

explicitly considered . Hlr is then calculated using suitably chosen one­

electron orbitals for basis functions and H includes the effective interac­

tion of the transferable electron with the core electrons on both centers . 

Recent work on superexchange mechanisms has extended such one­

electron models to metal-metal interaction through an intervening 

medium via an Extended Buckel formalism.10· 11 

Another assumption implicitly made for electron transfer between 

two isolated redox centers is that one need only consider transfer 

between a pair of localized electronic states. For low driving force 

transfers from ground state reactants this is certainly a plausible 

assumption, since the need to conserve energy restricts the states to 

which the electron can transfer. (Actually, this is not strictly true since 

for longer times the Golden-Rule rate constant does yield transfer to 

non-isoenergetic states, or equivalently, the initially prepared state is not 

an eigenstate of the system and therefore has a finite energy width. 12 

Nevertheless, given the immensity of such systems, and the assumed 

large energy gaps between electronic states of the acceptor, use of single 

donor and acceptor states will not be a limiting factor on the accuracy of 
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such calculations.) 

On a more detailed level, another class of assumptions is the use of 

model potentials. The need for this is obvious once the one-electron 

assumption is made. If the exact wavefunction were needed to construct 

an accurate enough effective potential, the utility of the one-electron 

approximation would be greatly diminished. Therefore, use is made of 

simple, model potentials, such as one-dimensional square well poten­

tials,9 hydrogen-like potentials, 13 or some effective Hamiltonian 

method. 10
·11 While these potentials are crude relative to more sophisti­

cated ab initio effective potentials, they are believed to contain the ele­

ments needed to qualitatively understand distance dependence within a 

one-electron framework. 

Our studies used eigenfunctions of three-dimensional wells of either 

spherical or oblate-spheroidal shape. The model is introduced here using 

spherical wells, and the calculation of the electronic coupling between 

two such sites is detailed. Sample calculations are presented to illustrate 

well size, orbital shape, and orientation effects. These effects are also 

observed in the results using spheroidal wells of Chapters 3 and 4 and the 

spherical results aid in interpretation of the spheroidal results. The 

method of calculation of TaA is completely analogous for the spherical 

and oblate-spheroidal potentials, the only difference being in the eigen­

functions. The procedure is quite straightforward, but can be obscured 

by the complexity of the spheroidal wavefunction when introduced via 

these calcuations. 

ll. Spherical-Well Single-Site Wavefunctions 

Within the assumptions of the preceding section we choose single-site 
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-~-Vo V- 0 
T ~To 

T >To 
(5) 

These are spherical wells of constant depth. Solutions to the Schroed­

inger equation are easily obtained (e .g., see Schiff14). The method is out­

lined here. 

The Schroedinger equation becomes (in atomic units) 

(6a) 

T ~To (6b) 

Vlrith kl = 2(E+ V0) and k0
2 = -2E. In spherical polar coordinates 

(~T <oo, 0~8~7T. ~so~27T) Eq. (6a) becomes 

rl_1 _ _L.z_Q_+ 1 ~m· e .L+ 1 a2 21 , ( ) ( ) - -, z - 2 z -z + ki 1Jii T, e ,rtJ . 7 
Tz BT BT T sine ae ae r sin e Br{J 

If 1/J(r ,e,rtJ) is chosen to be of the form 

1/J(r,e.so) = R(r)G(e)<P(rtJ). (8) 

then Eq. (7) separates to yield three ordinary differential equations of the 

form 

(9a) 

fll O inll j!_+ l(l + I) - m: ]e(e) 
sme ae ae sm e 

(9b) 

(9c) 
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The solutions to these equations are each standard functions . One 

finds for cll(cp) 

cll(cp) = Ccosmcp + D sinmcp; ( 10) 

i.e., any linear combination of cosmcp and sinmcp is a solution to Eq. (9a). 

The function 8(6), which is a solution of Eq. (9b), is an Associated Legen­

dre polynomial in cose . Eq. (9c) is the only one of the three separated 

equations which depends on E and V. Its solutions are spherical Bessel 

functions, either iL (ki r) inside the well (where kl > 0) or kz (k 0 r) outside 

the well. (Note te distinction between kl, the l th modified spherical 

Bessel function and k 0 the reduced energy appropriate to the region out­

side the well. In general, the jz (kir) can be thought of as oscillatory func­

tions in r, whereas the kz (k0 r) are exponentially decaying functions in r. 

(For details on evaluation of the Associated Legendre polynomials and 

spherical Bessel functions, see Appendix A.) 

Single-site eigenfunctions 1/I'F(r, e ,cp;E) = 1fLm valid over all space are 

obtained by requiring satisfaction of Eqs . (6a) and (6b) for a given value 

of E and having the wavefunction and its first derivative continuous 

across the boundary at r = r 0 . (The continuity conditions lead to well-

defined values of the probability and probability density current over all 

space .14
) Since the differential equations satisfied by Pr( e) and cll( rp) do 

not depend on E or V continuity of the angular parts of the wavefunction 

can be obtained by requiring lin = lout, mm = ffivut. For the radial parts 

of the wavefunctions one obtains the conditions 

(lla) 

and 

(llb) 
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Or, rewriting in terms of a single condition one obtains 

(12) 

For a given value of Y, E is adjusted until Eq. (12) is satisfied, thus 

obtaining an eigenenergy of the potential for the chosen values of l and 

m. (For details on the search procedure used in calculating E, see 

Appendix B.) The wavefunctions can be normalized analytically using 

standard expressions for each part of the product wavefunction. 15·16 

The method was implemented by choosing l and m values to model 

some state of interest, choosing some value of E, and adjusting Y0 until 

the value of E was obtained as the eigenenergy for that Y0 . The single­

site wavefunction thus obtained was then used directly in the calculation 

of TBA• outlined in the next section. 

lll. Calculation of TsA Spherical-Well Functions 

It ·will be asswned in what follows that two spherical wells have been 

chosen with one-electron states localized at each well obtained as in the 

preceding section. Electron transfer is considered as occurring from one 

of the states, labeled site A. to the state on the other well, labeled B . 

The formalism describing the rate of transfer between two such sites was 

given in Chapter 1. The primary orientation and distance dependent 

quantity in the rate expression is the electronic coupling matrix element 

TBA given by 

( 13) 

where the various quantities have been defined in Chapter 1. In general, 
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for one-electron wavefunctions, it is expected that HAA < HsA (for HsA ~0) 

since 1/1 A is exponentially decaying outside well A. Furthermore, for 

SAB ~ 0.3, 1-Sis F::j 1. As a first approximation to the orientation depen­

dence of TsA, HsA will be considered. (It will be shown in Chapter 3 that 

for all states considered this is an excellent approximation for non­

overlapping wells.) 

The calculation of HaA entails evaluation of 

HsA = - J dT(1/1{!"')8 v8 (tr)A. 
WBUB 

(14) 

Since V8 is a constant over well B, Eq. ( 14) reduces to the overlap of the 

two functions inside well B. This is an important conceptual point in that 

it makes apparent the means of understanding the orientation depend­

ence of HsA for two such states. The maxima, minima, and zeros of HsA 

are all directly related to the change in overlap of the two functions with 

orientation, and these are themselves functions of the nodal structure 

and rate of decay of the wavefunctions . 

The integral in Eq. (14) is a three-dimensional integral and was 

evaluated numerically (see Appendix C) . We assume that there is a fixed 

set of coordinate axes in each well. Each eigenfunction is referenced to 

the set of axes in its respective well. The "relative orientation" of the 

spherical wells is then just the relative orientation of these sets of axes 

(see Fig . 1) . For any given calculation, well A is identified as fixed and the 

position of the second well is specified by the vector connecting the ori­

gins of the two systems. The three Euler angles give the rotation of the 

E-well coordinate system from a set of axes in well B which are parallel 

to those in well A (cf. Appendix D). 
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Fig. 1. Coordinate system used to specify the mutual orientation of 

wells A and B . The x-axes of the wells are assumed parallel and lie in 

the plane of the figure. For e = oo the the z -axes of the wells lie 

along the same line . 
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IV. Results and Discussion of Calculations of HsA 

In this section five variables pertinent to the states of spherical wells 

are discussed in regard to their effects on the distance and orientation 

dependence of HsA: 

1. E, the binding energy of the electron at the site, 

2. l and m, that is, the nodal structure of the wavefunctions, 

3. r0 , crudely, the "size" of the molecule and therefore the 

molecular orbital considered, 

4. the change in internuclear distance R between the wells, and 

5. the orientation of the wells. 

The discussion is not intended to be exhaustive; it is rather a survey of 

the qualitative effects of the above factors on TaA · It is helpful at first to 

qualitatively examine the expression for HaA . BaA can be written in 

terms of 'VI A and 'VI B as 

re 7f 271' 

HsA = -vsf f fit·(kPrs)P{f''(es)if>m·(cpa)kt(kf)Ptm(eA)if>m(rr;A) (15) 
0 0 0 

where rA, eA, and CfJA are implicit functions of rs, ea. CfJB (see Appendix 

D) . To a first approximation it can be seen that if the angular part of the 

integral remains approximately constant as a function of distance, the 

distance dependence of HsA will arise predominantly from the radial por-

tion; i.e., 

re 
HaA ~ -VaCfjdki8rs)kt(kfrA)rpdrs . 

0 
(16) 

From Eq. (16) it is apparent that HaA should decay approximately 

exponentially with distance since the value of TffJt· (klra) at any point in 
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well B does not change as a function of R, but kl (ktr A) decays essentially 

exponentially Vvith distance. 

The orientation effects can be similarly analyzed by examining the 

form of the angular functions for a given (l ,m) state. For spherically 

symmetric states there Vvill be no dependence of TsA on orientation. 

Consider, however, a state in well A with l ;tO. The angle between R (cf. 

Fig. 1) and the positive Z axis in well A defines some (eA)c, around which 

the values of plm(e A) are sampled' in the integral for HsA. As R increases 

in length at this (eA)c, the range of values of eA sampled decreases, as 

the solid angle subtended by well B at well A decreases. To see how this 

might affect HsA, consider an l = 1, m =0 state in each well for which 

Pf"(e A) = cose A- For (e A)c = 0, plm((e A)c) = 1, and values around (e A)c 

are close to one. As R increases, and the range of e A sampled decreases, 

the values of Pr(e A) sampled in the integral become closer to one. Now 

consider (eA)c; = TI/2. Pf"((eA)c;) = 0 and as R increases the angles sam­

pled in the integral approach 7T/ 2. Therefore, there is an extra decay 

V~ith distance in the (e A)c = 7T/ 2 orientation induced by the angular part 

of the wavefunction. Specific cases are now considered quantitatively. 

We first examine the lowest energy state for any V0, having l =m =0. 

An expression for H8 A (R) has been obtained 17 (cf. Chapter 3) and is given 

in Eq. (17). 

1i2A 2 
HBA (R) = - ~ exp( -aR). 

2ma R 
( 17) 

m is the electron mass, A0 a normalization constant, and 

a = [ -2mE /7i2J*. As expected, the rate decays approximately exponen­

tially with distance, due to the fall-off of the radial wavefunctions outside 

their respective wells . 



-44-

Eq. (17) also showsthe behavior of HsA as a function of orbital energy 

within the present model. As the electron becomes more tightly bound, a 

increases (a = ( -2E)~); thus, HsA will decrease . As with all square well 

models, the exponential decay constant for HsA is proportional to (-E)~. 

Interestingly, Eq. (17) shows no explicit dependence on the well size. Thjs 

dependence is contained in the normalization constant A0 which is a 

function of T 0 but it is interesting to note that changes in T 0 for a given E 

do not affect the rate of decay of HsA. In fact , for two l =m =0 states, a 

change in T 0 merely amounts to a rescaling of HsA (R). This is easily 

understood by examining the form of HsA in Eq. (15). This invariance of 

the rate of decay of TsA for fixed l, m, and E also holds for higher l 

states . 

Analytical expressions have been obtained for l = 1, m =0 states in the 

two orientations e = oc and 8=90° 17 (cf. Fig. 1) . (Note the difference in 

notation between 8 A ( 8 B) the azimuthal angle in the spherical polar 

coordinate system located at site A (B) and e, the orjentational angle of 

Fig . 1. It is apparent that e A = 9 for the present orientations.) For 

( 18) 

-31i2A 2 ( ] 
HsA (R) = 4 \1 + aR exp( -aR) . 

2ma R 
(19) 

These expressions have a number of factors in common with that for 

l =m =0 states . First, the dependence on distance is still essentially 

exponential and the exponential decay constant is still proportional to 
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(-E)*. The difference between Eqs. (18) and (1g) and Eq. (17) occurs in 

the pre-exponential factor and is due to the angular functions P? (e) = 

cose of the l=1, m=O wavefunctions. Most interesting is that H8 A for 

8 = goo has an extra factor of 1/ R in the pre-exponential factor . Thus, it 

decays faster than HsA for 8 = 0°.This extra factor is due to the node in 

PP (e) at @=goo, as outlined above. 

Extrapolation of these results to higher l states is now reasonably 

straightforward. For lhe present model, the dominant decay will be 

exponential in the well separation distance and the exponential decay 

constant will be proportional to (-E)*. The pre-exponential part of 

H8 A (R) -will decay at least as rapidly as 1/ R depending on 8 and the 

nodal structure of the wavefrmctions in question. Plots of HsA vs . 8 at an 

edge-to-edge distance of 4A are shown in Figs. 2 and 3 for l = 1, m =0 and 

l =5, m =4 states respectively. The increased complexity of the l =5, m =4 

results is mainly due to the .P4 = cos4~ states used in each well, the over­

lap of which change quickly with e. It is apparent from these results that 

the assumption of a spherically symmetric H8 A for large molecules will 

generally be in error. The choice of an average value for HsA may be 

sufficiently accurate for description of electron transfer between ran­

domly distributed species , but for molecules which are rigidly oriented 

relative to one another serious errors can occur. 

One interesting example of the effects of the nodal properties of the 

wavefunclions is formd in comparing H8 A al fixed R for 0 = 0° and 0 = goo 

as l increases for TT-like states . That is, we consider HsA for pairs of 

states such as l=1, m=O states, l=2, m=1 states and so on (l-m is the 

number of e ~odes occurring in Pr for e between -1 and 1) . As shown 

previously, HsA is larger at 8 = oo than at 8 = goo for fixed R for 
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Fig. 2. The matrix element HBA for two spherical wells as a function 

of e at R = 11.829A (4A edge-to-edge). For both states 

r 0 = 3.91448.:\. l = 1, m = 0, V0 = 4.19903eV, and E = -1.1525eV. 
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Fig. 3. The matrix element HaA for two spherical wells as a function 

of e at R = 11.829A (4A edge-to-edge). For both states 

r 0 = 3.91448A, l = 5, m = 4, V0 = 18.0313eV, and E = -1.1525eV. 
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l=1, m=O states since PP(e) =case and eA = ®. For l=2, m=1 states 

Pi (e) = sinecos8 so that P~ (8) = 0 for both ® = oo and ® = goo. 15 On 

this basis one would predict HsA (® = oo) = HsA (® = goo). which is the 

case. HsA for each of these angles decays more quickly than for all inter­

mediate ®. As a final example of this form of angle-dependence l =5, m =4 

states are examined. For these states Pt = sin48cose, and the order of 

the zero in Pt is much larger at®= oo than that at®= goo. One would 

therefore expect HsA (R) for ® = oo to be much smaller than HsA (R) for 

® = goo. Fig. 4 shows that this is the case . 

In addition to this behavior with ®, Fig. 3 also exhibits several zeros 

as a function of ®. This is due to a cancellation of positive and negative 

contributions to the overlap in well B and increases in frequency with 

increasing m. Since increasing m yields more nodes in 1/1. this increase 

in the number of zeros of HaA with m is not surprising. 

It is of interest to ask how a change in energy of the states examined 

will affect the orientation dependence of H8 A. The orientation depend­

ence Vvill not be qualitatively affected by a change in orbital energy. 

Since the angular nodal structure is independent of energy one would 

expect the effects seen previously to be relatively general. It is reason­

able, however, to expect some differences in relative values at two given 

orientations as a function of energy. The large R ratio of Eqs. (18) and 

(1g) exemplifies this point, since as ex increases the ratio of HaA (® = oo) 

to HsA(® =goo) increases for l=1, m=O states. This effect is due to the 

increased decay of the radial function which inhibits contribution from 

non-e=goo portions of the angular wavefunction. However, it is a second­

order type of effect which should not be important for the energy ranges 

of interest to the present model. An example of this is shown in Fig. 5. 
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Fig. 4 . ln I HaA I for two spherical wells as a function of R for e = oo 

and e = 90°. For both states To= 3.91448A, l = 5, m = 4, 

V0 = 18.0313eV, and E = -1.1525eV. 
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Fig. 5. The matrix element HsA for two spherical wells as a function 

of ® at R = lOA. In both a) and b) r 0 = 3.91448A, l = 5, and m = 4. 

In a) Y0 = 18.0313eV and E = -1.1525eV. In b) Y0 = 23.5303eV and 

E = -6.0001eV. 
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There, HaA (®) is plotted for two different sets of energies. While there is 

a significant change in the size of BaA it is rather uniform, thus preserv­

ing the shape of the curves. 

V. Extensions 

The above discussion points up the salient features we have examined 

in the calculations of BaA using spherical wells. One could use such cal­

culations as possible models of the electronic coupling in electron 

transfer events for weakly coupled systems . This spherical model may be 

appropriate to single atomic species, such as transfer between two metal 

atoms, or carbon atoms ·within a chain (of course, this requires the vali­

dity of the one-electron model). Such cases have also been modeled using 

Extended Huckel-type methods, where the interaction is taken as 

directly proportional to the overlap between the two wavefunctions. Our 

major interest is in examining biological and biominetic electron transfer 

events, say between pairs of porphyrins or between porphyrins and 

quinones. Such molecules are quite nonspherical however; thus, the 

model of the folloVving chapter was developed. It uses potential wells of 

oblate-spheroidal shape. Nevertheless, many of the trends observed for 

the spherical wells carry over for obvious reasons. The value of HaA still 

decays largely exponentially with distance and the exponential decay con­

stant at large distances is proportional to (-E)*. The oblate-spheroidal 

wavefunctions can be envisioned as arising from a continuous deforma­

tion of the spherical wavefunctions in the cases of interest to biological 

electron transfers and thus all the angular nodal function arguments 

carry over as before. 

The major difference between the spherical and spheroidal cases is 
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due to the effect of the nonspherical potential shape on the decay dis­

tance of wavefunction A in the calculation of HsA. At a given center-to­

center distance between two spheroidal wells the edge-to-edge distance 

can change drastically as the orientation of the wells changes . Since the 

wavefunctions decay exponentially outside the wells, the shortest edge­

to-edge separations will result in the largest values of HsA, all other 

effects being equal. This aspect is discussed in the following chapter. 
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Appendix A: Calculation of pLm(e), iL(T), and kL (T) 

These special functions were calculated using standard recursion 

relations. 15 The relations and error checking methods are summarized 

here. 

The Associated Legendre polynomials obey the recursion relation 

(A1) 

where, in the present case, x = case. The procedure begins with 

P:;:(x) = sinm(e), P:;:_1 = 0 and recurs upwards to obtain the desired 

PF(e). The program used calculated the above in double precision arith-

metic. Error accumulation was estimated using standard methods via 

the expression 

[1 (2l + l)xAL I + I (l + m)At-1 1] 
RL+1 = ~----------------------~ 

(l - m + 1) I Pl~ 1 I 
(A2) 

where RL+l is the relative error in Pn1 and An is the absolute error in 

Pi. The initial value of P:;: was assumed to be accurate to 14 places and 

RL+l checked at each recursion to be less than 10-7. If this tolerance was 

exceeded, a parallel quadruple precision routine was called, thus extend­

ing the range of allowed Pi. In calculations for spherical wells the double 

precision routine was always sufficient, as the l values required were 

universally less than seven. For the spheroidal case higher l values were 

required and the quadruple precision routine was needed. 

The calculation of the jL (kiT) used the recursion relation 

. (k ) (2l + 1) . (k ) . (k ) 
}L+1 iT = k JL iT - JL-1 iT 

iT 
(A3) 



-54-

Vvith error analysis computed analogously to that in Eq. (A2). For the 

spherical Bessel functions of the first kind recursion is stable when recur-

ring downward . For some large N it is assumed that JN+l = 0, JN = c: 

where c; is small and the recursion relation of Eq. (A3) is used to obtain 

the il of interest. Convergence is checked by incrementing N and redo­

ing the calculation. Normalization is obtained by comparison with the 

easily calculated value of j 0(kir). Again, the spherical calculations only 

required a double precision version of the routine but, due to the larger 

number of il 's required, the spheroidal code was converted to quadruple 

precision. 

Finally, the modified spherical Bessel functions of the second kind 

were calculated recurring upwards using the relation 

(A4) 

In this case, k 0(k 0 r) and k 1 (k0 r) are known and since recursion is stable 

upwards there is no need for convergence checks on normalization. No 

numerical error accumulation checks were used. 
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Appendix B: Eigenenergy Computation 

The solution of Eq. ( 12) of Chapter 2 must be obtained numerically 

due to the complicated nature of the functions involved. The procedure 

used is discussed here. 

All functions are assumed to be evaluated at r 0; therefore, the r 

dependence of all functions will be neglected here. Rewriting Eq. ( 12) one 

obtains 

1 d . (E) 1 ddr kl (E) = 0 . 
il (E) dr Jl - kl (E) 

(B1) 

The energy eigenvalue sought yields satisfaction of Eq. (B 1). Since all 

functions are continuous functions of E a binary search procedure was 

used as a coarse technique for approximately locating the eigenvalues. In 

the binary search procedure Eq. (B 1) is calculated at many closely 

spaced points . An E0 which satisfied Eq. (B 1) occurs between any two 

points between which there is a sign change. This approximate E is then 

used as an initial guess and Ne-vv-ton's method is employed to obtain a 

rapidly convergent value of E. 

Newton's method 19 is a technique for obtaining the fixed point of the 

equation 

g (X) = X - 1 (x) 
1'(x). 

(B2) 

The fi..xed point, where g (s )=s, can occur only for 1 (x )=0.19 Choosing 

f (x) to be Eq. (B 1) and using the initial guess obtained from the binary 

search procedure eigenvalues are easily obtained. One sets g (xn) = xn+l 

and iterates to a desired degree of accuracy. Since the eigenvalues of 

the spherical wells are reasonably well spaced for a given l, one can fre-
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quently bypass the binary search procedure. Newton's method was also 

used in Chapters 5 and 6 where again the roots of noninvertible equations 

were required. 
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Appendix C: Numerical integration scheme 

The integral sought is that for HsA 

rU 1T 2n 

HsA = -vgj J f'VIA(r,6,rp)"/18(r,e,rp)r 2s'rn6drd8drp. (Cl) 
0 0 0 

The integral is over well B, and r, e, and rp are assumed referenced to 

the center of well B. 'VI A is written as an explicit function of the coordi­

nates of well B. For all but the simplest cases HsA is not available in 

closed form. Therefore, numerical integration schemes were used to 

obta'm HsA· 

A variety of techniques could be used such as the trapezoidal rule, 

Simpson's rule, each over subintervals of the region of interest of each 

'mtegration variable in Eq. (Cl). We chose to use Gaussian-Legendre qua­

drature, assuming that the integrand would be at least partially oscilla-

tory. 

For functions defined on the inlerval [ -1,1] Lhe quadralure formula 

(C2) 

is exact if J is a polynomial of order 2n+1 or less, when the xi are the 

zeros of the orthogonal polynomial of order n+1 on [-1,1], and the Ai are 

suitably chosen (tabulated) weighting factors. 19 The orthogonal polyno­

mials on [ -1,1] are the Legendre polynomials, hence the name Gaussian­

Legendre quadrature. When j (x) is not a polynomial in x the value of the 

r.h.s. of Eq. (C2) can be shov.'TI to approach the l.h.s . as n -+c>o .
19 

Frequently, the region of integration is other than [ -1, 1]. In this 

case the region [ -1, 1] is linearly mapped onto the region of interest, 
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[a,b] via 

x = [b; aJu + (b; a) (C3) 

where u is in the region [-1,1] and x is in the region [a,b]. Eq. (2) 

becomes 

b ( )1 ( )n J f ( x) dx = b - a J g ( u) du ~ b - a L; Ai g ( ui) ( C4) 
a 2 -1 2 j=O 

where g (u) = f (x (u )). 

Finally, in the case of multidimensional integrals, integration over 

each variable was performed using Gaussian-Legendre formulae in a 

nested expression as in Eq. (C5) . 

re Tr 27T 

HsA = j f j F(r .e ,rp)drd 6drp = 
0 0 0 

The number of integration points in such an expression equals n 1xn2xn3 , 

and thus increases rapidly with the ni . However, convergence to three 

places in HsA could be obtained with an average of 10-15 points per 

dimension. 

Occasionally, there was a need to calculate integrals over infinite 

ranges, such as the radial part of an overlap integral. In this case a simi­

lar scheme, Gaussian-Laguerre quadrature can be used . The Laguerre 

polynomials are orthogonal polynomials defined in [0,0<'1] and the 

integrand weighting function is a decaying exponential, which is con­

venient due to the decaying nature of the radial wavefunctions outside 

the wells . 
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Appendix D: Coordinate transformation between spheres 

In defining the relative orientation of the two wells, well A was 

assumed fixed, its center located at the origin of a set of coordinate axes 

denoted (XA.YA.ZA) . The center of well B is translated by the distance 

(X0 • Y0.Z0) relative to the origin of coordinate system A. Well B also has a 

local set of coordinate axes, the origin of which is located at the center of 

well B . The orientation of these axes relative to those in well A are 

defined by the Euler angles20 (a.,{3:y) as rotations relative to a set of axes 

centered at well B which are parallel to those of well A. 

In performing an integral over well A, a point (rA,BA .'PA) in well A is 

generated by the nwnerical integration routine . '1ft A can be immediately 

evaluated . To evaluate 'lfla one needs the coordinates of this point rela­

tive to the coordinate axes of well B. which are the natural axes for '1ft 8 . 

The steps followed to obtain the coordinates of the point are : 

2. Obtain the coordinates of (XA, YA ,ZA) in the coordinate system 

of well B parallel to that in well A by 

3. Obtain the coordinates in the rotated coordinate system in 

well B by multiplying the vector (X8 , Y8 ,Z8 ) by the Eulerian 

rotation matrix.20 

4. Convert (X' a . Y'8 ,Z'8 ) into the appropriate spherical polar 

coordinates of well B, (rA.BA.'PA)· 
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When performing integrals over the mobile well, well B, the coordi­

nates of a point in well B can be obtained relative to the coordinate sys­

tem in well A by reversing the above four steps. 
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Chapter 3 

A Model for Orientation Effects 

in Electron Transfer Reactions 
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I. Introduction 

The mutual orientation of the donor and acceptor in an electron 

transfer reaction may have observable effects on the electron transfer 

rate in certain systems. For example, the primary photoinduced elec­

tron transfer in photosynthetic reaction centers may be influenced by 

the orientation of the reactants. In plant photosystem II the electron 

acceptor is probably a pheophytin1'2 and the donor may be a substituted 

chlorophyll a rnonomer.2'3 Both of these molecules are large and non­

spherical, suggesting that there may be one or more preferred orienta­

tions for electron transfer. Another biologically important electron 

transfer, that between hemes in cytochromes, may also depend on the 

mutual orientation of the porphyrin rings of the hemes 4 

Orientation effects are beginning to be exrup.ined experimentally in 

model systems. For example , electron transfer between cofacial porphy­

rins has been studied and was observed to be rapid .5'6 Systems involving 

porphyrins held in other orientations are under study.7 In these systems 

the electron transfer is between sites that are chemically linked. When 

the pi-type orbitals at the donor and acceptor sites are largely electroni­

cally independent, the electron transfers may be treated using the usual 

outer-sphere formalism. It is with systems such as these in mind that we 

have set out to develop a model theoretical system within which to exam­

ine the nature and magnitude of orientation effects on electron-transfer 

rates. 

The rate constant for nonadiabatic electron transfer between reac­

tants A and B at fixed separation and orientation has been examined 

within the Golqen Rule formalism; e.g .,8-10 

k = :; I T BA 1
2 F. c. ( 1) 
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The Franck-Condon sum (here denoted F.C.) has been discussed in detail 

elsewhere, e.g .. 10-12 In this paper we consider the dependence, within the 

theoretical model described below, of the electronic matrix element TeA 

on the mutual orientation and separation distance of A and B. 

The matrix element TeA depends on the electronic wavefunctions 

localized on sites A and B. An isolated electronic site A or B (at infinite 

separation, say) is modeled in this paper as an oblate spheroid, and the 

potential for the electron is set equal to a negative constant inside the 

well and zero outside. It may be recalled that an oblate spheroid can be 

obtained by rotating an ellipse about its minor axis. 

The volume of the spheroidal potential well is supposed to enclose the 

carbon skeleton of an aromatic system. The circle of revolution gen­

erated by the major axis when the spheroid is rotated about its minor 

axis is imagined to lie in the plane of the carbon skeleton. Other models 

have similarly exploited the delocalized character of the pi electrons in 

aromatic systems. In the Free Electron Molecular Orbital model13 for 

example, the electron is free to move in one dimension on a ring or inter­

secting rings, but has zero probability density off the ring. In another 

model introduced by Schmidt 14 and developed by Platt 15 to calculate 

electron densities and electronic spectra of aromatics, the electron is 

free to move in a plane in a region bounded by infinite potential walls. In 

contrast, in the present paper the electronic wavefunction is three­

dimensional and is not confined to a well, because the potential used is 

finite. The wavefunctions therefore have long-range tails which are 

important in describing electron transfer. 

The present model yields a predominantly exponential dependence of 

the rate on separation distance, a dependence used or found in various 
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experimental studies. 16 The molecular basis of this model may actually 

be an exchange mechanism involving orbitals of adjacent molecules or 

atoms. 17 

There have been previous discussions of orientation effects in the 

context of the tunneling of trapped electrons in glassy matrices. Rice 

et.al. 18 considered orientation effects in a qualitative way, and concluded 

that orientation dependence in the electron tunneling rate would be 

equivalent to a reduced concentration of electron acceptors, and thereby 

reduce the tunneling relative to an analogous system with no orientation 

dependence . Brocklehurst 19 examined the orientation dependence of the 

overlap of electronic wavefunctions for spherically symmetric sites . He 

considered both hydrogenic and spherical-well potentials. The electronic 

matrix element was assumed by Brocklehurst to be proportional to the 

overlap of the wavefunctions, an approximation which we consider using 

states of spherical wells in Appendix B. He concluded that the orientation 

effect on the electron-transfer rate constant can be as large as 103. Dok­

torov et al .20 considered an angular factor, cosne, in the unimolecular 

rate constant for electron tunneling between spherical sites. For n ~ 4 

the effect of this angular dependence was to reduce the overall rate con­

stant. The present paper considers sites that are asymmetric which 

presumably better represent the shapes of the aromatic systems toward 

which this study is aimed . 

Spectral properties of porphyrin compounds have been examined by 

numerous workers using semi-empirical electronic structure methods.21 

Ab initio techniques have also been used to examine porphyrin electronic 

structure.22·23 Calculations on diporphyrin systems and their low-lying 

charge transfer states have been reported recently. 24 Electronic struc-
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ture techniques have been used to study orientation and distance effects 

for a model transition metal redox pair25 as well as for face-to-face por­

phyrins at small separation distances using both semi-empirical and ab 

initio methods.26
•
27 For porphyrin electron transfers ab initio calcula­

tions of the electronic matrix element are extremely lengthy. Moreover, 

ab initio techniques which employ Gaussian basis functions are better 

suited to describe wavefunctions inside molecules than to depict the 

long-range tails of the wavefunctions. Whi.Je our model is significantly less 

detailed than that on which these wavefunctions are based, the present 

aim is to include the general features of the problem. In fact, it is the 

simplicity of the model which facilitates the calculations presented here. 

The paper is organized as follows . In Sec. II the model for the poten­

tial and the wavefunctions used are briefly described, the calculation of 

the electron transfer matrix element is outlined, and results from calcu­

lations of the matrix element are presented. In Sec. III a more detailed 

description of the calculation of the single-site wavefunctions is given . 

The results for the electron transfer matrix element calculations are dis­

cussed in Sec . IV. Concluding remarks are given in Sec . V. The relation 

between the Golden-Rule rate expression and the matrix element is given 

in Appendix A. Expressions for the matrix element for states of spherical 

wells are derived in Appendix B. Applications to molecules of experimen­

tal interest Vvill be presented in a subsequent article. 

II . Wavefunctions and Results 

A. The model 

The model involves the interaction of two sites, labeled A and B 

(e.g .,molecules or electronically isolated chromophores) . The single-site 

wavefunctions are taken to be one-electron wavefunctions; that is, only 
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the transferable electron is considered explicitly. The potential in which 

the electron moves is modeled as an oblate spheroidal well. A cross sec-

tion of the potential is sketched in Fig. 1. The potential is independent of 

rp, the angle of rotation about the z axis. The cross section is an ellipse 

having semi-major axis a, semi-minor axis b, and eccentricity 

e = V 1 - b 2 I a 2. The potential V is zero outside the well and has a con­

stant negative value inside. Actually, there will also be a Coulombic term 

when the molecule is charged,28 but it is assumed, for the present, that 

in a medium with some polarity this contribution is small relative to the 

values of V0 used below. 

It is convenient to use oblate spheroidal coordinates (~. 'TJ, rp), defined 

by 

where 0 ~ ~. -1 ~ 71 ~ 1 , 0 ~ rp ~ 27T . The scale factor d has been 

chosen so thai the surface of the potential well is described by the single 

radial-like coordinate ~· With d = 2~=b2, Vis defined as 

(
- V0 ; ~ ~ ~0 = 2b I d 

v = 0; ~ > ~0 . 
(3) 

Contours of the coordinate system are presented in Fig . 2. (The angular 

coordinate rp, not shown, is defined as for spherical coordinates.) The sur­

face ~ = 0 is a disc of diameter d. The surface 11 = 0 is the xy plane minus 

this disc. 

Spherical coordinates r and f3 are given in terms of oblate spheroidal 

coordinates: 
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z 

V=O 

Fig. 1. Potential well for a single site. There is cylindrical symmetry 

· about the z axis. 
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-7]=0--+x,y 

I I 
I 

7]= -I 

Fig. 2. Oblate-spheroidal coordinate system. Contours of constant ~ 

are indicated by solid lines. The dashed lines are contours of con­

stant TJ . The contours of constant TJ on the right are for rp = 0, on the 

left for rp = rr . 
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(4) 

It is clear that the oblate spheroidal coordinates become spherical coor­

dinates at asymptotically large distances from the potential, in the sense 

that ~ .._. 2r I d and TJ .._. cos 8 as r .._. oo . 

The single-site wavefunctions sought are bound-state solutions to the 

Schrodinger equation with the potential of Eq. (3). The Schrodinger equa­

tion may be written as a pair of Helmholtz's equations, one satisfied 

inside the well and one outside, i.e., 

(5) 

Vvith k 2 = 2m(E + V0)/n
2 when ~ ~ ~0 and k 2 = 2mE/n2 when ~ > ~0 • m 

being the electronic mass. The value of V0 affects the eigenvalue E and 

hence controls the rate of decay of the wavefunction with distance and 

ultimately the decay of the thermal matrix element. 

In Sec. III it is shown that the wavefunction may be ·written as 

... 
--¥:mu (tTJ,cp) = Amtu L: cA 'J/1-:nn ; ~ ~ ~0 

r=O 
'irmtu= ... (6) 

--¥~u a.TJ,cp) = Amtu l: q;_ 1/li:tn ; ~ ~ ~o 
r=O 

n = 2r + m + s 

The value of s determines the parity of the wavefunction relative to the 

xy plane of the potential, --¥mtu being even when s = 0 and odd when s = 1. 

The superscript i or o denotes the wavefunction inside or outside the 

well, respectively. 

The functions 1/l"fnn and 1/li:tn are solutions of the Schrodinger equation 

in oblate spheriodal coordinates when the potential is a constant over all 

space and is equal to its inner or outer value, respectively. Quantization 
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in the case of a finite depth well is accomplished by requiring continuity 

of the wavefunction 'lrmtu and its derivative at the boundary, i.e., at t = t0 . 

The functions 't/1~ are separable in oblate spheroidal coordinates and 

may be written as 

~Pm(rp) may be written as a linear combination of sin mrp and cos mrp and 

the number of nodes in ~Pm(rp) is equal to 2m. The index n has been 

chosen to have the possible values n = m,m+l,m+2 .... 

The quantum numbers t and u in Eq. (6) will be described as follows : 

t is the number of nodal lines in the two-dimensional t77 subspace and u 

orders states of equal t by energy (u = 1,2, ... ). At fixed V0 , a, and b, a 

wavefunction can usually be specified using m ,t, and u. (Near an avoided 

crossing the nodal lines become increasingly complicated, however. 

V111en the nodal structure is not too distinct one could simply use m and a 

parameter which orders states of the given m by energy.) 

Contour plots of wave functions for several states having m =0 are 

sho-w-n in Figs. 3-5. Energy levels29 for several states are sho-w-n in Fig . 6 

as a function of eccentricity at constant volume for the infinite potential 

case (Fig. 6a) and for V0 = 10 eV (Fig . 6b) . Energy levels are shown as a 

function of V0 in Fig . 7. 

For calculations of TeA most of the states we have studied have one 

nodal line in the t77 subspace (i.e ., t = 1) and s = 1. Such wavefunctions 

provide the closest analog to 2p 1T electron systems, s = 1 being appropri­

ate to 7T-like symmetry, since these functions are odd with respect to the 

xy plane . For simplicity we will use the notation (m,TI) to denote a state 
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Fig. 3. Contours oft for a state with (m ,t ,u) = (0,0, 1), V0 = 10 eV, E 

= -7.98 eV, a = 4.85 A, b = 2.55 A. The heavy line is the well boun­

dary . The contours are labeled with values of log 10 l t !. This state is 

referred to later as a (O ,a) slate . 
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Fig. 4. Contours of'*' for a state with (m,t,u.) = (0,1,1) . a, b and Vo 

are as in Fig . 3. E = -4.?0 eV. The heavy line is the well boundary. The 

contours are labeled with values of log 10 I'*' 1. Dashed contours indi­

cate '*' < 0. Solid contours are for '*' > 0. This state is referred to 

later as a (0,7T) state . 
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z 
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4A 

X 

Fig. 5. Contours of -.¥ for a state with (m ,t ,u) = (0,1 ,2). a, b and Vo 

are as in Fig . 3, E = -4.44 eV. The various lines are as in Fig. 4. 
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~----10* 

0~------~~----~ 
1.0 0.5 0.0 

0~------~~----~ 
1.0 0.5 0.0 

(disc) Eccentricity (sphere) (disc) Eccentricity .. (sphere) 

Fig. 6. Energies relative to the bottom of the potential well versus 

eccentricity. In both (a) and (b) the wells have a constant volume of 

251.25 .A3. The effective spherical radius Ref!(= (a 2b )113) for these 

results is 3.9145 A. Energy levels are labeled with l on the right-hand 

side of the figure and m above individual curves, where l and m are 

the total angular momentum and its z projection of the state of the 

spherical well to which a given spheroidal state correlates . The m 

and l quantum numbers of the states in Figs. 3-5 are (m,l) = (0,0), 

{0,1), and (0,2), respectively. An asterisk indicates the presence of a 

radial nodal surface in the spherical wavefunction. V0 equals co in (a) 

and 10 eV in (b). In both cases only those spheroidal states which 

correlate to the four lowest distinct spherical energy eigenvalues are 

shown. 
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Fig. 7. Energies relative to the bottom of the well versus well depth. 

a and b as in Fig. 3, volume = 251.25 1P. m and l are indicated on 

the right-hand side of the figure and are defined as for Fig. 6. 
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with t = 1 and s = 1 for a given m for the rest of the article, 7T denoting 

odd symmetry with respect to reflection in the xy plane. The TI-like 

nature of the (0,7T) state is apparent in Fig. 4. For comparison with 

experimental systems designed to assess orientation and distance effects 

we note that a (1,7T) state has the same nodal structure as the HOMO in 

benzene. A (4,7T) state has the same nodal structure as the HOMO in por­

phine, as determined in ab initio calculations.22 To illustrate a particular 

geometrical effect we have also given some results for states with zero 

nodes. We will refer to them as (O,u) states, since m is zero and, like u 

states, they are even with respect to reflection in the xy plane of the 

potential. 

B. Electron transfer between sites 

The system used to model electron transfer between a pair of 

molecules A and B consists of two we11s (site A and site B), each of the 

type de!"cribed previously, and one electron (the "transferable" electron). 

The rate constant for the electron transfer reaction 

A-+ B-+ A + B- (8) 

is given by (1), using the Golden Rule and Condon approximations. That 

rate constant is for transfer between sites having specific and fixed 

mutual orientations and fixed relative separation distance. In order to 

use Eq. (1), nuclear coordinates and an associated set of vibrational 

states have been assumed to be present in the wells and in the interven­

ing medium (along with solvent orientational states), but will not be dealt 

with explicitly in this paper. Recent reviews on this aspect of the elec­

tron transfer problem are given in Ref. 30. 

The zeroth-order problem is that in which the two wells do not 
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interact (e.g., the infinite-separation limit). The following two zeroth­

order states are considered: 

1) the electronic state at site A, uninfluenced by site B: The 

wavefunction for this state, denoted by 'l',1uu, is given by Eq. (6), 

with the origin of the coordinates at the center of well A and with 

( 0 defining the boundary of well A. The V0 appearing in Eq. (3) and 

appropriate to site A is denoted by V~. 

2) the electronic state at site B, uninfluenced by site A, which has as 

its wavefunction 'l'!·t'u'• given by (6), but centered now on site B, 

and having V0 = V~. 

The electronic matrix element TsA, described in Appendix A for the 

present model, is 

(9) 

where 

HsA =-vg J 'l'~;'u' 'l'~ dTs I HAA =- vg J 'l'Xu t:Uu dTs I (lOa) 

SAB = J 'l'Xu 'l'~'t'u' dT (lOb) 

The integrals in (lOa) are over well B, and that in (lOb) is over all space. 

C. Results of calculations of the electron transfer matrix element 

Calculations of the electron transfer matrix element were performed 

Y\ith various eigenstates of each of the two separated wells v.ith specific 

fixed mutual orientations. The states and orientations chosen illustrate 

some general effects of the shape of the potential well and orientation on 

the matrix element. 

Mutual orientations of the two wells are defined using the coordinate 

system in Fig. 8. Well A was assumed fixed and well B was positioned at 

various values of R and e. In the calculations given here the x-axes of the 
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z(A) 
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10 X (A) 

Fig. 8. Coordinate system used to specify the mutual orientation of 

well A and well B. The x-axes of the wells are assumed parallel and lie 

in the plane of the figure in all geometries. e = 0° corresponds to 

the z axes of the wells being superimposed. 
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wells are parallel, as are they-axes. e = 0° corresponds to the wells being 

displaced along the z axis, and so being in a "face-to-face" configuration. 

e = 90° corresponds to displacement along the x axis, i.e., in an "end-to­

end" arrangement. 

The values of a and b used (apart from those in Fig. 6) were chosen 

as follows: a was an estimate of the in-plane radius of porphine, and is 

the same a as that used by Platt 15 to treat porphine as a 2a x 2a square 

using the Schmidt box model. The value of b was chosen so that the aver­

age thickness of the well(= 4b /3) corresponded to the interplane spacing 

in graphite, 3.4 A .31 Other values of b are, of course, possible . The gen­

eral features of the orientation dependence are not qualitatively affected 

by the choice of b . 

TEA and HEA are compared for the wells at contact for various states 

and various angles e in Table I. It can be seen that typically TEA and HEA 

agree to within 5%. The agreement becomes even better with increased 

separation. The calculation of HEA is much less time-consuming than 

TEA, and only values of HEA are given in the rest of the article. The 

trends seen are unaffected. 

Results as a function of distance and orientation are plotted in Figs . 9 

to 11 for pairs of (O,a) and (O,rr) states. In Figs . 9-12 V0 was chosen so that 

each sLate, independently of m and of the parity, has an energy E = 

-1.1525 eV. This value of E yields states which cause IHaA 1
2 to have an 

(approximately) exponential decay whose slope of a ln I HEA 1
2 vs. R plot 

is from 1.4 to 1. 7 depending on the states involved. These are in the 

range of some experimental estimates for the decay of the electronic 

matrix element with distance for aromatic molecule-aromatic anion sys­

terns.16 (The rate in Ref. 16a is proportional to exp (-2o:R), where 2o: is 



82 

TABLE I. Comparison of HBA and TBA at selected angles e for potential 

wells at contact. a, b 

State e (degrees) HBA (eV) HBA/TBA 

( 0, cr) 0 -0.263 1. 000 

30 -0.229 1. 000 

45 -0. 182 1. 006 

60 -0. 121 1. 008 

90 -0.045 1. 004 

(O,v) 0 0.666 1. 084 

30 0.474 1. 092 

45 0. 267 1. 074 

60 0.077 1. 025 

90 -0.015 1. 000 

(2, 1T) 0 0.481 1. 007 

30 0.040 1. 069 

45 0.109 1. 029 

60 0. 299 1. 035 

90 -0.062 1. 002 

( 4, 1T) 0 0.246 1. 001 

30 -0.079 1. 012 

45 0.113 1. 013 

60 0.279 1. 019 

90 -0.066 1. 002 
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a o " The wells have a= 4. 85A, b = 2. 55A, and V0 such that E = -1. 1525 eV. For 

(0, o), (0,1r), (2,1T) and (4,77), states, V0 = 2. 5937, 5. 6540, 10.6541 and 17.3530 eV, 

respectively. In the worst case HBA is converged to within 2% of the exact value. 

In general, the convergence is much better. 

b4> m (cp) = cos mcp . Similar agreement of HBA and T BA is seen for 4>m (cp) = 

sin mcp or any linear combination of sin mcp and cos mcp. 
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Fig. 9. ln I HsA I as a function of center-to-center separation for a 

pair of (O,a)[ =(0,0)] states in each jVell and for a pair of (O,TI) states . 

a and b are as in Fig. 3. E = -1 .1525 eV; V0 is 2.5937 eV for the 

(O,TI)[ =(0,1)] stales and 5.6540 eV for the (O,TI) state. Solid lines are 

for (9 = 90° and dashed lines for 8 = 0". 
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Fig. 10. I HaA I as a function of 8 for a pair of (O,a) states . a, b and 

V0 and E are as in Fig. 9 for the (O,a) states. Shown are results for a 

constant center-to-center distance of 10 A and for a constant edge­

to-edge distance of 5 A. 
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Fig. 11. HsA as a function of e for (O,n) states. a, b, v·0 and E are as 

in Fig. 9 for the (0, n) states. Shown are results for a constant 

center-to-center distance of 10 A and for a constant edge-to-edge 

distance of 5 A. 
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roughly 1.1 .A - 1.) 

In Table II HaA is given as a function of distance for ® = 0° and 90° 

for the (1,rr), (2,rr) and (4,rr) states. Each eigenvalue of states with m > 0 

is two-fold degenerate. The functions cos m rp or sin m rp or any linear 

combination of them are eigenfunctions of the rp portion of the Schrod­

inger equation and HaA will in general depend on which of these functions 

is chosen, as well as on the relative orientation of the wells . In actual 

molecules of current interest, deviations from cylindrical symmetry can 

remove this degeneracy. The value of HaA for any arbitrary q,m (i.e .. any 

linear combination of cos mrp and sin mrp) for parallel xy planes may be 

obtained from the Hf1~ and Hftt in Table II using a standard formula .32 For 

brevity of graphical presentation the dependence on distance for states 

with m ~ 0 is given in Fig . 12 as a rool mean square average of H8A over 

'YA and 'YB· the angles of rotation of --¥4.tu and --¥/ku relative to a fixed set 

of axes located in well A or well B, respectively: 32 

Nonaveraged HsA 's are also given in Table I for spheroids in contact. 

ITL Quantization and Single-Site Wavefunctions 

The method used to obtain the wavefunctions of Sec . II is described 

next. 

A. Expansion for the separated wavefunctions 

The functions sought are solutions to Eq. (5), valid both inside and 

outside the spheroidal well. Neglecting the boundary conditions at ~ = ~o 
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TABLE II. HBA as a function of center-to-center distance for various (m, 71) 

states at e = 0° and 90°. a 

State R(A) H~A. ss (e = 0o )b H~~ (e = 90°) H~~ (e = 90°) 

(1, 7T) 10 1. 02 (-2) 4. 16 (-2) -4. 78 (-3) 

15 2. 69 (-4) 6. 89 (-4) -6. 33 (-5) 

20 9. 16 (-6) 1. 97 (-5) -1.46 (-6) 

25 3. 60 (-7) 7. 06 (-7) -4.39 (-8) 

(2, 1T) 10 3. 81 (-3) -4.49 (-2) 1. 76 (-2) 

15 6. 08 (-5) -4. 76 (-4) 1. 61 (-4) 

20 1. 45 (-6) -1. 10 (-5) 3. 10 (-6) 

25 4. 36 (-8) -3. 49 (-7) 8. 35 (-8) 

( 4, 1T) 10 3. 77 (-4) -4. 29 (-2) 3. 68 (-2) 

15 2. 02 (-6) -1.29(-4) 1. 09 (-4) 

20 2. 24 (- 8) -1.48 (-6) 1.17(-6) 

25 3. 76 (-10) -3. 00 (-8) 2. 19 (-8) 

aThe states and wells used are the same as those in Table L H~~ is HBA 

calculated using 4>m (cp) = sin mcpin each well. H~~ is for ~m(cp) = cos mcp 

in each well. The number in parentheses is the power of 10 to be multiplied 

by the number preceding it. 

bin the e = 0° orientation H~~ = H~~· 
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Fig. 12. ln (HsA )Av as a function of center-to-center distance for a 

pair of (l;rr) states in each well and for a pair of (4,1T) states . In all 

cases a, b and E are as in Fig. 9. V0 for the (1,1T) states is 7.9296 and 

for the (4,TT) states is 17.3530 eV. Solid lines are for 0 = 90° and 

dashed lines fore = 0° . 
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the wavefunction inside the well can be separated as in Eq. (?'a), yielding 

for the separated equations . 

Any choice of ki2 (that is, of energy for fixed V0) yields a sequence of 

discrete eigenvalues A~n· The subscript m describes the eigenvalue in 

Eq. (12). The subscript n orders the eigenvalues A~n and was defined in 

Sec . II . The 1/l'fn::.. are odd or even with respect to reflection in the xy plane 

as n -m is odd or even. 

Equations (12) through (14) for a given ki2 yield a particular set of 

solutions 1/l~n of the form shown in Eq. (?'a) . The function 1/l~n, neglecting 

the boundary conditions at ~ = ~0 • can similarly be separated as in Eq. 

(?'b). The related separated differential equations are identical to Eqs . 

(12) to (14), with i replaced by o. The angle function ci>m(~P) is the same 

both inside and outside the well so the superscripts i and o are 

suppressed in Eq. (7'). 

The inner and outer radial functions R~ (~;kl) and R~n (~;k02) were 

evaluated through their expansions in spherical and modified spherical 

Bessel functions, Jn(dki~/2) and kn(d jk0 l~/2), respectively. The angular 

functions s;rrnC77;kl) and S~n(77;k02) were evaluated through their expan­

sions in the a·ssociated Legendre functions P~(17 ). The radial and angular 

functions Rmn and Smn in Eq. (7), their expansion coefficients, and the 
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eigenvalues Amn are discussed by Flamrner,33 who presents tables of 

both. Hodge34 has given an algorithm for obtaining them which was easily 

programmed and was used for the calculations in the present paper.35 

The radial and angular functions were converged to at least four 

significant figures in all cases.36 

B. Quantization in the limit V0~oo 

In this case the sum for~ in Eq. (6) reduces to a single term and the 

allowed energy levels are those for which ki2 yields 

( 15) 

since the wavefunction must vanish for t ~ to· In the spherical limit 

( b ~a) the energy eigenvalues given in Fig. 6a, are simply those for which 

bki is a zero of the l th-order Bessel function . An o.blate spheroidal square 

well has been used as a model for the potential in which a nucleon moves 

in the nucleus. 37 In this context the energy levels have been calculated 

previously in the limit V0=oo.
38 

C. Quantization for finite V0 

The wavefunctions in this case must be written as a sum of inner or 

outer functions because both the angular and radial parts of the 

wavefunctions depend on the energy. Quantization is accomplished by 

requiring that the wavefunction and its normal derivative be continuous 

( 16) 

( 17) 

Continunity of B1j;/B7] at the boundary t =to is ensured by Eq. (16) . 
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The following method was used to determine the energy eigenvalues 

Emtu for which Eq. ( 16) and (17) are satisfied. Each outer angular function 

S:'nn ("1 ;k0
2) was expanded in the complete set of inner angular functions 

st-m:n ("1;ki2), thereby yielding 'l'mtu as an expansion in s:nn ("1;ki2) for both 

~ ~ ~0 and for ~ ~ ~0 . Equating the two expansions term by term at ~ = ~0 
yields 

(18) 

In (18) ci denotes the column vector with elements (Cim+s•~+s+2 ... ) and 

CO denotes (Ci:t+s •Ci:t+s+2 . .. ), the ~·s and c;:_·s being the coefficients 

appearing in Eq. (6) . Both vectors are of infinite dimension but are trun­

cated in practice. The elements of the matrix M depend on the energy 

and on the quantum number m, and are given by 

(19a) 

where 

p = m + 2(j-1) + s, j ~ 1; g = m + 2(k-1) + s, k ~ 1. (19b) 

Similarly, continuity of the normal derivative at ~ = ~0 yields the 

matrix equation 

(20) 

where 

(21) 

andp and g are again given by Eq. (19b) . Equations (18) and (20) yield 

(22) 
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Thus, C0 is an eigenvector of the matrix v-11( having a unit eigen­

value. An energy eigenvalue and eigenvector CO is found by iterating the 

energy in Eq. (22) to obtain an eigenvector with unit eigenvalue. The 

inner expansion coefficients ct are then obtained using Eq. (18) and this 

CO. The wavefunctions are normalized by the factor Amtu in (6), Amtu 

being <'l'~ I 'l':Uu > --*, where 'l'::au is the unnormalized solution. 

N. Discussion 

In this section the dependence of HsA on distance and the factors 

affecting the orientation dependence of HsA are discussed. 

Figures 9 and 12 give plots of ln I HsA I or ln (HsA )Av versus distance 

and it is seen that HsA decreases, as expected, predominantly exponen-

tially with distance for all the states considered. In Appendix B analytical 

expressions for HsA as a function of distance are derived for certain 

states of spherical wells.39 For spherical states analogous to the (O,u) 

states of spheroidal wells, we find (Eq. (BlO)) 

n,zA 2 

HsA = - ~ exp( -aR) , 
2ma R 

(23) 

where A 0 is the radial normalization constant, given in Appendix B, for 

single-well wavefunctions. R is the distance between the well centers, and 

a = (-2rnE/1i2)lh. It can be seen explicitly that the large-R asymptotic dis­

tance dependence of ln I HsA I is linear. 

For spherical states analogous to the spheroidal (0,7T) states one has 

(Eqs. (Ell) and (Bl2)) 

.d 1 ___1_j 
HsA = - a l (aR)2 + (aR? Jexp( -aR) (24) 

and 
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_£!1 . 2 _LJ 
BaA - ex l o.R + (o.R)z + (o.R)3 txp( -o.R) , (e = 0°) (25) 

The constant C is defined by comparing with Eq. (B11) and (B12) and 

using (B3). 

In both orientations it is seen that ln I HBA I depends predominantly 

linearly on distance. In all cases the exponential dependence arises from 

the overlap of the radial part of .;yA, a modified spherical Bessel function, 

with -i¥8 . Since the outer spheroidal wavefunctions are composed of sums 

of modified spherical Bessel functions a similar distance dependence of 

HaA is expected and is found. 

In general, the functional form of the pre-exponential part of the dis­

tance dependence of HaA is dependent on the potential functions at the 

two centers. For one-dimensional square wells HBA is proportional to an 

exponential function of R. 4° For transfer of an electron between two pro­

tons HaA is a polynomial in powers of R multiplied by an exponential.41 

The dominant part of HBA in all these cases is a decaying exponential but 

the potential shape and nodal structure of the wavefunclions cause slowly 

varying deviations from purely exponential behavior. 

In analyzing the orientation effects exhibited in Figs. 9 to 12, There 

are two principal factors to be considered, the well shape and the nodal 

structure. They are discussed below, initially for fixed center-to-center 

and then for fixed edge-to-edge distance: 

1. In the (O,u) case (Fig. 9) there are no nodal complications, and the 

shape of the spheroidal well favors a larger I HBA I in the e = 90° orienta­

tion than in the e = 0° at fixed center-to-center distance. 

2. (The folloVving results are intended to refer only to (m ,TI) states.) 

For a fixed center-to-center distance, as the number of nodes in the rp 
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portion of the wavefunction increases, i.e., as m increases, the ratio 

IHsA(e =goo) I/ IHsA(e = 0°)1 increases (cf. Figs . g and 12). The pairs of 

(O,rr) states have larger I HsA l's at e = 0° than at ® = go0, while all other 

(m,rr) states have larger IHBA l's at e =goo. [Cf. Fig. 12, including the 

(2,rr) case of Table II.] 

Result 1 is due to the smaller edge-to-edge distance occurring in the 

e = goo configuration at a fixed center-to-center distance, and illustrates 

one geometrical shape effect. We have also observed result 2 for HsA for 

spherical-well potentials. 42 To understand these results we consider the 

form of HsA in the spherical case (cf. Appendix B). In essence, with 

increasing m the wavefunctions tend increasingly rapidly to zero along 

their z-axes, and so the face-to-face configuration becomes decreasingly 

favored . We have 

where the subscripts A and B denote variables appropriale to the func­

tions at site A and B, respectively. l is the total angular momentum 

quantum number. Spherical states which have similar nodal structures to 

the (m,rr) spheroidal states considered have l = m+l. The variables 

(rA,eA.'PA) depend implicitly on (r8 ,e8 ,rp8 ) . Since the integration is over 

well B the predominant angular dependence of HsA on e for the orienta­

tions examined in this paper (xy planes of each well parallel) arises from 

the function PF (cos e A) which is of the form: 

In the e = 0° orientation, the relevant e A approach zero as R -+ oo, for all 
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values of rs,8s and f/)B in well B, and so sinmeA goes to zero increasingly 

rapidly with increasing m in the vicinity of well B. In the 8 = goo orienta­

tion, e A approaches goo as R -+ co and cos e A tends to zero in the vicinity 

of well B, but for all (m,l) spherical states considered cos eA is always 

raised to the first power.· Therefore, as m increases the 8 = goo orienta­

tion is increasingly favored over the 8 = 00 orientation. For the (m ,l) = 
(0, 1) state, only the case A term occurs, and so thee = 0° configuration is 

favored. Since the spheroidal wavefunctions are composed of sums of 

Legendre polynomials Pr. dominated by a few of them, and because of 

the correspondence between 77 and cos e, this explanation is the antici­

pated one for this orientation dependence in the spheroidal case . Results 

1 and 2 are thus at least qualitatively explained. 

Although distances in experiments are often quoted as center-to­

center distances it is useful, because of the exponential decay of the 

wavefunctions, to examine the results at constant edge-to-edge dis­

tances. The data presented are sufficient to make comparisons of HsA for 

fixed edge-to-edge separation. Equal edge-to-edge separations in the two 

orientations are obtained by comparing H8 A for which the center-to­

center separation is 4.6 A(= 2(a-b)) larger in the 8 =goo orientation. 

For the systems examined in this paper, HsA was always larger at e = 0° 

than ate = 90° form < 4 and was roughly equal form = 4 at the two e·s. 

The explanation presumably lies in a geometrical shape effect: In the 

e = 0° configuration the spheroids present a larger cross section and 

smaller thickness to each other, thereby favoring a higher overlap. How­

ever, the difference in I HsA I 's decreases with increasing m for the rea­

son discussed above, and still larger m 's may reverse the favored e = 0° 

result. 
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While we have largely considered the orientations 9 = 90° and 9 = 0° 

in this article for purposes of illustration, other orientations are also of 

considerable interest. In fact, as m increases, maxima will occur in HBA 

at e·s other thane= 0° (cf . (2,rr) and (4,rr) results in Table I) . The angles 

at which these maxima occur are near the maxima in the angular func­

tion Pi (cos e) of the spherical state which has similar nodal structure 

to the spheroidal state in question ("' 55° for the (2, 1r) states and "' 63° 

for the (4,rr) states). It can be seen in Fig. 6 that e A equals 9 and e B 

equals rr-e, where e A and e B are the spherical polar angles in each well, 

so the maxima of HBA as a function e are related to maxima in 

Pi(cos eA) and P{"-(cos eB). This analogy with spherical functions is ade-

quate for the reasons stated previously. 

We have also examined the angular depen~ence of the spheroidal 

wavefunctions at R = oo. At a large radial distance each of the outer radial 

functions has the same asymptotic form, independently of m or n : 

(26) 

where a = I k0 I = (2m IE I /n2Yh. Hence, the wavefunction '¥mtu at a fixed 

large r and fixed rp varies as 

where in (27) we set TJ = cos e. 

To exhibit the angular dependence of '¥mtu at larger, '¥mtu in Eq. (27) 

was projected onto the associated Legendre polynomials P~(cos e). If the 

angular probability distribution at large r were insensitive to the nonzero 

eccentricity of the spheroidal well one would find I<P~ l'¥mtu > 1 2 equal to 

zero except for a single value of n. Calculated projections, defined as 
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r=oo I I (28) 

are given in Table III for wells of three eccentricities, all with a volume of 

251.25 .~\3 . The data clearly indicate that even at r = co the electron "sees" 

the nonsphericity of the potential well. 

V. Conclusion 

A model electron transfer system involving non-spherical (oblate 

spheroidal) donor and acceptor sites and a transferable electron has 

been presented. The wavefunctions for the isolated donor and acceptor 

sites and the matrix element for electron transfer have been described 

and the results of several calculations presented. Thus, a machinery has 

been developed for the calculation of orientation effects, especially for 

electron transfer between large aromatic molecules . 

The sample calculalions illustrate the effects of well shape and nodal 

structure on the orientation and distance dependence of the electron 

transfer matrix element. They indicate to a first approximation for the 

system and states studied, that the geometrical shape effect, for a con­

stant edge-to-edge distance, causes I HsA I to be larger for e = 0° ("face­

to-face" configuration) than for ® = goo ("end-to-end" arrangement). This 

effect is reduced with increasing m, a result explained by examining the 

long-range behavior of a pai.r of spherical wells. This increasing m effect 

is expected to apply to states similar to the HOMO or LUMO of large 

aromatic molecules . 

When the results are presented instead at a given center-to-center 

separation they are significantly influenced by the greater edge-to-edge 

distance for the e = 0° configuration ("face-to-face"), so that now I HsA I 

is largest at ® = goo for most of the states considered. 
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TABLE IlL Normalized projections P~ of the (m,t,u) = (0, 1, 2) state in limit r-coa 

n 

0 

2 

4 

6 

e = 0.1 

0. 0003 

0.9997 

0.0000 

0.0000 

e = 0. 5 

0. 2153 

0.7825 

0.0022 

0.0000 

e = 0. 9 

0.4045 

0. 5637 

o. 0315 

0. 0004 

aThe quantity P ~ is defined in Eq. (28); e is the eccentricity of the well at a 

constant volwne of 251. 25..l3 For these calculations, V0 = 10 eV. Because 

n- m is even, P~ = 0 for all odd n. The eccentricity of the wells in Figs. 3-5 

and 9-12 is ~ 0. 85. 
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Appendix A: Golden Rule Rate Expression and Matrix Elements 

The rate expression used to characterize electron transfer in this 

paper is a Golden Rule rate constant obtained by using a Born­

Oppenheimer analysis by Holstein43 and has been presented in a paper by 

Kestner, et al . 10 Another presentation of the derivation which corrects 

some typographical errors there is found in Ref. 44. The pertinent results 

are particularized below to the present model. 

The rate expression for transfer of an electron from site A to site B 

when only a single electronic state is assumed on either site may be VvTit-

ten in the Golden Rule and Condon approximations as 

(Al) 

In Eq. (Al) vA denotes one of a set of nuclear wavefunctions appropriate 

to the electron being localized at site A, vs denotes a similar set for the 

electron localized at site B. and QA is the nuclear partition function 

appropriate to the electron being localized on site A. For the case of 

nonorthogonal electronic basis states, TsA is equal to 

We define 

(A3) 
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For the type of potential used in this study, the integrals HsA and HAA 

over all space are reduced to integrals over well B, since V8 is zero out­

side well B. One thus obtains Eq. (9). 
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APPENDIX B: SPHERICAL WAVEFUNCI'IONS AND THEIR ELECTRON 

TRANSFER MATRIX ELEMENTS Appendix B: Spherical Wavefunctions and 

their Electron Transfer Matrix Elements 

(i) Spherical Wave Functions 

In the spherical limit a -+ b , the wavefunction of Eq. (6) assumes the 

simpler form given in Eq. (Bl), where l is the total angular momentum 

quantum number . 

(Bl) 

b is the radius of the spherical well, {3 = [2m(V0 + E)]*ln. 

ex=[- 2rnE]*;n. and 4>m(rp) is any linear combination of cos mrp and 

sin mrp with the absolute square of the coefficients equal to 1. The angu­

lar function Pr is an associated Legendre polynomial. We have used the 

definition of plm given by Arfken.45 The constants At and Nml are normali­

zation constants for the radial part of the wavefunction and for the (m ,l) 

spherical harmonic, respectively: 

(B2) 

-! 2 (l+m)! ]--* 
Nml - 2l +1 (l-m)! v ' (B3) 

where v is 2TI if m = 0 and 1T for m ~ 0. The 'lrmt given by Eq. (Bl) is 

clearly continuous at the boundary, r = b . The value of E in ex and {3 was 

determined by making a'lrmtl ar continuous there.39 To compare the 

spherical (m,l) states with the spheroidal (m,TI) states having similar 

nodal structure we use the relation l = m+l. Spherical (m,l) = (0,0) 
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states correspond to the (O,u) states used in Sec. II. 

The integrals in (B2) can be evaluated in closed form to yield 

A, = (k,_1 (ab )k1.,(ab) - [k,Z(ab )I j 1
2(pb )J 

X i1-1 (pb )j,.,(pb)} -J! (2/ b3)* . 

(ii) Analytical Matrix Elements for Spherical Wavefunctions 

(B4) 

It is possible to transform the matrix element HsA, which is defined 

as a three-dimensional volume integral in Eq. (A3), to a two-dimensional 

surface integral. A method due to Bardeen46 is used to effect the 

transformation. 

For simplicity, the following discussion is restricted to the special 

case in which the same wavefunction is used in each well. That is, both 

wells have equal radius and depth, and (m ,l) is the same for both'¥~ and 

..Y!/u . For this case, HsA is defined as in Eq. (B5). 

HsA = - Vo J'WiallB ..yA ..yB• dTs (B5) 

In well B - V0'¥8 • equals (E- T)'¥.8 and hence (B5) becomes 

(B6) 

The subscripts m1 on '¥~ and ..Y!!u have been suppressed. Here T is the 

kinetic energy operator, -1i2"~.;2; 2m. It is assumed in what follows that 

the centers of the wells lie along the z axis of a right circular cylindrical 

coordinate system, well B at z = + R/2, and well A at z = -R/2. The region 

of integration may be extended beyond the boundary of well B since 

(E-T)'¥ 8 • vanishes outside well B. In particular, the region z ~ 0, will be 

used. Also, ..yA E equals T..YA in any region that does not include well A, 
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so Eq. (86) yields 

(87) 

Gauss' theorem applied to Eq. (87) yields 

(88) 

Gauss' theorem is applicable to Eq. (87) because the discontinuity in 

V2'l'B is merely a step discontinuity on the boundary of well B. The 

integral in Eq. (88) is written in right circular cylindrical coordinates 

(r,!p,z) . The surface of integration is the plane z=O, located midway 

between the two wells. 

Equation (88) can be further simplified by making use of the sym­

metry of the wavefunctions . In particular, 'l'A = ( -l)Z-m 'l'B and 

a'l'A;az = (-l)Z-m+l a'l'B /oz at z = 0. We have 

~2 21T 00 

0.1,A • ~.T,A 
H = -"·-f. r (-1)l-m('l'A _-r_+ 'l'A•_v-r_~rdrd!p (89) 

BA 2m ~p=O Jr=D oz oz 

We have used Eq. (89) to evaluate HsA for three particular cases: 

(m,l) = (0,0), (0,1), and (1,1) . Explicit expressions are given in Eqs . 

(810)-(812), wells 8 and A centered at z = ± R/2, on the line x=y=O. 

1i2A 2 
HsA =- ~ exp(-o:R), m=O,l=O , 

2mo: R 
(810) 

m=O,l =1 , (Ell) 

1i23A 2 
HsA=-

4
1

3
(1+o:R)exp(-o:R), m=1,l=1 (B12) 

2mo: R 

These choices for (m ,l) correspond for e = 0° to spheroidal states 
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(O,a), (O,n), and (1,a), respectively. (® is defined in Fig . 6.) For ® = go0, 

with parallel y axes, parallel z axes, and superimposed x axes in the two 

wells, Eq. (B10) corresponds to (O,a) states and (B12) to (O,n) states. For 

®=goo and (1,a) states, Eq. (B11) applies if ~Pm(!f') =cos mlfl, and Eq. 

(B12) applies if ~Pm =sin rrLifl . It is possible, in principle, to obtain analyti-

cal expressions for HsA for states of higher m values. However, exact 

numerical results can be easily obtained for spherical wells and it was 

considered unnecessary to derive exact analytical ones for the present 

purposes . Approximate analytic ones will be given elsewhere. 

(iii) Comparison of Electronic Matrix Elements to Overlap Integrals for 

Spherical Wells 

In an earlier theoretical study of orientation effects19 it was assumed 

that the matrix element HsA is approximately proportional to the overlap 

integral SsA · For (m,l) = (0,0) states (i.e., states for which l=m=O with 

spherical wells of radius b) the overlap is given by 

( ) 
A~ exp( -a.R) 

S BA l =0 = -----2-a-4R __ _ 

x lr 4a2 + 1 - e -2ab + a [R - 2bJ]. 
a2 + p2 

Using Eq. (B 10) for HsA, one finds the ratio of SsA to HsA is given by 

~ s ~ r ] 
-

0 BA = 1 + 0 l1-e-2ab + a(R-2b) m=l=O . 
2HsA 4jEj ' 

(B13) 

(B14) 

For spherical (m,l) = (0,1) states at orientations ®=0° and ®=go0
, 

HsA is given by Eqs. (Bll) and (B12). No closed form expressions for SsA 

are available, but these overlap integrals are readily evaluated numeri­

cally. The results are shown in Fig . 13. 
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25----~----~----~----~------~ 

20 

15 20 
0 

R(A) 

(0, I) (8=90°) 

(0, I )(8= 0°) 

(0,0) 

Fig. 13. Dependence of -VoSsAI 2HsA for spherical wells on the 

separation distance R between the well centers. The well radius is 

3.9145 A and E = -1.1525 eV for all states. The spherical states are 

labeled as (m ,l) . V0 = 2.48973 eV for (m ,l) = (0,0), and V0 = 4.19903 

eV for (m,l) = (0,1) . 
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Since HsA is the overlap of the two functions in well B multiplied by 

ve, the quantity plotted would be approximately constant if SsA were 

proportional to HsA. It is seen that the ratio grows linearly with distance 

and depends on orientation. Over short variations of distance propor­

tionality may be an adequate approximation but for large variations it 

clearly breaks down. 

On the basis of the spheroidal results in Table I we again expect 

T8A Rj HsA to within 10%, at least for the results in Fig. 13, for which R ~ 

10 A. On this basis, Fig . 13 also represents a plot of the ratio SsAI 2TsA . 
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Chapter 4 

Mutual Orientation Effects in Electron Transfers 

Between Porphyrins 
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I. Introduction. 

As increasingly detailed information is obtained on the rates and 

mechanisms of electron-transfer reactions it has become evident that a 

more complete understanding is desirable ·of how the separation distance 

and mutual orientation of a reactant pair affect the rate. This is espe­

cially true for biological and biomimetic electron-transfer pairs. 1 

For example, cytochrome c is a widely studied biological electron­

transfer agent. 2 The heme is oriented with respect to the protein and has 

one edge exposed to the solution environment. Its reactions have been 

discussed in this context.3 Many other biological electron transfers 

occur between molecules held rigidly at fixed distances and orientations . 

The electron-transfer rate has been measured for a [znrr, Feiii] hybrid 

hemoglobin, for which both the orientation and separation distance of the 

porphyrins are known.4 Relative orientations of biological electron­

transfer pairs are under study: It has been reported that the molecular 

planes of the heme c and d 1 groups in cytochrome cd 1 of 

Pseudomonas aeruginosa are perpendicular to one another in both the 

. reduced and oxidized forms of the protein.5 Also, the relative orientations 

of the initial charge-transfer agents of photosynthetic reaction centers6 

have been determined . 

Synthetic systems have also exhibited possible orientation­

dependent electron transfers. Photoexcited electron transfer has been 

observed in the cofacial diporphyrins of Chang 7 and it has been found to 

proceed rapidly in the forward direction and considerably slower in the 

reverse .8-10 Systems that are similar, but where the transition moments 

of the two porphyrin subunits are oriented perpendicularly, rather than 

parallel, have been examined by Overfield et al.11· 12 and show much 
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slower forward transfer than those of Refs. 7-10. 11 •12 Orientation and 

separation-distance effects have also been examined in rigidly linked 

porphyrin-quinone systems,13 so chosen because biological electron 

transfers frequently involve aromatic donors and acceptors such as por­

phyrins, porphyrin derivatives, and quinones. Also, it has been proposed 

that electron-transfer fluorescence quenching of Chl a by quinone mul­

tilayer arrays requires a favorable orientation of reactants and pro­

ducts.14 

Orientation effects have been studied theoretically using a variety of 

models15-21 to examine qualitative effects. Orientation effects have also 

been examined in studies of the ordering of spin states in bimetallic 

compounds,22
-
24 a problem analogous to intramolecular electron 

transfer.25 We have recently described a simple model for orientation 

effects26 based on the delocalized nature of 7T electrons in aromatic sys­

tems. It is a one-electron model in which the transferable electron is 

assumed to be bound at an oblate-spheroidal potential well of specified 

depth. Electron transfer was modeled between two such non-penetrating 

sites, and the effects of orientation on the thermal matrix element (the 

electronic matrix element appearing in theories of non-adiabatic electron 

transfer,27-29 ) were examined for various separation distances. 

In the present paper the model of Ref. 26 is applied to a number of 

systems of experimental interest, both biological and synthetic. The aim 

of the model is to illustrate possible effects of orbital and potential shape 

on the rate of electron transfer at fixed distances and orientations. Such 

calculations, to the extent that they are applicable, can reveal ways in 

which the architecture of individual electron-transfer pairs may help con­

trol electron-transfer rates. In particular, orientation effects are exam-
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ined for the forward reaction A • + B _.A++ B- for several systems, A • 

denoting a photoexcited molecule, and for the highly exothermic reverse 

reaction A++ B---. A +B . The systems for which calculations are 

reported are (a) synthetic face-to-face porphyrins, including an open­

jawed configuration, (b) porphyrin-like systems in an edge-to-edge 

configuration, (c) porphyrin systems comparing edge-to-edge and face­

to-face as well as intermediate configurations, and (d) a photosynthetic 

system, involving a dimeric photoexcited chlorophyll molecule. 

The actual experimental results for which orientation effects have 

been explicity studied are comparatively few. In particular, there are the 

results of Chang et al. ?-lO and of Overfield et al . 11· 12 The present results 

will be compared with these below. 

The present article is organized as follows: The model is summarized 

and the methods of choosing states and energies for given systems are 

discussed in Sec. II . Calculated results for several physical systems are 

given in Sec . III and they are discussed in Sec. IV. 

IT. Theoretical Model. 

In current theories of nonadiabatic electron transfer27
-
29 the rate 

constant for electron transfer between two reactants, A and B, at a given 

fixed separation distance and orientation is given by 

(1) 

In Eq. 1, F. C. is a sum of thermally-weighted Franck-Condon factors for 

the nuclear vibrational, librational, and rotational coordinates of the two 

reactants and the surrounding medium.27-33 The distance and orienta­

tion dependence of the rate constant occurs mainly in the factor TsA, 
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given by26
•
28 

(2) 

where 

(3) 

(4) 

The matrix element TsA is calculated below within a simple one-electron 

model, and examined as a function of reactant separation and orienta­

tion. '~'A denotes the one-electron wave function associated with the 

electron's being localized at site A in the absence of site B; 'I' B is analo­

gously defined. H~ is the difference between the actual electronic Hamil­

tonian of the system and the Hamiltonian for site A . A detailed descrip­

tion of the model and wave functions is given in Ref. 26 . Several elements 

are briefly reviewed below. 

An oblate-spheroidal square well of constant depth was chosen to 

model the single-site potential experienced by the single transferable 

electron localized at a molecule such as a porphyrin or quinone. The 

potential is illustrated in Figure 1. The plane of the molecule lies in the 

xy plane. The potential Vis a negative constant, -V0, inside the well and 

zero outside . The single-site Hamiltonian is then (in atomic units) 

(5) 

Exact (three-dimensional) eigenfunctions were calculated for this 

Hamiltonian. Oblate-spheroidal coordinates34 (~ ,TJ,rp) (Figure 2) were 

used to solve tl;le Schroedinger equation. The coordinate rp is the angle of 

rotation about the z-axis. The wave function 'l'(~,TJ,rp) can be written as 
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~a.77)4>(cp). The Schroedinger equation can then be separated with 

respect to rp and one obtains c 1 cos mcp + c2 sin mrp for 4>m(rp). The 

separation constant m depends on the given quantum state of interest. 

The function ~(~.77) is even or odd with respect to reflection in the xy 

plane. There are three types of possible nodal surfaces, roughly 

corresponding to constant-coordinate surfaces for the three coordinates 

~. 77 and (exactly) rp. An ~-type nodal surface is radial-like. Wave func­

tions with one 77-type node have, by symmetry, the xy plane of the poten­

tial as a nodal surface; i.e., they have 1T symmetry with respect to the xy­

plane. Higher numbers of 77-type nodes are symmetrically placed about 

the xy plane . The rp-type nodal surfaces are planes through the origin, 

perpendicular to the molecular xy plane. 

When two oblate-spheroidal potential wells are chosen at a given 

separation distance and orientation, each with a specific single-site wave 

function, the various integrals in Eqs. 3 and 4 can be evaluated and T8 A 

obtained. Since the total Hamiltonian for the system, HroT is 

one has 

Due to the definition of VB the expressions in eq 3 reduce to 

HsA = -v~ <~si'~'A>s • HAA = -v~ <~A i'~'A>s. 

(6) 

(7) 

(8) 

where the subscript B on the integrals indicates that integration is only 

over well B. It was found that in all cases tested TsA was equal to HsA to 

within at least 10% and that the accuracy increased with separation dis­

tance. Accordingly, only values of HsA are presented in this paper. In 
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Appendix A a method is shown for converting HBA to a two-dimensional 

integral which reduces the computation time for HsA significantly. The 

numerical results are the same as those from the direct three­

dimensjonal integration over well B and were used here. Conceptually, jt 

is perhaps easier to envision the three-dimensional integral, and for that 

reason, the discussion of the results given below is in terms of the three­

dimensional expression. 

The states chosen for a given calculation of HsA are dependent upon 

the molecular system being modeled. Since the present article is con­

cerned with electron transfers involving porphyrins and related com­

pounds, the method of selecting the states appropriate to these systems 

is discussed. In all cases it is assumed that the transferable electron is 

localized on the porphyrin ring and does not have significant density on 

any central metal atom. A similar rationale could be applied to other 

cyclic aromatics . 

The visible spectra of free-base and magnesium-containing porphyrin 

exhibit a characteristic set of absorptions, the Q and B bands, the B band 

occurring at higher energies and being much more intense .35 The Q 

bands are believed due to the lowest-energy 1T electronic transitions of 

the ring .35 Since little electronic rearrangement of the remaining elec­

trons upon electron transfer is expected, these orbitals will be assumed 

to approximate the donor and acceptor orbitals in porphyrin electron 

transfers. 

In one early theoretical attempt to understand porphyrin spectra the 

1T- electrons were treated as being confined to a one-dimensional ring .36 

Within this treatment, the eigenfunctions are of the form exp(± m9'), the 

highest occupied pair of orbitals having m = 4; the lowest unoccupied 
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pair having m = 5.36 The characteristics of the B and Q bands were 

explained as arising from allowed and forbidden transitions, respectively, 

between these states.36 Later theoretical work by Gouterman37 united 

the ring model description with a molecular orbital approach in what has 

become known as the "Four Orbital Model."37 

The wavefunctions obtained in the molecular orbital approach38 are 

real, the HOMO and HOM0-1 resembling cos4ifl and sin4if1, and the LUMO 

and LUM0+1 resembling cos5ifl and sin5if1. However, all four excited 

states generated from single excitations within these orbitals are dipole­

allowed, in disagreement with experiment. Gouterman37 showed that for 

a D4h system with an accidental degeneracy between the HOMO and 

HOM0-1, configuration interaction mixes the x-polarized single excitation 

amongst themselves, and the y -polarized excitations amongst them­

selves, yielding an allowed and forbidden transition in each case. Furth­

ermore, the states involved in the forbidden transitions were predicted to 

have large average values of angular momentum. The allowed and forbid­

den transitions were identified with the B and Q bands, respectively. For 

deviations from D4h symmetry and/or nondegeneracy of the HOMO and 

HOM0-1, the Q bands are predicted to gain intensity at the expense of the 

B bands. Nevertheless, the Q band states are still qualitatively described 

in linear combinc'ltions of single excitations among the above four orbi­

tals. Later ab initio calculations39
-
42 have further supported the general 

predictions of the Four Orbital Model as to the shapes of the four orbitals, 

their energetic separation from other states, and the basic description of 

the Q band states42. Also, the prediction of large average angular 

momentum values in the the Q band states has been borne out experi­

mentally in magnetic circular dichroism and Zeeman experiments43
-
45

. 
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(Evidence suggests that the B band states may be more complicated than 

the states predicted by the Four Orbital Model. 42 ) 

In this article, states with one 77-type node (i.e., TI-states) and with 

m = 4 or 5 (designated (4,7T) and (5,7T), respectively) were chosen to quali­

tatively reproduce the four orbital model states. Figures 3 and 4 show 

contour plots of (4,7T) and (5,7T) states . The nodal patterns are qualita­

tively similar to those of the HOMO and LUMO orbitals in ab initio calcu­

lations for porphyrin-like molecules.39-41 Metallo- and free-base porphy­

rins, chlorophylls and bacteriochlorophylls were all treated as having the 

same HOMO's and LUMO's . In modeling the excited state of a given 

molecule, only the excited, transferable electron is considered. The 

extent of mixing of the possible single excitations will determine the frac­

tion of mixing of cos5y? and sin5y? in the donor wavefunction. This will 

depend on the symmetry, substituents, and the environment of the 

molecule. Using the Four Orbital Model and serniempirical48 or 

ab initio 42 Molecular Orbital calculations, the extent of mixing between 

the pair of single excitations which make up the Q band could be deter­

mined, thus yielding an approximate description of the given excited 

state within the present model.(see Appendix B) . However, the results 

below are presented for cl>m (Y') = cos5y? or sin5y? to ensure that the orien­

tation effects seen are not peculiar to a specific choice of cl>m ( y?). Any 

cl>m(Y') can be generated as a linear combination of the above. 

To represent the HOMO of a (metallo-) porphyrin anion cl>m = cos5y? 

or sin5y? was again chosen, on the assumption that the additional electron 

is placed in the LUMO of the neutral molecule . ESR data on bac­

teriochlorophylls and bacteriopheophytins indicate that the unpaired 

spin density is delocalized over the entire ring. 47 The spin densities 
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Fig. 3a. Contours of ~ for a (4,7T) state for V0 = 19.2227 eV, E = 
-0.4000 eV, a = 5 A, b = 2 A. The heavy line is the well boundary. The 

contours are labeled with values of log 10 I~ 1. Dashed lines indicate 

~ < 0 and solid-line contours are for -.¥ > 0. Contours of the 

wavefunction in the xz -plane are shown. 



0 
z= lA 

"' / I 
I I ~" 

I "-"' / 
I / 
" ,"" 

128 

s! 

,, 
' ' ' ' \ ' ... _, \ 

', I .... _/ 

Fig. 3b. Contours of 'It for a (4,7T) state for V0 = 19.2227 eV, E = 
-0.4000 eV, a = 5 A, b = 2 A. The heavy line is the well boundary. The 
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eV, a = 5 A, b = 2 A. The labeling conventions of Fig . 3a were used . 

Contours of the wavefunction in the xz plane are shown. Contours 

are shown of the wavefunction viewed looking down the +z axis 

towards the origin in a plane lA above the xy-plane. 
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obtained from ab initio 48 and serniempirical calculations47 are in reason­

able agreement with experimental results and can be approximately 

described as having the extra electron in the LUMO of the neutral 

molecule.48 

Finally, in modeling the empty orbital in (metallo-) porphyrin cations 

lfJm (cp) = cos4cp or sin4cp (4,7T) states were selected. Evidence from com­

parisons of MO calculations with ESR measurements on porphyrins sug­

gest that these cations can be described qualitatively by such localized, 

single-electron hole descriptions.47 

In summary, in the results of the following section HsA is examined 

as a function of orientation for transfer of an electron initially localized in 

a (5,7T) state transferring to a (5,7T) state [(5,7T) --+ (5,7T)] and for transfer 

of an electron initially localized in a (5,7T) orbital transfering to a (4,7T) 

state, [(5,7T)--+ (4,7T)]. The (5,rr)--+ (5,rr) transfer can be viewed as "forward 

transfer" between a photo-excited molecule and a neutral acceptor. The 

(5,rr) --+ (4,7T) transfer can be viewed as "back transfer" from a reduced 

acceptor to an oxidized donor to yield the ground state species. 

The sizes of the potential wells were chosen as follows. The semi­

major axis a was chosen as 5 A, an approximate in-plane radius of the 

porphine system. 49 The semi-minor axis b was chosen as 2 A. This b 

yields an average thickness of 2. 7 A for the spheroidal well.26 (This value 

represents approximately the "thickness" of the electron cloud obtained 

from ab initio calculations on a substituted porphyrin.40 and allows 

approach of the "molecular" planes to distances close to those found in 

synthetic systems.7•50·51) As in Ref. 26, the trends in the results 

presented are not sensitive to the exact values of a and b . 
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E was chosen to make the decay of HsA fall in the region of a number 

of experimental estimates. 52
-
56 In Ref. 26 it was shown that HsA (R) 

decayed approximately exponentially with increasing separation of the 

wells . The calculated decay constant {3 for ln I HsA 1
2 depends on what 

range of distances for HsA were used, since HsA is not a pure exponen­

tial. Here, the estimated {3 were obtained for edge-to-edge separations of 

between 10 and 20A since several experimental studies have produced 

estimates of {3 for transfers at these distances .55·56 In general, {3 

decreases with increasing distance between the wells . Such distances are 

appropriate to those estimated in studies of tunneling in glassy matrices . 

Furthermore, {3 also depends on the orientation of the wells . The orienta­

tions chosen for estimating {3 were those of Figure 5d (shown below). The 

angles e = 0°,60°. and goo were chosen as representative, e = 60° 

approximately corresponds to the maximum in H BA as a function of e for 

a given edge-to-edge distance for this class of orientations. We have 

chosen E = -0.400 eV which, for (5 ,n) __. (5,n) transfer, yields {3 's of 

1.5A.-1,1 .4A.-1,1 .3.A-1 for e = 0°,60°, and goo . respectively, over the 

above range of distances. Since e = 60° corresponds to the maximum in 

HsA for the class of orientations, its decay should be most important in 

determining {3 when averaged over e. Other orientations may yield 

different {3's but they are expected to fall in the range of the above 

values. In electron transfer reactions, the region of interest is that near 

the intersection of the reactants' and products' potential energy sur­

faces,57 i.e., at the transition state for the reaction. In this region the 

reactants' and products' electronic energies are equal. The donor and 

acceptor potential depths are thus adjusted to make the energies equal 

to -0.400 e V, for bolh forward and reverse transfer. The relative angular 
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dependence is largely unaffected by the orbital energies used. 

lll. Results. 

Results are presented in this section for the set of orientations 

depicted in Figure 5. In Figure 5a the xy-planes of the two wells are 

assumed parallel and o is the relative translation of the wells' z -axis in 

their common x-direction. The orientations in Figure 5b involve a jawing 

motion of the porphyrin through the angle a. At a = oo the xy-planes of 

the wells are parallel. The interplane separation at the assumed hinge 

point is fixed at the value !:J.z. The orientations described in Figure 5c 

involve an edge-to-edge configuration of the wells. The wells are 

translated relative to one another along this common x-axis . One well is 

then rotated about its x-axis through an angle f. The parameter d (see 

below) is the edge-to-edge distance along the common x-axis. The orien­

tations in Figure 5d involve wells with parallel xy -planes moved through 

the SVving angle e. The parameter (J is the edge-to-edge separation dis­

tance. Finally, in Figure 5e, the types of orientations used to examine 

possible electronic effects in bacterial photosynthetic reaction centers 

are shown. 

Values of HaA are plotted in Figures 6 and 7 for the (5,7T) ~ (5,7T) and 

(5,7T) ~ (4,7T) transfer, respectively, between two porphyrins held at fixed 

interplane separation distance. The results are presented as a function 

of the slippage parameter o defined in Figure 5a. The xy-planes are held 

at 4.2 A in Figures 6a and 7a and at 5.4 A in Figures 6b and 7b . These dis­

tances were chosen to model the interplane separations of the com­

pounds of Chang . 7 

Calculations of HBA for (5,7T) ~ (5,7T) and (5,7T) ~ (4,7T) transfers are 
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Figs. 5a. 5b. (a) Orientations examined in Figs. 6 and 7. 6 = 0 

corresponds to superimposed z-axes at a given interplane separa­

tion, llz . (b) Orientations examined in Fig. 8. 



r\ 
/ 

/ 

135 

c 

/ 

z 

X 

Figs. 5c, 5d. (c) End-on view of the mutual orientations of the xy­

planes of the two wells for which results are presented in Fig . 9. The 

value r = oo corresponds to the z -axes of the wells being parallel. (d) 

Orientations examined in Figs. 10 and 11. The x-axes of the wells and 

lie in the plane of the figure in all geometries. e = 0° corresponds to 

the z-axes of the wells lying along the same line. a is the edge-to-

edge separation-distance . 
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Figs. 5e. (e) Coordinate system used to describe the results 

presented in Figs . 12 and 13. The x-axes of the wells are in the plane 

of the figure. R is the center-to-center separation distance. 



-> 
Q) 

E -ct 
CD 

I 

137 

5 
a b 

0 

flz =4.2A 
0 

flz = 5.4A 

25 

-> 
Q) 

0 E 0 -
ct 
CD 

I 

-25 

Fig. 6. Matrix element H8 A as a function of the slippage parameter 6 

defined in Fig. 5a at two fixed interplane separations for (5,7T) -+ (5,rr) 

transfer. For the donor and acceptor states a = 5 A, b = 2 A, E = 

-0.4000 eV, and V0 = 23.4040 eV. The solid line indicates 

~m(~P) = cos mip in each well1 the dashed line indicates 

4>m ( 'P) = sin m 'P in each well: (a) inlerp lane spacing = 4. 2 A. (b) 

interplane spacing= 5.4 A. 
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Fig. 7. Matrix element HsA as a function of the slippage parameter o 
defined in Fig . 5a at two fixed interplane separations for (5, n) .... (4,n) 

transfer. For the donor and acceptor states a = 5 A, b = 2 A, and E 

= -0.4000 eV. For the donor, V0 = 23.4040 eV. For the acceptor, V0 = 

19.2227 eV. The labeling convention of Fig. 6 was used : (a) interplane 

spacing= 4.2 A. (b) interplane spacing= 5.4 A. 
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Fig. 8. Matrix element BaA as a function of the jawing angle a 

defined in Fig. 5b between the two porphyrin planes. For a = 0, the 

interplane spacing is 5.4 A: (a) (5,1T) -+ (5,1T) transfer. For both 

states, a = 5 A, b = 2 A, E = -0.4000 eV, and V0 = 23.4040 eV. (b) 

(5,1T) -+ (4,1T) transfer. For both states, a = 5 A, b = 2 A, and E = 
-0.4000 eV. For the donor V0 = 23.4040 eV. For the acceptor V0 = 
19.2227 eV. 
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presented in Figure B as functions of the jawing angle ex between the por­

phyrin planes (Figure 5b) . 

In Figure 9 HsA is presented as a function of f at three different d's 

for the orientations shown in Figure 5c. 

Values of HsA calculated for the orientations of Figure 5d are 

presented in Figures 10 and 11. HsA is shown in Figure 10 as a function of 

e for (5,7T) ... (5,7T) transfer for three different edge-to-edge separations. 

Analogous results for (5,7T)-. (4,7T) transfer are shown in Figure 11. 

The class of orientations considered in Figure 5e is pertinent to the 

relative orientation of the special pair dimer and the Bchl b monomer, as 

presented in the recent reaction center crystal structure of 

Rhodopseudomonas viridis .6 In modeling electron transfer between 

these centers it is assumed that the excited transferable electron is delo­

calized over a linear combination of the LUMO's of the two molecules 

which constitute the dimer. (In fact, its initial identification was based 

upon measurements indicating this delocalization.1) Since each Bchl b 

monomer is closely associated with only one of the two molecules in the 

dimer, it was assumed for simplicity that HsA need only be calculated 

between the closest member of the dimer and the Bchl b . 

HsA as a function of /:i, with I\= !:i is shown in Figure 12 for both 

(5,7T) -. (5,7T) and (5,7T) -. (4,7T) transfer. The experimental data indicate 

there is a 70° angle between donor and acceptor ring planes. The experi­

mental orientation is approximated here by setting tJ. =I\= 70° . In Figure 

13 /:i is held fixed at 70° and I\ is varied from 30° to 90°. 

IV. Discussion. 

The results of the previous section are considered here in the order 
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Fig. 9. Matrix element HsA as a function of the twist angle f defined 

in Fig . 5c at several fixed edge-to-edge separations for (5,1T) -+ (5,1T) 

transfer. For the donor and acceptor states a = 5 A, b = 2 A, E = 
-0.4000 eV, and V0 = 23.4040 eV. The labeling convention of Fig. 6 was 

used. (a) edge-to-edge separation = 0 A (i.e ., contact) (b) edge-to­

edge separation = 10 A. 
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Fig. 10. Matrix element HaA as a function of 8 (defined in Fig. 5d) at 

several fixed edge-to-edge separations for (5,7T) -+ (5,7T) transfer. For 

the donor and acceptor states, a = 5 A, b = 2 A, E = -0.4000 eV, and 

Y0 = 23.4040 eV. The labeling convention of Fig. 6 was used. (a) 

edge-to-edge separation = 0 A (i.e ., contact) (b) edge-to-edge 

separation = 5 A. 
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Fig. 11. Matrix element HsA as a function of Gl defined in Fig . 5d at 

several fixed edge-to-edge separations for (5,n) -+ (4,n) transfers . 

For the donor and acceptor states a = 5 A, b = 2 A, and E = -0.4000 

eV. For the donor V0 = 23.4040 eV. For the acceptor, V0 = 19.2227 

eV. The conventions of Fig . 6 were followed in labeling the results. 

(a) edge-to-edge separation = 0 A (i.e .. contact) . (b) edge-to-edge 

separation = 5 A. 
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are defined in Fig. 5e . The center-to-center separation is 13 A. For 

both wells a = 5 A, b = 2 A. The labeling convention of Fig . 6 was 

used. (a) (5,7T) --+ (5 ,7T) transfer. E = -0 .4000 eV and V0 = 23.4040 eV. 

(b) (5,7T) --+ (4,7T) transfer . V0 = 23.4040 eV for the donor and V0 = 
19.222? eV for the acceptor, E being -0.4000 eV for both. 
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presented there. 

In Figures 6 and 7 it is seen that the results are generally similar at 

the two interplane separations. For the (5,7r) -+ (5,7r) transfer in Figure 6 

the maximum in I HsA I occurs at o = 0 A with secondary maxima near 

6 = 2 A and 4 A. The (5,7r) -+ (4,7r) results in Figure 7 show a zero for 

I HsA I at o = 0 A and local maxima near o = 1 A and 3.5 A. The difference 

between forward and back transfer near o = 0 A is purely an orbital 

shape effect, due to orthogonality of the cPm (cp) functions for m = 4 and 

m = 5 in the face-to-face configuration. When the z axes of each well lie 

along a common line, the product cP4 (q; A)cP5(cps) vanishes by symmetry 

when integrated over cpA- (Note, the integration is over well A in this case 

since back transfer occurs from B to A.) This large difference in forward 

and reverse matrix elements is very orientation-dependent: Comparing 

Figures 6 and 7 it is seen the forward and back transfer HsA 's become of 

comparable magnitude for o>3A.. 

Experimental work on such face-to-face porphyrins appears to 

indicate8-10 fast, light-driven forward electron transfer ( <6 ps) with slow 

back transfer to yield ground state products ("'1 ns). It has been sug­

gested that the back transfer is slow due to an avoided crossing of the 

electronic surfaces10 or because of the large driving force and small 

activation energy of the process, i.e., the "inverted effecl".57 The results 

of Figures 6 and 7 indicate that an orbital orientation effect can also con­

tribute to the difference in rates in this configuration. 

In Figures 6 and 7 the x- and y -axes of the two wells are parallel. The 

orientations are inappropriate to discuss the results of Overfield 

et. al. 11 · 12 Instead, one should consider orientations with the wells in a 

face-to-face orientation with one of the wells rotated 180° about a line in 
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the xy -plane which bisects the angle between the +x and +y axes. Here, 

the z -axes of the wells are anti parallel, while the x (y) axis of well A is 

parallel to the y (x) axis of well B . With '~>m(~) =cos m~ in each well, 

both the (5,7T) ~ (5,7T) and (5,7T) ..... (4,7T) cases would yield zeros for HeA at 

o = 0 A. (Calculations are not shown.) This feature is again an orbital 

shape effect peculiar to the o = 0 A orientation and results from the 

orthogonality of the ci>m(~)'s since in the rotated configuration foro= 0 A 

rpe = 7T/2- rpA, so that cos 5 rpB =sin 5rpA, which is itself orthogonal to 

COS 5rp A . 

In order for this result to be applicable to the results of Overfield 

et al . , 11 ·
12 the actual excited donor orbital must be orthogonal to the 

acceptor orbital in this rotated configuration. If both the excited state of 

the donor and the acceptor state can be approximately described as the 

same single configuration states, a slow forward rate would be expected 

due to an electronic orientation effect. The high intensity of the Q bands 

in the spectra of Ref. 11 leads one to expect a largely single configuration 

excited state on the basis of the Four Orbital Model.37 

The results given for the dependence of HBA on the jawing angle o: for 

face-to-face porphyrins (Figure 8) show a dramatic dependence on jawing 

angle. For the (5,7T) ~ (5,7T) and (5,7T) ~ (4,7T) transfers it is seen that only 

for values of o: less than 20° arc the forward and back transfer HeA 

significantly different. 

In the results of Figure 9, which considered an edge-to-edge orienta­

tion, it is seen that the shape of the HeA vs r plot is relatively unaffected 

by an increase in separation distance although HeA itself rapidly 

decreases. 
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In the calculations presented in Figures 10 and 11 HaA is examined at 

fixed edge-to-edge separations as a function of the angle e. The plots for 

both the (5,rr) -+ (5,rr) and (5,rr) -+ (4,rr) transfers exhibit several zeros and 

maxima between 8 = 0° and 8 = 90° . At 8 = oo the forward transfer HaA 

shows a relative maximum while the back transfer HaA is zero, the expla­

nation being that given for the o = 0 results of Figures 5 and 6. The orbi­

tal shape effect responsible for the difference in forward and back 

transfer HsA 's for a face-to-face orientation (8 = 0°) is not operative in 

the edge-to-edge configuration (8 = 90°) . The results illustrate the sensi­

tivity of HsA not only to the states involved in the transfer but also to the 

molecular orientation. The change in relative size of the several maxima 

in Figures 10 and 11 as a function of separation distance can be qualita­

tively understood on the basis of orbital shape arguments similar to those 

given earlier.26 

The orientations examined in Figures 12 and 13 are of interest to dis­

cussions of forward and reverse electron transfer in bacterial photosys­

tems. For the approximate experimental geometry6 (~=A= 70°) the 

back transfer matrix clement, in fact, is somewhat larger than that for 

forward transfer. Figure 13 indicates that no appreciable lowering of HsA 

for back transfer relative to that for forward transfer can be obtained by 

the rocking motion examined there . The present model therefore finds 

no indication of electronic effects which would control electron transfer 

between the initial donor and the nearest Bchl monomer b in bacterial 

photosynthesis. 

Other factors may then be responsible for the control of the relalive 

forward and reverse rates in this photosynthetic system as discussed ear­

lier, for instance the inverted effect.57 These back-electron transfers are 
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excellent candidates for such effects, due to the expected low reorganiza­

tion energies7
-
10 and the high driving forces. It is also possible that the 

initial acceptor is instead a Bph rather than the adjacent Bchlb, in which 

case the orientations of these compounds should be considered, possibly 

via a supercxchange mechanism, 19•20·58-60 with the intermediate Bchlb . 

In general, the present results exhibit several maxima and zeros in 

HaA as a function of the variation of a given orientational parameter. To 

the extent that the TI-orbitals of the actual systems have shapes similar 

to the model wavefunctions used here, and to the extent that many­

electron effects can be neglected, qualitative agreement with the present 

results can be expected. However, deviations of the actual positions of 

the maxima would not be unexpected. 

We have noted that the present one-electron model predicts a large 

difference in forward and back transfer HsA 's in the face-to-face 

configuration. It is useful to inquire how model-dependent this is. In D4h 

porphyrins the HOMO and LUMO are predicted to belong to different 

irreducible representation of the molecular point group36•40-41 and thus 

will be orthogonal in the face-to-face configuration not only for the 

present wavefunctions but also for more detailed ones. If the actual 

many-electron potential can be approximated as reasonably smooth one 

would expect that back transfer would be predicted to be slow using 

these more detailed wavefunctions. Deviations from D4h symmetry do 

not appear to affect the general shape of the HOMO or LUMO orbitals in 

ab initio calculations,39-41 so it is reasonable to expect that this particu­

lar prediction for the face-to-face configuration is not highly model­

dependent. 

The medium between two reactants is sometimes ordered and 
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sometimes disordered. What has not been investigated in the present 

paper is the detailed effect of such environments on modifying, in a 

superexchange mechanism, the broad picture of the relative orientation 

effects described in this paper. The general effects are expected to con­

tinue, nevertheless. Clearly, experimental results when they become 

available will be particularly helpful in defining the practical utility of the 

present model and its predictions. 
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Appendix A: Evaluation of HaA as a Surface Integral. 

A simplified method for evaluating HaA is presented here, based on a 

method introduced by Bardeen.61 The method is applicable to all 

geometries of non-overlapping wells. 

In the present model the main contribution to the thermal matrix 

element for electron transfer, HaA, may be written as a volume integral 

over well B . That is, 

(Al) 

where dT signifies a three-dimensional integral. In well B, -V! 'i!s equals 

(E - T) 'i!s where T is the one-electron kinetic energy operator. (We 

write E rather than Ea. since we consider EA =Ea. as noted in the text . 

The method described in this Appendix is inapplicable unless the orbital 

energies EA and Ea are equal.) Then eq (Al) becomes 

HaA = f tA ( E - r) t3 dT. 
welLB 

(A2) 

Since 

(A3) 

anywhere outside well A, the l.h.s. of Eq. A3 can be integrated over well B 

and subtracted from the integral of Eq. A2 without changing the value of 

RnA. We thus obtain 

H a A = - J ( t B T t A - t A T t B ) dT 
well a 

(A4) 

The latter can be rewritten as eq A5, 

H BA = - f v . ( t B v t A - t A v t B ) d T 
wellB 

(A5) 
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Application of the divergence theorem62 transforms this volume 

integral to a surface integral which may be evaluated on any surface that 

does not enclose well A . For analytical results, the choice of a plane 

between the centers of the wells proved particularly convenient.26 For 

numerical calculations, we have found it convenient to choose the surface 

as the boundary of well B. With this choice, HeA becomes 

HeA =- J n · ( '¥8 V''¥A- '¥A V'¥8 )dT , (A6) 
surface of well B 

where n is a unit vector normal to the surface of well B. Thus, the only 

part of ( '¥8 V' '¥A -'¥A V' '¥8) which needs to be calculated is the deriva-

live normal to the surface; i.e., 

In Eq. A7, ~B denotes the coordinate~ of the oblate spheroidal coordi­

nate system (~,TJ,cp) whlch has its origin at the center of well B. The nor­

mal derivative B'¥s/ a~B can be calculated directly from the derivative 

with respect to~ of individual oblate spheroidal radial functions34 Rm:n (~). 

centered at well B . ('¥ 8 is an TJ-dependent sum of such functions .) The 

derivative a'¥ AI a~8 was calculated using a two-point central difference 

approximation to the derivative. In the several cases tested, it was found 

that llt = 0.001 yielded at least three-place agreement with the three-

dimensional integration for ReA. The computation time for the two­

dimensional integral (Eq. A6) was a factor of six to ten times less than 

that for the three-dimensional one. 
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Appendix B: Application to Multiconfiguration Excited States 

We here assume that in electron transfers involving porphyrin 

excited states the first excited singlet state is adequately described by 

the Four Orbital Model.37 For concreteness the x-polarized transitions 

are considered. In representing the present wavefunctions all doubly 

occupied molecular orbitals are neglected and assumed to be unaffected 

by the presence or absence of the transferable electron. Furthermore, 

the ~ and TJ dependant parts of the wavefunctions will not be considered 

explicitly. The functions corresponding to primitive single excitations 

polarized in the x direction are 

(Bl) 

In general the two electron wavefunction should be antisymmetric under 

particle exhange . However, antisymmetrization will be neglected in what 

follows for notational simplicity, the results are not affected by this. 

Each of the above functions neglect two-electron interaction terms . One 

can include such terms approximately by allowing for configuration 

interaction. Within the Four Orbital Model37 it is assumed that only the 

above two primitive excitations contribute significantly to the lowest 

excited singlet state . The secular equation which then determines the 

multi-configuration excited state is 

(B2) 

E 1 and E2 are the energies of the primitive excitation functions of Eq. Bl. 

H 12 ( = H 21 ) is a two-electron interaction term. The solutions of this 

equation are linear combinations of '1/1 1 and '1/12 which are then taken to 

model the x -polarized Q and B bands of the porphyrin . In the present 
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modelE 1 = E 2 so the states obtained lead to C1 = ± C2 but in examining 

asymmetric systems the spectra indicate that E 1 ~ E 2 in general.46 The 

mixing coefficients could be taken from semiempirical46 or ab initio 42 

calculations while still using 'f/; 1 and 'f/;2 to model the electronic wavefunc-

tions . In what follows it is assumed for simplicity that C1 = -C2 but this 

is not necessary. 

The thermal matrix element, HaA is 

HaA = < 'fldonor I Vacceptor I 'flacceptor >. (B3) 

It is assumed that 'fldonor is the wavefunction corresponding to the Q 

branch; i.e ., 

(B4) 

Substituting into eq B3 HaA becomes 

Since the wavefunctions here are two-electron wavefunctions Vacceptor 

is of the form Vs(l) + Vs(Z) . It will be shown below, however, that only 

the one-electron functions computed in the text are required. In choosing 

'flacceptor it is assumed that the electronic state on the acceptor can be 

represented by a single configuration, say cos4tp 8 . Then the possible 

'flacceptor states are (again neglecting all doubly occupied orbitals) 

!cos4tp A cos5tp B 
'flacceptor = sin4tpA cos5tpb . (B6) 

·when < sin5'PA I cos5tp 8 > = 0, as is the case for all orientations in the 

present article, HaA becomes 



- 155-

This reduces to 1/ V2 times the individual one-electron elements calcu­

lated in the text, upon neglect of terms of order S 2. 
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Chapter 5 

Orientation Effects on Electron Transfer Rates: 

A Semiclassical Approximation for Spherical States 
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I. Introduction 

The effect of separation distance on the rate of thermal electron 

transfer has been of recent interest, particularly for reactants which are 

held in fixed positions, 1•2 as, for instance, in some biological electron 

transfers.3 Orientation effects are also expected to be of importance.4 

We have recently described a simple model for estimating orientation 

effects:5 Each reactant was treated as a spheroidal or spherical well of 

constant (negative) depth with a zero potential outside each well. The 

electronic matrix element for electron transfer was calculated using the 

one-electron wavefunctions located at each site. The depth of the wells 

was chosen to yield a distance dependence of the matrix element similar 

to experimental estimates.6-8 (Current experimental evidence is indirect 

but indicates an exponential decay of rate with distance.) 

Comparison of the spherical and spheroidal results in Ref. 5 revealed 

two contributions to the orientation effects, namely, an orbital effect and 

a geometrical shape effect. The first occurs in both the spherical and 

spheroidal results, while the second, of course, contributes only in the 

spheroidal case. 

In the present chapter WKB and uniform semiclassical approxima­

tions to the radial wavefunctions for the spherical well states are used 

and the results are compared with exact results for eigenvalues, 

wavefunction dependence on distance, and electron transfer matrix ele­

ments. The usefulness of the semiclassical methods are several: 1) their 

ability to treat problems having potentials which do not admit solutions 

in closed form. 2) the shorter computational time required, and 3) the 

greater transparency of the results. 

Also, in the present chapter a faster method for calculation of HaA is 
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tested which evaluates the matrix element as a two-dimensional integral 

using a steepest descents method. The overall savings in computational 

time is about a factor of sixty over the previously used method. 

II. Theory 

a) TeA and Exact Wavefunctions 

Within nonadiabatic theories of electron transfer9· 10 the rate of 

transfer of an electron from site A to site B is proportional to the square 

of the absolute value of the electron transfer matrix element, TeA ,9 · 10 

TeA = (HeA - SABHAA)I (1 - I SAB 1
2

) , ( 1) 

where for eigenfunctions of the individual single-site Hamiltonians 

(2) 

~A is the wavefunction for an electron localized at site A in the absence 

of site B, ~e is defined analogously, and Ve is the potential associated 

V\'ith site B (defined below) . The integrals are over all space. In all cases 

in which TeA and HeA were calculated5 it was found that 

(3) 

within an accuracy of better than 10%. Consequenlly, only HeA is com-

puted here . 

The single-site wavefunctions satisfy a single-particle Schrodinger 

equation 

(4) 

where m is the electronic mass and 
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-Vo, 

0, (5) 

To is the well boundary for the relevant site; i.e., To equals T~ for site A. 

A standard solution of Eqs . (4)-(5) is given in Ref. 11 and yields wavefunc­

tions of the form 

where energies and lengths are in atomic units (i.e., 1i = m = 1). These 

nnits will be used throughout. l and m are the total angular momentum 

of the electron and the z component of the angular momentum, respec­

tively; Pr(e), iL({3T), and kt{aT) are an associated Legendre polynomial, a 

spherical Bessel fnnction of the first kind, and a modified spherical Bessel 

function of the second kind, 12 respectively. ~m is any linear combination 

of sin m1j; and cos m1j;. These wavefunctions can be used in Eq. (2) to cal­

culate BaA . Note, the integration over all space reduces to an integral 

over well B due to the form of the potential (cf. Eq. (5)). 

The functions it({3T) and kt(ar), while readily computed, are mul-

titerm sums for l >0. They are not easily visualized and complicate any 

approximate analytical expression due to the contribution of several 

terms in the sums. This led us to explore the use of WKB, nniform semi­

classical, and asymptotic expressions for the radial portion of 'lr(r, e ,cp) 

b) WKB Eigenvalues and Normalization 

The potential for radial motion for a typical set of l, m, E, and V 

values is shown in Fig. 1. Due to the form of V this potential is discon­

tinuous at r = r 0 , the outer turning point for classical radial motion. The 
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Fig. 1. Radial potential energy as a function of r . The potential 

parameters were l =5, V0=18 .0313 eV, and r 0= 3.91448 A. The discon-

tinuity at r 0 is due to the square-well potential used . 
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WKB approximation13 to the inner radial function (T s To) is first con­

sidered. 

The region T s To is subdivided into two regions, 0 s T s T < and 

T < s T s T 0 , where T <is the inner classical turning point for radial motion. 

The WKB expressions for 1/lr,i (i.e., the inner radial wavefunction) that 

exist in each region are given by Eqs . (7) and (8), with p: defined by Eq . 

(9) . 

(7) 

T 

1/lr~fB = Bl sin (j p; dT + ~~I (T -JF;) (T < < T s To) . (8) 
T< 

where 

(9) 

The replacement of l (l + 1) in the standard radial equation by (l + *)2 is 

the usual Langer modification.14 The outer WKB wave function (T >To) is 

similarly obtained and is given by Eq. (10) with p~ defined by Eq. ( 11). 

T 

1/lr~lfB = Ci exp (- J p~ dT )I (T VP~) (T > T 0) . ( 10) 
To 

( 11) 

Quantization is accomplished by matching the inner and outer loga-

rithmic derivatives of the wavefunction at T 0, as in the case of the exact 

wavefunction. The results using inner and outer WKB wavefunctions for 

various l, m, and V are given in Table I together with results from exact 

calculations. The results are generally good, the largest error being 11% 

for the l =5 eigenvalue of the smallest well size examined. 
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In the present article we are primarily concerned with obtaining esti­

mates of HsA. If one is only interested in relative values of HsA at various 

distances or orientations for a given pair of states it is not necessary to 

calculate the normalization constant, it being only a multiplicative factor . 

However, for comparison of values of HsA for different pairs of states, the 

normalization constant is required. Therefore, an expression for it is 

presented below. It is assumed that the angular part of the wavefunction 

(P;n(e)<Pm(1t')) is normalized to unity and the normalization constant for 

the radial portion of the wavefunction is obtained. 

The ratio of Cl/ Bl (cf . Eqs . (8), (10)) is fixed by the requirement of 

continuity of the wavefunction at the well boundary. B is obtained by set-

ting J T 2 I 1t'rWKB l 2dT equal to unity, thereby yielding Eq. ( 12) . 
0 

The B2 terms arise from a standard approximate evaluation of the 

integral for T < Ta.15
·
16 The C2 term is a steepest descents value of the 

integral from To to oo, where the exponent of the exponential part was 

approximated using the first two terms of its Taylor's expansion about To. 

The outer portion of Eq. (12) (the C2 term) was tested using numerical 

quadrature to evaluate the radial integral outside the well . For high l 

states the expression for the outer portion of the normalization integral 

was reasonably accurate ( < 10% error) but for low l states the errors 

increased . Nevertheless, since the outer contribution to the total 
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normalization constant is small. the errors in normalization constant 

were < 10% for a variety of states using the above analytic expression. 

For the comparisons of wavefunction decay and HsA given below, how­

ever, the normalization constant was obtained using numerical quadra­

ture for the outer portion of the normalization integral. 

At r <• the primitive semiclassical wavefunction is undefined, since 

p; = 0. Near r <there will be errors in the semiclassical wavefunction due 

to this singularity. To improve the accuracy of the semiclassical eigen-

values, a more accurate representation for the inner wavefunction is 

required. 

c) Uniform Semiclassical Approximation to the Inner Radial Function 

To avoid the singularities inherent at the classical turning points a 

uniform semiclassical wavefunclion was introduced. Standard methods 

were followed. 15
·
17

·
18 This being a one turning point problem, the Airy 

function, Ai, was used as a comparison function. Within this approxima-

tion one obtains 

(13) 

Since for r > r 0 there are no classical turning points for the outer 

radial motion the outer radial function can again be approximated using 

Eqs. (10) and (11) . Quantization proceeds as before . Energy eigenvalues 

calculated using the uniform semiclassical inner radial function are com-
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pared with the exact values in Table I. The agreement is excellent, gen­

erally being less than 1% error. 

One could normalize the radial wavefunction numerically, or using an 

approximate analytical scheme such as steepest descents, but we have 

used another method which makes use of the accuracy of the semiclassi­

cal wavefunctions and the analytic normalization integrals for the exact 

radial wavefunctions. 

For large r, the uniform semiclassical radial wavefunction can be 

written (using the first term in the asymptotic expansion for the Airy 

function 19 ) as 

"'' U$C"' 
1 sin[(E + V0)*r - l

2
n - ~4 'f'r ,t n*r (E + Vo)~ 4l (14) 

The asymptotic form of iL (f3r) when f3 = (E + V0)* is15 

it (f3r) "' 1 * sin[(E + V0)*r - l
2
7T - ~ 

r(E + Vo) "4J ( 15) 

Therefore, at larger the relation between 1/lr~fC and iL is 

"'' U$C = (E + Vo)~ . ({3 ) 
'f'T t lL JL T · . nn 

(16) 

Since the uniform approximation toiL is a good one at all r the fac­

tor in Eq. (16) then relates y;Y,fC in Eq. (13) toiL at all r . Similarly, one 

finds that the WKB expression for the outer function is related to the 

exact function by 

... 
Introducing these two relations into J I1/1.)15 CI 2 r 2dr = 1 one obtains 

0 

( 17) 
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TABLE I: Energiesa for Various States 

V0(eV), T 0 (A) l Exact a WKBa usca IWKBa 

40, 3.91448 5 -21.46 -21.61 -21.47 -21.46 
3 -29.62 -29 .73 -29.63 -29.62 
1 -35 .70 -35.77 -35.71 -35.70 

20, 3.91448 5 -2.85 -3.01 -2.86 -2.85 
3 -10.32 -10.42 -10.33 -10.32 
1 -15.96 -16.03 -15.97 -15.96 

40, 3.0 5 -10.15 -10.42 -10.17 -10.15 
3 -23.20 -23.38 -23.22 -23.20 
1 -33.01 -33.12 -33.03 -33.01 

70, 2.0 5 -5.20 -5.82 -5 .25 -5.22 
3 -33.33 -33.73 -33.37 -33.33 
1 -54.69 -54.94 -54.74 -54.69 

a) All energies in eV's . 
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where 

(19) 

If one assumes 

then Eq. (18) reduces to 

2 r5(E + V0)~Hj,2(,5'r 0) . . I 
1 = B * lk 2( ) kt-1(aro)kL+1(aro) - Jt-I(P'ro)JL+I(P'ro) (21) 

27T l ar0 

thus normalizing the radial function. (Eq. (21) was obtained using the 

exact expressions for the radial normalization integrals for spherical 

Bessel functions and modified spherical Bessel functions. 20 ) The above 

(Eq.(21)) assumes the proportionality of the semiclassical and exact func-

tions over the entire range of r. While this is not exact it is an excellent 

approximation due to the accuracy of the uniform semiclassical inner 

radial function and the WKB outer function. 

To illustrate the accuracy of these calculations, the exact and 

approximate outer radial wavefunctions are compared in Table II as func­

tions of distance for a state having l =5. For applications to molecules of 

biological interest the states of most interest have (l ,m) = (5,4) and 

(6,5): These states are TI-like and approximate, within the present spheri­

cal model, the HOMO and LUMO of the porphine-type molecules, as deter­

mined in ab initio electronic structure calculations.5·21 Even though 

both the USC and the WKB results use primitive semiclassical outer 

wavefunctions, we compare both to the exact results to illustrate the 

effects of error in quantization and normalization. For the USC results it 

is apparent that the outer semiclassical function reproduces the exact 

one quite accurately. The normalization employed for the USC 
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wavefunctions is also quite accurate. The principal error in the WKB 

result is caused by an error in quantization. The incorrect energy eigen­

value in the WKB case leads to a faster decay rate than the exact results. 

Still, the agreement is quite reasonable over several orders of magnitude 

and the functions are certainly accurate enough for many applications 

(see below). 

For comparison, the asymptotic expansion for kz (o:r) using the first 

two terms is also included in Table II. The value of the function was nor-

malized by equating it to the exact function at the boundary. At large 

distances it will decay at the same rate as the exact function, but at the 

distances of interest here it is clearly inaccurate . 

d) Improved WKB Wavefunction (IWKB) 

Rather than using a uniform semiclassical approximation to the inner 

radial function, one could instead use the exact inner function and retain 

the outer WKB function due to its great accuracy. It will be shov-.rn below 

that one only need know the outer radial wavefunction of either site to 

obtain HaA in most cases of interest and one would therefore need only 

the exact inner function for quantization. 

Quantization proceeds as before; the inner and outer logarithmic 

derivatives are matched at the well boundary to obtain the spherical 

eigenvalues. These values are given in Table I and are the same as the 

exact values to four places. 

To normalize the IWKB wavefunction one again sets J r 2 11/lr i 2dr 
0 

equal to unity, where now 1/lr,i = Bzjz(f3r). Cz/ Bz is obtained from con­

tinuity of the wavefunction at r 0 . The inner portion of the integral can be 
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TABLE II. Exact and Approximate Outer Radial Functions6 for l = 5 

r Exactb 

5 1.2 -2 f 1.2( -2 1.2~-~< 2.2 -2 
7 1.2 -3 1.1( -3 1.1 -3 3.9 -3 
9 1.6 -4 1.5 -4 1.6(-4 8.3 -4 

11 3.0 -5 2.5 -5 3.0r 2.0 -4 
13 6.2 -6 5.0 -6 6.1 -6 4.9 -5 
15 1.4 -6 1.1 >_6 1.4 -6 1.3 -5 

a) V0 = 18.0313eV r 0 = 3.91448A, r is the radial distance from the well 
center. The value of the outer wavefunction in each case is the radial 
function multipled by the appropriate normalization constant. 

b) E&act = -1.1525eV 
c) EwKB = -1.3142eV 
d) Eusc = -1.1642eV 
e) k~ is the first two terms in the asymptotic series for k 5 (cxr ). The 

value was set by equating k~ and the exact function at T 0 • 

f) The numbers in parentheses are the powers of ten by which each entry 
should be multiplied. 
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done analytically. 20 The outer portion can be evaluated analytically by 

taking advantage of the accuracy of the outer WKB wavefunction as was 

done in the previous section. 

llL Calculation of H BA 

Use of the inner and outer semiclassical wavefunction results in a 

conceptually simpler radial wavefunction. A further simplification can be 

made in the evaluation of HsA using an approach due to Bardeen.22 

The volume integral for H8 A is converted to a surface integral over 

the surface of well B by application of the divergence theorem. Further , 

since the potential is zero outside each well, this surface can be extended 

to include any region enclosing well B which does not also enclose well A , 

as long as the energies of the quantum states in each well are equal (cf. 

Refs . 5,22). These energies are equal al the intersection of the pair of 

nuclear potential energy curves for reactants and products appearing in 

theories of electron transfer reactions .23 

The surface chosen for the surface integral evaluation is a closed 

hemispherical surface which encloses well B. The radius of the hemi­

sphere is allowed to approach infinity. The planar portion of the hemi­

sphere is chosen perpendicular to the line connecting the centers of wells 

B and A . For equal well sizes and the same state in each well it is con­

venient to have the plane bisect the line of centers, but this is not neces­

sary. When the states in the two wells are different, this surface may still 

be used but is no more convenient than any other due to the lack of sym­

metry. When the radius of the hemisphere approaches infinity only the 

planar portion of the surface integral contributes to H8 A and one 

obtains5 
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(22) 

where (b. a. z ) denote cylindrical coordinates. z being the coordinate 

normal to the planar portion of the hemisphere. 

Up to this point the procedure has been exact. Therefore, one could 

evaluate Eq. (22) numerically and obtain the same value as the 3D volume 

integral, i.e .. Eq. (2) for BaA. There would be a considerable savings in 

doing this . As a rule of thumb one expects 10-15 integration points per 

dimension for integrations of this type. However, in Eq. (22) there are 

four function evaluations per point, as opposed to two per point in Eq. (2), 

yielding a savings of a factor of between five and eight. However, we have 

also explored the use of approximate integration techniques to obtain 

simpler. more compact, expressions for BaA. These turn out to be 

significantly faster than direct numerical evaluation. 

To evaluate the double integral in Eq. (22) it is convenient to use the 

method of steepest descents. 24 The integrand in Eq. (22), including the 

(-7i2b/2m) factor, is of the form cp(b,o:)exp[-,(b,o:)], where the 

exponential parts of the various wavefunctions and of their z -derivatives 

have been written as exp( 1) and where the pre-exponential part is 

denoted by rp . Eq. (22) can then be rev.'Titten as 

where 

"" 2rr 

BaA = J J e-F(b ,a) do:db 
0 0 

F(b ,o:) = -y(b ,o:) -ln cp(b ,o:) . 

(23) 

(24) 

When F(b ,o:) is expanded quadratically about its minimum at (bo,o:o) one 

obtains upon integration 
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(25) 

where Fbb denotes the second derivative of F with respect to b evaluated 

at (b 0,a0), etc. When there is more than one minimum in F in the plane 

one obtains 

N 
HsA = ~ HsA (bb ,a~) , (26) 

i=l 

N being the number of minima of F in the plane and HsA (bb ,a~) being 

the contribution to HsA from the ith minimum. For a highly symmetric 

case such as the Gl = 90° orientation, there are four minima, all of which 

contribute equally, thus Eq. (26) becomes 

8 -F(bo,a0) ne (27) 

where all quantities are evaluated at (b 0 , a 0 ). These points, where F is a 

local minimum in the plane, are calculated as follows . The minimum in F 

as a function of b was calculated for several values of a in the region 

(0,2n) using Newton's method .25 The values were then fitted with a spline 

function and the minimum of this function with respect to a found. This 

point was identified with the minimum in F. The second derivatives at 

the minimum were calculated using a three-point finite difference 

scheme. In the case of Gl = 0 (defined later), the a-integral in Eq. (22) can 

be evaluated analytically. One can then write Eq. (22) as 

HsA = J e-G(b) db !:>! (2n/ I ~b I)* exp[ -G(b )] (Gl = 0°) (28) 
0 

where the steepest descents method was used to obtain the r .h.s. of Eq. 

(28). 
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IV. Results for HsA and Discussion 

In calculations of H8 A the coordinate system shown in Fig . 2 is used 

to specify the relative orientation of the two wells. For all calculations 

herein the z -axes and the xy -planes of the two wells are each parallel and 

the l's are equal for the states in each well, as are the m 's. Results are 

given for the Gl = 0° (face-to-face) and G) = 90° (edge-to-edge) orienta­

tions. The present approximate method of evaluation of HsA is most 

easily applied for these orientations because of symmetry. 

Results for HsA for the Gl = o0 orientation are presented in Table III 

and were obtained using a one-dimensional search for the minimum of G 

in Eq. (28) . The exact and approximate results are seen to be in excellent 

agreement in the IWKB and USC cases. Similar accuracy is obtained for 

other values of l ,r0 , and E. The WKB results show good agreement and 

are in error by at most 40% in absolute value over several orders of mag­

nitude variation in HsA. 

Results for HsA for the e = 90° orientation are presented in Table IV. 

They were obtained using a two-dimensional search for the minimum in 

F, F(b 0 ,a.0) . The agreement of the exact results for HsA with the IWKB 

and USC results is excellent, typically better than 10% for a variety of 

values of l ,E, and r 0 . This error is most likely due to small errors in the 

steepest descents evaluation of the angular portion of the surface 

integral. Again, the WKB results show good distance dependence and 

acceptable agreement in absolute magnitude for the present application. 

The errors in relative values of HsA for two distances or orientations 

for a given pair of states using the WKB wavefunctions are due primarily 

to errors in the semiclassical eigenvalue. (The normalization constant 
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Fig. 2. Coordinate system used to specify the mutual orientation of 

wells A and B. The x axes of the wells are assumed parallel and lie in 

the plane of the figure . e = 0° corresponds to the z axes of the wells 

lying along the same line . 
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will cancel when calculating relative values and the error from steepest 

descents integration is, at most, "'10%.) However, this is less than 20% 

over the entire range for the results of Tables (III) and (IV). (At 10 A the 

exact HsA (9 = 90° )I HsA (9 = 0°) is 14.3, the semiclassical value is 15.3. 

At 25 A, the exact value is 41.1, the semiclassical value is 48. 7.) Overall, 

the WKB results are quite accurate. Errors will be larger, however, for 

small To ( < 2.0 A) or larger (l) values at fixed T 0 . (We have examined up to 

l = 6 and foillld good agreement.) Neither case is of interest for biologi­

cal systems. In general, calculations were performed by choosing a value 

of E which yields a given approximate decay for HsA with distance. 

Therefore, the outer semiclassical wavefunction ( WKB, USC, or IWKB) 

will have the same decay as the exact. 

For fixed energy, distance, and l, it can be seen that the values of 

HsA ( and therefore TeA) are quite different in the two orientations. The 

slopes of HsA versus separation distance are also somewhat different . 

The difference in behavior of HaA at the two orientations is due to the 

difference in the angular functions P["' ( 8) in the region of greatest over­

lap of the two wavefilllctions, and was discussed in Ref. 5. In general, one 

expects maxima and minima in HsA (e) to correlate with maxima and 

minima in Pr(eA) and Pr(Bs) . 

Not only is the two-dimensional approximate evaluation of HsA using 

WKB outer radial filllctions quite accurate, its evaluation is significantly 

faster than the three-dimensional exact calculation preformed previ­

ously. The exact calculations take from 10 to 12 CPU minutes per orien­

tation on a VAX 111780. The approximate results take "'15 CPU seconds . 

Possible approximate extensions of the present methods to the angular 

and radial oblate spheroidal wavefunctions appropriate to spheroidal 
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TABLE III. HsA as a Function of Distance8 for ®=0° 

R 

10 
15 
20 
25 

Exact 

7.0~-4lb 2.2 -6 
2.0 -8 
3.0( -10) 

WKB 

6.3(-4l 
1.8(-6 
1.4( -8 
1.8( -10) 

usc 

6.7~-4l 2.2 -6 
1.9 -8 
2.9( -10) 

IWKB 

6.8( -4l 
2.2(-6 
2.0(-8 
3.0(-10) 

a) For each well the state considered has l = 5, m = 4, r 0 = 3.91448A, 
and V0 = 18.0313eV. 

b) The number in parentheses is the power of ten by which lhe entry 
should be multiplied . 
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TABLE IV. BaA as a Function of Distancea for Gl = 90° 

R 

10 
15 
20 
25 

Exact 

-9.9!-31b -4.5 -5 
-5 .8 -7 
-1.2(-8 

WKB usc 

-9.6!-31 -4.0 -5 
-4.7 -7 
-8.7 -9 

-9.8!-31 -4.6 -5 
-6 .0 -7 
-1.3 -8 

IWKB 

-9.9!-31 4.7 -5 
6.1 -7 

-1.3(-8 

a) For each well the state considered has l = 5, m = 4, r0 = 3.91448A, 
and V0 = 18.0313eV. 

b) The number in parentheses is the power of ten by which each enlry 
should be multiplied. 
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molecular shapes is being investigated. 

V. Conclusions 

A simple and relatively accurate approximate method is given for 

evaluating HsA for states of spherical wells. The results agree with exact 

calculations for the e = 0° and 90° orientations over a wide range of dis­

tances . There is no significant loss of accuracy in using WKB outer radial 

wavefunctions. The inner function requires a uniform semiclassical 

approximation to be accurately represented inside the well . The two­

dimensional integration yields a significant reduction in computation 

time which would be useful for cases where H8 A is needed for large 

numbers of orientations . 
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Chapter 6 

A Semiclassical Model for Orientation Effects in Electron Transfer 

Using Oblate-Spheroidal Wells 
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I. Introduction 

Increased understanding of biological redox systems has led to the 

need for detailed information regarding the effects of mutual orientation 

and separation distance on the rate of electron transfer. The nonspheri­

cal structure of many biological redox components, e.g ., hemes, chloro­

phyll a and b, quinones, etc., leads one to expect that the mutual orien­

tation of redox partners can significantly affect rates of electron transfer. 

Examples include cytochrome c as well as various photosynthetic 

reaction centers. It will be recalled that cytochrome c is a complex in 

which a heme lies in a crevice created by a surrounding protein and is 

bonded to the protein by thioether bridges.3 It is believed that electron 

transfers to and from the heme occur predominantly near the opening of 

the crevice to the solution. 

Photosynthetic electron transport in plants and green algae is driven 

by light-activated electron transfer initiated at two photosystems (I and 

II).4 The primary charge separation in photosystem II is believed to occur 

between an excited chlorophyll and a ground state pheophytin, perhaps 

mediated by another intervening chlorophyll.5 Recent linear dichroism 

measurements6 suggest that these components are held at fixed mutual 

orientations and separations, thus raising the question of whether these 

orientations and distances play a role in controlling relative rates of 

transfer. 

The recent crystal structure determination of the reaction center in 

the bacterial photosystem Rhodopseudomonas viridis 7 reveals the rela­

tive orientations of a host of components involved in bacterial photosyn­

thetic charge transport. The need to understand relative rates, both 

within the initial charge transfer step,8 and between the various 
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cytochromes and the initial electron donor,g raises the question of the 

possible role played by the orientation of the components as a means of 

controlling rates. 

Several previous studies have been aimed at qualitatively assessing 

orientational effects in certain simplified models. 10 Recently, Siders, 

et al. 1 have developed a one-electron model for examining orientation 

effects in large, delocalized aromatic systems, and have applied it to 

several systems of current experimental interest.2 The basis of the 

model is the calculation of single-site, one-electron wavefunctions of 

oblate-spheroidal wells of constant potential. These wavefunctions are 

then used to calculate the electron-transfer matrix element, the predom­

inant distance-dependent quantity in theories of nonadiabatic electron 

transfer. 

In the present paper two simple approximations to this model are 

examined. The approximate model is both computationally much faster 

and conceptually simpler. It will be seen to yield accurate results for 

H8 A, within the original model. The paper is organized as follows. The 

exact model and the form of the electron transfer matrix element are 

outlined in Sec. II. The exact wavefunctions for the original model1 are 

described in Sec. III and the two additional approximations introduced in 

this paper are discussed in Sec. IV. The results for the wavefunction and 

the electron transfer matrix element are compared and discussed in Sec. 

V, with concluding remarks made in Sec. VI. 

II. The Theoretical Model 

The present. model1 is intended to describe electron transfer between 

two fixed sites, A and B. In the zeroth-order problem A and B do not 
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interact and only the transferable electron is considered explicitly; i.e., 

each electronic wavefunction is a one-electron wavefunction. The state 

localized at site A is labeled ..P; the state localized at site B is labeled ~B. 

The model has been designed to assess orientational effects at various 

distances in electron transfer between large aromatic systems and it is 

assumed that the transferable electron is delocalized over the aromatic 

ring system. 

Each isolated site is modeled as an oblate spheroid of constant nega­

tive potential inside the well and zero potential outside the well. Thus, in 

oblate spheroidal coordinates11 (t,7],'f') the potential is given by Eq. ( 1) 

and is depicted in Fig. 1. 

_ ~-Vo 
v = 0 ; 

t; ~ t;0 = 2b I d 

t; > l;o 
( 1) 

The molecule is assumed to lie in the xy -plane of the potential. a (see 

Fig. 1) is chosen as an approximate in-plane radius of the molecule. b is 

chosen to yield a reasonable thickness for the electronic orbital of the 

molecule. The usual Cartesian coordinates are defined in terms of these 

coordinates by 

z = ~ d [;7] • 

The single-site one-electron Schrodinger equation may now be writ-

ten as 

(3) 
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z 

V=O 

Fig. 1. Potential well for a single site. There is cylindrical symmetry 

about the z axis. 
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(4a) 

A choice of Y0 yields a specific value of the orbital energy E upon quanti­

zation. The value of E (and hence of Y0) is chosen so as to give a fall-off of 

the rate with distance which is consistent with presently available data. 

The rate of nonadiabatic electron transfer between two such fixed 

states A ~ B may be written as 12-14 

k = :; I T BA 1
2 (F. c.) ' (5) 

where (F.C.) is a Franck-Condon sum, discussed in detail elsewhere, 

e.g., Refs. 14-16. T8 A is the electronic matrix element which in the 

present model may be written as 

(6) 

where 

(7) 

V8 is the potential of the transferable electron for the isolated site B. 

TaA is the primary distance and orientation dependent quantity in Eq. 

(5). In Ref. 1 it was found that TeA and HsA agree to Vvithin 10% at con-

tact and the agreement increased with separation distance. Since TeA 

requires considerably more computational time, only HsA is calculated 

here. 

The present semiclassical model was developed to obtain approXl­

mate expressions for -.J!A and -.¥8 and there by to significantly simplify the 
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evaluation of HaA . To facilitate the description of the semiclassical 

method, the calculation of the exact wavefunction is outlined first. 

III. The Exact Single-Well Eigenfunctions 

In the oblate spheroidal coordinate system Eq. (3) is separable so 

that 

(8) 

The resulting separated equations for ~ ~ ~0 (inside the well) are 

d2q, __ m_+ m2q, = 0 
drp2 m 

(9a) 

(9b) 

(9c) 

The superscript i indicates a function appropriate to the inner potential 

region; m and >mn are separation constants. q,m (rp) is equal to 

A sinmrp + B cosmrp and since q,m must be single valued, m is an integer. 

The index n orders the eigenvalues ~mn in order of increasing value and 

is chosen to have the possible values n=m, m+l, m+2, ... This choice is 

convenient since in the spherical limit, where a tends to b, the eigen­

function given in Eq. (10) below is dominated by a single ~mn term with 

n - m = l, l being the angular momentum quantum number of the parti­

cle for the spherical case. 11 For ~ > ~0 Eq. (3) can be separated in an 

identical manner, and all the i 's are then replaced by o 's to denote prop­

erties outside the well. 
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Since the method is primarily designed to assess orientation effects 

between delocalized 1r-systems, only states with no ~-type nodes, and one 

77-type node will be considered. These states are odd with respect to 

reflection in the xy-plane and are labelled (m,7T), i.e., a 7T-like state with 

azimuthal quantum number m. (A more complete description of the 

states is given in Refs . 1 and 2.) 

The quantization condition (i.e., continuity of the wavefunction and 

its normal derivative at the well boundary) requires that the exact solu­

tion be written as a linear combination of the separated solutions, 1 that 

is, 

... 
~~.7T(~,7],cp) = Am,TT 2: cj. 'f~; ~~~0 

r=O 
~m 7T = . .., 

'f~,7T(~.7],cp) = Am,1r I: ~'f~; ~>~o 
( 10) 

r=O 

where n = 2r + m + 1 and Am,7T is the normalization constant. Quantiza­

tion is accomplished by iterating the energy E until ~m.TT and its deriva­

tive are continuous at the boundary ~ = ~0 . 

N. Approximate Single-Well Eigenfunctions 

In obtaining approximate single-well functions for use in calculating 

HsA . two approximations are made: 1) The sums in Eq. (10) are each 

truncated at a single term, one inside, one outside the well, and 2) Each 

Rmn and Smn is evaluated semiclassically rather than as a sum of known 

special functions .1•11 •17 The first assumption was prompted by two obser­

vations: (a) In the spherical limit the inner and outer wavefunctions are 

each represented by a single mn term. (For the case of 7T-like states this 

single term has n = m + 1.) Since an oblate spheroid can be viewed as a 
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".flattened sphere" it is reasonable that the approximation of using one 

term in the sum will be adequate when the eccentricity is not too high. 

(b) Empirically, we noted in our numerical calculations that both inside 

and outside the potential well it is common for a single eft and a single C~ 

to dominate the other coefficients for the states considered. 

In view of assumption (1) above, the total wavefunction may be writ-

ten as 

(11) 

Because of this approximation the quantization conditions can only be 

approximately satisfied at the well boundary: 

~+1 ~~+1 ~ ~+1 ~~+1 (12a) 

. a'}!~ m+l I a'}!~ m+l I 
Cin+I a~ (=(o ~ C'i:t+l a~ ( = (o (12b) 

To satisfy Eq. ( 12a) both sides were squared and then integrated over 

7J at~= (0 , thereby averaging over the boundary. Taking the square root, 

and following the same procedure for Eq. (12b) yields 

(13) 

(14) 

when Smn and q,m are each normalized to unity. This procedure deter-

mines the approximate single site wavefunction to within a normalizaton 

constant, for any method of calculating the individual Rm:n and Smn 's. 

A semiclassical approximation was used next to simplify the evalua­

tion of the Rmn and Smn. In previous applications, 1·2 the individual Rmn 
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and Smn were evaluated through series expansions in spherical Bessel 

functions and associated Legendre polynomials, 11
•
17 a time-consuming 

method, particularly for high eccentricities. In the present study, uni-

form semiclassical approximations or primitive semiclassical approxima­

tions were obtained to the individual Rmn 's and Smn 's and are seen to be 

quite accurate . Previous uniform semiclassical approximations to 

spheroidal wavefunctions have been described by Sink and Eu. 18 

It will be recalled that in a uniform semiclassical approximation a 

known function, the comparison function, is introduced together with a 

variable, the "mapping variable," related to the independent variable of 

the original differential equation. The approximate oblate-spheroidal 

functions will be considered in the following order: Si:z.n, Sfnn, Ri:z.n, R'fnn· 

The Si:z.n (1]) of interest here can be approximated using a uniform 

approximation with the associated Legendre function as the comparison 

function (cf. Ref. 18 and Appendix A) . For all n,m > 0 there will be two 

turning points for classical motion. The separation constant ">-.mn is 

obtained using semiclassical quantization procedures. 

The differential equation satisfied by s:nn(1J) is Eq. (9b) , with kl > 0, 

since (E- V) > 0. Transforming the S'fnn to remove first derivatives by 

introducing 18
·
19 Vmn(1J) = S'/nn('T])-(1 -1]2)* and using the Bethe 

modification, i.e ., substituting m 2 form 2-1 one obtains 

(15) 

d2k.2 
where cl= --l-. When cl is zero, the numerator of the term in brackets 

4 

placed over a common denominator (1 -1]2) 2, is quadratic in 1], with two 

zeros. For cl:~-0. this numerator is quartic and for large enough ci
2 has 



- 197-

four real zeros. This trend is seen by plotting the negative of the term 

enclosed in brackets in Eq. ( 15) as a function of TJ for various positive 

values of c 2 . In Fig. 2 it is seen that as c 2 increases, the term in brackets 

changes from having two zeros to having four zeros. In the two-turning 

point case a treatment exactly analogous to that for S~ (17) yields accu­

rate results .18 (At a given c 2, as n increases, the four-turning point prob­

lem goes over to a two-turning point problem.) However, for the states of 

interest in the present paper the bracketed term in Eq. (15) typically has 

four turning points, and thus an alternative method for obtaining S'fnn 

was needed. 

In principle, a four-turning point problem can be treated with a com­

parison function which itself has four turning points, but such problems 

are typically as complicated as that for Smn (TJ) itself. Accordingly, 

results for two single-well problems were used. For a double-well prob­

lem, with the two wells separated by an infinite barrier, the eigenvalues 

occur in pairs and the eigenfunctions are symmetric and antisymmetric 

combinations of the one-well functions .20 For the finite but large barriers 

examined here, a similar idea is exploited to obtain approximate s:m 's . 

Single-well potentials were devised for the portion of the wavefunction 

localized to the left and the right of 7J = 0. Linear combinations of the two 

approximate single-well eigenfunctions were then taken to yield approxi­

mate s:nn ( 7J) . 

The effective single-well momentum for the portion of the wavefunc­

tion localized in -1 ~ 7J ~ 0 is chosen to be (Fig. 3) 

(16a) 

(16b) 
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Fig. 2. The S'!nn effective potential as a function of 7J for three 

different values of V0 . The other parameters used in all 3 plots are a 

= 5 A, b = 2 A, m = 5, n = 6 and E = -2.8 eV. -- corresponds to 

V0=26.3022 eV and ~6 = 0.3807. --corresponds to V0 = 12.00 eV 

and ;:>..~6 = 30.60. - ··· - corresponds to V0 = 3.00 eV and :\~5 = 

42.02. 
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0.5 1.0 

Fig. 3. The S'/nn effective single well potential for the state localized 

between -1 ~ 7} ~ 0 as a function of 7] . The parameters used are a = 5 

A, b = m2 A, m = 5, n = 6, E = -2 .8 eV, and V0 = 26.3022 eV. 
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2 ( ) fl m2 Amn +clr;21 
Pm TJ = ( 1-r;2)2 - ( 1-r;2) . TJi ~ TJ ~ 1 . (16c) 

where TJi is the point in (0 < 7J ~ 1), where P;}(r;) = PliJ(TJ) . The single-well 

momentum for the portion of the wavefunction localized between 

0 < r; ~ 1 is simply the reflection of the potential depicted in Fig. 3 about 

TJ = 0. Each of these effective single-well momentums yields a two-

turning point problem and may be solved using a uniform approximation 

with a two-turning point comparison equation. The harmonic oscillator 

equation is chosen as the latter21 which involves mapping -1 ~ r; ~ 1 onto 

-oo ~ x ~ 00 • The mapping would yield poor results near r; = -1, or 1, 

except that Sinn is rapidly approaching zero at those points for the states 

of interest in this article. 

The single-well comparison function is the harmonic oscillator func-

tion which is the solution of 

( 1?) 

where 

j 2(x) = 2r;- (N + 1/2)7i.c.J- ~ x 2 , N = 0,1, · · · (18) 
1i; ;,; 

The choice of N is determined by the type of state to be modeled . The 

number of nodes for the function Smn(TJ) (excluding 7J = ±1) is n-m . 

Similarly, the number of nodes in the comparison function cp N(x) equals 

N. Since pairs of CfJN are combined, one member from each well, one can 

obtain Sm,m+l states by taking the antisymmetric combination of two 

N = 0 functions, i.e ., the antisymmetric combination of ground-state har­

monic oscillator-like functions . Sm,m states can be obtained by taking 

the symmetric combination of the cp0(x) solutions in each well. Similar 
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reasoning shows that for Smn states for which n > m+1, where there are 

still four turning-points. linear combinations of 'PN with N = 1,2, etc . will 

be required. 

Various authors have examined semiclassical approximations to 

spheroidal radial functions Rm.n (~) . 18 · 19 • 22 The function R~ (~) outside 

the potential well satisfies the differential equation 

The substitution Wmn (~) = Rmn (~) ( 1 + f)* removes the first derivative 

and leads to an effective potential which, for ~ > ~0 • has no zeros . A WKB 

approximation23 is then used to obtain 

R~n(~) = (20) 

where 

and 

The inner radial functions R~ (~) also satisfy Eq. (19). but with the 

substitution of i for o throughout. For choices of parameters appropri­

ate to modeling large macrocyclic systems, it was found that there were 

no turning points for ~ < ~0 . The tendency towards an absence of turning 

points increased with increasing d. increasing kl. and with decreasing n . 

When there are no turning points in the region of interest. as was 
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always the case for the states studied, a primitive semiclassical approxi­

mation can also be used with no divergences. One obtains for R!nn 

t 
sin(J p tel~ + {3) 

R~ = --~o~~--~~ 
(f + 1)* (p2)li 

(21) 

[ 2 i (2 2 
h 

2(t) 2 (ci + Amn) ~ + 1)- (m - 1)] 
w ere p c; = ci - 2 and {3 is a phase fac-

(~ + 1) 

tor chosen to yield the correct phase for the semiclassical R~. To 

satisfy the TI-like symmetry of the states studied here the radial 

wavefunction must vanish at~= 0, and so {3 must be equal to zero. 

V. RESULTS AND DISCUSSION 

In this section the exact and approximate results are compared and 

discussed for a number of states of interest. The physical significance of 

these (m,7T) states was discussed earlier.1·2 In particular, (4,7T) states are 

considered to model the HOMO of porphyrin derivatives and (5,7T) states 

are considered to model the LUMO in such molecules. 

The present section contains a discussion of the single-term 

wavefunction; the quantities s::rn, A~, S1AA A~, R~, R'fnn calculated 

from the semiclassical approximations are then compared with those cal­

culated from the exact series expansions in Tables I to V. The exact and 

approximate energy quantizations are next compared in Table VI, and the 

approximate and exact 1·2 electronic matrix element HBA are compared in 

Table VII and Figs . 5, 6, and B. 

The largest difference between the exact and the present approxi­

mate wavefunctions occurs near the well boundary ~ = ~0 . This is due to 

the inaccuracy of the single-term approximation to the exact wavefunc-
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tion (Eq. 10). For f close to ~0 the magnitude of the R::m's increases 

rapidly with n . Also for 17 near ±1 the s::m(77)'s for n > m + 1 are larger 

than S~.m+l (77) . Thus, even though ~+l dominates the other expansion 

coefficients, the products C:R::m(~)s::m(17) (for n > m + 1) are of com­

parable magnitude to the product ~+ 1R~,m+l (~)S~.m+l (77), for ~ close 

to ~0 and 17 close to 1 or -1. These terms then contribute to the exact 

wavefunction and so the approximate wavefunction is inaccurate in these 

regions. However, as ~ increases all the R~n(~)'s approach R~(~) and 

the terms for n > m + 1 become unimportant for all77. The results for 

HsA given below indicate that this occurs quickly enough for the single­

term approximation to be useful. 

A comparison of exact and approximate results for the s::m 's and 

A::,_n 's for the two states used in the present HsA calculations is given i.n 

Table I. The agreement for the s::m 's is generally better than 1%. 

In Table II, exact and approximate s:nn 's are compared for the above 

two states. The agreement is again good, the largest error being less 

than 1%. The approximate ~·s are somewhat inaccurate. The A1rm's are 

determined from the semiclassical single-well quantization. At the lowest 

level of semiclassical approximation, A:nn for n = m and n = m + 1 are 

equal. This is not true of the exact results since the barrier between the 

wells is finite. The splitting of the pairs of ~ can be obtained in several 

ways (including a standard semiclassical one). We have simply used the 

two single-well functions as basis functions and solved the two-by-two 

matrix equation obtained from Eq. (15). The A's obtained in this way are 

shovrn in Table III. The calculated splitting is in good agreement with the 

splitting of the exact A's. The absolute values of both of the approximate 

A's are larger than the exact by essentially a constant amount. Neither 
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TABLE I. Outer Smn ( 1]) for Various 7] 

n = 6, m = 5a n = 5, m = 4b 

Serniclassicalc Exact Serniclassicalc Exact 

.9 9.83 1 d 9.83 1 1.93 1 1.92 1 

.8 4.71 2 4.70 2 6.81 1 6.79 1 

.7 1.06 3 1.06 3 1.30 2 1.30 2 

.6 1.71 3 1.71 3 1.89 2 1.89 2 

.5 2.24 3 2.24 3 2.31 2 2.31 2 

.4 2.48 3 2.48 3 2.44 2 2.44 2 

.3 2.36 3 2.36 3 2.23 2 2.23 2 

.2 1.84 3 1.84~3~ 1.70~2 1 . 70~2~ 

.1 1.01 3 1.01 3 9.21 1 9.21 1 

a) For both exact and semiclassical cases, E = -2.8 eV, V0 = 26.3022eV, 
a = 5JL b = 2A, ;>...~g = 44.95, ;>...g~ = 45.17. 

b) For both exact and semiclassical cases, E = -2.8 eV, V0 = 22.1985eV, 
a = 5A, b = 21\, A.teg = 33.36, ;>...l§ = 33.67. 

c) The semiclassical function was normalized to the exact function at 
11 = 0.4. This was done for comparison purposes only and is not 
required for the calculations presented here. 

d) The numbers in parentheses are the powers of ten by which each entry 
should be multiplied. 
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TABLE II. Inner Smn (77) for Various 77 

n = 6, m =5a n = 5, m = 4b 

sec Exact sec Exact 

.9 8.03(3 d 8.03(3 1.28(3 1.28(3 

.8 L?T l.?Bt 2.15 3 2.16~3 

.7 1.94 4 1.94 4 2.07 3 2.07 3 

.6 1.60 4 1.60 4 1.58 3 1.59(3 

.5 1.13 4 L14t 1.08 3 1.08~3 .4 
7.35r 

7.36 3 6.81 2 6.84 2 
.3 4.44 3 4.45 3 4.06 2 4.08 3 
.2 2.45 3 2.46(3 2.23~2 2.25~2 
.1 1.08 3 1.09(3 9.79 1 9.88 1 

a) For both exact and semiclassical cases, E = -2.8eV, V0 = 26.3022eV, 
a= 5A, b = 2A, A~= - .1111, A~~= .4718. 

b) For both exact and semiclassical cases, E = -2.8eV, V0 = 22.1985eV, 
a= 5A., b = 2A., Alff = -9.371, A.fg = -8.790. 

c) The semiclassical functions were normalized to the exact functions at 
77 = 0.60. This was done for comparison purposes only and is not 
required for the calculations presented here. 

d) The numbers in parentheses are the powers of ten by which each entry 
should be multiplied. 
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TABLE III. Improved r._sc 

Exact 

-.293 
-.111 

Semiclassical 

.381 

.562 

Exact 

-9.49 
-9.37 

a) E, V0 , a, and b are as for the m=5, n=6 state of Table II. 
b) E, V0 , and bare as for the m=4, n=5 state of Table II. 

Semiclassical 

-8.85 
-8.73 
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the semiclassical Smn or Rmn are seriously affected by this error in "AiM. 
For R'fnn the appropriate "'A'frrn obtained from the splitting calculation is 

used. 

The exact and semiclassical outer radial functions are compared in 

Table IV for sample values of k0
2 , m, and d of interest here . For com­

parison purposes, the functions are equated at the smallest ~ . The 

agreement is excellent over the entire region of interest. Similar accu­

racy is obtained for other states. The respective ~ values used in the 

calculations of Ri:tn 's for Table IV were from exact and semiclassical 

methods, respectively. 

The exact and semiclassical Rfnn 's for the case of no inner turning 

point are compared in Table V. The agreement is again quite good and 

similar accuracy can be expected for other states. 

Using the above semiclassical approximations to the individual Rmn 

and Smn, together with the single term approximation, the energy values 

can be calculated using Eq. (12)-(14) for given values of the potential and 

for various states. The exact and approximate quantization results are 

compared in Table VI. There is a fairly large error in the calculated orbi­

tal energy which could be anticipated from the observed contribution of 

several terms to the total wavefunctions near the well boundary. Accu­

rate quantization for a given value of the potential is not necessary but is 

examined for completeness: the general procedure for calculations of 

HaA (both approximate and exact) is to choose a value forE which yields 

the desired decay of HsA with distance by adjusting V. Also shown in 

Table VI are the values of V0 appropriate to equal energies for the exact 

and approximate methods. It should be stressed that the error in the 

semiclassical energy quantization is not due to the use of semiclassical 
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TABLE IV. Outer Rmnct) for Various ~ 

n = 6, m =56 n = 5, m = 4b 

Semiclassicalc Exact Serniclassicalc Exact 

1.0 3.47(-2r 3.47(-21 1.44 -21 1.44 
-21 2.0 2.03 -4 2 . 05~-4 1.12 -4 1.13 -4 

3.0 1.86 -6 1.88 -6 1.20 -6 1.21 -6 
4.0 2.19 -8 2.21 -8 1.55 -8 1.57 -8 
5.0 2.97 -101 3.00 -101 2.23 -101 2.27 -101 6.0 4.38 -12 4.43 -12 3.44 -12 3.50 -12 
7.0 6.83 -14 6.90 -14 5.53 -14 5.63 -14 
8.0 1.11 -16 1.12-16 9.18-16 9.35 -16 

a) For both the exact and semiclassical cases, E = -2.8eV, 
V0 = 26.3022eV, a = 5A, b = 2A., A.~g = 44.95, A.g~ = 45.17. 

b) For both the exact and semiclassical cases, E = -2.8eV, V0 = 
22.1985eV, a= 5A., b = 2A., A.tg = 33.36, A.Jg = 33.67 . 

c) The semiclassical function was normalized to the exact function at 
~ = 1.0. This was done for comparison purposes only and is not 
required for the calculations presented here. 

d) The numbers in parentheses are the powers of ten by which each enlry 
should be multiplied. 
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TABLE V. Inner Rmn (f) for Various f 

.05 

.10 

.15 

.20 

.25 

.30 

.35 

.40 

.45 

.50 

n = 6, m =58 

Semiclassicalc 

3.241-2 d 
6.25 -2 
8.80 -2 
1.07 -1 
1.18-1 
1.20 -1 
1.13 -1 
9.59 -2 
7.13 -2 
4.08 -2 

Exact 

3.18l-2 
6.14 -2 
8.68 -2 
1.06 -1 
1.18 -1 
1.20 -1 
1.13-1 
9.73 -2 
7.31 -2 
4.29 -2 

n = 5, m = 4b 

Semiclassicalc 

3.38 -2 
6.51 -2 
9.19 -2 
1.12 -1 
1.24 -1 
1.27 -1 
1.20 -1 
1.041-1 
8.02 -2 
5.00 -2 

Exact 

3.35l-2l 6.48 -2 
9.16 -2 
1.12 -1 
1.24 -1 
1.27 -1 
1.20 -1 
1.04 -1 
7.99 -2 
4.93 -2 

a) For both the exact and semiclassical cases, E = -2.8 eV, 
V0 = 26.3022eV, a = 5.,\, b = 2A, >-..~g = -.111, >-..~~ = .562. 

b) For both the exact and semiclassical · cases, E = -2.8eV, 
V0 = 22.1985eV, a= 5A, b = 2A, A.:g = -9.37, A:~= -8.73. 

c) The semiclassical function was normalized to the exact function at 
~ = .30. This was done for purposes of comparison only and is not 
required for the present claculations. 

d) The number in parenthesis is the power of ten by which the entry 
should be multiplied. 
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TABLE VI. Comparison of Exact and Semiclassical Energies 

Exact 

26.3022d 

E -2.8 

n = 6, m = 5a 

25.5316 

-2.8 

26.3022 

-3 .4647 

Exact 

22.1985 

-2.8 

n = 5, m = 5a 

SC(E)b 

21.4993 

-2.8 

a) For both the exact and semiclassical cases a = 5A, b = 2A. 

SC(V)c 

22.1985 

-3.3934 

b) SC(E) denotes a semiclassical state with the energy equal to that of 
the given state of interest. 

c) SC(V) denotes a semiclassical state with potential equal to that of the 
given exact state of interest 

d) All energies are in eV. 
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Rmn and Smn but is due to the single-term expansion of the wavefunction. 

It will be shown below, however, that these single-term functions are still 

accurate enough to yield reasonable results for HsA. 

To describe the orientation of the two wells the coordinate system 

shown in Fig. 4 is used. Unless otherwise specified, the xy planes of both 

wells are chosen to be parallel and the centers of each well are held at a 

given separation distance R. ® = 0° (see Fig . 4) corresponds to a "face­

to-face" configuration and e = goo to an "edge-to-edge" one. 

The exact and approximate HsA is presented as a function of dis­

tance for transfer between two (4,7T) states, for the e = 0° and e =goo 

orientations in Table VII. The agreement is seen to be quite good . The 

deviation at small R, especially in the e = 0° orientation is due to the 

contribution of other states in the exact state sum over Rmn Smn as noted 

previously (cf . Eq. (10)) . It is clear that this contribution from other n­

states is only serious at very small R. For comparison, results using 

spherical weJls of similar volume and energy are also given in Table VII. 

They are seen to be significantly less accurate than the present approxi­

mation to the spheroidal problem, particularly ate = 0°. 

In Fig . 5 exact and approximate results for (5,7T) states are compared 

at constant edge-to-edge distance for various ®'s . It is seen that as the 

edge-to-edge distance increases from o.A to 4A, the accuracy of the 

present approximate calculation increases. The agreement is quite good 

for an edge-to-edge distance of 4A, and for larger separation the agree­

ment remains good. 

In Fig. 6 H8 A 's for the same set of orientations for transfer between 

(5,7T) and (4,7T) states are given. Calculations similar to those in Figs. 5 

and 6 have been used previously to model electron transfer orientation 
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10 

5 

~--~~-R 

10 X (AJ 

Fig. 4. Coordinate system used to specify the mutual orientation of 

well A and well B. The x axes of the wells are parallel and lie in the 

plane of the figure in all geometries. e = 0° corresponds to the· z 

axes of the wells being superimposed. 
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TABLE VII. Exact and Approximate HeA for a pair of (4 ,7T) States as a func­
tion of distance at e = 0° and e = 90°. 

e (degrees) R(A) HI;~ a HffAb HlfAherec 

10 3 .8 (-4)d 3Tl 7.0(-4) 
15 2rl 1.8 -6 2.rl 20 2.2 -8 2.1 -8 2.0 -8 
25 3 .8 -10) 3. 7 -10) 3.0 -10) 

10 

~-rl -

5rl -9 9f-3j 15 -1.3 -4 -1.5 -4 -4.5 -5 
20 -1.5 -6 -1.7 -6 -5.8( -7 
25 -3.0 -8 -3.4 -8 -1.2( -8 

a) For each (4,7T) state E = -1.1525eV, Yo = 17.35297eV, a = 4.85A, 
b = 2.55A. . 

b) For each (4,7T) state E = -1.1525eV, Yo = 17.54121eV, a = 4.85A , 
b = 2.55A. . 

c) For each (4,7T) spherical state E = -1.1525eV, Yo = 18.0313eV, 
r = 3.915A. 

d) The number on parentheses to the power of ten by which each entry 
should be multiplied . 
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Fig. 5. The matrix element HsA as a function of 8 at several fixed 

edge-to-edge separations for (5,TT) => (5,TT) transfer . For the donor 

and acceptor states a = 5 A, b = 2 A, E = -2.8 eV. -­

corresponds to the exact calculations where V0 = 26.302 eV. 

corresponds to the semiclassical calculations where V0 = 25.532 eV. 

(a) Edge-to-edge separation of 0 A. (b) Edge-to-edge separation of 

2 A. (c) Edge-to-edge separation of 4 A. 
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Fig. 6. The matrix element H8 A as a function of e at several fixed 

edge-to-edge separations for (5,7T) => (4,7T) transfer. For the donor 

and acceptor staLes a = 5 A, b = 2 A, E =- 2.8 eV. For Lhe exact cal­

culations (- -) the donor V0 is 26 .302 eV and the acceptor V0 is 

22.199 eV. For the semiclassical calculations (--) the donor V0 is 

25 .532 eV and the acceptor V0 is 21.499 eV. (a) Edge-to-edge separa­

tion of 0 A. (b) Edge-to-edge separation of 2 A. (c) Edge-to-edge 

separation of 4 A. 
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dependence between two porphyrins. Again, at all distances the approxi­

mate results for the HsA 's show similar behavior to the exact ones and by 

4 A edge-to-edge separation the agreement has become excellent. 

Results for a different class of orientations (cf. Fig. 7) are given in 

Fig. 8. For these results, the wells are held at a given R, in the edge-to­

edge (e = 90°) orientation, but the xy-planes are twisted about the line of 

centers through an angle 1 relative to each other. Again, the agreement 

is quite good at all distances. 

There are several advantages of the present approximation over the 

exact method developed in Ref. 1: 1) The present method is significantly 

easier to implement. In the exact method the individual Rmn 's and Smn 's 

were constructed as sums of known special functions . Each sum was then 

checked for convergence at every value of the argument for which the 

function was evaluated. Moreover, the total wavefunction was itself (in 

principle) an infinite sum which must be checked for convergence at each 

evaluation. In the present method each Rm:n and Smn is evaluated as sin­

gle term, with convergence needed only for the respective integrals 

involved in the semiclassical expressions. The problem of convergence of 

a sum thus disappears. 2) The current method is substantially faster 

computationally. For each geometry in Figs. 5-7, the current method 

treating HsA as a three-dimensional volume integral required "' 10 min 

CPU time (VAX. 11-780) while the exact method required "' 50 times 

longer. (A method of reducing computation time for the exact method is 

given in Ref. 2. It could be applied under further approximations to the 

present wavefunctions. Its accuracy has not been examined) . 3) The 

accuracy of the present method supports the simple conceptual model 

previously introduced1
•
2 to understand the orientation dependence of 
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Fig. 7. Coordinate system used to specify the mutual orientation of 

the wells for the calculations presented in fig . 8. The x-axes of the 

wells lie in the plane of the figure and for 1 = oo the x-axes are 

antiparallel and lie along the same line. 
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Fig. 8. The matrix element HsA as a function of r at several fixed 

edge-to-edge separations for (5,7T) => (5,7T) transfer. For the donor 

and acceptor states a = 5 X. b = 2 X. E = - 1.867 eV. For the exact 

calculations (- -) the donor and acceptor V0 is 25.191 eV. For the 

semiclassical calculations ( ) the donor and acceptor V0 is 

24.438 eV. (a) Edge-to-edge separation of 0 A. (b) Edge-to-edge 

separation of 5 X. (c) Edge-to-edge separation of 10 A. 
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HsA. Previously, this simple conceptual model has been understood by 

analogy with results from the use of spherical wells, where the inner and 

outer wavefunctions are each single terms. The spheroidal functions 

were envisioned to be continuously distorted spherical functions. Here, 

the assumption is explicitly made in treating the inner and outer ~·s as 

single-term functions. The accuracy of these results therefore supports 

this model. 

VI. CONCLUSION 

A semiclassical method of calculating the electron transfer matrix 

element HsA has been formulated. It was shown to yield good agreement 

with results in which the exact solution of the Schrodinger equation for 

the same model potential was used. This semiclassical method also has 

much greater computational efficiency. In any future applications of the 

model of Ref. 1 to the calculation of mutual orientation and separation 

distance effects, use of the semiclassical method should be appropriate. 
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Appendix A: Uniform Semiclassical Analysis 

The general method for obtaining uniform semiclassical approxima­

tions to the solutions of homogeneous second-order differential equations 

is discussed by a number of authors .25
•
26 The present treatment follows 

. 25 
the method of Miller and Good and is similar to the treatment 

presented earlier by Sink and Eu 18 with certain modifications . The outer 

Smn are examined for illustrative purposes and similar considerations 

yield the other semiclassical functions used. 

The differential equation satisfied by S~n(TJ) is Eq. (9b) with the 

replacement of kl by k0
2 (k0

2 < 0) . It is convenient to convert this equa­

tion to a purely second-order differential equation by the substitution 

s::,_n = U~nl (1 - 17 2)*, yielding 

[
d
2 2juo 

dT]2 + P'TJ mn (A1) 

where 

(A2) 

For states with m > 1, p~ will have two zeros for 17 in the interval (-1,1) . 

Since a primitive semiclassical approximation for U~n will fail at and 

near these zeros, a uniform approximation is required there . 

In the limit d ~ 0 the S~ (17) reduce to associated Legendre func-

tions pLm• with l = n - m, thus pLm will be used as a comparison function 

when d #. 0.18 A new independent variable v is used, and setting 

PF(v) = Vml/(1-if)*the associated Legendre equation becomes 

(A3) 



where 
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P
2 =l(l+l) 
v - 1-v2 

which serves as the "comparison equation" for Eq. (A2). 

Following standard procedures,25 one then writes 

Equation (A5) is then substituted into Eq. (A2) to obtain 

-p~ [:~ r + p~ + T"l T = 0 . 

(A4) 

(A5) 

(A6) 

where the primes denote derivatives. Under the assumption that r"; T 

can be neglected, the positive square root in Eq. (A6) yields 

dv p (v) = dTJ pTJ. (A7) 

This equation defines v, the new variable, in terms of TJ . To ensure that 

the approximation to Umn given by Eq. (A5) has no artificial zeros or 

singularities it is required that the zeros of Pv and pTJ in the regions of 

interest be mapped onto one another; that is, it is demanded that 

+flTP Vrp 

J pTJdTJ = J p (v)d v , (AS) 
"""'TlTP -vrp 

where ±TJ TP are the zeros of pTJ and ±vrp are those of Pv· In general, Eq. 

(AB) will only be satisfied for a single value of Amn. Thus Eq. (AB) deter­

mines 'Amn. With Eq. (AS) satisfied T(TJ) is finite over the entire range of 

interest, since the order of the zeros of pTJ and Pv is the same and the 

order of singularities of pTJ and p vis also the same. 
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Once ~mn is obtained, the mapping variable v(77) can be obtained for 

any 7J by solving for v(77) in 

(A9) 

where 7J}p is the zero of p 11 closest to 7J and v}p, is the zero of p 11 associ­

ated with 7J~p via Eq. (A8). Thus, S~ is determined. There are two 

differences between the present treatment and that of Sink and Eu. 18 1) 

Sink and Eu18 make the Langer modification,27•28 in Eq. (A4); i.e., they set 

L (L + 1) __. (l +~2 . 2) In both Eqs. (A2) and (A4) they make a modified 

Bethe modification, 18•19 (m2-1) __. (m+d)2. Their interest was in con-

structing a single uniform approximation, valid in form for all mn pairs. 

If the Bethe modification was not modified, the method would not yield a 

single valued mapping function for the case of l = m = 0. The above 

modified Bethe substitution corrected for this shortcoming and was 

employed by Sink and Eu 18 for all m and n. 

In the present case, however, high n and m states are considered. 

Thus the question of single valuedness for the mapping variable does not 

arise. If the Langer modification is not made the S:'nn reduce asymptoti­

cally to the corresponding PF. as n __. oo. However, the difference 

between using and not using the Langer modification was quite small 

( < 0.1%) for the states examined here. The motivation for the standard 

Bethe modification is not present here since the mapping function is 

defined on a finite interval and has singularities of the same order as the 

differential equation for the Smn. Thus, neither the Be the or Langer 

modifications are made in the present semiclassical approximation to the 

outer function S:'nn. 
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Entirely analogous methods were used in obtaining the semiclassical 

expressions for the other oblate spheroidal functions used in the present 

article. The differences between the functions is merely in the com­

parison function used to represent a given function and, of course, the 

form of the effective potential. 
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