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ABSTRACT

Quantum networks are a rapidly developing field of quantum information processing
that have the potential to enable long-range entanglement between future quantum
computers as well as the implementation of secure communication through quantum
key distribution. Two key components of such networks are quantum memories to
store entangled photon pairs for use in the quantum repeater protocol and quantum
light-matter interfaces to efficiently interconvert between stationary qubits and flying
qubits in the form of photons. Rare-earth ion-doped crystals are a promising solid-
state platform that show promise for both of these applications due to their long
optical and spin coherence times. Due to their relatively weak optical transitions,
rare-earth ions have been coupled with nanophotonic resonators to enhance their
transition strengths, with past work in the Faraon group utilizing focused ion beam
milled photonic crystal resonatorswith 45◦ angled couplers to couple light in and out.
Such resonators have the disadvantage of requiring manual alignment to fabricate,
and the couplers are also relatively inefficient which limits the performance of such
devices. It is therefore desirable to move towards silicon photonics, where mature
techniques such as electron-beam lithography can allow for scalable fabrication of
nanophotonic cavities together with high coupling efficiencies.

In this thesis, we demonstrate significant progress towards the usage of acid-etched
tapered optical fibers as an efficient interface for coupling light into tapered silicon
nanophotonic waveguides. We show comprehensive simulations of the taper ge-
ometries required to achieve adiabatic coupling with theoretical efficiencies of more
than 99%, and design a silicon photonic crystal mirror to be used in the measure-
ment of the fiber-waveguide coupling efficiency. We then optimize the hydrofluoric
acid fiber etching process and demonstrate the ability to make tapered fibers which
are 200 µm long with a taper half-angle of 2◦ and a tip diameter of 50 nm. Us-
ing these tapered fibers to couple light into tapered silicon waveguides fabricated
using electron-beam lithography shows a moderately high coupling efficiency of
11.4% with the potential for improvement. This method of tapered fiber coupling
shows promise to be integrated into silicon nanophotonic resonators on rare-earth
ion doped crystals and allow for highly efficient quantum memories and quantum
light-matter interfaces in the solid-state.
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C h a p t e r 1

INTRODUCTION

1.1 Quantum networks and nodes
Quantum computing is currently experiencing an age of rapid growth, with large
amounts of interest and capital invested by governments as well as companies such
as Google [1], IBMQ [2], IonQ [3], and many more others. The goal of these efforts
is, of course, to build a scalable universal fault-tolerant quantum computer that can
potentially leverage on the properties of superposition and entanglement of quantum
systems to implement algorithms that are not possible in classical physics. From
this, the goal is to achieve quantum supremacy [4], whereby the quantum computer
can perform calculations that are intractable for classical computers.

Some potential problems that are classically difficult but might be feasible on quan-
tum computers include integer factoring, for which Shor’s algorithm [5] has an
exponential speedup over the best-known classical algorithm, particle physics sim-
ulations [6], as well as quantum simulation of molecular energies levels [7].

At the same time, while quantum computing receives most of the media headlines
and coverage, quantum communication and networking is another important sub-
field of quantum information processing which complements quantum computing
and allows future quantum computers to maximize their usage and potential. Put
simply, quantum networks consist of local quantum nodes connected via quantum
channels that can transmit quantum information coherently. This potential “quan-
tum internet” [8] (Fig. 1.1), which can be viewed as an analog to the classical
internet, could allow secure communication and transfer of quantum entanglement
information between future quantum computers. By sharing entanglement between
quantum computers, we can overcome technological limitations on the scale of a
single computer by making multiple nodes communicate and share quantum infor-
mation with each other to work on a computation in tandem.

Furthermore, having access to quantum channels between distributed users gives rise
to the possibility of quantum cryptography [10], where one can leverage the inherent
randomness of quantum mechanics to achieve provably secure communications
even involving untrusted partners. One particular application is in quantum key
distribution [11, 12], in which two parties can securely share a secret key for
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Figure 1.1: Schematic of a quantum network connecting two nodes (represented
by atom traps) with an optical fiber carrying a photon with the quantum informa-
tion. The background shows a possible network consisting of numerous nodes and
quantum channels. Image from [9].

encrypted communications and can detect the interference of any eavesdropper
trying to intercept the key.

In terms of physical implementation, optical quantum networks can be implemented
simply as optical fibers that connect the quantum nodes of interest. If the qubits on
two ends are located on solid-state platforms, another crucial ingredient would then
be quantum light-matter interfaces (QLMIs), which are devices that coherently and
reversibly couple quantum information from stationary qubits to photons that are
used as “flying qubits” to be sent through the fiber to establishment entanglement
with the remote quantum node[8]. On the receiving end, another QLMI would
then convert the photon back into a stationary qubit while maintaining the stored
quantum information. Photons are ideal carriers of quantum information since
they can travel over long distances with low interaction cross-sections and thus can
hold onto their quantum information for a long time. Moreover, optical photons in
particular are desirable as optical fibers can be made with extremely low losses of
less than 0.2 dBkm−1 in the 1550 nm band [13], and they are robust against thermal
excitations even at room temperature compared to microwave photons.

However, even with the current excellent state of optical fiber technology, a photon
traveling for 500 km would experience an attenuation of 100 dB, which means that
it would almost certainly be lost and not reach the other end. Thus, an additional
piece of infrastructure, known as quantum repeaters [14], is necessary for long-
distance communications spanning large parts of a country or continent. Such a
scheme works by storing entangled pairs at various intermediate nodes along the
actual quantum channel, where the distance between these nodes are short enough
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that a fiber can travel between them with high efficiency. Repeated applications
of entanglement swapping between the pairs of entangled particles allows for the
two endpoints to eventually share an entangled Bell pair, even though the distance
between them is too large for any single photon to have traveled all the way between
them. This Bell pair can then be used to transmit quantum information through
quantum teleportation.

As part of this scheme, an indispensable component is a quantum memory that can
store quantum states which we can read-out on demand, since the entanglement
swapping process is probabilistic and thus the photon from each Bell pair will need
to be held in memory for some time while it waits for its counterpart to prepared
before they can be measured in the Bell basis for the entanglement swapping.

As we will see in the next section, it turns out that rare-earth ions (REIs) in solids are
a highly promising potential platform for the implementation of both QLMIs and
quantum memories. While we will be focusing on REIs in this thesis, the interested
reader may refer to [15] for a review on various solid-state systems that have optical
interfaces as potential QLMIs, while Heshami et al [16] has a comprehensive review
of quantum memories and their implementation on various other platforms.

1.2 Rare-earth ions for quantum information applications
There are several reasons why REIs in solids have presented themselves as an
attractive option for such applications in quantum information processing. Firstly,
as it is a solid-state system, it is much easier to fabricate all the components on-
chip, making miniaturization and scaling up potentially easier to accomplish. More
importantly, they have demonstrated excellent coherence times of up to several
milliseconds for the optical transition in Er3+:Y2SiO5 [17] and up to 6 hours in
the spin transition of Eu3+:Y2SiO5 [18]. This allows us to use them for long-lived
storage as quantum memories as well as high fidelity qubits where many gates can
be done on the quantum state before decoherence occurs.

Additionally, certain isotopes of REIs, such as 167Er3+ and 171Yb3+, have nonzero
nuclear spin which gives rise to long-lived spin states arising from the hyperfine
interaction and can potentially be used for spin-wave storage [19]. At the same time,
these two elements are also Kramers ions by virtue of them having an odd number
of electrons [20], meaning that they have a strong magnetic dipole moment on the
order of µB and thus we can rapidly manipulate their quantum state using microwave
pulses. The presence of microwave transitions together with optical transitions also
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opens the possibility of microwave-to-optical transduction applications [21] so that
superconducting qubits, which operate in the microwave regime, may be coupled
with optical photons and transmit their quantum information over long distances.

Finally, Er3+:Y2SiO5 in particular has attracted a lot of attention as the 4I15/2 ↔
4I13/2

transition in this system has a wavelength of 1536 nm [17] which lies right within
the window of minimum loss of optical fibers [13] used for long-haul optical trans-
mission systems. Therefore, this system has the potential to be used to directly
couple light into low-loss optical fibers for long-distance quantum communications
without the need for frequency conversion.

1.3 Nanophotonic coupling interfaces
While REIs do indeed have long optical coherence times, the flip side is that they
have weak 4 f -4 f optical transitions as these transitions are supposed to be forbidden
by selection rules but only partially allowed by crystal field mixing [22], leading
to slow operation times and lower pumping efficiencies. In order to enhance the
optical transition strength, the REIs can be integrated into optical cavities resonant
with the transition frequency, and the spontaneous emission rate would be enhanced
by the Purcell effect by a factor inversely proportional to the cavity’s mode volume
[23].

In the Faraon lab, photonic crystal cavities have been realized in numerous REI sys-
tems, such as Nd3+:Y2SiO5 (Nd:YSO) [24], Nd3+:YVO4 (Nd:YVO) [25], Er3+:YSO
[26], and Yb3+:YVO [22], in order to enhance the optical transition strengths and
efficiently optically access the ions resonant with the cavity. Recently, the usage of
such nanophotonic cavities have enabled the addressing and control of single Nd3+

ions and Yb3+ in YVO [22, 27], indicating promising results for applications in
future quantum networks.

For these demonstrations of cavity enhancement of the optical transition, the optical
cavity was directly fabricated onto the surface of the YSO or YVO crystal using
focused ion beam (FIB) milling to form a photonic crystal resonator [28, 29] as
shown in Fig. 1.2. Laser pulses are sent into the cavity and emitted photons from
the cavity are received through a 45◦-angled coupler that is located at the ends of
the cavity (shown in the dotted red square of Fig. 1.2). Incoming laser light is
focused using an aspheric doublet directly onto the coupler, and past experiments
have demonstrated relatively low efficiencies of 20% to 30% [24, 27]. A low
coupling efficiency limits the percentage of photons emitted from the REIs in the
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Figure 1.2: Photonic crystal triangular nanobeam resonator fabricated in Nd:YSO
using focused ion beam milling . Image from [24].

cavity that can be collected, which correspondingly limits the maximum efficiency
of any QLMIs or quantum memories in these platforms.

At the same time, another disadvantage of this FIB fabrication process is that it is
time-consuming and requires manual alignment. This suggests that we should move
towards more automated and repeatable fabrication techniques such as electron-
beam lithography. However, this technique is not compatible with YSO and YVO,
and we would need to deposit a layer of material such as silicon on top of the
substrate before we can use electron-beam lithography to pattern photonic crystals
onto the silicon waveguide. The REIs within the YSO/YVO substrate would then
be indirectly coupled to the optical power in the waveguide through evanescent
coupling.

As such, it is beneficial for us to investigate more efficient methods of coupling
laser light from optical fibers to the silicon nanophotonic waveguides that we will
be depositing on top of the REI-doped crystal. Several methods for doing this have
been explored, including grating couplers [30], end-fire coupling [31], and heat-and-
pull tapering of the optical fiber leading to biconical tapered fiber geometry [32]
and single-sided tapered fibers [33]. However, grating couplers require relatively
complex surface geometry etching to achieve a high efficiency [30] and have a
fixed diffraction angle which makes alignment of the fiber sensitive, while end-fire
coupling require that the couplers must be located at the edge of the chip [34]. On
the other hand, although fiber pulling methods have achieved efficiencies of 97%
[33], they are complicated experimentally since they require the fiber to be heated
using a flame while the fiber is pulled from both ends at a precise rate to achieve the
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desired fiber profile.

Figure 1.3: Optical fiber taper coupling with diamond waveguide taper. Image from
[35].

Instead, we choose to use a wet-etching method using hydrofluoric acid (HF) [36]
to create an optical fiber with variable taper geometry for our purposes. This
method has been used in diamond nanophotonic waveguides to achieve coupling
efficiencies in excess of 95% [35], and a schematic of the coupling interface as well
as an experimental image is shown in Fig. 1.3. Additionally, it is considerably
simpler to implement compared to the heat-and-pull method since it only requires
dipping the fiber in a HF solution and moving the fiber vertically at a given speed.

In our case, we will aim to replicate the same coupling method but with a tapered
silicon waveguide instead of a diamond waveguide. The silicon waveguide will be
tapered along the region of overlap with the tapered fiber in order to adiabatically
change the effective mode index from that of the fiber to that of the silicon to achieve
maximum transmittance and minimal reflection or scattering.

However, unlike Burek et al. [35] who etched the waveguide directly into their
diamond substrate, our usage of a silicon intermediate layer on top of a YSO/YVO
substrate presents additional difficulties. This is because when the index of the
material under the silicon (1.8 for YSO) is greater than that of the fiber (1.45), the
incoming light can couple to the radiation modes of the substrate, causing a greatly
reduced coupling efficiency into the silicon waveguide. To solve this problem, we
propose elevating the silicon taper and thus creating an air gap below it in the fiber
coupling region. However, the actual fabrication of this elevated silicon waveguide
“bridge” is outside the scope of this project, and we will only focus on the fiber
fabrication and the testing of the coupling interface.
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1.4 Overview of thesis
In this thesis, our aim is to apply the meniscus etching technique to fabricate
taperedfibers andmaximize optical coupling efficiencieswith a silicon nanophotonic
waveguide structure.

A schematic of our desired experimental geometry is shown in Fig. 1.4. The figure
shows the three main components of our fiber-waveguide coupling interface – an
optical fiber tapered from left to right, a silicon waveguide tapered from right to left,
and a photonic crystal mirror patterned into the waveguide to reflect light back into
the fiber in order to measure the reflected power and estimate the coupling efficiency.

Figure 1.4: Schematic of overall fiber-waveguide coupling setup, with the fiber
tapering from left to right, the waveguide tapering from right to left , and a photonic
crystal mirror on the right portion of the waveguide.

This thesis presents significant progress towards the practical usage of tapered fibers
as a high-efficiency interface between optical fibers and silicon nanophotonics. We
provide detailed simulations across a range of geometrical parameters of the com-
ponents to optimize for the coupling efficiency, and proceed to optimize fabrication
techniques to achieve the design geometry from simulations. We then combine these
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components together to perform coupling efficiency measurements and demonstrate
indications of successful coupling with an preliminary efficiencies of 11.4%.

This first chapter has provided an overview on the potential applications of rare-earth
doped crystals as a potential platform for quantum information and communication
applications, and motivates the need for an improved method of coupling into the
nanophotonic waveguides in these systems to improve device efficiency.

Chapter 2 provides a brief theoretical background on the various aspects of the
tapered fiber system as a nanophotonic coupling platform, starting with a review of
electromagnetic wave theory to understand the requirements for high transmission at
an interface between twomedia. We also study photonic crystals and how they create
a band gap and reflect light so as to allow us to measure the coupling efficiency
at the fiber-waveguide interface. Finally, we take a detailed look at the physical
mechanism behind how HF can create a tapered tip on an optical fiber.

Next, chapter 3 goes into detail about the finite-element simulations to determine the
mode indices and transmittance between tapered fibers and waveguide as a function
of the taper geometry and relative positions of the fiber and waveguide. Simulation
results that determine the dimensions of a photonic crystal that shows a sizable
reflection at the target wavelength are also presented. Together, these simulation
results provide a target design for the fabrication process.

Chapter 4 provides an outline on the experimental setup and procedures used for the
fiber acid etching, waveguide fabrication, and the coupling measurements between
the fiber and the waveguide. The results of the fabrication process and the coupling
measurements are then presented and discussed in chapter 5.

Finally, we conclude the thesis in chapter 6 with a discussion of our progress towards
efficient tapered-fiber coupling and improvements that can be made for this become
a convenient coupling mechanism in future rare-earth ion devices.
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C h a p t e r 2

THEORETICAL BACKGROUND

In this chapter, I will describe the theoretical foundations of the various tools and
procedures that were used in both our simulations and experimental procedures and
design. The first section will give an overview of the theory of electromagnetic (EM)
waves and light propagation, since the experimental focus of this thesis is to optimize
the coupling of light from one medium into another. Following this, I will give a
brief introduction to the theory of photonic crystals. Even though they are not a key
component of the actual coupling interface between the tapered fiber and the optical
fiber, they are important in allowing us to simplify the experimental measurements
of the interface coupling efficiencies. Finally, I will discuss the theory behind the
procedure of etching optical fibers using acid and how tapers are formed.

2.1 Electromagnetic wave theory
Wave equation
In order to analyze the transmission of light through the fiber-waveguide interface,
a natural place to start would be from the wave equation of light. This can easily be
derived from the Maxwell’s equations, which are [37]:

∇ · B = 0 ∇ × E +
∂B
∂t
= 0 (2.1)

∇ · D = ρ ∇ ×H −
∂D
∂t
= J (2.2)

Here, the charge density ρ and the current density J refer to the free charge densities.
In all cases that we are considering, there will be no free charges and currents in the
system, and thus they can be set to zero.

In the case of a linear material, we have the linear constitutive relations:

D = ε0ε(r)E (2.3)

B = µ0µ(r)H (2.4)

where ε and µ are the relative permittivities and the relative permeabilities respec-
tively. They are functions of position since we would like to consider interfaces
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between different materials which have different field responses. We assume that
this position dependence only takes the form of step functions, i.e. all materials are
internally homogeneous and the boundaries between different materials is sharp.
This is because the fiber and silicon waveguides have homogeneous permittivities,
and we only aim to shape their geometry but not their material properties. Addition-
ally, we make the additional assumption that µ(r) = 1 everywhere, since all of the
materials under consideration are non-ferromagnetic and have very weak magnetic
responses.

Substituting these constitutive relations into the Maxwell’s equations with no free
sources, we get:

∇ ·H = 0 ∇ × E + µ0
∂H
∂t
= 0 (2.5)

∇ · (ε(r)E) = 0 ∇ ×H − ε0ε(r)
∂E
∂t
= 0 (2.6)

where the electric and magnetic fields are implicitly functions of r and t as well.

From here, for each of the curl equations, we can take their curl and simplify using
the other curl equation:

∇ ×

(
1
ε(r)
∇ ×H

)
= −µ0ε0

∂2H
∂t2 (2.7)

∇ × (∇ × E) = −µ0ε0ε(r)
∂2E
∂t2 (2.8)

Finally, in order to decompose any electromagnetic wave into its constituent normal
modes whose values vary sinusoidally in time, we split each component into a
separable products of its spatial and time part:

E(r, t) = E(r)e−iωt (2.9)

H(r, t) = H(r)e−iωt (2.10)

Plugging this into equations 2.7 and 2.8 gives us the wave equations, which we write
down as equations 2.11 and 2.12.

∇ ×

(
1
ε(r)
∇ ×H

)
=
ω2

c2 H (2.11)

∇ × (∇ × E) =
ω2

c2 ε(r)E (2.12)
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where the fields now only have the implicit arguments over space and we have
made the substitution c = 1√

µ0ε0
. These equations can be considered as eigenvalue

equations for E(r) and H(r), and they can be solved to obtain the eigenvalues
ω, which represent the frequencies of possible modes within the system, and the
eigenvectors, which are the magnetic and electric fields. We note that we only need
to solve one of these equations, because we could obtain the field distribution of
the other field by using the curl equations in 2.5 and 2.6, and then simplify the time
derivatives using equations 2.9 and 2.10. More explicitly, the result of combining
these two sets of equations are:

E =
i

ε0ε(r)ω
∇ ×H (2.13)

H =
1

iωµ0
∇ × E (2.14)

which allows us to obtain the electric field after solving for the magnetic field or vice
versa. In particular, the COMSOL Electromagnetic Waves Frequency Domain User
Interface [38] that we use for solving this equation solves the electric field equation
(Equation 2.12). For a given value of the eigenvalue ω, the simulation then outputs
for each value of effective mode index (discussed below) the computed eigenmodes,
which are the normal mode electric field distributions.

Often, we will also consider 2D systems in the x-y plane which we assume to
extend infinitely in the z-direction. In these geometries, because of the continuous
translational symmetry in z, we can further expand the spatial part of the fields
into a plane wave along the z-direction and an arbitrary x-y function, where we
have E(r) = E(x, y)eikz for some possibly complex constant k. For a given choice
of z-wavenumber k, we can solve for the eigenvalue ω as part of the eigenvalue
equation.

These values of k, which we call the wavenumbers or propagation constants (also
denoted as β), serve as another index to label a particular eigenmode of the wave
equation. A quantity that will often be useful is the effective mode index [39],
defined as neff = k

2π/λ0
where λ0 =

2πc
ω is the free space wavelength associated with

the particular angular frequency ω. This effective mode index is dependent both on
the frequency and the particular choice of mode, and is the analogous quantity to
the refractive index of a material in classical ray optics. In particular, it is real if
the mode is lossless and any positive imaginary component represents decay of the
mode in the propagation direction.
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The effective mode index is a useful heuristic quantity for us to judge whether a
particular interface is likely to have high transmission or high reflection. In an
analogous manner to classical optics, a discontinuity in mode index leads to some
reflection at that boundary, while a slowly-varying mode index would lead to a high
transmission through that region.

Adiabatic mode transition
To make this idea more quantitative, we can consider the adiabadicity criterion [33,
39], which is a guide to how fast our fibers and waveguides should be allowed to
taper before we would expect significant power losses due to coupling from the
fundamental mode, which the wave is originally in, to higher order modes. This
condition is derived from the comparison between two relevant length scales: zt ,
the taper length-scale which measures how fast the fiber or waveguide’s transverse
dimension shrinks as a function of the axial dimension, as well as zb, the beat length
between the the fundamental and second-lowest supported mode with the same
symmetry 1.

Figure 2.1: Schematic of a tapered fiber with relevant lengths labeled. Image from
[39].

More specifically, let us define the taper length scale zt as the axial length that
would cause the fiber to shrink to a single point, assuming the local taper rate is
extrapolated. For an illustration, we refer to Fig 2.1, which shows a tapered fiber
with the taper length zt labeled for a particular point. Here, Ω(z) ≡ tan−1 |

dρ(z)
dz | is

the local taper half-angle (half of the full cone angle), where z is the axial coordinate
1For instance, if the light is originally in the LP01 mode which has azimuthal symmetry, then the

next highest mode that we should consider should be the LP02 mode even though other modes such
as LP11 might have a smaller propagation constant.
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and ρ(z) is the fiber radius at a given point z. From this figure, we can therefore see
that zt(z) =

ρ(z)
tanΩ(z) ≈

ρ(z)
Ω(z) as most of our tapers have small enough angles to satisfy

tanΩ ≈ Ω.

On the other hand, the beat length scale between the two nearest modes is given
by zb(z) = 2π

β0(z)−β1(z)
, where β0 is propagation constant of the fundamental mode

that the light starts out in and β1 is the nearest feasible excited mode. Note that the
propagation constants are indirect functions of z since they are functions of the local
geometry, which is set by the radius ρ(z). The adiabatic condition to prevent losses
into higher-order modes is therefore the requirement that zt � zb, in other words:

ρ(z)/Ω(z) �
2π

β0(z) − β1(z)
(2.15)

Rearranging this, we can get a bound on the taper angle of the fiber and waveguides:

Ω(z) �
ρ(z)(β0(z) − β1(z))

2π
(2.16)

Burek et al [35] also present an alternative rewriting of this adiabatic condition in
terms of the effective mode index.

dnwvg
dz

<
2π
λ

��neff,0(z) − neff,1(z)
��2 (2.17)

where nwvg is the waveguide effective index and λ is the free space wavelength.

2.2 Photonic crystals
In our setup for the measurement of the fiber-waveguide coupling efficiency, we
require the presence of a mirror at the end of the waveguide in order to reflect
the transmitted light back into the fiber. This is because we do not have a way of
directly measuring the amount of light that has entered the waveguide on the chip,
and instead it is more convenient to measure laser power when it is fiber-coupled by
simply connecting it to a photodetector. Therefore, this necessitates the etching of
photonic crystal holes in the waveguide to act as a mirror.

Here, we will only attempt to give a brief summary of only the important points
that are relevant to our experimental design. For more details, one can refer to the
comprehensive introduction to photonic crystals by Joannopoulos et al [37] which
explains in depth the principles behind photonic crystal design and their applications.

Fundamentally, photonic crystal mirrors act by engineering the dispersion relation
ω(k) of the medium such that there is a photonic band gap at the desired wave
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frequency ω, meaning that there do not exist any supported modes at that given
frequency.

Intuitively, one can understand how band gaps are formed by studying the simplest
photonic crystal, a particular form of a multilayer film known as a quarter wave
stack. This stack is formed by simply stacking alternating layers of two different
materials in a stack in the z axis, as shown in Fig. 2.2. We assume that these layers
extend infinitely in the x-y plane, and thus this system is effectively 1-dimensional.
We consider sending light with a certain frequency ω and vacuum wavelength λ0 at
normal incidence, and set each layer’s thickness to be d = λ/4 = λ0/(4n) where λ
is the wavelength in that material and n is its refractive index. From this, we can
simply apply classical relations for wave reflection and transmittance coefficients
[40] at each interface where the impedance changes to obtain the overall reflectance
of the entire stack. For the case where we have 2N + 1 layers and when the quarter
wave stack is placed in air, the reflectance of the stack can be computed using matrix
optics to be [40]:

R =
1 −

(
nH
nL

)2N
n2

H

1 +
(

nH
nL

)2N
n2

H

where nH is the refractive index of the material with the higher index and nL is the
refractive index of the lower-index material, which means that nH

nL
> 1. Therefore,

for N →∞, we will get R→ −1, giving us a perfect mirror (the negative sign comes
from the π phase shift when reflecting off an interfacewith higher impedance) for this
quarter wave stack purely from simplewavemechanics considerations. Additionally,
the reflectance converges to towards perfect reflection more rapidly when nH/nL has
larger, i.e. the layers have a larger index contrast.

Figure 2.2: Schematic of a quarter wave stack, which is the simplest 1D photonic
crystal. The different colors represent materials with different dielectric constants.
Image from [37]
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In the general case, we want to analyze the response of this system for wavelengths
other than λ0 and for different thicknesses of the layers. We do this by first making
the approximation that this multilayer film continues periodically forever, and thus
we do not need to be concerned with the surrounding medium and can simply apply
a periodic boundary condition. From there, we can then solve the wave equation
for the eigenfrequencies of the system as a function of the wave vector k, which
corresponds to varying the wavelength of the incoming light, and then plot the set
of allowed ω against k. One small change in this case is that we restrict the range
of wave numbers k to lie within [−π/a, π/a], where a is the sum of the thickness of
each pair of adjacent layers. This is because our system has a discrete translational
symmetry of period a along the z-axis, and thus adding 2π/a to any value of k will
not make a difference to the system as it only contributes a phase of (2π/a)(a) = 2π
over the period a, which has no physical effect. Therefore, we typically scale our
wave vectors to get a normalized wave vector k̃ = ka/2π such that it lies within the
range [−0.5,0.5].

Figure 2.3: Typical band gaps for multilayer films with different refractive index
contrast between the two materials. Image from [37].

The numerically computed band structures for various ratios of nH/nL is shown
in Fig. 2.3, where the leftmost figure has nH/nL = 1, the middle figure has
nH/nL = 13/12, and the rightmost figure has nH/nL = 13. Each layer of the film is
set to have thickness 0.5a. We make two key observations. Firstly, this is consistent
with the direct computation of the reflectance earlier, where we saw that there is a
perfect reflectance when each layer has thickness equal to λ/4. Applying the fact
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that each layer has thickness a/2 and λ = 2π/k, we get that the perfect reflectance
occurs at k̃ = ka/2π = 1/2, which corresponds to the left and right edges of
the dispersion relation plot where the band gap first opens up which leads to no
transmission. Secondly, the size of the band gap increases as we increase the index
contrast between the two layers, which also agrees with our previous observation
that a greater index contrast gives rise to a higher reflectivity.

In our experimental setup, we have a similar geometry where we have a rectangular
silicon waveguide with elliptical holes patterned into it (Fig. 2.4). Looking down
the length of the waveguide (i.e. the light propagation axis from left to right), this
appears to be a extremely similar system to the multilayer film that was considered
earlier. Here, the regions along the axis of the where there is no hole corresponds to
a layer of high refractive index, while the regions with an air hole in the waveguide
corresponds to a layer with lower index. By modifying the dimensions of the
hole, we can then modify the index contrast of the layers as well as their relative
thicknesses, which would then affect the band structure, allowing us to engineer a
band gap for a desired frequency.

Figure 2.4: Schematic of waveguide with elliptical periodic holes in it acting as a
photonic crystal. The light propagates from left to right along the silicon rectangular
waveguide.

Firstly, we note that that the regions along thewaveguidewith a hole can be intuitively
understood to have an effective dielectric constant that is an “average” of the area
occupied by air and the area occupied by the silicon. Thus, if the holes were to be
stretched vertically (perpendicular to the wavelength propagation direction), then
the area occupied by the air hole would increase and thus decrease the dielectric
constant for that layer. On the other hand, if we were to stretch the holes horizontally
(parallel to the propagation direction), this would increase the thickness of the lower-
index layer relative to the higher-index layer and thus also shift the frequency bands.
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In this case, however, it is not possible to solve it analytically and we will need to
numerically solve for the dispersion relation ω(k) to determine if there is a band gap
at the desired light frequency.

2.3 Acid fiber etching
There are two common methods of creating tapered optical fibers, namely through
the pulling of heated optical fibers [41] and the chemical etching of the fibers [36].
The pulling method involves using a heat source such as a laser [41] or flame [42]
to heat the optical fiber while it is clamped on both sides and pulled at a specified
rate by a translation stage, with the heating rate and pulling rate both playing a role
in determining the final geometry of the taper.

In contrast, the simplest form of the acid etching method, known as meniscus
etching, only requires the presence of HF with an inert chemical layer above the
etchant. Other variations exist where dilutions of HF, such as buffered HF (a mixture
of HF and NH4F), are used instead for a slower and more controllable etch rate [43].

Figure 2.5: Schematic illustrating the mechanism of meniscus etching using an
etchant (hydrofluoric acid) and an organic solvent layer. Image from [43].

In this process (schematic shown in Fig. 2.5), when the fiber is placed into the
solution, surface tension causes the meniscus of both the etchant and the solvent is
at a level higher than the overall water level. As time proceeds, the HF dissolves
the fiber and causes its radius to decrease over time. This decreases the surface
tension forces and causes the meniscus level to correspondingly fall in height over
time. Therefore, the acid can only reach a smaller and smaller length along the
fiber, causing the upper portions to remain thick while the bottom portions continue
to get etched. This process continues until the lowermost portion of the fiber is
completely dissolved, giving rise to a conical tapered fiber since the process occurs
in a cylindrically symmetric manner.
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In this process, the presence of the upper layer of organic solvent that is immiscible
with water serves a twofold purpose. Firstly, it aids in washing off any remnant
HF on the fiber and leads to cleaner tapers [36]. Secondly, it prevents HF from
evaporating and causing surface roughness due to etching from the HF vapor. It has
been demonstrated that the choice of organic solvent can lead to varying taper angles
from 8◦ in nitrotoluene to 41◦ in 1-octanethiol [44], with a complicated dependence
on the original fiber diameter, surface tension, and possibly other parameters.

Additionally, for a given choice of organic solvent, this method still has the potential
for a wide variety of possible fiber taper geometries by translating the fiber up
or down during the etching process. Depending on the translation direction and
velocity, the taper lengths and angles can be modified in non-linear ways [45].
Fibers with more than one taper and tapers with differing taper angles can also be
created, as shown in Fig. 2.6.

Figure 2.6: Sample fiber illustrating the possibility of creating fibers with multiple
“steps” by translating the fiber at different velocities during the etching process in
order to create more intricate fiber taper geometries. Image from [45].
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C h a p t e r 3

TAPER GEOMETRY DESIGN

In this chapter, we present the simulation results and final design for the tapered
fiber, tapered waveguide, and photonic crystal mirrors. For the first two systems,
we are mainly interested in varying the taper rates and relative alignment of the
two tapers to achieve a gradual transition of the effective mode index and maximize
transmission. The mode indices are computed for a frequency of f = 195 THz,
corresponding to a free-space wavelength of 1536 nm, which matches the transition
energy of erbium that will be most useful for long-distance telecommunications as
they have low optical fiber losses.

On the other hand, our aim for the photonic crystal mirror is to vary the crystal
periodicity and the hole dimensions to achieve a band gap at the transitionwavelength
of λ = 1536 nm and maximize reflectivity.

All simulations were done using COMSOL Multiphysics Version 5.4 [46] Wave
Optics module, which is a finite element solver that can solve for normal modes
as well as the full 3D electric and magnetic field distribution given the boundary
conditions.

In order to get a more concrete idea of how the entire fiber-waveguide coupling
interface together with the photonic crystal mirror will look like, we present a
schematic for the overall setup in Fig. 3.1. The fiber comes in from the top left
and gradually tapers from an initial size to a minimum radius with some fixed taper
angle. The waveguide lies below the fiber and “inverse tapers”, i.e. it starts from
a minimum width and gradually gets larger over some taper length until it reaches
its maximum width. There is then a photonic crystal in the waveguide which will
serve to reflect the light that has coupled from the fiber into the waveguide back into
fiber, allowing us to detect the signal in a photodetector.

3.1 2D Tapered fiber & waveguide simulations
Before we embark on a full 3D simulation of the taper geometry, it is instructive to
consider 2D simulations of their cross sections. Due to the relative computational
simplicity of the 2D case, we are able to sweep over a larger area of parameter space
to get an intuition for the behavior of the system as a function of various geometrical
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Figure 3.1: Geometry of tapered fiber coupling to a tapered waveguide with a
photonic crystal mirror.

parameters. At the same time, obtaining the relations between the effective mode
indices allows us estimate the maximum taper rate as determined by the adiabatic
condition.

2D fiber cross-sections
We start with 2D simulations of cross-sections of the fiber at various fiber radii.
The maximum radius that we consider is 4 µm since that is the core radius of the
SMF-28e+ fiber that we will be using [13].

Fig. 3.2 shows the effective mode indices for the fundamental mode and the first
excited fiber mode, where the mode shapes are shown in Fig. 3.3. It can be seen
that the fiber no longer supports excited modes once its radius is shrunk below
approximately 550 nm, and no longer supports the fundamental mode below 250 nm
radius.

Therefore, this indicates that we should aim to taper the fiber to a minimum radius
of approximately 250 nm or less, so that most of the optical power traveling within
the fiber will eventually leak out the fiber and couple into the waveguide as desired.
At the same time, by applying the adiabatic condition from equation 2.16 and using
the value of neff at r = 4 µm since the index difference is smallest there, we obtain
the result that the taper half-angle should be smaller than 1.5◦ in order to satisfy the
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Figure 3.2: Effective mode indices of the fiber against fiber radius

Figure 3.3: Fiber fundamentalmode and first excitedmode. Colors represent electric
field magnitude in Vm−1.

adiabatic condition for minimal power loss.

2D waveguide cross-sections
We now turn our attention to the simulation of 2D cross-sections of the rectangular
waveguide with varying waveguide widths. The waveguide height is fixed to be a
constant 300 nm due to limitations of the fabrication process as will be discussed
in section 4.2. In this case, unlike the fiber which had two planes of symmetry, we
need to distinguish between the TM and TE polarization modes which have different
mode indices. In particular, we are interested in the TMmodes because as shown in
Fig. 3.4, the fundamental TMmode has a larger themaximum fraction of the electric
field located above and below the waveguide. Since we are interested in using the
evanescent fields from the waveguide to couple to rare-earth ions in the crystal
located below the waveguide, it is desirable to have the light in the fundamental TM
mode.
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Figure 3.4: From left to right: Waveguide fundamental TE mode, fundamental
TM mode, and first excited TM mode. Colors represent electric field magnitude in
Vm−1.

Figure 3.5: Effective mode indices of Si waveguide against waveguide width

The effective mode indices for the fundamental TM mode and the first excited TM
mode are shown in Fig. 3.5. In this case, the waveguide no longer supports excited
TMmodes once its width goes below approximately 420 nm, and no longer supports
the fundamental mode when its width is below 140 nm. This again indicates that
we should aim to taper the waveguide down to a width of approximately 100 nm so
that power from the fiber can efficiently couple into the waveguide.

We can again apply the adiabatic condition to onto the values of the effective mode
indices for the fundamental and excited TM modes to find that the maximum taper
half-angle is approximately 11◦. We can neglect the TE modes since they are of an
opposite parity with respect to mirror symmetry and thus we will not get coupling
between TM and TE modes assuming the overall setup is symmetric about left-right
reflection.
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2D fiber-waveguide coupling
Having understood how the fundamental mode indices for the fiber and waveguide
vary as they are tapered, we now want to consider how the effective mode index
changes in the combined systems of the fiber and silicon waveguide. In order to
do this, we simulate a series of 2D-cross sections where a fiber is placed on top
of a rectangular silicon waveguide. The fiber radius is then decreased while the
waveguide width is increased at the same time in order to simulate the various
cross-sections of the system along the axial-position. The basic setup is shown in
Fig. 3.6 where the slices indicates the series of 2D cross-section simulations that
we will be doing, and the direction of the y axis is indicated.

Figure 3.6: Schematic of 2D cross-section slices of the taper interface that we
simulate. The fiber gets thinner while the waveguide gets wider in the direction of
increasing y.

For each cross-section, we solve the eigenvalue equation to obtain the mode shape
and effective mode index of the fundamental mode in this fiber-waveguide combined
geometry, which we call the hybrid mode or supermode since the light spans across
both the fiber and thewaveguide. We can then obtain a rough estimate forwhether the
coupling will have high or low transmittance by observing the supermode effective
mode index, where we expect that a gradual and smooth transition of the supermode
index along the axis should lead to a high transmittance. This is because rapid
changes to the mode index across a short distance would lead to reflection (which
can be intuitively understood by considering the extreme case where there is a step
change in wave speed across a material interface), while slow changes would obey
the adiabatic condition for minimal losses.

In order to achieve this, there are several degrees of freedom that we can manipulate,
namely the taper rates, the relative positions of the fiber and waveguide, as well as
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the final tip radius/width of the fiber/waveguide. The maximum possible radius of
the fiber is upper bounded by 4 µm since that is the initial core radius before etching,
while the maximum width of the waveguide is fixed to be 600 nm.

Figure 3.7: Effectivemode indices of fiber-waveguide supermode. The fiber’s radius
is tapered from 1 µm to 100 nmwhile the waveguide’s width is increased from 50 nm
to 600 nm along the axial coordinate. The images show the mode’s electric field
distribution at the two ends of the taper region.

Fig. 3.7 shows the resulting supermode index after optimization of the above
parameters. We can fully specify a particular geometry by specifying the fiber
radius and waveguide width at the two endpoints of the fiber-waveguide overlap
region (Fig. 3.1 shows a schematic of the relevant parameters). In this plot, the
fiber’s minimum radius was set to be 100 nm, and the waveguide is set to be 600 nm
wide at this point; at the other endpoint, the minimum waveguide width was 50 nm
and the fiber radius was 1 µm at this point.

The x-axis in Fig. 3.7 is a normalized position y along the fiber axis direction. Since
our simulation is purely 2D, the absolute taper rates do not matter (only the relative
taper rates) and thus we can normalize the coordinates such that y = 0 refers to the
point where the waveguide is narrowest and y = 1 is where the fiber is thinnest. The
effective mode indices of the fundamental modes for the fiber and waveguides on
their own have also been overlaid onto the plot, where these indices are identical to
those shown in Figs 3.2 and 3.5 (aside from reflection and translation) and do not
account for any shifts in index due to the mutual interaction.

At the same time, the magnitude of the electric field for the fiber-waveguide hy-
bridized supermode is shown for the two endpoints of this taper region region. The
mode distribution is exactly as we expected, with most of the optical power located
in the fiber at y = 0 since the waveguide is much too narrow to support even the fun-
damental mode. Looking at the supermode index, we also see that at this point the
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supermode index is almost identical to the mode index when we only had the fiber
present (gray line). This makes sense since the electric field is mostly concentrated
in the fiber and thus should not be affected by the presence of the waveguide.

As we move along the axial direction, the electric field gradually shifts towards the
waveguide. We do indeed see a smooth and gradual evolution of the supermode
index as it tends towards the mode index computed with only the waveguide present
(yellow line), and thus we expect a transmission coefficient of near unity once we
simulate this geometry in a 3D simulation. The image of the field distribution also
shows most of the power located in the waveguide, since it is the fiber that is now
too thin to support wave propagation.

3.2 3D Tapered fiber & waveguide simulations
With the 2D simulations in the previous section providing us with a set of geo-
metrical parameters for the fiber and waveguide that we might expect to have high
transmission, it is now necessary to perform a full 3D simulation in order to obtain
the resulting spatial field distribution and transmittance.

From the previous section, we found that the choice of fiber taper radius from 1 µm
to 100 nm as well as waveguide taper width from 50 nm to 600 nm appeared to be a
promising taper geometry for us to achieve a high transmittance and thus coupling
efficiency between the fiber and the waveguide, and thus we will stick with this
choice of parameters.

However, now that we are doing a 3D simulation, we have an additional degree of
freedom for the geometry, namely the taper rates along the axis. In other words,
we need to decide the axial length of the taper. While this would not affect the 2D
simulations earlier (since we were simply taking cross-section slices), this would
have a huge impact on the actual 3D field distribution since too fast a taper rate
would lead to a rapid change in the mode index along the propagation axis, leading
to a violation of the adiabatic condition as we discussed in Section 2.1 and cause
coupling to higher order modes as well as scattering or reflection.

We decided to start with a choice of waveguide taper length of 25 µm, as this was the
longest taper length that we had confidence, based on past experience, in fabricating
without a high likelihood of the taper breaking during the process. On the other
hand, we chose a fiber taper half-angle of 2◦ for our initial simulations, which gave
rise to a taper length of 25.8 µm, which is almost equal to the waveguide taper length.
While this is slightly larger than the adiabatic condition bound of 1.5◦ that we found
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in section 2.1, we chose this value of fiber taper angle in order to correspond more
closely with the taper angles of our initial fiber fabrication attempts. As we will see
in the next section, this taper angle is still gradual enough to transfer almost all of
the incoming optical power into the waveguide.

Fiber-waveguide transmission measurements

Figure 3.8: 3D simulation of the geometry design that was discussed in section 3.1
with taper half-angle 2◦ and the waveguide tapering over a length of 25 µm. The
simulation shows views from two angles, with the colormap representing the electric
field intensity.

Figure 3.8 shows a sample 3D simulation that was conducted, where the colormap
represents the electric field intensity. Light is sent into the fiber end (right side of
the plot) in the fundamental mode and the transmitted light at the output port at
the waveguide end (left boundary) is computed. From this, we are able to obtain
from the simulation a measure of the transmittance, reflectance and absorbance of
the light propagation, where absorbance also includes light that is scattered at the
interface and goes off to infinity since we place scattering boundary conditions on
the bounding box of the simulation. All of the 3D simulation results below rely on
simulations of this type that allows us to extract the transmission coefficient.

The two plots above show two different angles of the coupling interface, where
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the top plot shows the side view, allowing us to see the fiber lying on top of the
waveguide. From this side view, we can see that the incoming power from the fiber
does indeed couple down into the waveguide and then travel out towards the output
port on the left. The bottom plot shows a top view of the system, allowing us to
see the taper of the fiber as well as the taper of the waveguide. In particular, we
see that there is a maximum intensity of the electric field near the region where the
waveguide is at its narrowest. Additionally, for this simulation and all others in this
section, we add in the geometry a fiber region of constant radius (length 2 µm) and
a waveguide region of constant width (length 5 µm), as can be seen in the right and
left sides of the plots respectively. This is to ensure that the propagating light at the
input and output ports reach steady state before/after they encounter the interaction
region between the fiber and waveguide so as to obtain an accurate computed result.

Axial position dependence

Our first test of the performance of this set of taper parameters is to set up the
geometry and compute the transmittance from the fiber to the waveguide as we
place the fiber at different axial positions along the central axis, which is the y-
axis in Fig. 3.1. The reason for doing this sweep along the fiber axial position is
twofold. Firstly, this is to compensate for the fact that we have chosen a fiber taper
length (based on our choice of taper half-angle of 2◦) of 25.8 µm that was slightly
longer than the waveguide’s taper length of 25 µm. As such, the point at which the
waveguide reaches its minimum width would no longer coincide with the fiber’s
point of maximum radius, which represents a small deviation from the geometry
computed in the 2D case that would need to compensated for. More importantly, this
tells us how much resolution in the fiber position we will require in the experimental
stage in order for us to achieve a good coupling. If the transmittance only peaks at a
very particular fiber position, this would mean that it is difficult to do the alignment
experimentally since we would need to place the fiber within that very small target
region.

The results are shown in Fig. 3.9, and fortunately we see that there is a wide window
of axial positions of at least 10 µm where there is a high transmittance of over 95%.
This means that we can afford to have some error in the positioning of the fiber and
still expect to see good coupling efficiencies. The peak transmittance was found to
be 99.5% at axial position offset −9 µm, where 0 axial offset refers to the position
where the fiber’s tapered tip is directly above the waveguide’s point of maximum
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Figure 3.9: Transmittance against fiber transverse position with a maximum of
99.5% at −9 µm offset. The 0 axial offset position refers to the position where the
fiber’s tapered tip is directly above the waveguide’s point of maximum width. The
sign of the axial position is defined in the same way as the y-axis in Fig 3.1.

width.

Transverse position dependence

We can also do the same sweep of the fiber position but this time in the transverse
direction, which is the x-axis in Fig. 3.1. Here, the natural point of reference
for 0 offset position is chosen to be the central symmetry plane of the tapered
fiber/waveguide system.

The results are shown in Fig. 3.10 where the axial position offset is fixed at −9 µm
which gave the maximum transmittance from the previous sweep. As we might
expect, we observe the largest transmittance of 99.5% when the offset is 0, i.e. when
the fiber is placed along the central symmetry plane. This makes sense since there
is a maximum overlap area between the fiber and the waveguide when they are both
aligned along the symmetry plane. By displacing the fiber off-axis, the light that
is “leaked” out of the fiber when the fiber becomes too small to support the mode
would be coupled out into the air instead of into the waveguide as desired, which
lowers the transmitted power.

One point of note is that the x-axis tolerance in this case is much smaller compared
to the axial position. In particular, we see that we need the offset to be less than
approximately 0.1 µm in order to achieve a transmittance of 95% or higher. This
might be due to the fact that when we shift the fiber off-axis, the part of the
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Figure 3.10: Transmittance against fiber transverse position when axial position
offset is fixed at −9 µm. The maximum is at zero offset with transmittance 99.5%.
Note the much smaller x-axis scale compared to Fig. 3.9, meaning that it is much
more sensitive to deviations from being perfectly centered.

fiber that is above the narrowest portion of the waveguide (50 nm) is quickly no
longer in contact with the waveguide, leading to large amounts of losses in those
regions. Therefore, the implication is that we require much tighter tolerances in
the transverse positioning of the fiber on the waveguide if we wish to have a good
coupling efficiency.

Taper rate dependence

Having verified that our choice of minimum/maximum radii and widths as well as
taper rate does indeed give rise to a reasonably high maximum transmittance of
99.5% given the right fiber positioning, we will now also investigate the effect of
different fiber taper rates. This will let us know the amount of tolerance we need to
have on the taper angle of the fibers that we need to manufacture.

We show the results of the simulation for taper half-angles of 1◦,2◦,4◦ and 8◦ in
Fig. 3.11. For these 4 taper angles, we observe a maximum simulated transmittance
of 98.7%, 99.5%, 98.8%, and 78.5% respectively. This therefore tells us that even
if our fiber fabrication process had relatively low control over the taper angle, we
should still be able to achieve high transmittances over 98% as long as our taper
half-angle is 4◦ or less. This gives us some leeway in terms of our experimental
tolerance for the fiber fabrication.

One point of note is that the 1◦ taper appears to perform worse than the 2◦ and 4◦
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Figure 3.11: Transmittance against fiber axial position for various fiber taper angles.

fiber, which seems contradictory to our expectations that it should perform better
due to its more gradual taper. We believe this might be because we have not fully
optimized for the optimum axial position for that fiber, seeing that the graph appears
to possibly continue increasing towards the right. However, this current search range
for the axial position is sufficient for our current purpose in this section of providing
a lower bound on the performance of fibers with various taper angles.

Another interesting trend is the fact that the optimum axial position offset appears
to be shifting left as we increase the taper angle. This leftward shift in the plot
indicates that we are pulling the fiber in the −y direction, i.e. further away from the
waveguide. We believe is this because when we compare a fiber with a larger taper
angle compared to one with a smaller angle, the one with the larger angle will have a
smaller radius at each given point along the axis since it tapers off faster. Therefore,
if we were to keep the same axial position, the ratio of the fiber radius compared to
the waveguide width at each point would be smaller than optimum, and we would
therefore want to move the fiber in the −y direction in order to maintain the same
ratio of the fiber radius to waveguide width as before.

Simulation convergence

Finally, because our simulation results will depend on the meshing of the system
into finite domains so that finite-element analysis can be done by COMSOL, it is
imperative to verify that the meshing that we choose is sufficiently fine that we avoid
any numerical errors from this discretization of space. To test our meshing settings,
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we simulate the transmittance for two different values of fiber axial positions and
each with a varying level of mesh fineness. The mesh fineness was adjusted by
scaling each length scale in the COMSOL meshing settings by a constant factor.

Figure 3.12: Transmittance against number of meshing domain elements for two
different axial positions for the fiber.

The results are shown in Fig. 3.12, where themesh settings for the simulations shown
in previous sections corresponds to the point located at approximately 340,000
domain elements. We see that the computed transmittance is almost identical to
the result computed using over 1 million domain elements. Comparing the actual
numerical results reveals a difference of less than 0.3%. While we also attempted
to use a larger number of domains for testing, our computing cluster was unable
to run the simulation entirely within its RAM, leading to drastically slowed-down
computation times. On the other hand, when we reduced the number of domains, we
see that the performance begins to deviate from the more accurate results obtained
using more elements. Therefore, we are confident that our choice of mesh fineness
is accurate and represents a good tradeoff between computation time and accuracy.

3.3 Photonic crystal simulations
For the design of the photonic crystal, our goal is to come up with holes in the
silicon waveguide of a certain dimension and period such that we obtain a band gap
at the light propagation frequency of 195 THz, as this would prevent the propagation
through the photonic crystal, causing the light to reflect and thus acting like a
high-efficiency mirror.
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Figure 3.13: Photonic crystal unit cell

Periodic cell photonic crystal
Since a photonic crystal on a waveguide is by definition a periodic structure, we can
simplify the simulation geometry and reduce computation time by creating a unit
cell and then applying periodic boundary conditions. Fig. 3.13 shows the relevant
parameters of the crystal, where w = 600 nm is fixed at the waveguide’s maximum
width while the period a and hole dimensions r1 and r2 are optimized. We sweep
across values for these parameters and compute the set of possible optical mode
frequencies supported by that periodic structure for each possible wavenumber k.

Figure 3.14: Photonic crystal band structure with a = 440 nm, r1 = 65 nm, r2 =

200 nm with a partial band gap at light propagation frequency of 195 THz.

Fig. 3.14 shows the band structure of the optimized photonic crystal with dimensions
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a = 440 nm, r1 = 65 nm, r2 = 200 nm. The x-axis plots the normalizedwavenumber
k̃ = ka

2π and the y-axis is the mode frequency in THz. The orange line is the light
line where we have continuous free modes above the line and discrete index-guided
bound modes below the line [37], while the horizontal gray line plots the frequency
of 195 THz corresponding to the frequency of light that want to create a band gap
for.

As we can see, the gray line does not intersect any particular mode for values of
k̃ > 0.3. While we do not have a complete photonic band gap, the large range of
wavenumbers with no supported modes indicates that we should expect this design
to perform reasonably well as a mirror.

Finite-length photonic crystals
To further test this choice of hole dimensions, we therefore performed a full 3D
simulation in COMSOL where we placed holes of the above size into a silicon
waveguide of height 300 nm and constant width 600 nm. Light at 195 THz was
then made to propagate down the waveguide, following which the transmittance and
reflectance could be computed.

To begin, we first needed an estimate of how many holes were needed to achieve a
reasonable reflectance, since the simulation in the previous section assumed an infi-
nite periodic structure which is impossible to realize. In our initial trials, we placed
into the waveguide 10 identical holes with dimensions from the previous section
and obtained a reflectance of 0.835, a transmittance if 0.014, and an absorptance
(including scattering) of 0.152. The relatively high fraction of light scattered thus
suggests that there is a modemismatch caused by a sudden change in the propagation
modes at the onset of the holes. We also performed an additional preliminary test
where we placed 18 holes with the same size and found a reflectance of 0.842 and an
absorptance of 0.157. These results support the intuition that there is a sharp index
boundary at the onset of the holes that causes the high scattering instead of us just
having an insufficient number of holes, since the reflectance was almost unchanged
despite almost doubling the number of holes.

In order to verify this hypothesis, 4 additional holes with dimensions that were
0.2,0.4,0.6 and 0.8 times the dimensions of the mirror holes were placed before the
row of 10 holes. This allows the mode index to transition smoothly from the bulk
silicon into the mirror region, and we indeed observe an improved reflectance of
0.984 and a reduced absorptance of 0.0113. We will therefore use this choice of 4
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holes with linearly-tapered size in all designs from now on.

Figure 3.15: Reflectance dependence on number of photonic crystal holes

Following this, we decided to determine the number of holes necessary in the mirror
region to achieve a reasonable reflectance, and the results are shown in Fig. 3.15. We
see that our initial choice of 10 holes appears to be already in the saturation region
for the reflectance. Subsequent tests using more holes did not yield a significant
increase in the reflectance.

Figure 3.16: Light propagation through the photonic crystal mirror with 10 mirror
holes and 4 tapered holes. The color plots the norm of the electric field.

We can also verify that most of the light is being reflected by simulating and plotting
the electric field distribution, which is shown in Fig. 3.16. As we expected, the
incoming light from the left does not make it past the first few holes before being
reflected, and there is almost zero field past the fifth hole in the constant-radius
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region. We also observe little electric field outside of the waveguide, indicating that
there is also little loss to scattering as the previous calculations indicated.

Another important parameter of the photonic crystal mirror is the bandwidth, which
measures the range of wavelengths for the incoming light that it can effectively
reflect. This is important since the incoming light might not all have the exact target
wavelength of 1536 nm.

Figure 3.17: Reflectance against incoming light wavelength

From Fig. 3.17, we find that our photonic crystal mirror has a bandwidth of
approximately 93 nm centered around 1531 nm where we have a reflectance of 90%
or higher. This wide bandwidth is therefore sufficient for our purposes since we do
not expect our laser or emission sources to be anywhere near this broad.

Silicon support beams

Having fixed the geometry of the photonic crystal holes to maximize reflection from
the end of the waveguide, another degree of freedom in the design of the waveguide
was whether or not to include support beams that would connect the waveguide
to the side walls of the top silicon layer to provide additional structural support
and prevent breakage of the waveguide taper due to stresses during the fabrication
process. In addition, the width and position of these support beams would need to
be optimized in order to minimize any leakage of optical power through them as
well as minimize any interference with the reflectivity of the photonic crystal cavity.
We first tackle the problem of power leakage through the beams.

To estimate the impact of the silicon beams on the transmission of power through
the waveguide, we simulated a waveguide that was 10 µm long, 600 nm wide, and
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Figure 3.18: Illustration of optical power leaking through the support beams with
width 900 nm, where the colormap represents electric field magnitude.

300 nm thick. One silicon support beam of length 1.7 µm was then placed on
either side of the waveguide at the midpoint of the length, and scattering boundary
conditions was applied to the external boundary of the beams. Light was then sent
into the waveguide in the fundamental TM mode and the power transmitted to the
other end of the waveguide was computed. As can be seen in Fig. 3.18, when
the support beam is too wide as in this case where its width was 900 nm, there is
significant coupling of the incoming light out to the support beams where the energy
is lost.

More systematically, we then varied the widths of the support beams and plotted the
simulated transmittances as shown in Fig. 3.19. As expected, the transmittance falls
as the support width increases since more light gets coupled into the wider beam
out of the waveguide. In order to achieve a transmittance of more than 90%, we are
therefore forced to only consider support beams with widths 300 nm or smaller.

At the same time, we also need to determine the positions of the support beams
relative to the photonic crystal holes that will be patterned onto the waveguide. As
can be seen from the preliminary testing in Fig. 3.20 where we placed the support
beams 3 µm behind of the photonic crystal holes (left half of figure) compared to
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Figure 3.19: Transmittance against width of silicon support beams, showing a clear
leakage of power through the beams as they get wider.

3 µm in front of the holes (right half of figure), there is a much greater proportion of
power that is lost through the supports when placed in front of the holes. This can
be explained simply by the fact that there is little field intensity in the region behind
the photonic crystal holes in the first place since most of the power has already been
reflected back, and thus placing support beams there should not affect the system’s
behavior. Indeed, we see that the left geometry has a reflectance of 97.0% compared
to 68.9% for the right geometry, where both geometries used support beams of width
500 nm.

Figure 3.20: Electric field propagation for support beams at different positions.

While it is indeed true that placing support beams behind the photonic crystals would
lead to the best reflectance performance, it would not make sense from a structural
stability point of view, since the waveguide is anchored to the surrounding silicon
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Fiber min radius 100 nm
Fiber max radius 1 µm

Fiber taper half-angle 1◦ ∼ 4◦
Axial positioning accuracy ∼ 10 µm

Transverse positioning accuracy ∼ 0.1 µm
Waveguide min width 50 nm
Waveguide max width 600 nm
Photonic crystal r1 65 nm
Photonic crystal r2 200 nm

Photonic crystal period a 440 nm
Number of photonic crystal holes 10 + 4 taper holes (0.2,0.4,0.6,0.8× sized)

Support beam width 300 nm
Support beam position 5 µm before photonic crystal holes

Expected overall reflectance 0.842

Table 3.1: Summary of geometrical parameters for the fiber-waveguide coupling
interface from the simulations.

layer at point A in Fig. 3.20, and thus the supports would not provide much stability
for the waveguide as it is too close to the anchor point.

As such, for our final design, we chose to place silicon support beams width 300 nm
placed 5 µm in front of the photonic crystal holes in order to balance the contribution
to structural stability and the negative impact on reflectance. The reflectance of this
photonic crystal with support beams was simulated to be 0.842.

3.4 Final taper geometry design
In summary, from the simulations in this chapter, we summarize our target geometry
for the fiber and waveguide fabrication in table 3.1.

For this choice of geometrical parameters, we expect that for the optimal fiber
positioning, we should be able to get 0.995 efficiency coupling from the fiber into
the waveguide. Following that, it should experience a reflection at the photonic
crystal mirror with reflectance 0.842, followed by coupling back into the fiber with
0.995 efficiency. The overall expected reflected intensity is thus the product of these
quantities, giving an overall reflectance of 0.836.

Here, we have assumed that the fiber-waveguide coupling interface and the photonic
crystal mirror are independent and do not affect the properties of each other. In
reality, this assumption may not be fully accurate since they are located relatively
nearby and thus the shape of the electric field distribution might be distorted by
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the presence of the other structure. Therefore, in order to compute a more accurate
estimate of the overall reflectance of this structure, it would be ideal to simulate
the entire structure as shown in Fig. 3.1 as a single geometry in order to account
for all the coupling between components of the system. However, we were unable
to do this in this project as there are structures with many different length scales
in this geometry, making the meshing and numerical convergence difficult as well
as time-consuming. Nevertheless, we expect that there should the effect of this
interference should be minimal as the tip of the fiber is placed several microns away
from the support beams, which corresponds to several wavelengths of distance since
λ0 = 1536 nm.
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C h a p t e r 4

EXPERIMENTAL METHODS & SETUP

This chapter describes in detail the procedures for the three main portions of the
experimental setup – etching the fiber to form a taper, etching the silicon wafer to
make a tapered waveguide and a photonic crystal mirror, and aligning the fiber with
the waveguide to measure the coupling efficiency of the interface.

4.1 Optical fiber etching
Setup construction
The overall setup used for the etching of the optical fiber is shown in Fig. 4.1 with
the important components labelled. The key components of the etching setup are:
(1) fiber holder used to clamp onto an array of fibers for etching (2) translation
stage to raise and lower the fibers to a specified height (3) USB microscope used to
monitor the fibers during the etching process. All components are mounted onto on
an optical breadboard for stability and portability.

Figure 4.1: Overall setup used for acid etching of optical fiber.

The fiber holder consists of two sheets of rubber which have magnets stuck to them.
The magnet on the bottom sheet of rubber is also adhered to a dovetail rail carrier
which can be screwed on a dovetail rail on the translation stage. For each etching
run, up to five fibers are arranged equidistant in an array on the bottom sheet of
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rubber, using copper tape to hold them in place. Finally, the top rubber sheet is used
to magnetically clamp the fibers firmly in place during etching.

The fibers used are Corning SMF-28e+ single-mode fibers with minimum attenua-
tion at 1550 nm, coating diameter of 242 µm, cladding diameter of 125 µm, and core
diameter of 8.2 µm [13]. The fibers were mounted with 5 cm of overhang from the
holder and the coating was stripped from the last 1.5 cm of the fiber to expose the
cladding.

(a) Fibers arranged on the fiber
holder and held in place using copper
tape.

(b) Fibers clamped securely using
magnets.

Figure 4.2: Fiber holder used to clamp the fibers during acid etching.

The fiber holder was clamped via a dovetail rail to a Thorlabs PT1-Z8 one-axis mo-
torized translation stage which was driven by a Thorlabs KDC101 K-Cube brushed
DCmotor controller. The translation stage provides precise vertical positioning with
repeatability ±1.0 µm with a travel range of 25 mm, allowing for accurate control of
the fiber etching height and time.

In order to monitor the fiber during immersion into the HF, we used a Dino-Lite
AM4113ZTL long-working distance USBmicroscope that provided a magnification
of 90x at a distance of 4.66 cm. This long working distance was necessary since it
is unsafe to place the microscope too close (∼several mm for typical microscopes)
to the surface of the HF.
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Figure 4.3: Close-up of a single optical fiber being immersed in HF during etching.
The liquid air-interface as well as the point on the fiber where the coating has been
stripped can be clearly seen.

Fig. 4.3 shows a sample photo taken by the Dino-Lite camera, with the fiber coming
in from the top left and its reflection on the liquid surface coming in from the bottom
right. The camera image allows us to clearly observe the height at which the fiber
first enters the liquid surface and adjust the translation stage settings accordingly to
maintain the same etch length across runs.

Etching procedure
The array of fibers, each with 1.5 cm of coating removed from the tip, is first
dipped in an 80 ml solution of Cyantek Nano-Strip for 12 minutes, which consists
of a mixture of sulfuric acid, peroxyonosulfuric acid, hydrogen peroxide, and water
[47]. Nano-Strip can effectively react with organic compounds, helping to clean
the surface of the fiber cladding of any remaining acrylate coating as well as any
other impurities on the surface. The fibers are rinsed with deionized water after the
Nano-Strip clean.

The etching process consists of two steps, with the first step involving HF (Macron
Hydrofluoric Acid, 52%) and the second step involving buffered HF (Transene,
Buffer HF Improved), which is a mixture of HF and NH4F. It is advantageous to use
these two different types of etchants as we can take advantage of the vastly different



43

etch rates in HF (≈ 3.5 µm diameter min−1) compared to buffered HF (≈ 0.3 µm
diameter min−1). Therefore, we can first do a rough estimate of the etch time using
HF, and then do fine adjustments of the final etch diameter in buffered HF without
needing to control the etch time too precisely since the etch rate is much slower.
Additionally, the relatively quick etch rates of HF tends to lead to surface roughness
on the surface of the fiber which might cause scattering and power loss. Conversely,
the slower etch rate of buffered HF will help to smooth out these bumps, leading to
a surface that appears smooth on the scale of at least tens of nanometers.

For both steps, 40 ml of the respective etchant is added to a beaker followed by a
layer of Sigma-Aldrich o-xylene. The layer of o-xylene is added dropwise using a
disposable pipette until a complete layer is formed on top of the etchant (o-xylene
is organic and is thus immiscible with the polar etchant), and then 5 additional
drops are added to ensure that the layer of o-xylene remains even after any possible
evaporation.

In the first etching step, the fibers are gradually lowered until the fiber tip reaches
the o-xylene-HF interface. The vertical position on the translation stage at this point
is noted, which we denote as x. The fibers are then lowered by another 3.5 mm and
left at position x − 3.5 mm (positive coordinate indicating upwards) to be etched for
30 minutes. This thins the fiber from the cladding diameter of 125 µm to a typical
diameter of approximately 10 µm. The length of this thin portion of the fiber is
typically several mm. Following this, the fibers are raised using the translation stage
by 2 mm to position x − 1.5 mm and etched for another 2 minutes. The part of the
fiber that is still exposed to the HF during this 2 minutes is completely etched away,
leaving behind a thin portion of fiber with length approximately 2 mm (since we
raised the fiber by 2 mm).

Fig. 4.4 shows a close up of an array of 5 fibers being immersed in HF during the
etching phase. The black portion on the fibers is the polymer cladding that reacted
with the Nanostrip during the initial cleaning phase and plays no part in the taper
formation process. After this etch in HF, the fibers are rinsed with deionized water
and the etchant is replaced with buffered HF with a layer of o-xylene on the liquid
surface. The fiber is lowered to position x − 5.5 mm, which is 2 mm lower than
the etch height during the first HF etch. This gives us some margin of error to
account for a possible difference in the liquid level for buffered HF compared to HF
and ensures that the tapered portion from the HF etch lies completely within the
buffered HF layer so that it can continue to be etched.
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Figure 4.4: An array of five optical fibers being etched in HF.

The fiber is etched in buffered HF for approximately 50 minutes, although there is
some deviation of this duration due to human error in timing during the initial HF
etch. Since the measured rate of etching in HF is approximately 12 times that of
the etch rate in buffered HF , a small etch time difference of 5 seconds in HF can
translate to a difference of 1 minute in buffered HF. Starting from about 40 minutes
after the start of the buffered HF etch, the fiber is periodically removed from the
buffered HF, rinsed in deionized water, and observed under an optical microscope
to determine when the fiber etch is complete. We terminate the buffered HF etching
when the length of the fiber taper is approximately 300 µm or shorter.

Sample characterization
After the fiber etching has been completed, it can either be used for coupling
light with a tapered waveguide, or it can be observed under a Nova 600 Scanning
Electron Microscope (SEM) to determine its taper geometry and surface properties
on a nanometer-level precision. In the former case, the fibers would be placed back
onto the holder in Fig. 4.2 and stored until it is needed.

When preparing fibers for SEM, we stick them to a glass slide using copper tape,
and coat the fiber with a 4 nm layer of carbon using a Leica EM ACE600 vacuum
carbon coater. This layer of carbon is necessary to make the sample conductive and
prevent charge buildup during SEM, but also affects the light propagation properties
of the fiber and thus they can no longer be used for coupling experiments. Once fiber
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etching procedure and timings were finalized, SEM images of several fibers made
using the same procedure were taken to ensure that they had similar taper shapes,
which gave us confidence that the fibers used for the coupling experiments also had
the desired geometry despite not being observed under the SEM.

Fig. 4.5 shows a typical SEM of a tapered fiber with geometry similar to fibers
eventually used in the coupling experiments.

Figure 4.5: Typical SEM image of a fiber with taper parameters similar to those
used in the actual coupling experiments.

4.2 Waveguide fabrication
The basic structure of the the waveguide involves a beam of silicon suspended
above an air gap with photonic crystal mirror holes etched into it followed by a
tapering of the waveguide width until some fixed minimum width. The waveguide
is manufactured on a silion-on-insulator (SOI) wafer using electron-beam (e-beam)
lithography to pattern the desired waveguide shape on a resist, which will then lead
to selective removal of regions of the resist upon development. The structures on the
resist drawn by the e-beam can then be transferred onto the layer of silicon through
anisotropic etching.
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Waveguide design
We show a typical AutoCAD design preview of the tapered waveguide in Fig. 4.6.
In the AutoCAD design, we are able to freely adjust the values of the geometrical
parameters, including the taper rate of the waveguide, the maximum waveguide
width, and the location and sizes of the photonic crystal holes as well as the supports.
We can then create arrays (typically 4 × 8) where we sweep over values of these
parameters, since the designed dimensions may not correspond exactly to the actual
fabricated outcome, especially for the photonic crystal hole sizes. Therefore, we
need to insert a length bias in the designed dimensions in order to correct for
these systematic errors. Another additional parameter that was of interest was the
waveguide taper length, since a longer taper length was preferable as it led to higher
transmittances in the simulations, but one possible concern was that they might have
a higher propensity to be broken during the wet etching process. Therefore, arrays
with different taper lengths were also designed to obtain statistics on this.

Figure 4.6: AutoCAD design for a typical tapered waveguide with various colors
indicating various features of the structure.

The various colors refer to distinct layers in the geometry definition so that we
have the option to indicate to the e-beam writing software, BEAMER [48], which
regions should be irradiated with the electron beam. Here, the e-beam will be set to
write between the yellow and green boxes as well as the region enclosed by the blue
boundary but excluding the red holes. As we will be using a negative photoresist, the
regions of the resist irradiated by the e-beam will become cross-linked and become
resistant to dissolving in the developer. This protects the layer of silicon below it and
prevents it from being etched away in a later step in the fabrication process. Thus,
from the blue region, we will obtain a waveguide taper that is freely-suspended since
its surroundings are not written by the e-beam.
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There is a need to irradiate the e-beam in a border around the waveguide as shown
by the yellow rectangle, because otherwise those regions would also be etched away
and the freely-suspended waveguide would have no vertical surface to be attached
to. The width of the border between the yellow and green rectangles are determined
by the etch rate of the BHF in the last step of the fabrication process as shown in Fig.
4.7, since the SiO2 layer under the top silicon layer would be etched away, leading
to eventual undercutting of the top Si layer. Thus, if the border was designed to
be too narrow, the underlying SiO2 layer would be completely dissolved, causing
waveguide to be washed away as it no longer has any supporting layer below it. In
practice, this border was set to be 10 µm to prevent this from happening.

Fabrication procedure
We use a wafer of SOI with a buried oxide thickness of 3 µm and a top Si thickness
of 500 nm. As our target waveguide height is 300 nm, we first need to thin the top Si
layer. This is done by oxidation to create a top layer of oxide, followed by 5 minutes
of acid etching in buffered HF to remove the oxide layer. A layer of HSQ resist is
spun onto the wafer and baked. The waveguide design is patterned using e-beam
lithography on a Raith EBPG 5200 using doses ranging from 600 ∼ 900 µC/cm2

for the box surrounding the waveguide and doses 1800 and 2000 µC/cm2 for the
waveguide itself. The chip is subsequently developed in 25%TMAH for 20 seconds.
The pattern is then transferred onto the silicon layer using the pseudo-Bosch process
in a SF6/C4F8 plasma, where the SF6 etches the silicon isotropically to form SiF4

while the C4F8 passivates the sidewalls to allow for anisotropic etching of the silicon
[49]. The wafer is etched in an Oxford III-V System 100 inductively coupled plasma
reactive ion etching (ICP-RIE) etcher for 3 minutes 30 seconds. Finally, the layer of
oxide is etched in 25 minutes of buffered HF, leaving behind undercut portions of
the top silicon layer suspended above an air gap.

The fabrication process is summarized in Fig. 4.7, and a sample chip with waveg-
uides fabricated on it is shown in Fig. 4.8 with the arrays of waveguides clearly
visible. The dimensions of the chip shown is approximately 1 cm by 1 cm. In the
last step of Fig. 4.7, the top layer of silicon is able to be suspended above an air gap
because these suspended pieces are physically connected to other regions of silicon
which still have the layer of SiO2 below them for support.
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Figure 4.7: Fabrication procedure for the waveguide.

Figure 4.8: Typical wafer after waveguide fabrication. This wafer has 3 arrays of
waveguides etched on it, each comprising of 64 separate copies of the waveguide.

Sample characterization
The fabricated waveguides can be characterized more closely under an SEM, and
a sample SEM image is shown in Fig 4.9. The light regions are the top silicon
layer while the dark regions are the underlying oxide layer. The image is taken at a
45-degree tilt to observe the thickness of the overhanging Si beam and to make sure
that the silicon oxide layer beneath the top Si layer has indeed been etched away to
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form a freely-suspended waveguide. The buried layer of silicon oxide is not directly
visible but its edges can be seen as a bright glow under the border surrounding the
tapered waveguide.

Figure 4.9: Typical image of an array of waveguides under an SEM. The photonic
crystal holes are not visible in this image.

4.3 Fiber-waveguide coupling
This portion of the experimental setup combines the product of the previous two
sections by measuring the transmission coupling between the tapered fiber and the
tapered waveguide. We send light into the tapered fiber which couples into the
waveguide where it reflects off the photonic crystal mirror back into the fiber and
into a circulator which sends the signal to a photodidoe to be measured. A schematic
of the optical coupling experiment is shown in Fig. 4.10.

The setup is relatively simple, with a JDS Uniphase OABOptical Amplifier erbium-
doped fiber amplifier (EDFA) sending in light at approximately 1550 nm into the
fiber through a circulator. The non-tapered end of the fiber is spliced to a fiber optic
connector for easy interfacing with other optical components (Fig. 4.11a). The
tapered fiber is placed on top of a 3-axis rotation stage (Thorlabs TTR001) which
is itself placed on top of a 3-axis Thorlabs MAX311D closed-loop piezoelectric
translation stage for precise alignment of the tapered fiber onto the waveguide. The
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rotation stage has a rotation angular resolution of < ±0.04◦ in all 3 axes while the
piezoelectric stage when driven with an open loop drive has a theoretical resolution
of 20 nm and a bidirectional repeatability of 200 nm. As discussed in section 3.2,
we expect that we would require an axial positioning precision of about 10 µm and
a transverse positioning precision of about 100 nm. Therefore, we expect that our
high level of positioning precision as well as the numerous degrees of freedom is
sufficient to allow us to precisely position the fiber onto the waveguide in order to
maximize the coupling efficiency. The collected light from the circulator is detected
using a Thorlabs S122C germanium photodiode power sensor.

Figure 4.10: Schematic of optical coupling experiment. The silicon waveguide is
tapered in the dimension going into the page and has a constant thickness, and thus
appears as a rectangle here.

In order to align the fiber properly with the waveguide, the waveguide is observed
using a confocal microscope setup (Fig. 4.11b) with an LCPLN50XIR objective
lens which has a magnification of 50x and provides a field of field of approximately
80 um. A sample image of a tapered waveguide and its supports under the confocal
microscope is shown in Fig. 4.11c, which shows that we can clearly distinguish
features whose lengths are on the order of several hundred nanometers (for scale,
the waveguide width is 600 nm). The image is focused into both an optical and IR
CCD, which allows us to monitor both frequencies simultaneously. At the same
time, the side view of the fiber is monitored using a USB camera to vertically align
the fiber and check that it is indeed touching the waveguide chip (Fig. 4.11d).

The alignment procedure is done by first tilting the fiber downward as much as
possible using the rotation stage, and then using the piezoelectric stage to lower
the fiber in the z-direction until it appears to be in the same focusing plane as the
waveguide, which indicates that it is indeed at the same z height. The fiber is then
shifted around in the x (transverse) direction using the piezoelectric stage while
being observed under the confocal microscope until it appears aligned with the
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waveguide’s symmetry axis. Finally, the fiber is moved in the y (axial) direction and
we observe for any changes in the power meter reading.

(a) Fiber mount placed on top of rotation stage and piezoelectric
translation stage. The non-tapered end of the fiber is spliced to
a fiber connector and connected to an EDFA.

(b) Fiber aligned with the waveguide wafer chip under the con-
focal microscope.
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(c) View of a tapered waveguide under the confocal microscope.
The field of view is approximately 80 µm by 80 µm.

(d) Side view of the fiber aligned with the waveguide wafer.

Figure 4.11: Fiber coupling setup.
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C h a p t e r 5

EXPERIMENTAL MEASUREMENTS & RESULTS

In this chapter, I present a characterization of the geometry of the fabricated fiber
and waveguide tapers and show that they are indeed mostly in line with our design
parameters from Chapter 3. Following that, I discuss the results of the actual fiber-
waveguide coupling measurements and suggest points for improving the coupling
efficiency in the future.

5.1 Fiber geometry characterization
Fiber taper geometry
As mentioned in the fiber etch procedures (section 4.1), each fiber is first etched for
30 minutes in HF and then raised vertically by 2 mm where the etch is continued for
another 2 minutes. The fiber is then lowered by 4 mm and etched for 40 minutes in
buffered HF. Finally, we periodically observe the fiber under an optical microscope
to determine if the etch is complete, and return it to the buffered HF for additional
etching if necessary. Fig. 5.1 shows a comparison under the optical microscope
between a fiber that we deemed were under-etched and one that we deemed was
suitable for our usage.

Fig. 5.1a shows a fiber at 10x zoom under an optical microscope showing a visibly
long and thin “tail” at the fiber tip of length on the order of a millimeter. The visual
characteristics of this tail is a high aspect-ratio region (long and narrow) where the
fiber diameter is small and constant (i.e. does not have any significant taper). On
the other hand, adding more time to the buffered HF etch gives rise to the fiber in
Fig. 5.1b (taken at twice the magnification, 20x), where we can see that most of
the tail has been etched away and that the fiber terminates soon after the fiber stops
tapering and the taper angle goes to zero.

A series of SEM images for a tapered fiber that we fabricated is shown in Fig. 5.2.
The fiber was etched in 32 minutes of HF as described in section 4.1 followed by 44
minutes of buffered HF.

The top left image (Fig. 5.2a) shows the overall view of the entire fiber taper,
starting from the initial cladding diameter of 103 µm all the way to the fiber taper
tip. While the nominal specifications of the cladding diameter is 125.0 ± 0.7 µm
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(a) Fiber after 32 mins HF and 48 mins
buffered HF at 10x zoom. Visible long
thin taper portion at fiber tip can be seen.

(b) Fiber after 32mins HF and 53mins 15
seconds buffered HF at 20x zoom. Most
of the long thin taper has been etched
away

Figure 5.1: Optical microscope view of tapered fiber at different etch times, showing
how the end of the etch was determined by observing whether the long and thin
taper portion at the fiber tip was present.

[13], this smaller cladding diameter is likely due to either overstripping by the fiber
stripper when stripping away the outer coating of the fiber, or it has been gradually
thinned by HF vapor present from HF liquid evaporating during the etching process.
The entire taper is approximately 200 µm long, and we measure an initial taper-half
angle of 12.5◦ for this initial portion of the fiber.

Even though these values might seem wildly different from our design parameters
of 2◦ half-angle with taper length 25.8 µm, this is not an issue, because here were are
merely thinning away the cladding surrounding the core, which has diameter 8.2 µm.
Thus, the light is still entirely being guided within the core which is unaffected at
this point, and thus the much faster taper rate would not lead to to any loss of guided
optical power.

In our simulations, the design taper length of 25.8 µm was supposed to be measured
starting from the point where the fiber had radius 1 µm. Thus, in Fig. 5.2b, we
zoom into the tip regions of the fiber and measure the length starting from the point
where the fiber has radius 1 µm, and indeed we see a tapered length of 28.65 µm
which is very close to our design parameters. Moreover, we can measure the taper
half-angle at the fiber tip in Fig. 5.2c and see obtain a value of 2.1◦, which is once
again in good agreement with what we demanded from our theoretical model. The
fact that the taper angle decreases along the fiber can be explained by the fact that we
started with HF and switched to buffered HF which has an etch rate almost 12 times
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(a) (b)

(c) (d)

Figure 5.2: SEM view of tapered fiber at various magnifications. The fiber was
etched using 32 mins of HF and 44 minutes of buffered HF.

smaller, and thus the taper angle produced by buffered HF should also be smaller.

Finally, we observe the diameter of the fiber at the tip, which we measure to be
approximately 51 nm. We find that the fiber tip diameter varies somewhat between
fibers, but typically lies between 50 nm and 200 nm. This value of 51 nm somewhat
smaller than our simulated minimum diameter of 200 nm, but we believe this should
not lead to any significant impact on the light coupling and field distribution. This
is because when the fiber is much smaller than the width of the waveguide below it,
most of the field intensity will be concentrated within the waveguide, with the fiber
having minimal impact on the mode index and field distribution. An illustration can
be seen in the right hand side mode in 3.7.
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(a) (b)

(c) (d)

Figure 5.3: SEM view of tapered fiber with overly long taper. Fiber was etched in
the same run as the one in Fig. 5.2 but only had 42 mins etch in buffered HF instead
of 44 mins.

As an illustration of a fiber which is under-etched and thus has an overly long taper,
we show in Fig. 5.3 the SEM images of a fiber which was etched in the same
experimental run as the one in Fig. 5.2 but had 2 minutes less of buffered HF etch
time. First of all, we immediately see in Fig. 5.3a that the length scale is double
that of Fig. 5.2a, and our overall taper length is 355 µm with a visibly long “tail”
at the fiber tip. Moreover, if we measure the fiber taper length starting from the
point with radius 1 µm to the tip (Fig. 5.3d), we obtain a length of about 90 µm,
which is more than 3 times the designed length from the simulations. It turns out
that the taper half-angle (Fig. 5.3c) is also somewhat smaller at 1.15◦, which is
consistent with the longer taper length. Looking more closely at the fiber tip reveals
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an unusual geometry that we believe is due to mechanical stresses bending the
extremely narrow fiber tip. While we were unable to measure the exact tip geometry
due to the difficulty in focusing onto the narrow fiber tip, we estimate that it should
be approximately 50 nm or less. These images illustrate our reason for deciding to
not use fibers with excessively long “tails” – they have a higher propensity to break,
bend or swing around due to airflow and mechanical stresses, and alignment of a
long and flimsy taper would be more difficult compared to a shorter one.

Surface roughness

Figure 5.4: Illustration of surface roughness on fiber caused by HF compared to
buffered HF. The dotted white line indicates the boundary between parts of the fiber
that were exposed to only HF and parts that were exposed to buffered HF after HF.

Finally, we also briefly address some potential concerns with regards to surface
roughness due to the wet etching process [43], as remnant HF often clings onto the
fiber surface and causes small amounts of additional etching at random points on
the surface even after the fiber has been removed from the HF beaker. This might be
a problem as these features could lead to scattering of the light guided by the fiber
and greatly decrease coupling efficiencies if they are on the order of a wavelength.

Fig. 5.4 shows a comparison of a portion of the fiber where the part right of the white
line was exposed to only HF while the part on the left was additionally etched with
buffered HF after the initial HF etch. We see a clear difference in surface smoothness
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at this interface, indicating that HF by itself is indeed insufficient to achieve a smooth
etch surface. Moreover, the dents and bumps on the right side have length scales
on the order of 5 ∼ 10 µm, which is much larger than the wavelength of the light
(1535 nm) and thus would lead to power losses. The smooth surfaces of the fiber
can also be ascertained in the images of the fiber tips in the figures above, which are
take at much higher magnification levels and still show no indications of roughness.

5.2 Waveguide geometry characterization

(a) (b)

(c) (d)

Figure 5.5: SEM images of fabricated tapered waveguides, showing an array of
waveguides with different biases for the holes sizes and different e-beam doses for
the surrounding border, as well as a close-up of the photonic crystal mirror holes
and the overall view of the waveguide.

Fig. 5.5 shows the SEM images taken of the fabricated taperedwaveguides. An array
of waveguides is shown in Fig. 5.5a, where each column represents a different e-
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beam dose for the border surrounding the waveguide, going from 400 µC/cm2 in the
leftmost column (not present in the image as the dose was too low) to 1000 µC/cm2

in the rightmost column in steps of 100 µC/cm2. The e-beam dose for the waveguide
taper itself was fixed at 1800 µC/cm2 for this image. The array is also arranged into
4 sub-arrays. The second and fourth sub-array from the top have proximity error
correction (PEC) applied to them for the border e-beam dose, which we will discuss
later. The third and fourth sub-array from the top have a slightly different geometry
where the surrounding border was 1 µm further away from the waveguide compared
to the first two sub-arrays’ geometry. Finally, each row in a sub-array represents a
different value for the size bias that we input for the photonic crystal hole sizes to
account for any systematic errors in the e-beam patterning, such as due to dosages
from nearby patches inadvertently increasing the dose surrounding the holes and
changing the hole sizes. The size of these biases were from 10 nm to 25 nm in steps
of 5 nm.

An image of an entire waveguide can be seen in Figs. 5.5c and 5.5d, where the
images were taken at a 45◦ tilt to better observe the cross-sectional thicknesses of the
top silicon layer. We can see that the waveguide does indeed have a photonic crystal
mirror patterned into it, is supported by two support beams that connect it to the
surrounding silicon border, and ends in a narrow taper. The waveguide also appears
indeed be freely suspended in air with the layer of silicon oxide that was originally
below it being fully etched away during the final fabrication step in buffered HF. A
cross-sectional measurement of the top silicon layer gives a thickness of 259 nm,
which is close to the expected thickness of 300 nm. The waveguide width was
measured to be 572 nm, the waveguide tip width was 36 nm and the support beam
width was 314 nm, all of which agree well with the designed geometry.

Taking a closer look at the waveguide and photonic crystal mirror holes in Fig. 5.5b,
we see that the holes are indeed patterned into the waveguide and appear to penetrate
through most of the waveguide’s thickness. However, the holes themselves appear to
have somewhat rough edges and have some distortion from being a perfect ellipse.
Moreover, the waveguide itself appears to have some nanoscale roughness on the
order of tens of nanometers, but we believe this should not affect the efficiency
significantly as it is much less than the light wavelength. A more serious problem,
however, is the measured hole size, which we find to be 264 nm by 100 nm for the
major and minor axes of the ellipse with a variation of about 5 ∼ 10 nm between
holes in the same waveguide. Unlike the other parameters that we measured so
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far, this is significantly different from the designed hole shape of 400 nm × 130 nm
(Table 3.1), and we expect that this will significantly degrade the performance of
the photonic crystal mirror since the band structure would have changed greatly and
we would no longer have a band gap at 1535 nm.

Figure 5.6: Reflection simulation of photonic crystal with actual fabricated hole
sizes of 264 nm by 100 nm. We see that there is very low reflection with most of the
light transmitting through as the hole size no longer creates a band gap at the light
frequency.

Indeed, when we redo our simulation in Fig. 5.6, we see that this smaller hole
size gives us a greatly degraded reflectance performance, with most of the light
transmitting straight through as we no longer have a band gap at the light frequency.
We obtain from this simulation a reflectance of 0.0538, transmittance of 0.787, and
an absorbance and scattering of 0.159, which is to be compared with the expected
reflectance of 0.842 in our theoretical design in Table 3.1. Because of this greatly
reduced reflectance, the amount of reflected power collected from the fiber will
also be correspondingly reduced. One point of note is that this does not affect the
intrinsic coupling efficiency of our fiber-waveguide interface in any way, but only
makes the reflected signal for our coupling efficiency measurements smaller and
thus more difficult to detect.

Electron beam dose and proximity effect
We believe that the primary reason behind the hole sizes that are smaller than
expected, as well as possibly the rough edges, is an effect known as the proximity
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(a) Holes patterned using a dose of
800 µC/cm2 (with PEC) for the surround-
ing border, showing that the holes are only
partially etched through.

(b) Holes patterned using a dose of
600 µC/cm2 (with PEC) for the surround-
ing border, showing fully etched holes but
with rough edges.

Figure 5.7: Comparison of beam dose on photonic crystal holes.

effect [50], whereby an electron-beam causes non-zero doses in regions that are
outside of the area being illuminated. This is due to the fact that when electrons
from the e-beam impact the surface, they do not immediately get stopped at the
surface of the resist, but instead typically penetrate 10 ∼ 100 µm into the substrate.
There, they interact with the atoms in the substrate as well as backscatter from
atomic nuclei, sending a scatter of lower-energy electrons in a broadened beam back
towards the top layer of resist. These low-energy electrons then interact with the
resist, causing exposure and cross-linking of the resist molecules in regions that
might be far away from the initial beam location.

This proximity effect therefore leads to a complicated problem where e-beam pat-
terning of one location affects the dose needed at another location. If we have too
much background dose in the region where we expect to have holes, the resist in
the holes will be cross-linked by the background dose, meaning that they will not
be washed away by the developer, and thus the holes produced will be smaller than
expected or holes might not even be fully formed at all. In order to partially account
for this proximity effect, the BEAMER software that we use for controlling the
exposure has an option for Proximity Effect Correction (PEC), which we apply in
some of our fabrication tests.

An example of holes not being fully formed is demonstrated in Fig. 5.7a, which had
a dose of 800 µC/cm2 (with PEC) for the border surrounding the waveguide. We
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can see that the holes are much smaller than they are designed to be and the color
contrast of the holes compared to the surrounding waveguide is also relatively weak,
indicating that the holes did not form fully through the entire depth of the waveguide.
In contrast, a slightly better outcome is shown in Fig. 5.7b, which was made using a
dose of 600 µC/cm2 (with PEC). We see fully-etched holes that are somewhat closer
to the designed hole size, but we still obtain a size of 264 nm× 100 nm compared to
the target of 400 nm × 130 nm.

An important target in the near future would therefore be to further experiment with
the e-beam dosage in order to accurately obtain the desired hole sizes with smooth
edges. As we saw in Fig. 5.5a, doses below 500 µC/cm2 give rise to borders that
are either partially formed or are completely etched away during the wet etching
step, and thus this sets a practical lower bound on the dose that we can set for
the border. Other possibilities include lowering the waveguide taper region’s dose,
or by modifying the spacing of the border from the waveguide such that they are
physically further apart.

5.3 Coupling efficiency measurements
Fiber observations
As a preliminary test of the tapered fiber’s applicability for coupling with a tapered
waveguide, a single tapered fiber was placed under the confocal microscope setup
without a waveguide. Light from an EDFA was then sent into the fiber via the other
end of the fiber taper which was spliced to a fiber connector. The EDFA light was
attenuated by 10 dB before being sent into the fiber to avoid oversaturated images.
The results are shown in Fig. 5.8, where the left column shows the optical images
(illuminated using a white light LED) and the right column shows the infrared
images (illuminated only using light scattered from the fiber itself). The fiber is
moved vertically upwards in the series of images so that we can observe various
parts of the fiber. In the bottom two images, we are seeing the parts of the fiber
when it is still relatively thick; we observe little to no IR light leaking from the fiber,
as evidenced by lack of bright spots on the fiber despite enhancing the brightness.
This indicates that our taper is gradual enough and our fiber surface is also smooth
enough that we do not have large losses from scattering off the fiber surface. Looking
closer to the tip, we start to see bright patches near the fiber tip, which makes sense
since the fiber starts getting narrower and narrower and loses its ability to support
the propagation of the light in the fundamental mode, causing the light to couple out
into the air and observed as bright areas. Finally, there is also a distinct bright spot



63

located at the tip of the fiber as the remaining light propagating in the fiber escapes
from the fiber at the tip.

At the same time of taking these images, we also connected the fiber to a circulator
which was then connected to a photodetector to measure if there was any inherent
reflectance of the fiber when suspended in air. Over a 1 minute measurement period,
we observed a mean reflected power of 3.367 ± 0.066 µW with the EDFA off and
3.374 ± 0.066 µW with the EDFA on. This indicated that there was no significant
reflection from the fiber-air interface, which is a good indication that we would not
experience additional power losses due to light reflecting off the fiber tip when we
try to couple to the waveguide.

Fiber-waveguide coupling imaging
Finally, in order to measure the fiber-waveguide coupling efficiency, we place a
tapered fiber near a tapered waveguide and do fine adjustments on the angle of the
fiber until it was touching the waveguide surface. This was verified by checking that
both the fiber and waveguide could be placed in focus at the same time, and thus they
were located at the same vertical height. At the same time, once the fiber is touching
the waveguide surface, it experiences adhesion forces that makes it go through a
stick-slip motion when it is moved about on the surface. We therefore look out for
these two observations to verify that the fiber is in contact with the silicon surface.
At the same time, the position of the fiber was adjusted using the piezoelectric stage
and the manual adjustment knobs until it was axially aligned with the waveguide
and its tip was located along the waveguide taper, which was the optimal geometry
determined from the simulations.

We show the observations in the infrared camera in the middle and right images in
Fig. 5.9, where the incoming light is also 10 dB-attenuated. The middle image is
an IR image of the waveguide with a fiber aligned onto it, where we also turn on the
white light source (which is typically used for the visible light camera) in order to
compare the bright spots in the infrared wavelength with the shape of the waveguide
and its surrounding borders. The right image is the identical setup but with the
white light source turned off so that the only light comes from the EDFA coupled
into the fiber. The most apparent observation that we can make from the right
image is the presence of multiple bright spots of scattering, which we can compare
with the middle image to realize that the scattering occurs at the waveguide support
beams as well as on the front and back walls of the border of silicon surrounding
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the waveguide. A clearer image is shown on the left, where we show an optical
microscope image of the waveguide together with the surfaces that we believe the
IR light is scattering off shown in yellow.

We believe that we are observing scattering at these points on the waveguide because
they are all vertical surfaces which can scatter any incoming IR light coming from
the fiber. Therefore, we believe that the incoming light from the fiber is simply
acting like a flashlight and shining IR light all over the waveguide (similar to the
first 3 rows in Fig. 5.8), and then these vertical surfaces are acting as scattering
surfaces that scatter light into our objective lens. This interpretation is supported
by the fact that we stop observing these bright spots once we move the fiber too far
forward or backward, and we observe a maximum scattering brightness when the
tapered region that was shining brightly in Fig. 5.8 was placed near these vertical
surfaces. This interpretation of the observed images means that we are not achieving
the optimum alignment of the fiber with the waveguide, because most of the light
from the fiber is being coupled out into the air and lost instead of going into the
waveguide, and suggests that we should continue to tune the alignment of the fiber.

Upon achieving the optimal alignment, in theory we should not see any bright spots
anywhere on the waveguide since almost all of the power should be reflected and
relatively little should be scattered. However, there is another obstacle that we
face in our current experimental setup, namely the fact that our fabricated photonic
crystal mirror holes turned out smaller and rougher than expected in the e-beam
lithography process. As a result, instead of achieving almost perfect reflection, we
expect to observe some amount of scattering and transmission through our crystal
instead, and we can use this disadvantage as a resource to help us verify whether
our fiber is indeed making contact with the waveguide. As can be seen in the right
image in Fig. 5.9, we do indeed observe some bright spots in the region along the
waveguide where the photonic crystal holes are, as indicated by the red arrows. This
suggests that our fiber is indeed coupling some amount of light into the waveguide,
but this proportion is likely to be small and could be improved by improving the
alignment. Moreover, these bright spots are unlikely to be due to simple scattering
like what we observe for the other vertical surfaces, because these bright patches
in the mirror region appear to be much more sensitive to the fiber alignment and
disappear when the fiber is slightly shifted even when the other bright spots remain.
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Fiber-waveguide coupling efficiency
Following the result of repeated adjustments to the alignment of the fiber, we were
unfortunately unable to achieve a stable alignment of the fiber which gave rise to
detectable signals on the photodetector measuring the power reflected from the
fiber. However, while doing a manual scan of fiber position across the waveguide,
we obtained several isolated spikes in the detected reflected power. As we simulated
in Fig. 3.10, the transmitted power between the interface drops off rapidly when
the fiber is several hundreds of nm off-axis, giving rise to a tight tolerance in the
fiber’s transverse position. Therefore, this measured spike in reflectance was likely a
result of the fiber moving across the optimal coupling location. This caused a rapid
rise in transmittance into the waveguide and followed by an equally quick drop in
transmittance as the fibermoved off-axis. Subsequent attempts to replicate the power
spikes by scanning the fiber over a similar location in space were unsuccessful.

In one case, we observed a peak reflected power 6.7 µW with a background noise
floor of 2.8 µW, while in another case we observed a reflectance peak power of
10.0 µW with a background noise of 2.9 µW. While these are only isolated data
points, we can use them as a lower bound on our coupling efficiency between the
fiber and waveguide. From section 5.2, we estimate that the reflectance off the
photonic crystal mirror should be R = 0.0538, and we can directly measure the
power of the incoming EDFA light to be Pi = 10.1 mW. Denoting the efficiency of
the fiber-waveguide coupling interface to be η, we have the following expression:

Pr = Pi Rη2

where η is squared since the light passes through the interface a second time when
it gets reflected back into the fiber. We take Pr to be 10.0 µW − 2.9 µW = 7.1 µW
after subtracting off the background power level. Plugging in the values:

η =

√
Pr

Pi R
=

√
7.1 × 10−6(

10.1 × 10−3) (0.0538)
= 0.114

We have therefore demonstrated a coupling efficiency of at least 11.4% using our
tapered-fiber technique.

We can identify two main factors for this fiber performing not as well as expected.
The first is our poor alignment of the fiber with the waveguide, leading to incomplete
transfer of power into the waveguide. As demonstrated in Fig. 5.9, we see a large
amount of scattering at various points on the waveguide, which indicates that we
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are losing a significant amount of power to scattering instead of being directed into
the waveguide. In the ideal case from simulations, when the fiber is optimally
aligned with the waveguide, the light would be almost fully confined within the
fiber and waveguides, and we should observe almost no scattered light. The second
factor is likely due to the rough surface of the holes, which were not modeled in the
simulation in Fig. 5.6. The hole roughness could further degrade the reflectance R,
and make the actual value smaller than the value which we obtained.



67

Figure 5.8: Optical (left) and IR (right) images of tapered fiber with EDFA light
sent through it. The fiber is moved vertically upwards to observe various portions
of the fiber. The bottom two IR images have their brightness enhanced for clarity.
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Figure 5.9: Optical image of tapered waveguide and IR images of tapered fiber
placed near the waveguide. The left image is an optical image of the waveguide
under an optical microscope, with vertical surfaces that can scatter light marked
in yellow. Middle and right images are taken in IR with a fiber aligned with the
waveguide with the white light source on (middle) and off (right).
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C h a p t e r 6

CONCLUSION

In this thesis, we have demonstrated significant progress towards the usage of ta-
pered optical fibers as an efficient interface for coupling light into tapered silicon
nanophotonic waveguides. We investigated a series of simulations to model this
coupling interface and understand the geometrical requirements for a taper to be an
efficient coupler. We then applied these simulations to provide recommended taper
geometries that are expected to provide almost perfect transmission (> 99%) into a
silicon waveguide. With these geometries in hand as a guide, we experimented with
and optimized the wet etching procedure of an optical fiber using HF and buffered
HF to achieve a repeatable taper that matched our recommendations from simula-
tions. At the same time, we also fabricated tapered silicon nanophotonic waveguides
using electron-beam lithography and demonstrated successful coupling of 1535 nm
light from the tapered fiber into the waveguide with a moderately high efficiency
of 11.4%. These preliminary results are promising as they are already comparable
with the 20 ∼ 30% efficiencies achieved in past experiments, and we are confident
that this interface can be optimized to achieve the theoretical efficiencies of over
90%. This study therefore demonstrates that tapered fibers do indeed have the poten-
tial to boost the efficiencies of future quantum memories and quantum light-matter
interfaces using rare-earth ions by acting as a crucial and reliable optical-coupling
component.

6.1 Future Directions
At the same time, there are still many areas that could certainly be improved upon,
startingwith our two primary factors for our lower-than-expected coupling efficiency.
The first goal would be to fabricate better silicon photonic crystal mirrors in order
to aid the reflection measurements for our testing of the coupling efficiency. By
having photonic crystal holes that match the theoretical recommendations, we could
potentially obtain up to a 20× boost in the reflected signal. This would help in
the detection of weak reflection signals that could indicate that our fiber is slightly
misaligned, from which we could find the optimal alignment more efficiently. This
goal would require further testing and iterations on the e-beam dose for both the
waveguide itself as well as the surrounding border to overcome the proximity effect.
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Other possible variables to be optimized for include the holes’ dimension biases as
well how far from the border the holes are placed, since we suspect that most of
the proximity effect arises from the doses to the border. In a different direction,
we could consider removing the silicon support beams that are current supporting
the waveguide, as they lead to a non-negligible power loss of about 10% from our
simulations. Tests would be necessary to determine if their removal leads to any
significant increase breakage rates of siliconwaveguides during thewet etch process.

There are also several avenues for improving on our other point of difficulty, which
is the difficulty in properly aligning the fiber with the waveguide to achieve optimal
coupling. Part of the reason is likely due to the fact that the waveguide taper is
extremely narrow at the region where most of the light is coupled from the fiber
into the waveguide, and thus any transverse shift of the fiber will cause the fiber to
miss the waveguide completely and instead couple the light out into the air. In order
to circumvent this, it might be possible to consider decreasing the waveguide taper
rate or increasing the waveguide minimum width. Of course, additional simulations
will be necessary to determine if these changes can be made while still maintaining
a high coupling efficiency.

On the other hand, we can also consider improvements in our alignment procedure
to make it more systematic and repeatable, since it is currently done purely manually
and is time-consuming. One possible method might to be attempt to automate the
fiber alignment procedure as our piezoelectric controller has inputs which can be
used to automatically adjust the output voltage and thus control the fiber position
precisely. A system could then be set up where the piezoelectric stack is set to scan
across a grid of positions to map out the position which gives rise to the highest
reflected power.

For a somewhat longer-term goal, once we have mastered how to couple efficiently
into these free-standing waveguides on an SOI chip, we might wish to start shifting
to silicon nanophotonic waveguides deposited on top of YSO or YVO crystals. In
order to make this shift, one necessary fabrication problem we would then need
to solve is our need to create an air gap below the silicon waveguide through a
“bridge” so that we avoid the undesirable coupling directly between the fiber and the
underlying crystal. This is somewhat of an unsolved fabrication problem, and would
likely involve some local sacrificial layer that the silicon tapered waveguide will be
deposited on top of to create the raised bridge structure. Once this is achieved,
this would open the door to incorporating these silicon waveguides with photonic
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crystal cavities using the mature and well-developed platform of silicon photonics,
and can potentially help us realize scalable and highly efficient cavity-coupled ions
for quantum information storage as quantum memories and for optical state readout
as quantum light-matter interfaces.
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