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ABSTRACT

This thesis deals with the electronic characteristics of semiconductor het-
erostructures and with the electrical properties of semiconductors which are
used in the growth of heterostructures. Chapter 2 describes electrical measure-
ments which were made on heterostructures composed of the compound semi-
conductors AlAs and GaAs. Specifically, the mechanisms for current transport
perpendicular to one or more AlAs layers sandwiched between two degenerate
GaAs layers were studied, with an emphasis on elastic and inelastic tunneling
through the AlAs layers at low temperatures. Tunneling currents occur because
the conduction band offset between AlAs and GaAs causes the AlAs to act as
a barrier to electrons in the GaAs. Samples composed of single or multiple
layers of AlAs sandwiched between GaAs layers were grown by metal organic
chemical vapor deposition (MOCVD}) and by molecular beam epitaxy (MBE).
Electron transport perpendicular to the AlAs barriers was studied as a func-
tion of temperature, doping, and layer thickness by making I-V, first derivative
(dI/dV'), and second derivative {d?]/dV ?) measurements on these samples. The
I-V curves give information about current transport mechanisms. If the dom-
inant mechanism is tunneling, the I-V curves reflect mostly elastic tunneling
currents, Structure in the derivatives of the I-V curves indicates the presence of
inelastic and resonant tunneling processes. The elastic tunneling measurements
give an understanding of the structure of the barriers since these measurements
depend on barrier thickness, barrier spacings, and barrier height. Inelastic tun-
neling measurements can be used to identify the fundamental excitations in the
tunneling barrier which can couple to the tunneling electrons; thus, inelastic
measurements give additional information about the properties of the barrier.

First and second derivatives were measured using modulation techniques.

The main results of this study were the identification of the dominant cur-
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rent transport mechanisms across the AlAs barriers as a function of temperature
and AlAs layer thickness, the observation of inelastic tunneling currents due to
the excitation of phonons, and the observation of resonant tunneling currents.
Measurements on MOCVD grown samples with a single p-type AlAs barrier
indicated that thermionic emission was the dominant mechanism for current
transport over the barrier at room temperature. At low temperatures, leakage
currents dominated if the barrier was thicker than approximately 100 A, while
tunneling currents were dominant in the samples with thinner AlAs barriers.
Electron self-energy effects due to the coupling of electrons and optical phonons
in the GaAs, and the inelastic-excitation of longitudinal optical phonons in the
AlAs were observed in the tunneling current through samples with 50 A thick
AlAs barriers. This was the first observation of these effects in the AlAs/GaAs
system. Measurements were also made on MOCVD grown samples with a single,
n-type AlAs barrier. I-V curves for these samples did not have the expected
dependence on AlAs layer width. Reproducible structure was still present in
the second derivative spectra. A possible explanation for the differences be-
tween samples with n-type and p-type barriers which is based on band bending
in the AlAs barrier is given. Measurements on MOCVD grown samples with
Al; Gaj_;As barriers were made with results similar to those for pure AlAs bar-
riers. Negative resistance regions were observed in the I-V curves of samples
with multiple AlAs layers, indicating the presence of resonant tunneling effects.
Tunneling measurements on MBE grown structures with a single AlAs barrier

did not give reproducible or consistent results.

Chapter 3 presents an investigation of the deep-level defect structure of
CdTe using the technique of deep-level transient spectroscopy (DLTS). Layered
structures composed of the compound semiconductors CdTe and HgTe or of the
alloy Hg,_,Cd, Te may have interesting properties. To realize these properties

it is important to understand the electrical characteristics of CdTe and HgTe.
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The electronic properties of CdTe and HgTe are complicated by the fact that
native defects may dominate the electrical characteristics of the crystals. An
understanding of the deep-level defect structure of CdTe is, thus, important.
DLTS measurements can be used to determine the energy of a deep-level with
respect to the band edges, the concentration of the level, and its carrier capture
cross section. DLTS measurements are made by monitoring changes in the ca-
pacitance of a diode caused by capturing carriers at levels in the depletion region
of the diode and then thermally emitting the carriers back to the conduction
and valence edges.

Measurements were made on a variety of CdTe crystals. Nominally un-
doped, Cu-doped and In-doped CdTe crystals were studied. Some of the crystals
were observed before and after anneals in Cd-vapor, Te-vapor, or in a purified
H, ambient. Characteristics of deep levels which are seen in all of the n-type
CdTe samples are presented. These levels were attributed to native crystal
defects or to impurities which are commonly incorporated into CdTe. Levels
were also observed which were common to all of the p-type crystals. The same
explanation was given for the origin of these traps. A few levels which were
specific to certain crystals were also observed and were attributed to uniden-
tified impurities. Deep states were present in the In-doped CdTe which were
not observed until the sample was illuminated with above band gap light at low
temperatures. Other levels were induced to appear by stressing the CdTe crys-
tals. In general, anneal conditions had a large effect on the concentrations of
both shallow and deep levels in the crystals, but did not alter which deep levels
were present and their relative concentrations. Modest sample heating { 400K)
during the process of making DLTS measurements could change the amplitude
of levels, sometimes causing new levels to appear or previously observed levels

to no longer be observed.
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CHAPTER 1

APPLICATIONS OF TUNNELING SPECTROSCOPY AND
DEEP-LEVEL TRANSIENT SPECTROSCOPY TO
SEMICONDUCTORS AND SEMICONDUCTOR
HETEROSTRUCTURES



1.1 INTRODUCTION

Recent advances in lithography and crystal growth techniques are making
it possible to produce semiconductor devices with submicron characteristic di-
mensions. As these dimensions approach the mean free path of carriers in the
semiconductor and as the abruptness of interfaces in the devices reach the same
order of magnitude as the wavelength of the carriers, the wavelike nature of the
carriers may become observable. The impact of this effect on semiconductor
device physics will be two-fold. First, quantum effects will begin to play a role
in the performance of conventional devices scaled to these small dimensions.
Second, it may be possible to fabricate new semiconductor structures which use
quantum effects to produce interesting electrical properties. One area of re-
search which shows promise in terms of making devices that exhibit quantum
effects involves the study of layered semiconductor structures.

Improvements in the flelds of molecular beam epitaxy (MBE) and metalor-
ganic chemical vapor deposition (MOCVD) now make it possible to grow thin
epitaxial layers of one semiconductor on top of another semiconductor while
maintaining the crystalline structure of both materials. Layer thicknesses as
small as 20 A with interfaces as abrupt as a few monolayers can be produced.!-2
Since the two semiconductors which make up the layers will have different band
gaps, there is a discontinuity in the conduction band and valence band at the in-
terface between them. A number of novel electronic structures based on layered
semiconductors have been proposed. The properties of these structures are the
result of quantum effects produced by the small characteristic dimensions of the
semiconductor layers and by the band offsets at the semiconductor interfaces.
In addition to allowing quantum effects to be observed, these new materials may
be useful in answering questions of fundamental significance about the two semi-
conductors from which the layered crystals are built and about the interfaces

between the layers. Studies of layered materials may also extend our under-
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standing of how reductions in the dimensions of conventional semiconductor
devices are going to affect device characteristics. Examples of such structures
are semiconductor superlattices, resonant tunneling devices, and electron filters.

These are described next.

A semiconductor superlattice consists of alternating slabs of two semicon-
ductors grown epitaxially on top of one another. In general, lattice matched
semiconductors are used although there have been recent reports of the growth
of strained layer superlattices.® The end result of the growth is a new crystal
with a much larger basis set than that of the constituent semiconducting ma-
terials. Theoretical studies of such erystals indicate that varying the relative
and absolute layer thicknesses should allow the band gap, effective masses, and
phonon dispersion curves of the new crystal to be varied.*:> This makes it pos-
sible to grow a semiconducting crystal with its properties tailored to a specific
application. The electronic characteristics of alloys of lattice matched semicon-
ductors can also be tailored to desired values by varying the alloy composition,
but, in some instances, the superlattice may have superior characteristics to the
equivalent alloy.®

A structure consisting of two or more thin layers of Al;_,Ga, As separated
by thin layers of GaAs was considered by Tsu et al.7 Al;_,Ga;As has a larger
band gap than GaAs. Most of the band gap offset at the Al;_,Ga,As/GaAs
interface occurs in the conduction band. Resonant electronic states are present
in the GaAs layers as a result of the confinement of the electron wavefunction to
the GaAs by the conduction band offset. These resonances were shown to give
rise to negative differential resistances in current transport perpendicular to the
layers.

Mailhiot et al. suggested a scheme for using the tunneling properties of a
single Al;_,Ga;As barrier in a GaAs device as a filter to keep the slower L-

point GaAs electrons out of the device active region while allowing the I'-point
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electrons to enter this region.? Such a structure would be an electron filter.

The calculations which predicted the properties of the above structures re-
lied heavily on knowing certain properties of the two semiconductors from which
they were fabricated and of the heterojunction interface between the semicon-
ductors. The values of the band offsets at the interfaces were important param-
eters in the calculations and are the subject of some controversy. Most of these
applications involved electronic states with energies in the band gap of one of
the two constituent semiconductors. In the resonant tunneling structure and
the electron filter, electrons tunnel through unallowed regions in the middle of
the Al;_,Ga,As gap. The superlattice conduction and valence band states are
usually at an energy which is in the gap of one of the two constituent semi-
conductors. A knowledge of the electronic band structure in the band gap of
the larger band gap material (the complex band structure of the material) is
necessary in the calculations. Implicit in all of these devices is an assumption
that the mean free path of the carriers is greater than the characteristic dimen-
sions of the structure. For a superlattice to have the calculated properties, the
carriers must travel several periods of the superlattice before scattering. In the
tunneling structures, the carrier wavefunction must remain coherent across the
barrier. An understanding of transport mechanisms in these layered materials
is required.

Both of the projects which will be discussed in this thesis were inspired by
a desire to determine whether the predicted properties of quantum effect de-
vices can be realized, and, at the same time, to gain an understanding of the
characteristics of layered semiconductor structures and of the materials from
which they are built. Chapter 2 describes a study of electronic transport per-
pendicular to AlAs layers in AlAs/GaAs heterojunctions grown by MOCVD
with an emphasis on elastic and inelastic tunneling through the layers. The

Al;_;Ga;As/GaAs system is one which has been used quite frequently in ex-
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perimental and theoretical studies of semiconductor heterojunctions. As was
mentioned above, an AlAs layer imbedded in GaAs acts as a barrier to GaAs
conduction band electrons. Elastic tunneling through such a barrier provides
information about the coherence length of the electron wavefunction, and about
the complex band structure of the barrier material. Inelastic currents provide
information about the coupling of electrons to excitations in the barrier as they
pass through it. In Chapter 2, the mechanisms for electronic transport across
such barriers will be presented as a function of the width of the AlAs barrier,
the sample temperature, and the dopings of the AlAs and GaAs layers. Tun-
neling currents were observed in some of the structures. Inelastic excitations of
characteristic phonons in the AlAs/GaAs system were also observed. Structures
with two AlAs barriers exhibited resonant tunneling currents which were a clear
indication of the presence of the quantum size effects which are predicted in the

calenlations on resonant tunneling structures.

Two other semiconductors which may be good candidates for the growth of
layered structures are HgTe and CdTe. Although there have been calculations
of the properties of HgTe/CdTe heterostructures,*: there have been few exper-
imental studies of such structures.? An important parameter in the calculations
is the valence band offset between HgTe and CdTe which is usually assumed
to be near zero. Chapter 3 of this thesis grew out of an attempt to measure
the conduction band offset at the interface between HgTe and CdTe. HgTe was
grown epitaxially on CdTe by an MOCVD technique.l® The measured offsets
between the HgTe and CdTe were smaller than expected. A possible explana-
tion for this was that surface treatments of the CdTe substrate prior to growth
of the HgTe layer were creating large concentrations of defects at the growth
interface. The defects could pin the Fermi level at the interface reducing the
result of the offset measurement. Deep-level transient spectroscopy (DLTS )

measurements were made to look for defects near treated and untreated CdTe
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surfaces. A Schottky barrier was evaporated on the CdTe surfaces to make the
measurements. Although no Fermi-level pinning defects were discovered near
the treated CdTe surfaces, a great deal was learned about the deep-level struc-
ture of the CdTe substrates used in the epitaxial growth of HgTe on CdTe. The

results of this study are reported in Chapter 3.

The rest of this chapter is outlined as follows: Section 1.2 will discuss the
principles of elastic and inelastic tunneling measurements. A discussion of the
concepts involved in making DLTS measurements on Schottky barrier devices

will be given in Section 1.3. Section 1.4 is a summary of Chapters 2 and 3.

1.2 ELASTIC AND INELASTIC TUNNELING MEASUREMENTS

Electronic tunneling has been studied for quite some time. It has been
used to look at the energy gap and superconducting density-of-states in metal-
insulator-superconductor junctions.!! Tunneling has allowed the observation of
wavevector conserving phonons in Ge and Si tunnel diodes.!? Inelastic tunneling
spectroscopy is a technique which compliments Raman scattering and infrared
absorption in looking at the vibrational modes of molecules.!® Longitudinal op-
tical phonons,!* plasma oscillations,!® two-dimensional subbands and Landau
levels!® have all been observed by studying elastic and inelastic tunneling cur-

rents.

A tunnel junction usually consists of two conducting layers of material (elec-
trodes) separated by a thin insulating layer of material (barrier). In some of the
cases mentioned above, the conducting layers are metals and the insulating lay-
ers are metal oxides. The junctions described in Chapter 2 are composed of two
degenerate layers of GaAs separated by one or more thin layers of AIAs which

act as a barrier to the electrons in the GaAs because of the conduction band
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offset between AlAs and GaAs. The characteristic dimensions of the insulating
layer must be small enough for there to be a measurable probability for carriers
to tunnel from one side of the junction to the other. The barrier widths are
usually in the range of 100 A. When a tunnel junction is biased, carriers flow
from one electrode to the other by tunneling through the barrier region. If a
carrier passes through the barrier and conserves its energy, elastic tunneling has
occurred. If fundamental excitations in the barrier (such as vibrations of a local
impurity state or of the bulk phonons of the barrier material) can be created by
the tunneling carrier, it may pass through the barrier, create such an excitation,
and lose the associated excitation energy. This is inelastic tunneling. Each of
these processes can contribute to the total tunneling current through a tunnel
barrier. Fig. 1.1 is a diagram of a potential barrier illustrating both tunneling
mechanisms. The potential barrier could represent the conduction band offset

of one of the AlAs/GaAs structures which will be discussed in Chapter 2.

In general, the elastic tunneling current gives information about the barrier
penetration probability. As the bias voltage on the tunnel junction is scanned,
the tunneling electrons at the Fermi level of the more negative electrode will
sample the tunneling probability as a function of energy (neglecting changes in
the shape of the barrier). If the probability of tunneling through the barrier re-
gion is a strong function of the energy of the incident electron (as it is in the case
of the resonant tunneling structure previously mentioned), the elastic tunneling
current as of function of bias will reflect this dependence. Inelastic currents
give information about excitations which can occur in the barrier. Tunneling
electrons of a given energy cannot create an inelastic excitation unless there
are empty states in the opposite electrode at an energy which is lower by the
excitation energy. If the excitation energy is hw, there is a threshold voltage
at hw/e. Below this voltage the inelastic current will be zero (if the sample

temperature is near absolute zero). Inelastic currents are observed as a thresh-
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Figure 1.1: Potential energy diagram for a tunneling structure illustrating
elastic and inelastic tunneling through the potential barrier.
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old in the total current at a voltage equal to the excitation energy measured
in electron volts. Quantum effects which result from the characteristics of the
barrier are usually observed as structure in the elastic current. The relationship
between the voltages where structure is observed and the physical nature of the
effect giving rise to the structure is usually more complicated in this case than
in inelastic tunneling. A discussion of tunneling currents will now be given to

illustrate these points.

If the amount of current passing through a tunnel junction is not too large,
the electronic distributions in the electrodes will be close to their equilibrium
values. We may then think of the electrodes as independent of one another. The
electronic wavefunctions of the system may be approximated by a set of single
particle wavefunctions which are confined to one or the other of the electrodes
and which satisfy the Hamiltonian for that electrode. The tunnel barrier can be
thought of as introducing a perturbing Hamiltonian which allows transitions to
occur from states in one electrode to states in the other. Transition rates, 7, can
be determined using time dependent perturbation theory. r will be a function
of the termination of the single particle wavefunctions in the barrier and of the
overlap in the barrier region between single particle wavefunctions from the left
and right electrodes. r is thus determined by the complex band structure in the
barrier region and by the shape of the barrier (it is a function of electron energy
and the applied bias). If the tunneling process is inelastic, r is also related to the
strength of the interaction between the electron and the excitation process. This
description of electronic tunneling is known as Bardeen’s transfer Hamiltonian
model.17 Although the transfer Hamiltonian method is not always appropriate,
it can be used to illustrate the fundamental principles behind elastic and inelastic

tunneling measurements.

When electrons pass through the barrier it is usually assumed that they

conserve their component of crystal momentum parallel to the barrier (EH)' If
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they tunnel elastically, energy will also be conserved. For fixed energy E and
parallel momentum I;”, the elastic current passing from filled states in the left

electrode to unoccupied states in the right electrode will be given by
Iz,-(E, ic.”) =ereip¢p,f(E)(l - f(E+6V)) (l.l)

where 7 is the transition rate for elastic tunneling, p; and p, are the density
of states in the left and right electrode restricted to EII (these are a function of
l-c‘”, energy, and applied bias), f is the Fermi function of the left electrode, and
V is the applied bias which is assumed to drop completely across the barrier {a
positive applied bias will lower the energy of the electrons in the right electrode
relative to the left). Eq. 1.1 is basically the transition probability from a state
in the left electrode to a state in the right electrode with the same energy and
parallel component of wavevector multiplied by the number of electrons available
for tunneling in the left electrode and the number of empty states available in the
right electrode. There will also be a tunueling current from the right electrode

to the left electrode which will be given by
I (E k) = erupp, f(E + eV)(1 = f(E)). (1.2)

The values of 7, from right to left and from left to right are equal. This can be
seen from the form of r,;. See, for example, Ref. 17. The net current from left

to right at this energy and wavevector will be given by the difference,
I(E, k) = erapipr (f(E) = FIE +eV)). (1.3)

The total current from left to right is found by summing this over all possible

energies and parallel components of wavevector

I, = /OO dE(f(E) - f(E + BV))/ ((;2:3“2 PLPrTel- (1-4)

—00
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When the bias on the junction increases, two factors contribute to the additional
current passing through the barrier. First, the transition rate (r.;) for a state of
a given energy relative to the Fermi level of the left electrode increases because
the shape of the tunnel barrier changes. Second, more electrons in the left
electrode are available to tunnel to the right electrode. This is reflected in the
f(E)~ flE+¢€V) term in Eq. 1.3. If the applied bias is small compared to the
potential barrier amplitude, the product pprr; will not be a strong function of
bias V or of the energy E for the range of energies where f(E) — f(E +¢V) is

not near zero. Eq. 1.3 reduces to

I~Cy /oo (F/(E) = f(E + éV))dE = C,ieV. (1.5)

—co
Near zero bias we expect the tunneling current to be proportional to voltage.

The slope of the tunneling I-V curve at zero bias is used to define the zero-bias
resistance. The zero-bias resistance is in turn a reflection of the penetration rate
te; for an unbiased barrier, and should, for example, increase exponentially with
the width of the barrier. A comparison of zero-bias resistances calculated using
the transfer Hamiltonian method and measured for GaAs/AlAs/GaAs tunneling
structures is presented in Chapter 2. As the bias is increased, the change in
the barrier shape eventually makes the largest contribution to increases in the
tunneling current. At this point the bias effectively reduces the width of the
tunneling barrier and the current grows exponentially with bias.!® From Eq. 1.4,
if the tunneling probability is a strong function of energy, the elastic tunneling
current will reflect this because r,; will vary as a function of energy. The same is
true for a variation in the electron density-of-states in the two electrodes since
both densities enter Eq. 1.4. This confirms the statements made above about
quantum effects being observable in the elastic tunneling current as function of
bias.

If it is possible for the electron to create an excitation in the barrier as

it tunnels through the barrier, there will be an inelastic contribution to the
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tunneling current. The transfer Hamiltonian method may again be used to
calculate the current, but in this case (assuming a positive bias) only electrons
tunneling from the left electrode to the right electrode need to be considered.
The excitations which the electrons create as they pass through the barrier
are usually associated with such things as vibrations of defects in the barrier,
vibrations of the lattice which makes up the barrier (phonons), oscillations of
the electron plasma associated with the barrier, etc. At the low temperatures
associated with these measurements, most of these will be in their ground state,
and the flow of electrons from the right electrode to the left electrode with the
absorption of an excitation quantum is not likely to occur. The inelastic current

will, therefore, be given by

Lip = [-00 fEY1-f(E+eV - hw))dE/ (122:)“2 PLPr Tins (1.6)

where the energy width of the excitation has been assumed to be zero. This
equation is similar to Eq. 1.3 except for the difference in the form of the Fermi
factors and in the transmission rate r;,. The excitation energy is Aw. This
energy has been subtracted from the argument of the Fermi factor of the right
electrode to take into account the fact that an electron which tunnels inelastically
ends up in a lower energy state. The value of r;, will depend on the strength
of the interaction between the tunneling electron and the process which is being
excited in the barrier. As was the case for elastic tunmneling, the form of the
tunneling current for biases near hw/e will be dominated by the Fermi-factor

contribution, so the current at temperature T will be given by,
o)

L~ Ci / FE)(1~ J(E + eV - hw))dE =
-0

{eV —hw)

e kT
V-5 *
e FT -1

At absolute zero and for eV less than Aw, the inelastic current is zero. For

Cin(eV — hw) (L.7)

eV greater than Aw the inelastic current is given by Co(eV — hw). Eq. 1.6
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indicates that there is a threshold at the voltage hw/e above which an inelastic
contribution to the tunneling current occurs as stated earlier in this section.
If the temperature is greater than zero, the threshold still exists but is not as
sharp.

Although the transfer Hamiltonian is not necessarily applicable to all tun-
neling situations, the principles that have been illustrated about the form of
elastic and inelastic tunneling currents in low bias regimes are generally true.

The above arguments have followed the outline of Ref. 18.

In general, the effects described above are too small to be easily seen in the
I-V" curve for a tunneling device. Sensitive measurements of the derivatives of
tunneling -V curves are usually required to detect such things as inelastic tun-
neling, density-of-states effects in the electrodes, and quantum size effects due to
the structure of the barrier region. Typically, the first and second derivatives are
measured. The biases at which structure is observed in the derivative spectra for
a tunnel junction and the magnitude of the structure can be used to determine
the properties of the junction. In the case of inelastic tunneling, Eq. 1.7 can
be used to show that a step is expected in the first derivative and a peak in the
second derivative of the I-V curve at the excitation energy. The magnitude of
the peak can give information about the strength of the coupling between the
electron and the excitation. Tunneling measurements are usually made at low
temperatures to increase the resolution of the measurement. For example, the
second derivative of the inelastic current as a function of voltage (Eq. 1.6) is a
symmetric peak centered around hw/e. The peak amplitude is proportional to
1/k7T and its half width or resolution is given by 5.4kT.1° At 4.2 K the resolution
is about 2 meV. Appendix A describes techniques for making first and second

derivative measurements on tunneling structures at low temperatures.

Tunneling is an ideal way to study the properties of structures which have

characteristic dimensions small enough to exhibit quantum effects in their elec-
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tronic properties, since these quantum effects almost always manifest themselves
in the current-voltage relation for the structures. Chapter 2 describes a study of
current transport through AlAs barriers in GaAs/AlAs tunnel junctions using

the techniques of elastic and inelastic tunneling.

1.3 DLTS MEASUREMENTS

A deep level in a semiconductor is one with an energy which is in the
middle of the band gap or one in which the electronic wavefunction associated
with the level has a very broad extent in k-space. Deep levels are many times
characterized by large capture cross sections and low thermal emission rates
for carriers in the semiconductor. They can act as very efficient recombination
centers, and sometimes as generation centers. In most instances, deep levels are
not desirable in a semiconductor. It is very important to be able to detect their
presence and determine their propeties since deep levels can have a big impact
on the electrical characteristics of a semiconductor, and on the properties of
devices made from the semiconductor. Unfortunately, many of the conventional
techniques for determining the properties of electronic states in semiconduc-
tors do not work on deep traps. As an example, carrier recombination at deep
levels is quite frequently nonradiative, so the levels are not observed in lumines-
ence measurements. Deep-level transient spectroscopy {DLTS) was developed
to allow measurements of the properties of deep states in semiconductors to be
made.2? DLTS is one of several techniques which infer the properties of deep
levels in the depletion region of a diode by observing changes which occur in the
diode capacitance as the deep levels change charge state. Thermally stimulated

capacitance and photocapacitance also work in this manner.

The basic principles of DLTS measurements will be illustrated by consider-
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ing a Schottky barrier on an n-type semiconductor. We assume that deep levels
which have a much larger capture cross section for electrons than for holes are
present in the depletion region of the Schottky barrier. These levels are majority
carrier deep levels since they capture the majority carrier in the semiconductor.
Fig. 1.2 illustrates this situation. Part (a) of the figure shows the Schottky
barrier under reverse bias. The occupation of the deep levels as a function of
position has been indicated in the figure. If the bias on the device is reduced (or
if it is forward biased) as in part (b) of Fig. 1.2, carriers are introduced into the
depletion region and captured by the traps which are present in the depletion
region. If the bias is returned to its original value, the depletion width W will
be larger than before because of the charges trapped in the depletion region.

Since the capacitance of the device is given by
€A
C = o (1.8)

the capacitance of the device will be reduced. Immediately following the bias
pulse, the carriers will be thermally emitted {d) with emission rate e, from the
deep levels. As the concentration of trapped charges decreases, C will increase
until it returns to its initial value. To summarize, applying a voltage pulse to the
reverse biased diode results in a capacitance transient. The characteristics of the
transient are related to deep levels in the depletion region of the diode. DLTS
is the production and analysis of such transients to determine the properties of

the deep levels giving rise to the capacitance transients.

Let the concentration of a particular deep state as a function of distance
from the barrier be N;{z) and let the trapped charge at some time ¢ after a bias
pulse be ny(z) where 0 < ny(z) < Ny(z). If Ny(z) < N, where N, (the shallow
level concentration) is assumed to be constant, the change in the depletion width

(AW) caused by the filled deep levels in a region of width Az at postion z is
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Figure 1.2: Band diagram as a function of position for a reverse biased Schottky
barrier on an n-type semiconductor with deep levels in the depletion region.{a)
Diode is in steady state. Depletion width is W.(b) The reverse bias on the
diode is reduced and deep levels capture electrons. {c) The bias is returned to
its original value, but the depletion width (W') has increased because of the
trapped charge in the depletion region. (d) As the charge is thermally emitted
to the conduction band, the depletion width returns to its original value.
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given by
nyg zAzx

NQW '
The change in capacitance (AC{z)) caused by filling these levels is given by

AW = (1.9)

AC(.’E) _ nd(z)

zAz. (1.10)

C NW?2

Eq. 1.10 can be integrated to get the total change in capacitance at time ¢,

AC 1 ud
o =N WQ/(; nq(z)zdz. (1.11)
8

The trapped charges will be thermally emitted back to the conduction band
following the bias pulse with rate ¢, which is the thermal emission rate. The
concentration of trapped charges at position z at time ¢ (n4(2,¢)) is an expo-
nential in time with rate e,. From Eq. 1.11 AC must also be an exponential in

time with rate e,

AC = ACye™ L, (1.12)

In the bulk semiconductor the thermal emission rate and the electron capture
rate for a deep level must be equal by detailed balance. The thermal emission
rate is usually proportional to a Boltzmann factor exp(—AE/kT) where AE is
the depth of the level relative to the conduction band edge. In Ref. 21 it is

shown that these two facts lead to a thermal emission rate given by

en = ﬁ”g"—MeXp(—AE/kT), (1.13)
where ¢, is the capture cross section for electrons, v, is the electron thermal
velocity, N, is the effective density of states, and g is the degeneracy of the level,

As was stated above, in DLTS measurements a bias pulse is applied to
a diode and the resulting capacitance transients (Eq. 1.12) are analyzed to
determine the properties of the deep levels in the diode depletion region. The

decay rate associated with the capacitance transients gives e,. If the emission
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rate is found at a range of temperatures, the slope of a plot of the logarithm
of €, /T? as a function of 1/T (an Arrhenius plot) will give the depth of the
level relative to the conduction band (the division by T2 takes into account the
temperature dependence of v, and N, in the prefactor to the exponential which
gives e, ). If Ny is not a function of position and all of the traps in the depletion
region are filled by the bias pulse, Eq. 1.11 can be integrated to give

N

AC, = C—%.
0 2N,

(1.14)

The initial value of the capacitance transient can be used to determine the deep-
level concentration relative to the shallow level concentration. If the bias pulse
is increased by a small increment, traps in a new part of the depletion region
which is closer to the Schottky barrier will be filled and AC, will increase. The
increase can be related to the concentration of traps in the new region through
Eq. 1.10 where z and Az are obtained from a plot of depletion width as a
function of applied bias. In this manner a profile of the deep-trap concentration
as a function of position can be obtained. If the pulse is fast enough so that not
all of the traps are filled, the initial amplitude of the capacitance transient as a
function of pulse duration can be used to determine the capture cross section of
the trap.

The above analysis has many simplifying assumptions. The effects of elec-
tric fields in the depletion region on e, have been neglected. The occupation
of the deep levels at the edge of the depletion region has not been considered.
Additionally, if the concentration of deep-levels is too large, the linear analysis
given above does not work, and the transients will not be exponentials. However,
the above discussion does present the fundamental principles of the technique.
It can easily be extended to the case of p-n junctions where one side of the junc-
tion is heavily doped or to Schottky barriers on p-type semiconductors. One

difference between the p-n junction and Schottky barrier measurements is that,
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in a p-n junction, minority carriers can be introduced into the depletion region
by forward biasing the diode. This makes it possible to see traps which have
a larger capture cross section for minority carriers than for majority carriers
(minority carrier traps). With a Schottky barrier there is very little minority
carrier current when the diode is forward biased, so only majority carrier traps
are observed.?? There are a number of methods for analyzing capacitance tran-
sients to obtain e, and AC, which are the two quantities used to determine the
properties of the traps. The rate window concept is discussed and used in the
analysis of capacitance transients in Chapter 3.2°. A simple DLTS system is also
described in Chapter 3. For a more complete analysis of the DLTS technique
see, for example, Refs. 20, 21, and 24.

1.4 SUMMARY OF THESIS

Chapter 2 of this thesis presents the results of a study of current transport
perpendicular to AlAs layers in AlAs/GaAs heterojunctions with an emphasis
on observing tunneling currents. The purpose of this study was to determine
whether coherent electron transport across AlAs barriers could be observed and
to look for quantum effects in tunneling through structures where the character-
istic dimensions were small enough that such effects should occur. Additionally,
it was hoped that some insights into the electronic properties of AlAs, GaAs,
and AlAs/GaAs heterojunctions would be obtained. The samples used in this
study were grown by MOCVD and MBE and consisted of one or more thin AlAs
barriers sandwiched between two thick layers of degenerate GaAs. A descrip-
tion of the preparation of devices on the samples and of the I-V, first derivative,
second derivative and capacitance measurements made on the devices is given.

Measurements were made as a function of temperature, device area, AlAs layer
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thickness, and the doping of the AlAs and GaAs. A discussion of current trans-
port as a function of temperature is presented. Current transport at high tem-
peratures in MOCVD samples with a single, p-type AlAs barrier was due to
thermionic emission over the AlAs barrier. At lower temperatures the dominant
current transport mechanism depended on barrier thickness. Calculations of
zero-bias resistance as function of barrier width using the transfer Hamiltonian
method and a WKB approximation are presented and compared with experi-
mentally measured resistances. The comparisons suggest that leakage currents
are dominant in samples with barriers thicker than 100 A, while tunneling is the
dominant transport mechanism in structures with 50 A thick barriers. Results of
inelastic tunneling measurements on the samples are presented. Inelastic mea-
surements reveal structure at the GaAs and AlAs longitudinal optical phonon
energies which is attributed to a self-energy effect in the GaAs and the inelastic
excitation of AlAs phonons by the tunneling electrons. In addition to being the
first observations of inelastic tunneling in the AlAs/GaAs system, these results
confirmed the fact that tunneling currents were being observed in samples with
thin barriers. Measurements on samples with n-type barriers are also discussed.
N-type barrier samples did not have the proper dependence of zero-resistance
on AlAs layer width, although reproducible structure was still observed in the
derivative spectra. An explanation for the differences between n and p-type bar-
riers based on band bending in the AlAs layer is given. Similar measurements
made on MBE grown structures did not give reproducible or consistent results.

The differences between MOCVD and MBE grown sampes are also discussed.

Devices prepared on MOCVD grown samples with two AlAs layers exhibited
negative differential resistances. These are attributed to resonant tunneling
effects and are the first observation of such effects in MOCVD grown AlAs/GaAs
double barrier structures. A discussion of the origin of the negative resistances

is given along with an explanation of asymmetries with respect to bias in the
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I-V curves.

A study of deep levels in n-type and p-type CdTe using DLTS techniques is
described in Chapter 3. The purpose of this study was to gain an understand-
ing of the deep-level defect structure of CdTe, and of changes in this structure
produced by various annealing treatments. Characteristics of deep levels which
are seen in all of the n-type CdTe samples are presented. These levels are at-
tributed to native crystal defects, to impurities which commonly occur in Cd Te,
or to native defect-impurity complexes. Certain levels were also common to all
of the p-type CdTe samples. A discussion of the properties of these levels is
given. They are also identified as due to native defects or impurities. Determin-
ing the physical origin of the deep states common to all the CdTe samples is
complicated by the strong role native defects and defect complexes play in the
electronic properties of CdTe. Certain levels in In-doped, n-type CdTe were not
observed until the sample had been illuminated at low temperatures with above
band gap light. DLTS spectra exhibiting these effects are presented along with a
possible explanation for the unusual optical characteristics of these levels. Other
levels were induced to appear by stressing the CdTe crystals. A discussion of
these levels is also given. In general it was observed that anneal conditions did
not have a large effect on the levels present in the CdTe, although they did have
a large effect on the amplitudes of such levels. The effects of modest sample

heating on the DLTS spectra of the samples will also be discussed.
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CHAPTER 2

ELASTIC AND INELASTIC TUNNELING THROUGH
AlAs/GaAs HETEROSTRUCTURES
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2.1 INTRODUCTION

AlAs and GaAs both crystallize in the zincblende lattice structure. They
are latticed-matched with lattice constants that differ by less than a few tenths
of a percent. This allows the two materials or an alloy of them (AIxGal_zAs)
to be grown on top of one another with very few strain induced defects at the
growth interface while maintaining the zincblende structure. Techniques such
as molecular beam epitaxy (MBE) and metalorganic chemical vapor deposition
(MOCVD) have made it possible to grow crystalline heterostructures composed
of layers of AlAs and GaAs or of the alloy Al,Ga;_,As. Reproducible layers
with thicknesses as small as 20 A have been grown.! The interfaces between the
layers have been estimated to be as abrupt as one or two monolayers.? The ability
to produce such materials has generated considerable interest, both from the
ability to study the fundamental physical processes occurring at the interfaces
and from device applications of such materials. Some of these applications
were discussed in Chapter 1. An undérstanding of transport perpendicular to
AlAs/GaAs interfaces is important to these applications and may also add to
our basic understanding of processes occurring at the interfaces or in the layers
from which a heterostructure is formed. This chapter presents the results of a
study of electronic transport perpendicular to crystals composed of one or more
AlAs layers sandwiched between GaAs layers, with an emphasis on elastic and
inelastic tunneling through the AlAs layers.

Electrons moving from GaAs to Al,Ga;_,As across a heterojunction must
cross an energy barrier. This occurs because GaAs {which is direct) has a
smaller bandgap than AlAs {which is indirect with its conduction band minimum
occurring at the X-point). This causes a discontinuity in the conduction band
and valence band at the interface between AlAs (or Al;Ga;_,As) and GaAs.
Most of the discontinuity occurs in the conduction band, causing a layer of

AlAs to act as a barrier to electrons in the GaAs.3 The conduction band offsets
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between AlAs and GaAs form the sides of the barrier.

Studies of current transport perpendicular to a single Al, Ga;_,As barrier
structure sandwiched between two layers of GaAs have been reported.4:5:6.7 In
most of these cases the samples were grown by MBE and the barrier thick-
nesses were greater than 300 A. The currents observed in these studies were
attributed to two main processes (Fig. 2.1). The first is thermionic emission
over the offset barrier at temperatures greater than about 150 K.2:3 The second
is tunneling through the barrier.!'* Tunneling was observed at low temperatures
but with biases comparable to the Al;Ga;_,As/GaAs conduction band offset.
Several of the studies indicated that more current passed through the barrier at
low temperatures and biases than expected from both thermionic emission and

tunneling®5 indicating that some form of leakage was occurring.

We have made measurements of the current-voltage (I-V'), first derivative
(dI/dV) and second derivative (d2I/dV'%) curves, and capacitances of devices
prepared on MOCVD and MBE grown samples with a single AlAs barrier imbed-
ded in GaAs. The thicknesses of the AlAs barriers in this study were less than
300 A. Thinner barriers were used to enhance the tunneling current through the
barrier relative to other transport mechanisms, and, thus, to allow the study of
elastic and inelastic tunneling at biases less than 100 mV. Transport measure-
ments were made as a function of temperature, doping of the AlAs layers and
GaAs layers, thickness of the AlAs barrier, and method of sample growth. In the
MOCVD grown samples, the mechanisms for current transport were found to be
critically dependent on the doping of the AlAs barrier. Samples with Mg-doped,
p-type AlAs barriers behaved as expected for a tunneling structure. They exhib-
ited thermionic emission at room temperature. At low temperatures tunneling
was dominant in samples with barriers less than 100 A thick, while leakage dom-
inated for those with thicker barriers. The inelastic tunneling spectrum {second

derivative spectrum) for samples with thinner barriers exhibited structure due to
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Figure 2.1: Schematic diagram of the conduction and valence band offsets for
an Al,Ga;_;As /GaAs tunneling structure illustrating ideal transport mecha-
nisms across the Al; Ga;_,As barrier. In general, these processes are in compe-
tition with other current transport mechanisms such as impurity assisted tun-
neling, edge currents, and hopping conduction across impurities.
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a density-of-states effect in the GaAs caused by coupling between the electrons
and longitudinal optical (LO) phonons in the GaAs. Additional structure was
observed and attributed to the inelastic excitation of LO phonons in the AlAs
by the tunneling electrons. This was the first observation of inelatic tunneling
in the AlAs/GaAs system. When the AlAs barrier was doped n-type with Se,
the low temperature sample resistance did not have the expected dependence
on the AlAs layer thickness, yet reproducible structure was still present in the
second derivative spectrum. Although a definitive explanation for the difference
between n and p-type barriers has not been found, possible explanations will be
presented below. Measurements were also made on a few MOCVD grown sam-
ples with high Al content Al,Ga;_,As barriers. Results were similar to those
for AlAs barriers. Electronic transport perpendicular to the AlAs barriers in
samples grown by MBE was consistent with tunneling at low temperatures, but
no reproducible structure was visible in the inelastic tunneling spectrum for this

material.

Samples composed of two AlAs barriers sandwiched between GaAs layers
were also prepared by MOCVD. Resonant tunneling through the two barriers
was observed. Similar observations have been made on MBE grown samples?-?
and on MOCVD grown multiple quantum well lasers,10 but this is the first such

observation on a double AlAs barrier grown by MOCVD.

The rest of the chapter will discuss the measurements made on these samples
and the conclusions that can be drawn from the measurements. Section 2.2 will
describe the sample preparation and measurement techniques. In Section 2.3
the results of measurements on single barrier samples will be given along with
a discussion of these results and the interpretations. Section 2.4 will present
and discuss the results of measurements on samples with more than one barrier,

followed by a summary and conclusions in Section 2.5.
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2.2 EXPERIMENTAL PROCEDURES

2.2.1 Sample growth

The MOCVD samples used in this study were grown in an atmospheric
pressure, cold wall, vertical chamber MOCVD reactor using commercially avail-
able trimethylgallium, trimethylaluminum, and arsine as sources. Hydrogen
selenide provided Se which was the n-type dopant used. The p-type dopant was
Mg. It was provided by bis(cyclopentadienyl) magnesium.!! Growth tempera-
tures were typically near 800°C. The samples were grown by R.D. Burnham and

the growth system and technique are more completely described elsewhere.12:13

Substrates for the MOCVD growths were (100} oriented, Si-doped GaAs
wafers. The Si doping concentration was approximately 4 x 10*® cm™2. Samples
with a single AlAs barrier were grown as follows: An epitaxial Se-doped layer
of GaAs was grown on top of the substrate followed by a thin layer of AlAs.
A final Se-doped GaAs was then grown. The dopings in the GaAs layers were
typically 1 — 5 x 108 ¢m™~3, and their thicknesses were approximately 3 pm.
The AlAs layer was either doped n-type with Se or p-type with Mg. The doping
concentrations were estimated to be about 1x 108 ¢cm™3. AlAs layer thicknesses
from 50 to 250 A were used. Samples with a single Al ;5Ga o5As barrier were

also prepared as described above.

Samples with two AlAs barriers were grown by MOCVD following the same
procedure used for single AlAs barrier samples except for the following: After
the growth of the first AlAs layer, a thin undoped, GaAs layer followed by
another AlAs layer was grown before the final GaAs layer was grown. The AlAs
layers were doped p-type with Mg at about 1 x 10!® ¢cm~2. The thicknesses of
the AlAs layers and central GaAs layer were estimated to be 50 A.

The dopings given above for the AlAs and Al,Ga;_;As were estimates
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based on measurements of doping as a function of the gas flow rates during
growth of lower aluminum content Al,Ga;_.As and could be in error. The
layer thicknesses are estimates from transmission electron microscopy (TEM)
data on the growth of thin layers of AlAs, GaAs and Al,Ga;_,As. Since the
growth rates vary when the source gases are changed, the thicknesses given could
be in error by 10 to 20 %. Later on in this chapter results will be presented
which indicate that both the dopings and the thicknesses differ from the given
values,

MBE samples were obtained from three different sources. All were grown on
(100) oriented GaAs substrates doped with Si at greater than 1 —2x 10'® cm—3
and had the same layered structure as the single barrier MOCVD samples.
Three wafers were prepared by Dr. G. W. Wicks of Cornell University using a
Varian Gen II MBE system. In these samples the initial GaAs layer grown on
the substrate was 0.3 pm thick and doped with Si. The AlAs which was grown
on the GaAs was nominally undoped. This layer was either 50, 100, or 150 A
thick {Cor 1, Cor 2, and Cor 3). The final GaAs layer was 0.7 pm thick and
doped with Si. The dopings in the GaAs layers were 1 x 10! ¢cm™3. The GaAs
layers were grown at 640 °C. At the end of the growth of the layer nearest the

substrate, the temperature was raised to 680 °C. The AlAs was then grown at

680-700 °C with a growth rate of 2500 A /hour.

L. Peter Erickson of Physical Electronics grew two samples using a model
MBE 425b Physical Electronics MBE. In these growths, the GaAs layer closest
to the substrate was 0.85 pm thick. The final GaAs layer was 1.3 pm thick.
The AlAs layer was nominally undoped with thicknesses of 50 and 65 .&(Phi 1
and Phi 2). The epitaxial GaAs layers were doped with Si at 1 —2x 1018 cm™2.
The growth temperature for both the GaAs and AlAs was 600 °C. The AlAs
growth rate was 4000 A /hour.

The final two MBE samples came from Dr. L. Salmon of Hughes Research
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Laboratories and were grown in a Riber 1000 MBE system. The first GaAs
layer in these samples was 1.0 um thick, while the final layer was 1.5 um in
thickness. Both layers were Si-doped at 5 x 10'® ¢cm™3. In one sample the
barrier was 100 A of undoped AlAs (MBE 359), while the next sample had a
100 A thick Al 3GayAs barrier (MBE 358) which was also nominally undoped.
The growth temperatures for both of these samples was approximately 600 °C.
The AlAs growth rate was around 4000 A/hour, while the growth rate for the
Al s Ga7As was ~ 14000 A /hour.

The widths of the AlAs and Al;Ga;_;As layers for all of the MBE samples
were calibrated from measurements of the widths of thicker layers and errors of

a few angstroms are reasonable.

Most of the results which will be presented in the next section deal with
electrical measurements on the single and multiple barrier MOCVD grown sam-
ples. The MBE samples were studied for comparison with the MOCVD grown
material. Table 2.1 lists the various samples used in this study and their char-

acteristics.

2.2.2 Sample preparation

Devices were prepared on the wafers described above by defining mesas
more than 4 pm in depth on the epitaxial GaAs face of the wafers and fabri-
cating Au-Ge/Ni ohmic contacts on the surface of the mesa and on the GaAs
substrate.1* The first step in this procedure was to fully evaporate, at 10~°
torr, small quantities of a eutectic mixture of Au-Ge (12% Au, 78% by weight)
from a tungsten boat onto the surface of the final epitaxial GaAs layer of the
samples. The thickness of the Au-Ge film was usually slightly more than 1000
A. Following this, a layer of Ni was deposited without breaking vacuum. The

Ni layer was considerably thinner than the Au-Ge layer, although its thickness
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TABLE 2.1

Growth Barrier Barrier GaAs Barrier
Sample Technique Composition Thickness Doping (cm™8%) Doping (cm"s)
Ho03 MOCVD AlAs 60 A Se - 6 x 10'® Se - 1x10'®
HO0356 MOCVD AlAs 60 A Se - 6 x 10'# Se - 1 x 10'®
Hoss MOCVD AlAs 120 A Se - 5x 10'8 Se - 1 x 108
Ho098 MOCVD AlAs 175 A Se - 6 x 108 Se - 1 % 10'®
H099 MOCVD AlAs 250 A Se - 7x 10'® Se - 1% 10!8
H125 MOCVD AlAs 50 A Se - 5 x 10'® Mg - 1 x 1018
H160 MOCVD AlAs 50 A Se - 8 x 10'® Mg - 1 x 1018
H135 MOCVD AlAs 100 A Se - 5 x 1018 Mg - 1 x 10'8
H115 MOCVD AlAs 150 A Se - 5 x 1018 Mg - 1 x 10'8
H151 MOCVD AlAs 150 A Se - 1.5 x 1018 Mg - 1 x 10*%
H226 MOCVD Al 75Ga 35As 80 A Se - 2 x 108 Se - 1 x 10%#
H244 MOCVD Al »5Ga 55As 80 A Se — 2 x 10'% Mg - 1 x 108
MBE 3858 MBE Al 3Ga. 7As 100 A Si~ §x10'® undoped
MBE 359 MBE AlAs 100 A Si-5x 108 undoped
Cor 1 MBE AlAs 50 A Si-1x 108 undoped
Cor 2 MBE AlAs 100 A Si-1x10' undoped
Cor 8 MBE AlAs 150 A Si-1x 108 undoped
Phi 1l MBE AlAs 65 A Si-1x10!'8 undoped
Phi 2 MBE AlAs 50 A Si-1x 10%® undoped
H2s83* MOCVD AlAs 50 A Se - 5 x 1018 Mg - 1x 108
H327" MOCVD AlAs 50 A Se - 5 x 10'8 Mg - 1x10®

*double barrier samples, barrier separation 50 A

Table 2.1: Characteristics of single and multiple barrier tunneling samples.
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was never actually measured. Circles of positive photo-resist were prepared on
the metallized sample surface using conventional photolithography. The sam-
ples were than placed in a Au etch {a potassium iodide solution) to remove the
metal layer from the regions between the circles. Following this the sample was
placed in a 4:1:1 Hy;SO4:H;02:H,0 GaAs etch until the regions between the
photo-resist protected surfaces had been etched through the top GaAs layer and
the AlAs barrier. This left behind mesas {80-1000 pm in diameter) with the
AlAs layers in the mesas electrically isolated from one another. The photo-resist
was removed and the substrate face of the sample was metallized with Au-Ge/Ni
as described above. The sample was then annealed at approximately 420 °C
on a tungsten strip heater in a flowing forming gas (15%H, 85%He) for 15 sec-
onds. The anneal is the final step in preparing Au-Ge/Ni ohmic contacts.1415
More will be said about the characteristics of these contacts in the discussion
of results. The samples were affixed to standard TO-5 transistor headers using
silver paint. The mesa surfaces were ultrasonically wire bonded to the pins on

the header.

Samples were also prepared to study the properties of Au-Ge/Ni and An
Schottky barriers on GaAs in relation to tunneling measurements. A layer of
GaAs doped with Se at 1 x 10'®* cm™2 was grown by MOCVD on a degenerate
GaAs substrate. A Au-Ge/Ni ohmic contact was prepared on the substrate
face as described above. Following this, the sample was dipped in 4:1:1 etch to
chemically polish the epitaxial GaAs layer, and Au or Au-Ge/Ni circles were
defined on the epitaxial sample surface by evaporation through a shadow mask

at 107° torr. Again the samples were mounted on headers.

2.2.3 Electrical measurements

The transport measurements made on devices prepared from the AlAs bar-
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rier structures included I-V measurements, and the first derivative, and second
derivative of the I-V curves. These measurements were made at temperatures
from slightly greater than 300 K to 2 K. The I-V curves were obtained by ap-
plying dc currents to a device and measuring the resultant dc voltage across the
device. The inverse of the slope of the I-V curve at biases of £3 mV was de-
fined to be the zero-bias resistance of the device. First derivative spectra were
obtained by modulation techniques. The measurement frequency was 5 kHz.
Second derivatives of the I-V curves were obtained by harmonic generation at a
fundamental frequency of 50 kHz. A tunneling spectrometer similar to the one
designed by Lambe and Jaklevic was built to make these measurements.!® An
extensive discussion of the theory behind the first and second derivative mea-
surements and of the design of the measurement systems is given in Appendix
Al.

Capacitance measurements were also made on these devices. The measure-
ments were made as a function of bias, temperature, and frequency. A model
72BD Boonton capacitance meter operating at 1 MHz with a modulation volt-
age of 5mV was used to make most of the measurements. Frequency dependent
measurements from 10 kHz to 200 kHz were made using a lockin amplifier. The

specifics of how this measurement was made are also included in Appendix Al.

2.3 OBSERVATIONS AND INTERPRETATIONS ON SINGLE
BARRIERS

2.3.1 Ohmic contacts

With the increased use of GaAs in electronic devices, there has been con-

siderable effort devoted to developing and studying ohmic contacts to GaAs.
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Contacts to p-type GaAs are not too difficult to make.1?7 Unfortunately, n-type
GaAs is usually of greater interest because the small electron effective mass
malkes possible high electron mobilities and thus high speed device applications.
The most commonly used contacts to n-type GaAs are based on Ge alloys. Au-
Ge /Ni contacts are probably most frequently used.!4:15.18,19,20 A description
of the preparation of these contacts was given in Section 2.2.2. Although this
contact is still not well understood, it is believed that Ge acts as a donor in
the GaAs and diffuses into Ga vacancies which are produced beneath the metal
layer during the anneal stage of contact formation. The layer of GaAs under the
metal becomes degenerate and has a low contact resistance to the metal.1® The
actual contact layer has been shown to be very complicated. Various phases of
Ni, Ga, As, and Ge alloys form and penetrate into the GaAs. Which phases
are present is dependent on anneal temperature, anneal time, and the compo-
sition of Au, Ge, and Ni in the starting metallization.1%:2° Kuan et al.2° have
suggested that the contact resistance is dependent on which of these phases is
in contact with the Ge doped layer of GaAs beneath the contact, because this
phase determines the amount of Ge doping in the GaAs layer. Most estimates
of the penetration depth of the contact into the GaAs are around 1000 A18.20
although one source observed contact related effects to a depth of two or three

microns.2?!

For the purpases of this study, a low resistance contact was required, so a
Au-Ge/Ni contact was used. The layers of GaAs which were to be contacted
on these samples were degenerately doped. In general, any metal could have
been evaporated onto the GaAs to form a Schottky barrier with a depletion
width small enough to allow significant tunneling currents. The result would
be a contact with a low enough resistance for many applications, but in this
particular case a better contact was required. For GaAs dopings as high as

5% 10'® ¢cm™3 the depletion width of a Schottky barrier would still be near 100
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A. Since the tunneling currents passing through AlAs barriers as thin as 50 A
were under study, this type of contact would have had a resistance of the same
magnitude as the active region. The above mentioned Au-Ge/Ni contact was
used because it was easy to prepare and could give contact resistances which
were negligible compared to the tunneling resistances of the barriers, but care
had to be taken in preparing the contact. In this study the anneal temperature

was especially important.

When a comparison was made of second derivative measurements at 4.2 K
on the Au and Au-Ge/Ni Schottky barriers described above (a Au-Ge/Ni Schot-
tky barrier can be thought of as an unannealed contact), the spectra were quite
different. The spectrum for the Au barrier was very similar to spectra reported
in previous studies of tunneling through Schottky barriers on GaAs.?2 These re-
sults will be discussed later. Spectra for the Au-Ge/Ni barriers were dominated
by 5-10 mV oscillations throughout the entire bias range studied. The positions
of the oscillations and their amplitudes were not reproducible from device to
device or even on the same device after it had been warmed to room tempera-
ture and cooled again to 4.2 K. The eutectic temperature of Au and Ni is near
360 °C. When AlAs barrier devices were prepared with contacts annealed at
temperatures 10 or 15 °C above the eutectic temperature, the contact resistance
was large enough that most of the voltage drop occurred across the contacts.
This is in agreement with the published work.2° The second derivative spectrum
for such devices was also dominated by the oscillations seen in the Au-Ge/Ni
Schottky barriers (Fig. 2.2). When the anneal temperature was increased to
420 °C the contact resistance decreased sufficiently to be negligible compared
to the device active region. This was tested by comparing the impedance from
contact to contact on the epitaxial GaAs layer before it was etched, to the device
impedance after etching. For this anneal temperature, contact dependent oscil-

lations were still observed on occasion, but their amplitude was considerably less
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Figure 2.2: Second derivative spectrum for an AlAs/GaAs tunneling structure
with improperly annealed contacts. The anneal temperature was approximately
380 °C, and the contact resistances were larger than the active region resis-
tance. The oscillations in the spectrum were due to the contacts and are not
reproducible from device to device.
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than the device dependent peaks in the second derivative spectrum which will
be discussed in Section 2.3.2.3. The results of this contact study provide veri-
fication that the observations described in the next section were due to device

active regions (conduction through the barrier) rather than to contacts.

2.3.2 Transport through an MOCVD grown sample with a

single, p-type barrier

2.3.2.1 Temperature dependent transport

The characteristics of the single barrier MOCVD samples were critically
dependent on the doping of the AlAs layer. Fig. 2.3 shows I-V curves at 4.2
K for devices of the same diameter on samples with n-type and p-type AlAs
barriers of different widths. The current passing through the p-type barriers
decreases with barrier width as expected. For n-type barriers there is very little
dependence on barrier width. Results of the measurements on MOCVD grown

samples with a single p-type AlAs barrier will be presented first.

Fig. 2.4 is a plot of the base ten logarithm of I/T? as a function of 1/T for
a fixed bias voltage of 0.1 V, where I is the current passing through the device,
and T is temperature. The sample on which these measurements were made
was H151 which has a p-type barrier with a thickness of ~150 A. The curve has
an exponential dependence at high temperatures indicating thermally activated
currents in this temperature range. An activation energy of ~450 eV is derived
from the slope in this region. This activation energy should correspond to an
energy barrier presented to the electrons in the GaAs by the AlAs layer. Fig.
2.5 is a diagram of the conduction band minima energies, without including
electrostatic band bending, for the single barrier structures under study. The

energies were taken from Casey and Panish.® Two processes could be occurring.
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Figure 2.8: I-V curves at 4.2 K for devices of the same diameter on samples
with n-type and p-type AlAs barriers of different widths.
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Figure 2.5: Conduction Band minima energies for an AlAs/GaAs tunneling
structure. Electrostatic band bending or changes in band gaps due to the de-
generacy of GaAs layers have not been included.
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Some of the electrons at the GaAs I'-point may have sufficient thermal energy to
reach the AlAs X-point and pass over the barrier, or electrons may be thermally
populating the GaAs X-point and then passing over the AlAs barrier. Both
processes would be thermally activated with approximately the same activation
energy as was measured. Band bending as a result of doping in the AlAs would
actually change the average activation energy by about 50 millivolts for a 150 A
thick barrier, but the degeneracy of the GaAs layers would reduce the activation
by a part of the Fermi energy. A theoretical study of transport through AlAs
barriers has indicated that the probability of an electron in the I-point minium
of GaAs passing through the AlAs by coupling to states at the AlAs L-point
is considerably less than the probability of an L-point minimum GaAs electron
of the same energy passing through the AlAs L-point.2% It seems likely that
the same symmetry considerations should apply to tunneling by coupling to the
AlAs X-point. This seems to suggest that the second process given above is
more likely. A comparison of the Richardson’s constant obtained from Fig. 2.4
to the I'-point and X-point Richardson’s constants for GaAs (8 and 144 A-cm™2-
K~2 respectively?3) should clarify which path the electrons take. The measured
constant, which is about .5 A-em™2-K~2, is more nearly consistent with the first
process, but this may only indicate that, although high temperature transport is
thermally activated and involves conduction via the AlAs X-point, the transport
mechanism is too complicated to be described by the simple thermionic emission
model presented here. Other studies of MBE grown Al Ga;_;As barrier samples
have also reported a reduced Richardson’s constant obtained from this type of

measurement.®

2.3.2.2 Measurements and calculations of zero-bias resistance

At lower temperatures, the curve in Fig. 2.4 flattens out, indicating more
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current is passing through the barrier than expected from thermionic emission.
To determine the source of this extra current, measurements of -V curves were
made at 4.2 K. Some of these were presented in Fig. 2.3. Zero-bias resistances
as a function of barrier width were determined from the I-V' measurements and
are plotted in Fig. 2.6.

Zero-bias resistances were also calculated using a simplified model for the
single barrier system and were plotted on the same figure. The calculations
were done following the method of Kurtin et al?® This scheme is based on
Bardeen’s transfer Hamiltonian model?® which was presented in Chapter 1. A
set of single particle wavefunctions is used to describe the electrons in each
GaAs region. These wavefunctions are GaAs wavefunctions in the effective mass
approximation which decay into the AlAs layer and into the opposing GaAs
layer. A WKB approximation to the form of the wavefunction in the AlAs is
used

. x
Dua5(z) = C’K;%e"k“'r” x exp( — / kodz). ,<z<z (21)

Ta

In this equation z, and z, are the boundaries of the AlAs layer where a and b
denote the two GaAs layers, C is a normalization constant, I;“ is the component
of the wave vector of the electron parallel to the interface {assumed conserved),
and k, describes the attenuation of the electron wavefunction in the AlAs barrier.
This attenuation constant may be thought of as the z-component of the complex
wave vector of the electron in the AlAs barrier.

Substitution of these single particle wavefunctions into the time dependent
Schroedinger equation results in an expression for the probability per unit time
of a transition of an electron from a single particle wavefunction in one GaAs
layer to a single particle wavefunction in the other layer of GaAs. A summation
of this expression over all the states in the two GaAs electrodes taking into

consideration the occupation of the states, leads to the following formula for the
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current density

T

J(V) = -zf—/dEf (f:)”z (fa(E)—fb(E))ezp(~2/h ko (B, Fy, 2)dz). (2.2)

In this equation f, and f, are Fermi factors for electrons in GaAs regions a and
b, respectively. Eq. 2.2 corresponds to Eq. 1.4 in Chapter 1. The calculations
were carried out for a temperature of zero degrees Kelvin, so f, and f, were
either 1 or 0 as a function of E.

The complex wave vector k; for a state depends on energy separation of
that state from the AlAs band edges and on k|, the component of k parallel to
the barrier. The energy dependence was obtained from a two-band model of the
complex band structure in the AlAs (100} direction.?” The complex band used
connected the I';, conduction band minimum and T';s, light hole valence band

maximum and was given by (k) assumed equal to zero)

et o= (B0 ) @)

E= Eo +
m:h my. me_

where m was the electron effective mass, m_ was the hole effective mass (taken
to be .067m and .074m, respectively, where m is the free electron mass)," Eq
is the energy at the branch point in complex % space associated with these two
band extrema, and the plus or minus sign is chosen depending upon whether E is
greater or less than Fy. Neglecting other complex bands which might have con-
tributed to the tunneling probability was reasonable, since, in the energy range
of interest, the complex k associated with these bands had a large magnitude.
Since this term enters as an attenuation length in an exponential, the tunneling
probability associated with other complex bands would be much smaller than
in the case of the band chosen.?7

Following the method of Kurtin et al again?>, we make the following
approximation to the dependence of &k, on k given E

L
2

ki (E Ry, z) = (K*(E,0,2) + k) (2.4)
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Substitution of this into Eq. (2.2) allows the integration of k to be approxi-

mated, leading to the following equation

e (ezp(—z f;: k(E,0,z)dz

== JUulB) - R(E).  (29)

J(V) Zp dz
fza k(F,0,z)

which was then integrated numerically to solve for J(V') and the zero-bias resis-
tance. In making this integration it was assumed that the applied bias voltage
drop occurs linearly across the AlAs barrier. The range of integration in the
energy integral of Eq. (2.5) was from the conduction band edge to the Fermi
level of the GaAs electrode which was biased negative with respect to the other
GaAs layer. The Fermi level in the GaAs was obtained from

1 o
3x3 h2

E)i=n (2.6)

where n is the electron concentration in the GaAs taken to be 5 x 10! c¢m™—3,
and ml is the GaAs electron effective mass. A value of .067m was used for
this.>

This model has a number of limitations in terms of describing the exper-
imental situation. In particular, the WKB approximation is not valid in sit-
uations where the potential at the AlAs/GaAs interface changes much more
abruptly than the wavelength of the Fermi electrons in the GaAs (~ 120 A for
n=5 x 10'® cm™2). The resistances predicated by the model are very sensitive
to the AlAs effective masses used, and values for these are not well known. The
approximation implied in Eq. 2.4 is not valid in the center of the AlAs band
gap because the value of kj z is not very sensitive to changes in E at this energy.
Here, increasing ky while holding E fixed does not result in as small a value
for k(E,E”,:z) as predicted by Eq. 2.4. Band bending in the AlAs was not
included. This limitation is not too important since k, is not very sensitive to
energy in the energy ranges that correspond to the low bias voltages used in the

calculation of the zero-bias resistances. An additional problem, which has not
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been addressed in this or any other study to my knowledge, is the impact on
the tunneling current of local fluctuations in the electrostatic potential due to
the ionized dopants in the barrier. These impurities are spaced around 100 A
apart on the average. This separation is close to the barrier widths. It is possi-
ble that the tunneling probability near one of these defects is greater than the
probability calculated from the average potential barrier seen by the electrons,
because of the strong band bending near the ionized dopant. In general, the
slope of the calculated line comes from fairly fundamental considerations of the
physical properties of the AlAs and is as valid as the complex band structure in
Eq. (2.3) and the trapezoidal barrier shape used in the calculation are, while

the intercept is more model dependent and may be off by quite a bit.

In spite of the above limitations, for barrier thicknesses near 50 A, the
MOCYVD samples had resistances that agreed reasonably well with the calcu-
lations {Fig. 2.6). For thicker barriers the measured zero-bias resistance fell
below the calculated value. Fig. 2.6 shows that the deviation of the measured
zero-bias resistances from the calculated values increased as barrier thickness
increased. This suggests that some form of leakage was dominating current flow
through the thicker barriers, while the main contribution to the current through
the thinner barriers was from tunneling. It is also interesting to note that an
increase in resistance of an order of magnitude should occur for a 7 A change
in thickness. From Fig. 2.6 we see that, although sample H125 and H160 were
assumed to have the same AlAs layer thickness, the AlAs barrier in H160 was
probably thinner. The tunneling measurement gives a sensitive test of thick-
ness, but, since tunneling currents will always pass through the thinnest part of
a barrier, the decreased resistance in H160 does not necessarily imply that the
average barrier width was less, but rather that the minimum barrier width was

less.

Possible leakage mechanisms in the thicker barriers might include conduc-
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tion through crystal defects in the AlAs, hopping conduction across deep levels
in the AlAs gap, and currents resulting from edge effects. Fig. 2.7 contains plots
of the base ten logarithm of zero-bias resistance as a function of the logarithm
of device area for two samples, H160 and H135. The AlAs barrier in H160 was
approximately 50 A thick and the slope of the line passing through the points
corresponding to the highest resistances is near -2, indicating current was pro-
portional to area (points of highest resistance were used under the assumption
that, if leakage were occurring, it would be less significant in these devices).
In fact, the three points marked with an z were measurements on devices in
close proximity {within 5000 A of one another), and the slope for these points
is almost exactly -2. The spread in the rest of the points probably reflects vari-
ations across the wafer in the thickness of the AlAs layer (resistances have an
exponential dependence on width) rather than leakage. These results are con-
sistent with the interpretations given above for Fig. 2.6, which indicate that the
current flowing through devices prepared on H160 was tunneling current and
should have been proportional to area. In contrast, the resistance as a function
of area plot for H135 has a slope between -1 and -2. In Fig. 2.6 sample H135 is
one of the first samples to show large deviations in resistance from the tunneling
calculations, suggesting that the leakage observed in H135 may have been due

in part to edge effects.

Variations of slightly more than an order of magnitude in zero-bias resis-
tance occurred for samples with barriers thicker than H135. Although the device
resistances for these samples decreased as device area increased, the variations
made it harder to determine how resistance scaled with diameter, because the
area of the largest device used in the measurements was only two orders of mag-
nitude larger than the area of the smallest device. The resistivities given in Fig.
2.6 for these samples were the largest obtained. Measurements of the first and

second derivatives of the I-V curves gave an additional indication that tunneling
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logarithm of device area for devices fabricated on H160 and H135. The mea-
surements were made at 4.2 K.
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was being observed in the samples with thinner barriers.

2.3.2.8 Inelastic tunneling measurements

When first and second derivatives of the I-V' curves of the MOCVD samples
with a single, 50 A thick, p-type, AlAs barrier were made, reproducible structure
was observed at the GaAs and AlAs longitudinal optical {LO) phonon energies.
Fig. 2.8 gives I-V and first derivative curves for devices made from sample H125
and H160. Although the first derivative spectra for the two samples differ, both
samples exhibit a cusp at approximately 36 meV in both bias directions. This
has been labeled a in Fig. 2.8. In the spectrum associated with H160 there is
also a conductance peak at zero-bias and additional structure at 70-80 meV. A
second derivative spectrum for H125 is given in Fig. 2.9. The derivative of the
cusp seen in dI/dV is present at ~ 36 meV and has once again been labeled
a. An additional peak is present near 50 meV (between 47.5 and 49.0 meV) in

both bias directions and has been labeled b.

The structure which has been labelled a corresponds in energy to the GaAs
L.O phonon energy. Observations similar to this have been made in tunneling
through Schottky barriers formed on degenerate GaAs.22:28 A second derivative
spectrum for a Au Schottky barrier on GaAs (the preparation of which was
previously described) has been included in Fig. 2.10. The Schottky barrier
observations have previously been attributed to a self-energy effect in the GaAs

electrode caused by electron-optical phonon interactions.?8

An important part of this explanation is that inelastic excitations in a tunnel
barrier increase the probability of an electron passing through the barrier as the
bias is increased above the excitation emergy. There is a threshold voltage in
the I-V curve, corresponding to the excitation energy, above which there is a

change in the slope of the J-V curve {as was shown in Chapter 1). As the bias
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Figure 2.8: I-V and first derivative curves for devices made from H125 and
H160. Measurements were made at 4.2 K. The cusp labeled a is attributed to a
density-of-states effect in the GaAs electrode layers caused by electron-optical
phonon coupling in the degenerate GaAs.
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Figure 2.9: Second derivative spectrum at 4.2 K for a device fabricated on
sample H125. The structure labeled a is associated with a density of states effect
caused by electron-optical phonon coupling in the GaAs layers. The peak labeled
b is caused by the inelastic excitation of AlAs longitudinal optical phonons by
the tunneling electrons.
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Figure 2.10: Second derivative spectrum at 4.2 K for a Au Schottky barrier on
degenerate GaAs. Structure due to a density of states effect caused by electron-
optical phonon coupling in the degenerate GaAs is visible in forward and reverse
bias.
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is increased in the reverse direction the same change should occur. Thus the
first derivative should show symmetric steps at the excitation voltage while the
second derivative should exhibit peaks which are antisymmetric with respect
to bias. The structure in the Schottky barrier spectrum appears as a cusp
rather than a step in the first derivative and is is symmetric with respect to
bias in the second derivative, suggesting that it is not an inelastic excitation.
Davis et al.2® was able to model the Schottky barrier second derivative spectrum
by considering a change in the density of states in the degenerate GaAs at
energies above and below the Fermi level which were equal to the LO phonon
energy. The changes were caused by the phonon contribution to the dielectric
function governing the interaction of the electrons with the lattice {polaron
effects). In one bias direction the structure observed arose because of the change
in the density of states at energies greater than the Fermi energy, and in the
other bias direction it reflects the change in the density of states below the
Fermi level energy. The same effects would be expected to occur in the AlAs
tunnel barriers studied here. For this reason and because the structure seen
in forward bias in the GaAs Schottky barrier second derivative spectrum (Fig.
2.10) closely resembles structure a seen in the AlAs tunnel junction spectrum
(Fig, 2.9), structure a is attributed to the same effect. One difference between
the structures in the GaAs Schottky barrier and AlAs tunnel junction is that
the structure in the AlAs tunnel junction is antisymmetric with respect to bias.
This occurs because the AlAs tunneling structure is symmetric and, at a bias of
36 mYV of either polarity, both the above and below Fermi level contributions to
changes in the density of states will be contributing to the structure observed,

giving rise to an antisymmetric second derivative spectrum.

The peak at ~50 meV is attributed to the inelastic-excitation of AlAs LO
phonons by the tunneling electrons. The slight deviation of the excitation energy

from previously published values for the phonon energy of 50 meV2® may be
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accounted for in a number of ways including the fact that the 50 A thick barrier
may be thin enough that its properties could deviate slightly from the bulk
properties of AlAs. These deviations might be the result of the termination in
GaAs of phonons confined in the thin AlAs layer or they may arise from strain
in the AlAs layer due to the small lattice mismatch between GaAs and AlAs.
Additionally, there could be some grading between the GaAs and AlAs. This
would also have an impact on the termination of the AlAs phonons, especially
if the vibration amplitude is large near the interface as it would be in the case

of surface phonons associated with the interface.

These inelastic tunneling results were completely reproducible across wafer
H125. For purposes of comparison, Fig. 2.11 presents second derivative spectra
for both H125 and H160 in the £100 meV range. In both cases the region from
-60 meV to 60 meV has been fitted to a straight line, and then this line has been
subtracted off as a background. The spectra are very similar with structures a
and b observable in both. The voltage range of Fig. 2.11 includes the decrease
in conductivity observed in Fig. 2.8 for H160 near 70-80 meV. Although this
structure has not been completely identified, it may be a Fermi level effect or due
to the excitation of plasma oscillations in the degenerate GaAs.3° The doping
profile in the GaAs for H160 is actually different from that of H125. In H125
the GaAs is doped at 5 x 10'® cm™3 uniformly across the GaAs layers. In H160
the doping is 6 X 10'® cm™3 up to 0.5 wpm either side of the barrier where the
doping drops to 2.5 x 10'® cm™2. Lowered doping near the barrier would lower
the energy associated with Fermi level effects and the energies of either bulk
or interface plasma oscillations. It might have an effect on the strength of the
coupling to plasmons. Additionally, Fig. 2.6 suggests that the thickness of the
AlAs barrier in H160 may be less than in H125 because of its lowered zero-bias
resistance. This may also alter the magnitude of effects associated with inelastic

excitations in the barrier. It is possible the effects similar to the decrease in
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Figure 2.11: Second derivative spectra for devices prepared on H125 and H160
at 4.2 K. In both cases the region from -80 to 60 mV has been fitted to a straight

line which was subtracted off.
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conductance seen in the first derivative spectra for H160 may be present at
higher energies in H125, but with lower signal. Also, the differential resistance
of H125 may be sufficiently small in this range that the sample loads down the
second harmonic bridge, making the observation of these effects more difficult.
To really test these interpretations of the 70-80 meV structure in spectra for
H160, more samples with a variety of dopings in the GaAs layer would have to
be studied.

These are the first observations of inelastic tunneling or density-of-states
effects in tunneling through a pure semiconductor analogue to a metal-insulator-
metal tunpeling structure, and they are the first inelastic tunneling observtaions
in the AlAs/GaAs system. Inelastic and demnsity-of-states effects have been ob-
served previously in pure semiconductor systems and in metal-semiconductor
systems. Examples are the observation of wave vector conserving phonons in
Esaki diodes, the observation of LO phonons in tunneling through Schottky
barriers, and tunneling out of two dimensional subbands in metal-oxide semi-

conductor systems. A review of these is given in Ref. 31.

Second derivative measurements on the AlAs barrier samples with thicker
barriers did not uncover any reproducible effects. This is not surprising since
current flow in these samples was probably due to leakage and not tunneling.
The observation of resistances which were consistent with tunneling and of tun-
neling associated structure in the derivative spectra for samples with 50 A thick
barriers indicates that for this thickness, tunneling is the dominant current car-
rying mechanism. Leakage is probably still present in the samples with thinner
barriers, but since the tunneling current varies exponentially with thickness,
while most leakage mechanisms are probably linear, the tunneling current dom-

inates for thin barriers.
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2.3.2.4 Capacitance measurements

Studies of the capacitance of MOCVD samples with a single, p-type barrier
were made as a function of temperature and frequency. In analogy to a metal-
insulator-metal system, it is expected that the capacitance of a sample with
degenerate layers of GaAs on either side of an AlAs barrier of width w would

be given by
C=—. {2.7)

Several studies of MBE grown Al;Ga;_,;As barrier samples have obtained ac-
curate barrier widths using capacitance measurements and Eq. 2.7.4® Many
of the samples used in this study were very conductive at room temperature,
making capacitance measurements difficult to make. To make accurate capaci-
tance measurements, two possible methods of avoiding the resistance problems
were used. Increasing the frequency of the measurement increases the capac-
itive phase of the complex conductance. When the frequency is high enough
that this component of the conductance is of the same order of magnitude or
larger than the resistive component, most instruments can accurately measure
the capacitance. In the case of the AlAs barrier samples, cooling the samples
increased their resistive impedance considerably allowing their capacitances to
be measured, Still, in the samples with the thinnest AlAs barrier, the dc resis-
tance was too low at all temperatures to allow capacitance measurements to be
made.

Measured capacitances were independent of frequency from 10 kHz to 1
MHz in the samples where measurements could be made throughout this fre-
quency range. They were also independent of the applied sample bias, Both of
these results are expected for such a system. As sample temperature was de-
creased from room temperature to 4.2 K, the capacitance decreased by around

5 %. This was probably due to a change in the distribution of electrons in the
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GaA s near the AlAs as temperature was reduced (an increase in the screening
length), but the AlAs layer widths calculated from Eq. 2.7 were consistently
too large by factors of 3 to 5. The deviation seemed to be worse for samples in

which the doping in the GaAs layers was lower.

On the basis of the above tunneling measurements and calculations and
TEM measurements, it is believed that the AlAs layer widths predicted from
grow th rates are accurate to at least 20%. Hence, the capacitance derived widths
are in error. The AlAs barriers are doped p-type, and it is possible that some
of the p-type dopant (Mg) is incorporated into the n-type GaAs adjacent to the
AlA s barrier. If a layer of GaAs next to the AlAs were compensated or even
p-type, this would increase the effective width as measured by capacitance since
electrons would accumulate and deplete in the n-type GaAs region next to the
layer contaminated with Mg. A second explanation involves the screening length
in thee GaAs layers. Because the AlAs is doped p-type and fully depleted, there is
a layer of GaAs next tothe AlAs which is depleted of electrons. The width of this
region is governed by the screening length in the GaAs. If this depletion region
is sufficiently wide, the effective width from capacitance measurements will be
different from the barrier width by approximately the sum of the screening
lengths on both sides of the GaAs. Both of these explanations are consistent
with the observation that the capacitance derived widths in samples with a
lower GaAs doping are in greater error, since a GaAs layer of greater width
could be compensated by the Mg and the screening length in the GaAs would
also increase if the GaAs doping were lower. Since capacitance measurements
mad e in the previously mentioned studies of MBE grown samples were made on
materials with undoped Al;Ga;_,As barriers, these problems would not have
arisen and the correct widths would be obtained from Eq. 2.7. An alternative
explanation is that some GaAs is incorporated into the barrier making at least

part of the barrier have an Al,Ga,_,As rather than pure AlAs composition.
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The width of the barrier would be greater due to the extra GaAs in the barrier.
None of the TEM results on layers grown by these MOCVD techniques reveal

any such grading.

2.8.3 Measurements on MOCVD grown samples with a single,

n-type barrier

As was previously mentioned, the MOCVD samples with a single, Se-doped
AlAs barrier did not have the proper relationship between current and barrier
thickness for a tunneling structure (Fig. 2.3). The I-V curves for these samples
exhibited increasing resistance as temperature was decreased until ~ 30 K at
which point the I-V curve and sample resistance stayed the same down to 4.2 K.
From Fig. 2.3 it is seen that the low temperature I-V curves for samples with
barriers ranging in thickness from 60 to 250 A were almost identical. The zero-
bias resistivity of these samples increased by less than an order of magnitude as

the AlAs layer thicknesses increased from 60 to 250 A.

Fig. 2.12 gives an I-V curve and first derivative spectrum for a sample
with a 60 A thick AlAs layer (HO003). Changes in slope which are as large
as 60% are visible in the I-V curve and in the first derivative spectrum. A
gecond derivative spectrum for the same sample is presented in Fig. 2.13. The
spectrum is antisymmetric with respect to bias with five peaks corresponding to
increases in conductivity present in each bias direction. The peaks are located
at about 23, 50, 70, 125, and 145 meV, with the two peaks at 50 and 70 meV
the most prominent. There is also a strong zero-bias anomaly. The second
derivative spectra were reproducible from wafer to wafer independent of the
AlAs layer thickness, although there were 5-10 meV variations in the positions
of the peaks. Variations of similar magnitude also existed between the forward

and reverse-bias positions of the peaks on some of the wafers.
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Figure 2.12: An J-V curve and first derivative spectrum for a device prepared
on sample HOO3, which had a Se-doped barrier. The measurements were made
at 4.2 K.
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Figure 2.13: Second derivative spectrum at 4.2 K for a device made on sample
HO003, which had a Se-doped barrier.
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An explanation for the measurements on the n-type barrier samples would
have to account for two basic observations. The first is the apparent insensitivity
of the I-V and derivative measurements to the barrier thickness, and the second
is the appearance of very reproducible structure in the derivative spectra. No
definitive explanations for these observations have been found, but some possible

explanations can be proposed.

If transport in the n-type AlAs samples is the result of tunneling, the actual
tunaneling barrier must not be increasing with the physical width of the AlAs
layer. From Fig. 2.5 it is seen that the energy difference between the AlAs
conduction band minimum (at the X-point) and the GaAs conduction band
minimum (at the [-point) is only about 450 meV. If the doping in the AlAs
layer was sufficient, band bending in the AlAs could bring the AlAs X-point
down to the GaAs Fermi level. Once the X-point is at the same energy as
the GaAs Fermi level, increasing the AlAs layer width only adds a conducting
layer of AlAs between two heterojunction GaAs/AlAs Schottky barriers. Hence
the resistance would not depend on AlAs layer thickness.The bending required
would be less than the X-point to I'-point energy because the Fermi level of
the degenerate GaAs is above the GaAs conduction band edge. This situation
is illustrated in Fig. 2.14 which shows the conduction band edge profile as
a function of position in a sample with a 100 A thick AlAs layer. The GaAs
doping was taken to be 5x101® cm™3. The potential in the GaAs was calculated
using classical nonlinear Thomas-Fermi screening. The AlAs had dopings from
1—7x 10" cm™ and was assumed to be fully depleted. From Fig. 2.14, a

doping of 7 x 10!'® cm~3 is sufficient to cause such band bending.

The actual doping required may be even less. In this model the charge from
the ionized dopants has been assumed to spread evenly across the 100 A layer.
For a doping of 1 X 10'® ¢m~3 the average spacing between dopants is ~100

A which is approximately the same as the barrier widths. For local regions
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Figure 2.14: Conduction band edge profile of an AlAs/GaAs tunneling struc-
ture with an n-type barrier including electrostatic-band-bending. Nonlinear
Thomas-Fermi screening was used in the GaAs, and the AlAs was assumed
to be fully depleted. The GaAs doping was 5 x 10'® em™3 and the AlAs doping
was varied from 1 — 7 x 10'® cm™3.
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pear an ionized impurity, the band bending should be much larger than the
average bending given by the above model, and the tunneling current may pass
through these local regions because of the exponential dependence of tunneling
probability on the square root of the energy barrier. A similar point was made
in the comments about the zero-bias resistance calculations which were given

above.

Similar band bending should occur for p-type barriers, but the amount of
bending required to bring the valence band maximum in AlAs near the Fermi
level is quite a bit larger than for an n-type barrier. It is also possible that
the estimated dopings in the barriers for these two cases are wrong, with the
n-type barriers having a doping larger than 1 x 10'® cm™3. An error in the
doping estimates could be due to an incorrect calibration of the doping for
various hydrogen selenide flow rates, diffusion of Se into the barrier from the

surrounding GaAs, or to impurities introduced during the growth.

If band bending in the AlAs were the cause of the unusual dependence of
resistance on barrier width, the peaks in the second derivative spectrum could
arise from a number of sources. They could indicate the excitation of character-
istic phonons in the AlAs/GaAs system by tunneling electrons (possibly wave
vector-conserving phonons resulting from electrons moving from direct to indi-
rect conduction band minima) or vibrational modes of impurities in the barrier.
In any case, a voltage drop would occur across each barrier, causing the volt-
ages at which the bulk or local phonon associated peaks occur to differ from the
phonon energies. If electronic states were present at the GaAs/AlAs interface
because of lattice defects or impurities, it is possible that the peaks in the second
derivative could indicate the onset of impurity assisted tunneling through these
states. Also, there may be electronic states which are bound in the dimension
perpendicular to the barrier in the band bending regions in the GaAs layer near

the AlAs interface (2-dimensional electronic states). The peaks in the second
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derivative could indicate the biases at which these two-dimensional bands pass
above the Fermi energy on the other side of the AlAs barrier. This bias must
be greater than the Fermi energy which is typically around 100 meV in these

samples, so this is an unlikely explanation.

A second explanation for the dependence of resistance on AlAs layer width
is that more impurities or defects may be incorporated into the AlAs layer when
it is doped with Se than with Mg, giving rise to impurity conduction in the
barrier. This would not have an exponential dependence on barrier width, but

it would not account for the structure in the second derivative spectra.

2.3.4 Results on samples with a single, MOCVD grown,
Al.Ga;_.As barrier

Measurements of the I-V curves and first and second derivative spectra of
devices fabricated on two MOCVD grown samples with a single Al ;5Gag5As
barrier were also made. The growth parameters for these samples are given
in Table 2.1. Observations similar to those presented above for AlAs barrier
samples were made. When the barrier was doped n-type with Se, the low tem-
perature sample resistance was considerably less than for a Mg-doped barrier of
the same width. Structure is visible in both forward and reverse bias at voltages
between 30 and 50 meV in a second derivative spectrum for a sample with a
p-type Mg-doped barrier with an estimated width of 80 & (H244). Presumably
this is an observation of the same effects present in the samples with p-type
AlAs barriers: a density of states effect in the GaAs caused by electron-phonon
coupling, and the direct excitation of LO phonons in the Al 75Ga s5As bar-
rier, but it is not possible to pick specific energies out of the second derivative
spectrum. The density-of-states effect should occur at approximately the same

energy as in the AlAs barrier case because it reflects a property of the GaAs
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electrodes, but two LO phonon frequencies should be present in Al 75Ga y5As
with energies of 32 and 49 meV.32 Some broadening of the peaks in the 30-50
meV range of the second derivative spectrum would be expected because of this
and may account for the inability to pick specific phonon related peaks out of
the second derivative spectrum. In contrast to samples with n-type AlAs bar-
riers, no reproducible structure was visible in the second derivative spectrum
for an 80 A thick Al 75Ga.gsAs barrier sample in which the barrier was doped
n-type (H226). An additional observation in the samples with Al 75Ga 55 As was
that the low temperature I-V curves conducted considerably more current than
would be expected both from calculations and from comparisons with samples

with AlAs barriers.

2.3.5 Samples grown by MBE

The electrical measurements described above were also made on MBE
grown samples with a single Al;Ga;_,As barrier. Physical characteristics of
these samples are included in Table 2.1. All but one of them had a pure AlAs
barrier. Not much discussion of the measurements on these samples will be in-
cluded here, becaunse in general the results were not reproducible, and in many
cases they were not internally consistent. Qualitative observations of the prop-
erties of devices made on these wafers will be catalogued below according to

their source for comparison with the MOCVD results given above.

When devices with diameters of approximately 80 um were prepared on
MBE 358 and 359 (obtained from Hughes) both of which had barrier thicknesses
around 100 A, nearly half of the devices were shorts. The remaining devices had
zero-bias resistances which varied by several orders of magnitude. This variation
occurred both in a local region of the wafer (~ 1 mm) and across the wafer.

Devices with diameters of 360 um or greater were always shorts. If the shorts
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were attributed to a defect, the surface defect density would be nearly 40,000

cm™3. No reproducible structure was observed in the derivative spectra.

The thicknesses of the AlAs barriers in the Cornell samples were estimated
to be 50 A, 100 A, and 150 A, respectively, for Cor 1, Cor 2 and Cor 3. Two
of the wafers from Cornell (Cor 2 and Cor 3) also had zero-bias resistances
which fluctuated by several orders of magnitude from device to device although
the problem of obtaining shorted devices was not observed. Additionally, the
largest impedances obtained from Cor 2 were larger than the largest resistances
measured for Cor 3, even though Cor 3 was supposed to be 50 A thicker than Cor
2. In contrast, Cor 1 gave much more reproducible zero-bias resistances. The
I-V curves for this sample remained unchanged as a function of temperature
from 77 to 4.2 K. The zero-bias resistance for this sample has been plotted on
Fig. 2.6 and is consistent with the tunneling calculations. As was previously
mentioned, the width used in the plot was taken from calibrations of the growth
of thicker AlAs layers and could be in error by several angstroms. Again, no

reproducible structure was observed in the derivative spectra.

The final two MBE samples were Phi 1 and 2. The estimated thicknesses
of the AlAs barriers in these samples were 60 and 50 A, respectively. The
uniformity of sample resistance in this case was better than Cor 2 and 3 but
poorer than Cor 1. Zero-bias resistances for the most resistive devices on these
samples are presented in Fig. 2.6 and are also consistent with the calculated
resistances for tunneling. The I-V curve froze out at 77 K, but no reproducible

structure was present in the derivative spectra.

In general it was observed that in terms of the measurements made in this
study, the MBE grown samples were less uniform across a given wafer. Fig.
2.15 contains I-V curves for three devices of equal size in close proximity to
one another on each of the two samples H135 and Cor 2. There are much

larger fluctuations in the I-V curves from device to device in the MBE grown
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Figure 2.15: I-V curves for three neighboring devices of equal diameter (~
80 um) fabricated on samples H135 and Cor 2. Measurements were made at
4.2 K. Both structures had barrier widths which were estimated to be 100 A.
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material {Cor 2) than in the MOCVD sample (H135). The MBE samples had
a larger zero-bias resistance in those wafers which were fairly uniform and did
not exhibit the same inelastic tunneling structure as an MOCVD grown sample

with a p-type barrier of the same width,

In comparing these two sets of samples with respect to the associated mea-
surement techniques, some things must be kept in mind. First, the thicknesses
of the top GaAs layers in the MBE grown samples were generally less than one
micron while in the MOCVD grown samples this thickness was greater than 3
pm . In the above discussion of ohmic contacts on GaAs it was noted that
in most cases, the damage depth resulting from Au-Ge/Ni contacts is less than
5000 A, but it may be possible that some of the nonuniformity observed is re-
lated to the penetration of the contact into the AlAs layer. This seems unlikely
since some of the samples were more uniform than others, although they had
the same top GaAs layer thickness. Also, there has not been as much effort
to study the growth of high Al content Al,Ga;_.As by MBE as by MOCVD.
The dopants in the GaAs layer were different in the two growth techniques.
This would not be expected to have an impact on the measurements. The AlAs
barriers in the MBE samples were undoped while the barriers in the MOCVD
samples were doped rather highly. The difference in the I-V curves for n-type
and p-type MOCVD barriers indicates that the doping in the barrier is very
important, and, as was mentioned above, the local region around an impurity
may have a large impact on the tunneling current. The doping in the p-type
MOCVD barrier samples could have the effect of smoothing out fluctuations in
the resistance which are due to other defects that are present in the layer (ba-
sically by reducing the resistance to a value lower than would be expected for a
device fabricated over one of these defects), while in the MBE grown layers, only
these residual impurities would affect the device resistance and the statistics of

the distribution of the residual defects would cause the variations in resistance.
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This explanation also seems unlikely since one of the MBE wafers was very uni-
form while the others showed fluctuations, and it cannot account for impedances
in some of the devices prepared on MBE samples which were lower than those
of devices on MOCVD samples of the same barrier thickness. It is possible that
the thinnest MBE barriers samples grown are too resistive to see any of the
second derivative structure, because the second derivative signal is below the
detectable limit of our system. The fact that the largest resistances measured
for MBE samples are larger than the resistance of MOCVD grown samples of the
same estimated barrier width may be due to errors in the calibration of widths,
or to the possibility that ionized dopants in the p-type MOCVD barriers reduce

the tunneling resistance of the barrier structure as was mentioned above.

2.4 RESONANT TUNNELING THROUGH MULTIPLE BARRIERS

2.4.1 Principles of resonant tunneling

Based on the results of the measurements on a single AlAs barrier sample,
an attempt was made to observe resonant tunneling through a two-barrier struc-
ture. The growth of this sample was described in Section 2.2.1. Fig. 2.16 is a
schematic diagram of the valence band maximum and conduction band minimum
as a function of position (excluding electrostatic band bending) for this structure.
If regions I and IV were infinitely thick, stationary states which are bound in
the direction perpendicular to the barriers would exist in the GaAs well formed
by regions II, IIl, and IV. Because regions II and IV are finite, quasistationary

states are present in the well, and tunneling electrons moving perpendicular to
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Figure 2.18: Schematic diagram of the valence band maximum and conduction
minimum as a function of position for a double barrier structure. Band bending
has not been included. The barrier thicknesses in the samples studied (H283,
H333) were estimated to be 50 A, while the GaAs well was also about 50 A

wide. The barriers were doped p-type with Mg at about 1 x 108 cm—3.
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the barrier with an energy equal to the energy of a quasistationary state will
have a large transmission probability. Since the structure under study is three
dimensional and electrons in the well are free to move transverse to the barriers,
the quasistationary states are really the minima of two-dimensional bands, and
in considering tunneling perpendicular to the barriers, the conservation of wave
vector parallel to the barrier must be included.

The details of the I-V curve expected for a two-barrier structure were orig-
inally worked out in a simple approximation by Tsu et al.>3 These calculations
predicted a current maximum at voltages where the Fermi level in either GaAs
outer layer approximately coincides with the energy of the state in the well. The
I-V curve for tunneling through a double barrier structure should thus exhibit a
negative resistance region. If the structure is symmetric and biasing the sample
does not shift the energy of the states in the wells too much (the stark shift
to the energy is second order in this cas_e), the negative resistance should occur
in both bias directions and at energies slightly greater than twice the resonant
energy in the well (equal voltage drops occur across each barrier).

An important part of the argument leading to negative resistances is the
conservation of the transverse wave vector of tunneling electrons in addition
to energy conservation. This is schematically illustrated in Fig. 2.17. If we
consider a state of energy E in the GaAs electrode and a corresponding state of

energy E in the well, the value of ky in the well is given by

ky(IIT) = \/ 2;';‘* (E - Ey) (2.8)

where £, is the subband minimum energy, and m* is the conduction band
effective of GaAs. For the GaAs electrode, k)| has values between

0 < ky(I) < \/ 2;’;* (E - E.) (2.9)

where E, is the energy of the conduction band edge in region I. We see from Eq.

2.8 and Eq. 2.9 that when the structure is biased such that E; is between E;
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Figure 2.17: Schematic of the conduction band minimum as a function of
position in a double barrier structure illustrating that conservation of ky can
lead to a negative resistance. In the top part of the figure, the Fermi level of
the GaAs electrode lines up with the resonant band in the barrier, and states
with the same energy and ky can be found in both the electrode and the well
In the bottom part of the figure, the bias has increased and, although there are
states of the same energy in the two-dimensional resonant band and in the GaAs
electrode, ky in the resonant band is always larger than in the electrode, so ky
can not be conserved and the tunneling probability is reduced leading to less
current low and negative resistances.
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and E, in energy, where E; is the Fermi energy in the GaAs electrode, as it is
in the top part of Fig. 2.17, there will always exist a state of energy £ > E; in
the GaAs electrode which has the same k) as the states of energy E in the well.
If the bias is increased such that E, is greater in energy than E), k)(I) for a
given state of energy E will always be less than kj(III) for states of energy E
in the well, and the tunneling probability will be reduced leading to less current
flow and a negative resistance in the I-V curve. The above argument is not
rigorously true since the states in the well are not bound but are resonances.

Chang et al8 observed structure in the I-V curves of MBE grown double
barrier structures with Al; Ga;_,As barriers and identified it as due to resonant
tunneling. The negative resistances associated with these measurements had
nearly unity peak to valley ratios. More recently, Solner et al.® have reported
large negative resistance regions in the I-V curves of MBE grown double barrier
structures.

The resonant tunneling measurements being reported in this thesis were
made on two MOCVD grown samples {H283 and H333). The barriers were
composed of pure AlAs doped with Mg at ~ 1 x 10'® ¢cm™3 and were 50 A
thick. These properties were chosen for the two barriers because single barrier
samples with AlAs layers having these properties exhibited tunneling currents
at low temperature. The width of the GaAs well was chosen to be 50 A based
on elementary calculations of the resonant energies. Resonant energies in the
well were approximated by finding the energies of the bound states in the well
under the assumption that regions II and IV in Fig. 2.16 were infinite. These
calculations were carried out in the effective mass approximation. The effective
mass hamiltionian for the z coordinate (perpendicular to the barrier) in a given

region after separation of variables was
r? o2
T 2m* 022

where m* and V' are the effective mass and conduction band edge energy in the

+V (2.10)
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region. The boundary conditions applied were the continuity of ¢ and ;-nl—.—%f

across each boundary where ¢ is the effective mass wavefunction.3* The effective
masses and band gaps in each region were taken from Casey and Panish.® The
conduction band offset was taken to be 0.85 of the total bandgap discontinuity.®
Band gap parameters at 4.2 K were used. Comparison of the results of these
calcnlations when applied to the structure in the work of Chang et al.8 to the re-
sults of their measurements gives resonable agreement. Two states are predicted
at energies of 0.10 and 0.41 eV above the GaAs conduction band edge. The av-
erage values of the measured voltages in forward and reverse bias at which the
resonances occurred were 0.15 and 0.66 eV. These values are a little less than
twice the calculated values. In the work of Solner et al®, the predicted energies
are 0.08 and 0.26 eV. Only one peak was reported in that paper at a voltage of
0.24 eV which does not correspond to twice either of the calculated values. This
suggests that the actual growth parameters were different from those reported.
In the current study, the predicted resonant energies are 0.11 and 0.45, where
the I'-point effective mass has been used in the AlAs for reasons mentioned in

Section 2.3.2.2.

2.4.2 Results and conclusions on double barrier samples

Fig. 2.18 presents an I-V curve in the positive bias direction for a device
fabricated on H283. Structure is observed in the positive bias direction at ap-
proximately 70 meV and 390 meV. The I-V curve flattens out near the 70 meV
region, and a negative resistance region is observed in the 390 meV range of the
I-V curve. The negative resistance is larger than that reported in Ref. 34, but
smaller than in Ref. 35. No structure is observed in the negative bias region
indicating that, although the sample growth was supposed to be symmetric, an

asymetry of some kind exists. When I-V curves were taken at 4.2 K, the results
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Figure 2.18: An I-V curve at 77 K in the positive bias direction for a device
prepared on a double barrier sample (H283). Structure is present at 70 meV
and negative resistance is observed near 390 meV. These correspond to resonant
tunneling through the ground state and first excited state subbands in the GaAs
well between the two barriers. Similar structure was not observed in the negative
bias direction.
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were nearly identical to those in Fig. 2.18. The structure at 390 meV is still
visible at temperatures exceeding 200 K, although negative resistances are not
observed at these temperatures.

First and second derivative spectra were taken of devices made from the
double barrier sample to determine the temperature range throughout which
resonant tunneling effects could be observed, and whether any structure was
present in the negative bias region of the devices which was related to resonant
tunneling but unobservable in the I-V curve. Second derivative measurements
at room temperature show structure near 390 meV, indicating that resonant
tunneling effects are still observable at this temperature. A second derivative
spectrum for this material at 4.2 K exhibits unidentified structure near zero
bias, oscillations are present in the -50 meV range, and structure corresponding
to a dip in conductivity is present at -200 meV. In the positive bias direction
the only structure seen was related to the resonant effects at 70 meV and 390

meV. No additional structure is seen for bias voltages between 0.7 eV.

The bends in the low temperature I-V curve for this sample at 70 meV and
390 meV are almost certainly due to resonant tunneling effects. The fact that
these are not seen in reverse bias is a clear indication that the sample is asymmet-
ric. The exact nature of this asymmetry cannot be determined without making
additional measurements such as TEM measurements of layer thicknesses, layer
abruptness, and of the morphology of the growth in the region of the barrier.
These are currently under way.

There are several possible explanations for the asymmetry. The most likely
is that the barriers are not of the same width. If one barrier is seven or more
angstroms thicker, its tunneling resistance will be at least an order of magni-
tude larger than the resistance of the other barrier, as was shown above in the
calculations of resistances of single barrier samples. This would mean that most

of the voltage drop in the structure would occur across this barrier. If a bias
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were applied which made the GaAs electrode next to this barrier negative with
respect to the other GaAs layer, at a bias approximately equal to the resonant
state energy, the Fermi level in this electrode would line up with the resonant
state minimum and enhanced tunneling would occur. Indeed, the measured bi-
ases for resonant tunneling to occur of 70 and 390 meV are relatively close to
the calculated values for the energies of these states (110 and 450 meV). On the
other hand, if the bias were reversed, it would take a very large voltage to bring
the Fermi level of the second GaAs layer up to the resonant band in the well,
since most of the voltage drop would be occurring across the opposite barrier.
The observations in the second derivative spectra would then be explained as
follows. The structure in reverse bias at -50 meV may be related to the GaAs
and AlAs LO phonon structure observed in the single barriers. It may not have
been visible in the forward bias region because of the large second derivative
signal arising from the resonant tunneling structure at 70 meV. The structure
at -200 meV could then be due to tunneling in which the electrons originate
in the GaAs layer next to the thinnest barrier, with most of the voltage drop
occurring across the opposite barrier. This explanation does not account for the
resonant structure at -200 meV being smaller than the forward bias resonant
signal. In this sample the positive bias direction corresponds to the GaAs layer
next to the substrate being negative with respect to top layer of GaAs. This
would imply that the first AlAs layer grown was the thickest. When sample
H327 was grown, an attempt was made to make the width of the second AlAs
barrier grown closer to that of the first barrier. Resonant effects were again
observed but in the negative bias direction.3® This is consistent with the above

explanation.

If defects accumulate at one of the interfaces during sample growth (either
impurities or lattice defects such as dislocations), the tunneling characteristics

might depend on whether the defects are encountered before or after the elec-
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trons pass through the resonant states and thus depend on bias direction. This
explanation seems unlikely since similar effects were not observed in the single
barrier samples (inelastic effects occurred symmetrically with bias), and because
it is unlikely that the location of such defects relative to the two barriers would
change from one sample to the next although the bias direction, where strong

resonant effects were observed, did.

A third explanation is that the structural asymmetry is due to grading at
the growth interfaces. Once again, this explanation would not account for the
change from one sample to the next in the polarity of bias where strong resonant
effects were observed. Grading would be expected to occur at the same interfaces
from one growth to the next leading to strong resonant structure in the same

bias direction.

2.5 SUMMARY

This chapter presents a study of electron transport perpendicular to AlAs
and Al,Ga;_;As barriers sandwiched between layers of GaAs. Transport in
samples with a single, p-type AlAs barrier which was grown by MOCVD was
observed to occur by thermionic emission at room temperature and low bias volt-
ages. At low temperatures, transport was mainly due to tunneling if the barrier
thickness was near 50 A. For thicker barrier samples, leakage dominated the
low temperature transport. Reproducible structure was observed in the second
derivative spectrum at 4.2 K for samples with 50 A thick barriers. The structure
was associated with a density-of-states effect in the GaAs electrode caused by
coupling between electrons and LO phonons in the GaAs and with the inelastic
excitation of AlAs LO phonons. This was the first observation of these effects in

the AlAs/GaAs system. The resistivity of MOCVD samples with a single, n-type



81

AlAs barrier was nearly independent of barrier width. Reproducible structure
was observed in the derivative spectra, but a definitive explanation for the be-
havior of these samples has not been found. Some possible explanations were
presented. Similar results were obtained in measurements made on MOCVD
grown samples with an Al; Ga;_,As barrier. Devices prepared on single barrier
structures grown by MBE did not, in general, give reproducible results in terms
of the measurements made here. Current-voltage curves for devices prepared
on MOCVD grown samples with two AlAs barriers separated by a thin layer of
(GaAs exhibited resonant tunneling effects. Negative resistances were observed
which correspond to resonant tunneling through the two-dimensional bands cre-
ated in the GaAs well. The I-V curves for these devices were not symmetric.
The asymmetry was tentatively attributed to a difference in the widths of the

two AlAs layers.
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CHAPTER 3

ELECTRONIC PROPERTIES OF DEEP LEVELS
IN CdTe
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3.1 INTRODUCTION

Electronic properties of II-VI compound semiconductors are not well un-
derstood. The situation is complicated by comparison to III-V and column IV
semiconductors because of the presence of native defects and defect complexes
in the II-VI materials in addition to impurities incorporated into the crystals
during growth. These native defects, which are the result of the wide phase sta-
bility region of II-VI compounds, often dominate the electrical characteristics of
II-VI crystals.

CdTe is a II-VI semiconductor which exhibits large deviations from stoi-
chiometry. Annealing CdTe under a fixed partial pressure of its constituents,
Cd and Te, can modify the defect structure of the crystal and even change
the material from p-type to n-type.!'2 CdTe is recently of considerable interest.
Most of this interest stems from its use as a substrate for the growth of the
lattice-matched ternary Hg;_,Cd,Te. It has been suggested that superlattices
composed of alternating layers of HgTe and CdTe may have important applica-
tions and also illustrate some interesting physical properties.®:* CdTe has also
been proposed for use as a nuclear detector and in solar cells. An understanding
of the electronic properties of deep levels in CdTe would certainly be useful in
these applications. A study of the deep levels in CdTe might also add to the un-
derstanding of defects and their formation in II-VI materials. There have been
a number of studies of deep levels in CdTe.! The results of these measurements
are difficult to compare because of the variety of techniques which were used and
because of differences which may exist between the crystals used in the studies.
The technique of deep-level transient spectroscopy (DLTS)® provides more sen-
sitive and reproducible information about deep levels in semiconductors than
the techniques used in previous deep-level measurements on CdTe.

This chapter describes a DLTS study of deep levels in both n-type and
p-type CdTe. DLTS and capacitance-voltage (C-V) measurements were made
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on nominally undoped CdTe and on CdTe which was intentionally doped with
In and Cu. All of the material studied was bulk-grown. Comparisons were
made between measurements on crystals in as grown conditions and following
anneals in fixed activities of Cd or Te, or following anneals in an H; ambient as
might be done before growing Hg,,Cd, Te on a CdTe substrate.® Levels were
observed which were present in all of the CdTe crystals. These were attributed
to native defects or to impurities which are commonly incorporated into CdTe
during growth. Some levels were seen which were specific to certain crystals
and, therefore, probably due to an impurity which is present in that crystal. No
levels could be associated with Cu. In one of the In-doped crystals, levels were
observed which exhibited a persistent photo-effect. In general, the deep-level
structure of CdTe was very sensitive to temperature cycling, and could change

completely if a sample was heated to temperatures above 400 K.

The rest of the chapter is organized as follows: Section 3.2 will give a de-
scription of the crystals used in this study and of their preparation for DLTS
measurements. In Section 3.3 the measurement techniques used will be dis-
cussed. Results of these measurements will be given in Section 3.4. Section 3.5

is a discussion of these results, followed by conclusions in Section 3.6.

3.2 CRYSTAL CHARACTERISTICS AND SAMPLE PREPARATION

Properties of each of the samples which were studied are listed in Table
3.1. The crystals were named as given in Table 3.1 to remain consistent with
previous publications.”® All of the samples were grown by Bridgman techniques
except for crystal B which was grown by the traveling heater method. Three
of the crystals were doped n-type with In. IN1 had an In concentration of

approximately 1 x 10'® cm™3. Although the In concentrations in IN2 and IN3
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TABLE 3.1
Shallow Level
Crystal | Dopant (¢cm™®) Concentration (¢cm™%) Comments
IN1 In (10'%) 7 x 107 n-type, Grown by
Eagle Picher, Ind.
IN2 In 2 x 107 n-type, Grown by 1I-VI Corp. Annealed
in Cd vapor at 750 °C for 6-12 h.
IN3 In 6 x 107 n-type, Grown by Eagle Picher, Ind.
Annealed in Cd vapor at 750 °C
for 6-12 h.
UN1 Nominally 2 x 1018 n-type, Grown by Eagle Picher, Ind.
undoped Annealed in Cd vapor at 750 °C
for 6-12 h.
A Nominally 5§ —8x 10!°5 p-type, Grown by II-VI Corp.
undoped
B Nominally 6 x 1012 p-type, Grown by Radiation Monitor.
undoped Traveling heater method.
C Nominally 2 -3 x 108 p-type, Grown by Rockwell Int.
undoped
D Nominally 1.5 x 101% p-type, Grown by II-VI Corp.
undoped
E Nominally >2x10%® p-type, Crystal “B” annealed in Te
undoped vapor at 800 °C for 2 h.
¥ Cu (1019) 1.2 x 10'® p-type, Grown by II-V]I Corp.
G Nominally 6 x10'% p-type, Grown by Texas Instruments.
undoped

Table 3.1: Shallow level concentrations, doping, and origin of the CdTe crystals

used in DLTS measurements.
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were not known exactly, it was known that they were several orders of magnitude
less than in IN1. Crystal F was Cu-doped at around 1 x 101® ¢cm~3. Cu is an
acceptor in CdTe.! The rest of the samples were not intentionally doped during
growth.

CdTe can be grown n-type or p-type depending upon whether it is grown
in an excess of Cd or Te.! Subsequent anneals of the crystals in Cd or Te can
change the donor or acceptor concentrations of the crystals by changing the
native defect concentrations. All of the n-type crystals in this study except
IN1 had initial shallow level concentrations which were too low to allow DLTS
measurements to be made on them. For this reason,the n-type crystals (except
IN1) were annealed under saturated Cd pressure at 650-800°C for 6-12 h, thus
raising their carrier concentrations. In the case of the p-type samples, all of
the samples had a large enough acceptor concentration initially to allow the
measurements to be made. For comparative purposes, crystal E was produced

by annealing some of crystal B in Te at 800°C for around 2 h.

Samples were annealed by sealing them in an evacuated quartz ampule with
a quantity of elemental Cd or Te. The ampule was cleaned prior to the anneal
by rinsing it in HF followed by a rinse in deionized water. The ampule was
then heated in a flame until it glowed white. The Cd and Te were etched in a
nitric acid solution. After the sample and the Cd or Te had been placed in the
ampule, it was evacuated to a pressure below 10~ Torr using a sorption pump,
and the open end of the ampule was sealed. The CdTe and Cd or Te were moved
to opposite ends of the ampule, which was then inserted into a furnace at the
anneal temperature and left for the desired length of time. When the anneal
was complete, the sample was quenched by inserting the ampule into a beaker
of water.

The electrical measurements described in this chapter were made on Schot-

tky barrier devices which were prepared on the CdTe crystals. Au Schottky
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barriers were used on the n-type samples. Two methods for preparing Schottky
devices were used on crystal IN1. In both techniques, clean surfaces of CdTe
were prepared by cleaving bulk CdTe in air to expose a {110} sample face. One
set of samples was immediately placed into an ion pumped vacuum system where
160 pum diameter Au dots were evaporated through a shadow mask onto the
cleaved CdTe surfaces. A second set of samples was annealed at 350-370°C for 1
h in a Pd purified H, ambient before Au dots were deposited onto the annealed,
cleaved surfaces. Au Schottky barrier devices were also prepared on air cleaved
surfaces of the rest of the n-type samples in the manner described above for IN1.

No H; annealing treatment was used on the rest of the n-type samples.

Both Au and Cd barriers were used in the electrical measurements made
on p-type CdTe crystals. The Au and Cd Schottky barriers were prepared in
two different ways. In the first method, 160 um diameter dots were evaporated
onto air-cleaved {110} sample surfaces through a shadow mask in an ion pumped
vacuum system at 107° Torr. In the second method of preparation, Au or Cd
was evaporated onto polished {111} sample surfaces which had been etched for

5 min in a 0.5% Br-Methanol solution. These dots were 500 pm in diameter.

Before making measurements on the Schottky devices, ohmic contacts had
to be fabricated on the samples. Contacts to the n-type CdTe crystals were pre-
pared by soldering indium onto one of the sample faces with a low temperature
soldering iron. In the case of the Schottky devices prepared on air cleaved faces
of the CdTe crystals, the In contact was actually affixed to the crystal before
cleaving the crystal to avoid heating the cleaved face while it was exposed to
air. Indium contacts were prepared on the Hy annealed samples after they were
annealed but before deposition of the Au Schottky barrier. Low resistance con-
tacts to p-type CdTe are more difficult to prepare. In the procedure followed
here, the rear face of the sample was etched in a K3CrO7 and H; SO, solution.

After the etch Ni or a Cu/Au alloy was evaporated onto the back face of the
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sample to provide the contact.®

3.3 MEASUREMENT TECHNIQUES

The electrical measurements performed on devices prepared on the CdTe
crystals included DLTS and C-V measurements. The DLTS measurements will
be described first. In chapter 1 it was shown that the capacitance of a reverse
biased Schottky diode can be used to infer the properties of deep levels in the
depletion region of the diode. The diode is reverse biased; then the reverse
bias is reduced and traps in the depletion region capture carriers. The bias is
returned to its previous value and the carriers are thermally emitted from the
deep levels. The capacitance of the diode changes as the carriers are emitted from
the levels, resulting in an exponential capacitance transient. The rate associated
with this transient is the thermal emission rate from the trap. Analysis of this
rate as a function of temperature gives the activation energy of the trap. The
initial amplitude of the transient can be used to find trap concentrations and
capture cross sections.19 There are a number of ways of extracting the desired
information from the capacitance transients. The most common method uses a
double boxcar integrator. This technique is explained in some detail in Ref. 5.
A brief explanation will be given here. The dual boxcar integrator samples the
capacitance transient at two times, t; and to, after the bias pulse is applied to
the sample and takes the difference between these two values. The capacitance
decays back to the value it had before the pulse with a rate equal to the thermal
emission rate from the trap. Because of this, the shape of the capacitance
transient changes with temperature as does the signal from the dual boxcar.
At low temperatures very few trapped carriers have been emitted by times t,;

and t,. The sample capacitance is approximately the same at these two times,
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and the signal from the dual boxcar is near zero. At very high temperatures,
all of the carriers have been emitted by times t; and ty, and, once again, the
capacitances at these two times are equal, so the signal from the boxcar is zero.
At some intermediate temperature the shape of the capacitance transient will
be such that the dual boxcar signal will be a maximum. If the transients are

exponential, it can be shown that the decay rate of the exponential will be given

by

In(k
':' T (-tati) (3:1)

at the temperature where the boxcar signal is a maximum. The initial amplitude
of the capacitance transient can be found from the amplitude of the DLTS signal
maximum. By fixing the sampling times of the boxcar, t; and to, repetitively
pulsing the sample, and measuring the difference in the capacitance at these two
times as a function of sample temperature while the temperature is scanned, a
DLTS spectrum is produced. If the depletion region of the diode contains a deep
level, the spectrum will exhibit a peak at the ter'npera.ture where the thermal
emission rate from the deep level has the value given by Eq. 3.1. If more than
one level is present, there will be a peak in the spectrum for each level. The
rate set by Eq. 3.1 is called the rate window of the scan. In general, once
a rate window has been set, the deeper in the gap a level is, the higher the
sample temperature has to be for the level to have the emission rate set by the
rate window. Thus the peaks associated with deeper levels will usually occur at
higher temperatures. The temperature axis of a DLTS scan can be thought of
as an energy axis and each peak represents a level. The amplitude of the peak
is its relative concentration. It should also be added that peaks in a DLTS scan
can be both positive and negative depending upon the sign of the capacitance
change caused by the carrier trapped at the deep level during the bias pulse.
In this study only traps which captured the majority carrier were seen, so the

peaks were always negative.
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A system for producing and analyzing capacitance transients in a diode
is diagrammed in Fig. 3.1. It is based on a Boonton model 72BD capacitance
meter with a 100 mV, 1 MHz test signal and a dual boxcar integrator. The power
supply is used to reverse bias the Schottky barrier through the bias connections
provided in the rear of the capacitance meter. A pulse generator is connected to
the primary of a pulse transformer. The secondary of the pulse transformer is
connected in parallel with a resistor. The transformer secondary and the resistor
are placed in series with the diode being studied. When a pulse is applied to the
transformer, a voltage drop occurs across the resistor and decreases the bias on
the diode, thus providing a reduced bias pulse. The resistance of the resistor is
chosen to be much less than the capacitive impedance of the sample at 1 MHz.
In this manner, the capacitance meter still measures the actual capacitance of
the sample. The capacitance transients produced by reducing the bias on the
Schottky barriers are fed from the capacitance meter into the double boxcar

integrator, which produces a DLTS spectrum as the temperature is scanned.

Conventional capacitance meters have some limitations when used in a
DLTS system. Changing the pulse width by any significant amount requires
changing the pulse transformer. When a diode is pulsed, its capacitance changes
by a large amount causing the amplifiers in the capacitance meter to overload.
A transient with a time constant shorter than the overload recovery time can-
not be measured. The output time constant of the Boonton meter used in this
system was around 100 us. Transients with time constants smaller than this
could not be measured even if the meter did not overload during the pulse. A
fast capacitance bridge was developed by Lang 10 to allow faster transients to be
measured. Such a system was also used in these measurements. Both systems

gave the same results on any particular sample.

Temperature was scanned by mounting the sample in a glass dewar through

which nitrogen gas was flowing. The nitrogen gas could be cooled by bubbling
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it through liquid nitrogen prior to entering the dewar. There was also a heater
in the nitrogen inlet to the dewar which allowed the gas to be heated before
reaching the sample. The temperature of the sample could be scanned from
around 100 K to 400 K, using this method. Temperature was measured by
placing a type T thermocouple in close proximity with the sample (in many
cases both the thermocouple and the sample were affixed to a sapphire plate
to maintain good thermal contact and at the same time electrical isolation).
The Schottky barriers were electrically contacted by using a Au wire pressure
contact.

Reverse bias capacitance characteristics for the Schottky barriers prepared
on the CdTe crystals were recorded at room temperature using a model 71A
Boonton capacitance meter with a 15 mV, 1 MHz test signal. The capacitance

of a Schottky barrier under reverse bias voltage V is given by

€A 2
= — W:‘:\/——— Vi .
C W Nq(V+ b) (3.2)

where C is the capacitance, ¢ is the dielectric constant of the semiconductor, N
is the space charge concentration in the depletion region (assumed uniform), e
is the charge on an electron, W is the depletion width, and V;; is the built-in
voltage {Schottky barrier height). From this we find

22 = eV 4 Ve, (3.3)
A plot of 1/C? as a function of V should be a straight line. The slope can
be used to find NV, the shallow level concentration. If N is not uniform, the
slope will give IV as a function of depth from the Schottky barrier. Deep levels
complicate the measurement but are not a problem if their concentration is low
enough.

Secondary ion mass spectroscopy (SIMS) was used to depth profile the in-

dium concentration at H, annealed and unannealed faces of IN1.1! The primary
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bombardment beam was OF. Positive ions of Cd!!?, Te!3° and In!!® were

collected. The In''5 jon current was normalized to the Te!3° signal.

3.4 RESULTS

3.4.1 Measurements on n-type CdTe

There is negligible minority carrier injection in a Schottky barrier device
if the barrier height is considerably less than the band gap (as is the case for
Au or Cd barriers on n or p-type CdTe).!2 Because of this, only majority carrier
traps could be observed in these measurements. In the n-type CdTe, these
would correspond to traps which can capture and emit electrons. In p-type
crystals, traps would be observed which capture and emit holes. The results
of measurements on n-type CdTe crystals will be presented first. Shallow level
concentrations (Np-N4) for all of these samples were calculated from C-V data
and are presented in Table 3.1.

We begin our discussion with the results of measurements on crystal IN1.
When devices were prepared on air cleaved faces of IN1, the shallow level con-
centrations given in Table 3.1 were obtained from the C-V measurements. Since
the shallow level concentration is near the In concentration in the material, most
of the In donors were uncompensated by acceptors, suggesting this crystal was
initially on the Cd excess side of the phase stability region for CdTe. Devices
prepared on Ho annealed surfaces of IN1 gave shallow level concentrations of
3 x 10!% - 5 x 10" c¢m~3. SIMS measurements on an H, annealed face of IN1
showed a minor surface buildup of In followed by a 2-3 pm layer depleted of
In by a factor of two relative to unannealed faces (Fig. 3.2). DLTS spectra for

unannealed and H; annealed faces of IN1 did not differ markedly as a result of
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the same In concentration at a depth of 3 um or greater.
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the two methods of sample preparation. These DLTS measurements probed a
region extending 1-2 um below the metal CdTe interface. Typical DLTS spectra
are given in Fig. 3.3.

Three main electron traps were observed in the temperature range from
100-400 K for IN1 (E1, E2, and E3). A shoulder was visible on the low tem-
perature side of E2 (E2a). Some of the samples also exhibited a level at a
lower temperature than E1 which has been labeled Ela. Three different rate
windows were used in taking the data in Fig. 3.3 to allow both Ela and E3
to be observed within the temperature range accessible to the DLTS system.
The activation energies of levels E1 and E2 were determined from Arrhenius
plots of the thermal emission rates from the levels {Fig.3.4). They were 0.34
+ .06 and 0.77 = .05 eV, respectively. The concentrations of E1 and E2 were
approximately 3% and 8%, respectively, of the shallow level concentrations in
both Hy annealed and unannealed samples of IN1. Level E3 was not studied in
detail. For most of the rate windows accessible with the DLTS system, E3 was
observed at sufficiently high temperatures that rapid changes occurred in the
Schottky barrier device characteristics. The diodes became leaky and peaks in
the DLTS spectra changed in amplitude. Similar observations have been made

in previous measurements on CdTe Schottky barriers.!®

The DLTS spectrum for IN1 was modified by illumination with above band
gap light. This effect is illustrated for both air cleaved and H, annealed IN1 in
Fig. 3.5. The dashed spectrum was taken as the sample was cooled from room
temperature to 100 K. During this scan the sample was kept in the dark. The
sample was held at 100 K and illuminated with a HeNe laser (any above band
gap illumination had the same effect). After exposure to the laser light, a DLTS
spectrum was taken with the sample in the dark as temperature was increased
(solid curve). In the H; annealed samples, Ela increased in amplitude, a new

level (E1b) appeared, and a background (Elc) which is visible in the difference
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Figure 3.3: DLTS spectra for electron traps in CdTe crystal IN1. The positions
of the boxcar windows during the scan are given by t; and t;.(a) A typical
spectrum in IN1. (b) Spectrum in IN1 with a smaller rate window. (¢) Spectrum
in IN1 using an even smaller rate window to show level E3.
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Figure 8.5: DLTS spectra for H, annealed (a) and unannealed {b) IN1 in
the temperature range of E1 showing the effect of illuminating the sample with
above band gap light. The dashed line is the spectrum before illumination, the
solid line is the spectrum following illumination, the dotted line in (a) is the

difference of these two.
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spectrum (dotted curve) appeared under E1. Unannealed samples also showed
an increase in the amplitude of Ela. Peaks associated with E1b and Elc could
not be resolved, but the overall background of the DLTS signal increased in the
temperature range where these peaks were observed in the H, annealed sam-
ples. The device capacitance at 100 K also increased by 5%-15% as a result of
illumination. Changes in the device capacitance and DLTS spectrum persisted
for a least an hour after the light source was removed provided the sample
temperature remained at 100 K or less during the hour. This observation was
independent of the value or polarity of the biasing voltage maintained during
the hour. Once the sample was warmed to room temperature, subsequent dark
scans again yielded the dashed spectrum of Fig. 3.3. If, following illumination,
the sample reached a maximum temperature of between 100 and 200 K, a DLTS
scan of the temperature range around peak E1 still showed some of the addi-
tional structure, but the effects produced by the light were diminished. This
made measurements of the activation energies of Ela, E1b, and Elc difficult.
Activation energies for Ela and E1b were estimated as suggested by Langl®

from the formula
E, ~ akT,,. 3.4

E, is the activation energy for the level, k is the Boltzmann constant, T}, is the
temperature of the peak maximum (or minimum) and « is a constant. The value
of & depends upon the rate window chosen and on the capture cross section of
the level in question. Assuming E1, Ela, and E1b have similar capture cross
sections allows a to be determined and gives the estimates 0.24 and 0.30 eV for
the activation energies of Ela and E1b, respectively. The capture cross section
for the trap enters a logarithmically, so a small error in the cross section estimate
does not cause a large error in the estimated energies.

Two other In-doped CdTe crystals (IN2 and IN3) were studied using DLTS.

Spectra for these crystals are given in Fig. 3.6. The shallow level concentrations
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Figure 8.8: DLTS spectra for two n-type CdTe crystals doped with In. (a)
Spectrum for IN2. (b) Spectrum for IN3.
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following the Cd anneals for IN2 and IN3 were larger than the In-doping in
the two crystals, possibly due to other impurities in the crystals or to defects
introduced during the anneals. Once again levels E2 and E2a are present. E2a
is not visible in the spectrum for IN3 in Fig. 3.6. E3 was also observed in most
of these devices, although the temperature range of Fig. 3.6 does not include
E3. Other levels are present in these spectra (E8 and E9) which were not seen
in IN1. In both of these materials, illumination at low temperatures did cause
a capacitance change and an increase in the low temperature background of
a subsequent dark DLTS scan, but no new peaks could be resolved from this
background. IN3 did have a small peak in the temperature range where E1 was

seen in IN1.

The final n-type sample upon which DLTS measurements were made was
UN1. Deep levels E2, E2a, and E3 were also observed in this sample. The
Arrhenius plot for Level E2 given in Fig. 3.4 contains points taken from UNI.
The concentration of E2 was ~ 5% of the shallow level background concentration.
Additional electron traps were observed in this material {E4-E7). No optical
effects similar to those present in the In-doped samples were seen in this material,
but & stress related effect was discovered. Fig. 3.7 gives typical DLTS spectra
for UN1 and illustrates this stress effect. Level E6 was not observed until the
crystal was mechanically stressed. Pressure was applied with a blunt probe to
the crystal face near the diode to be measured. The solid spectrum in Fig. 3.4
was taken following the application of stress to the crystal. This spectrum was
obtained by first cooling the sample to 100 K and then taking DLTS data as
the sample was warmed to 400 K. The dashed spectrum was taken immediately
after the solid spectrum as the sample was cooled. Peak E6 is missing in the
dashed spectrum. Some of the other peaks appear to have a reduced amplitude
although this may be due to the loss of the background due to level E6. If the

sample was not heated above room temperature following the stress treatment,
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Figure 8.7: A DLTS spectrum for UN1 showing the effect of stress and subse-
quent sample heating on the levels observed. The boxcar windows are given by
t; and t,. The solid spectrum was taken after stress was applied to the crystal;
the dashed spectrum was obtained after heating the sample to 400 K in the

process of obtaining the solid spectrum.
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E6 continued to be observed in the DLTS scans. Elevated temperatures must

have allowed the crystal to relax.

The results described so far for crystals IN2, IN3, and UN1 were obtained
from material which had been annealed in saturated Cd vapor (as described in
the last section) at temperatures between 650 and 750°C. When the anneal
temperature was increased above 750 °C, the results were slightly different. The
space charge concentrations obtained from C-V data were in general larger when
the crystal was annealed at a higher temperature. If the anneal temperature
were increased from 650 to 780°C, a little less than an order of magnitude
increase occurred. For this reason the values given in Table 3.1 are not exact.
The DLTS spectrum of a sample annealed at temperatures exceeding 750 °C was
dominated by a level at approximately the same temperature location as E2a.
Level E2 was still observable, but its amplitude was lower than the amplitude
of the new level. The activation energy of the new level was 0.60 = .05 eV. The
deep level concentrations in a sample annealed at higher temperatures were all
a few percent of the shallow level concentration. These same observations were

made in all three of the Cd annealed crystals.

3.4.2 Measurements on p-type CdTe

Results of the electrical measurements on p-type CdTe crystals will be
presented next. Shallow level concentrations (N4-Np) for the p-type CdTe
crystals are given in Table 3.1. As was mentioned above, only majority carrier
(hole) traps were measurable in the p-type samples. No differences were observed
in the DLTS spectra of p-type CdTe crystals as a result of the method of device

preparation.

Four majority carrier deep levels were seen in the p-type crystals in the tem-

perature range from 100-300 K. Figs. 3.8-3.11 give characteristic DLTS spectra



107

T { 1 {
DLTS SPECTRA IN NOMINALLY
UNDOPED p-TYPE CdTe
@
E Ha (A)
>
2
- H3
o HI
S
&
<
\/\ ®)
H3 H4
i 1 ! !
100 200 300

TEMPERATURE (K)

Figure 8.8: Characteristic DLTS spectra for hole traps in nominally undoped,
p-type CdTe crystals A and B. The positions of the boxcar windows during the

scans were t; = 5 ms and t; = 45 ms.



108

T i | 1
DLTS SPECTRA IN NOMINALLY
UNDOPED p-TYPE CdTe
©
r=
3 H3
> )
o H4
= H2
L
s
(®)
3 (D)
Hl
H3
| 1 1 ]
100 200 300

TEMPERATURE (K)

Figure 3.9: Characteristic DLTS spectra for hole traps in nomiznally undoped,
p-type CdTe crystals C and D. The positions of the boxcar windows during the
scans were t; = b ms and t; = 45 ms.
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Figure 3.10: Characteristic DLTS spectra for Te-annealed (E) and Cu-doped
(F) p-type CdTe. The positions of the boxcar windows during the scans were
t; = 5 ms and t; = 45 ms.
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Figure 8.11: Characteristic DLTS spectra for hole traps in nominally undoped,
p-type CdTe crystal G. The positions of the boxcar windows during the scans

were t; = 5 ms and t, = 45 ms.
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for the samples. The four levels have been labeled H1-H4. Deep-level H1 was
seen in A (Fig. 3.8) and D (Fig. 3.9) at concentrations of 1 x 10'* and 3 x 1013
em™®, respectively. As in the case of the traps in the n-type samples, these con-
centrations are a few percent of the shallow level concentrations. H1 may have
been present in F but at a very low concentration. The low temperature region
where H1 occurred was scanned for all the crystals, although it is only shown
for A and D. Level H2 was only seen in crystal C (Fig. 3.9). Its concentration
was between 2 x 10'® and 3 x 10'* cm™3. Levels H3 and H4 were seen in all
of the crystals (Figs. 3.8-3.11). Level H3 appeared over approximately a 5 K
range of temperatures in the samples studied. This variation was even observed
in samples taken from the same crystal. The concentrations of H3 in crystals A
through D were 4 x 101% - 4 x 104, 1 x 102, 3 x 10!3 - 3 x 10 and 2 x 10!3
- 1 x 10" ¢cm™?, respectively. In G (Fig. 3.11) its concentration was 4 x 10'2,
H3 in E and F will be discussed below.

There was a lot of fluctuation in the trap concentrations, as can be seen
from the above values. These fluctuations even occurred from device to device
on the same sample. In the case of level H4 this effect was more pronounced. At
the sensitivity used in the spectrum chosen for D in Fig. 3.9, the level was not
visible, although, in other cases, its concentration matched that of H3. These

deep trap concentrations were estimated from the formula

AC _ Ns
¢ ~ N,

(3.5)
where C' is the capacitance of the diode, AC is the change in capacitance caused
by completely filling the deep level, N; is the deep-level concentration, and N,
is the shallow level concentration taken from table 3.1.5 Effects due to the edge
of the depletion region are neglected using this method, but such accuracy is

not necessary in light of the large variations in trap concentrations which were

mentioned above.
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Material E was CdTe which had been taken from crystal B and annealed
in Te vapor at 800°C for about two hours. The anneal caused the shallow
level concentration to increase by two orders of magnitude. This is similar to
the effect of Cd vapor anneals on n-type CdTe crystals. As can be seen from
Fig. 3.10, H3 and H4 were still present. H3’s concentration was approximately
5 x 10'* cm™3. This value is also about two orders of magnitude higher than
prior to the anneal.

Crystal F had been doped with Cu at about 10'® cm™3. This concentration
is close to the shallow level concentration obtained from the C-V profile and may
indicate that the Cu dopants were not strongly compensated by native defects.
The DLTS spectrum for F, as seen in Fig. 3.10, contains H3 at a concentration
of 4 x 10'® cm™3, a value similar to that found in the undoped crystals. H4
was also present at a much lower concentration and is not seen in the spectrum
shown. Attempts were also made to dope crystals with Cu following procedures
outlined by Ref. 14. Again, there were no new levels or significant enhancements
of existing levels.

Other trapping states were visible in the above room temperature range of
the spectra, but it was not possible to study them, because, after the samples
were heated to 400 K in the process of taking the data, changes occurred in the
DLTS spectra. Levels which were seen above room temperature left completely.
Some of the below room temperature levels also suffered concentration increases
or decreases of as much as an order of magnitude. The direction of the change
was not always the same. For this reason no above room temperature spectra
are given. The DLTS spectra shown are for unheated samples immediately after
preparation.

Arrhenius plots for levels H1-H4, along with their associated activation
energies, are given in Fig. 3.12, Capture cross sections for the various states

in both n-type and p-type CdTe were not directly measurable with our system,
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Figure 8.12: Arrhenius plots for the four majority carrier deep levels seen in
DLTS measurements on p-type CdTe.
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because, for the shortest reduced bias pulse we could apply (~ 20ns), all the
levels were completely filled. From this we can place a lower bound of 5 x 10~14
cm? on the capture cross sections of the traps for their associated majority
carrier, a value which is in reasonable agreement with that determined from
the y intercepts of the Arrhenius plots. Because of this, the activation energies
in Figs. 3.4 and 3.12 have not been corrected for temperature dependent cross
sections. No correction for electric field effects has been applied either., The data
used for H3 in Fig. 3.12 is for a particular device. When other devices were
used, the temperature fluctuations mentioned above caused the line to shift, but

the slope stayed within the error range given.

8.5 DISCUSSION

The effect of Hy annealing on material IN1 was studied because such an an-
neal may be performed as one of the cleaning steps in the growth of HgTe or the
alloy Hg;_,Cd;Te on CdTe by chemical vapor deposition techniques {CVD),5
and it is desirable to know what effect the anneal has on the defect structure
of the CdTe. The anneal did not introduce any new deep levels or cause any
existing levels to leave. The predominant effect of Hy annealing IN1 was the ob-
served drop in shallow level concentration, and the approximately proportional
drop in deep level concentrations. The decrease in In concentration at annealed
surfaces as measured by SIMS is not sufficient to account for the observed drop
in shallow donor concentration. Two possibilities remain. Either the In be-
came electrically inactive, as might happen if indium telluride precipitates bad

formed, or native defects were introduced which compensated the In donors.

Level E2 is present in all of the n-type samples. This identification is

supported by the fact that plots of the emission rate as a function of temperature
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for E2 in different crystals are the same. Data from both IN1 and UN1 have been
included in the Arrhenius plot of Fig. 3.4 to illustrate this point. The shoulder
identified as E2a in each of the n-type samples probably arises from a level
which is present in all of the n-type samples. The same can be said for peak E3.
This suggests that E2, E2a, and E3 are probably associated with native defects
or with impurities which are commonly found in CdTe crystals. Impurities
could have been introduced during the Cd vapor anneals. Since IN1 was not
annealed in Cd vapor and levels E2, E2a, and E3 were present in its DLTS
spectrum, it does not seem likely that the levels are due to impurities introduced
at anneal time. When the CdTe crystals were annealed at higher temperatures,
a new level dominated the spectrum although E2 was still visible. The new level
could actually have been E2a with an increased amplitude. The properties of
E2a were not determined well enough to say for certain. This change in the
DLTS spectrum with anneal temperature suggests that the concentrations of
the centers responsible for levels E2 and the new level are dependent on the
Cd partial pressure and sample temperature during the anneal. Levels E4-E9
observed in some of the samples may have been present in all of the n-type

crystals. The background was too large to make conclusive measurements.

Two other studies of n-type CdTe have been made using DLTS measure-
ments.13:16 Some of the crystals used in these studies were annealed in Cd-vapor
to raise the shallow level concentrations in the samples. In Ref. 15 two levels
labeled E7 and E8 were observed which had activation energies near that of
E2 in this study (0.66 and 0.80 eV, respectively). The authors also noted that
the relative amplitudes of peaks in their spectra changed as a function of the
Cd-vapor pressure during the anneal. In Ref. 16 two crystals were studied.
The first had a deep state labeled EH5 which had an activation energy of 0.78
eV. This almost certainly corresponds to E2 seen in this study. In the second

crystal studied in Ref. 16, a level labeled EG6 was observed with an activation
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energy of ~0.84 eV which was assigned the same origin as EH5 and probably
also corresponds to level E2 reported here. It is interesting to note that all of
the DLTS spectra presented here for n-type CdTe and described in Refs. 15 and

16 are very similar in the temperature range from room temperature to 400 K.

Levels E1, Ela, Elb, and Elc are probably In related. They would be
expected to appear in IN2 and IN3 with concentrations several orders of mag-
nitude less than in IN1, because the In concentration in IN1 is so much larger
than in IN2 and IN3. If they did have concentrations which were within the
detectability limits of the DLTS, they would probably have been buried in the
background of other peaks present in IN2 and IN3. A deep state with a low
concentration was visible in IN3 at approximately the right temperature to be
E1l. Above band gap illumination of IN2 and IN3 did cause an increase in the
DLTS background at the temperature where E1 should be visible. This might be
expected if the optically induced levels were present at a very low concentration.
Electron emission from E1b, Elc and to a certain extent Ela occurs only after
above band gap illumination. The predominant effect of this illumination is the
creation of electron-hole pairs in the depletion region. Since electrons can be in-
troduced into the depletion region electrically, the appearance of these levels in
the spectrum can be attributed to the presence of holes in the depletion region.
This suggests that there are associated hole traps in the depletion region which
must bind holes before these electron traps can be observed. Increased device
capacitance following illumination supports this conclusion. Similar conclusions
have been drawn from observations of DLTS spectra in InP.17 Persistent photo-
conductivity and photocapacitance have previously been observed in CdTe,!8:19

but this is the first study correlating them with changes in DLTS spectra.

In the work of Ref. 16, In-doped samples were studied with DLTS. For a
sample with a shallow level concentration of 1.4 x 10'7 cm~* the spectrum was

very much like that obtained for H, annealed IN1. Three levels labeled EH1,
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EH2, and EH3 were observed which had nearly the same activation energies and
relative concentrations as E1b, Ela, and E1 observed here (as mentioned above,
a level EH5 corresponding to E2 in this study was also observed). Although
levels with energies and concentrations near those of E1, Ela, and Elb were
reported in Refs. 15 and 16, three states with these energies were not observed
together in any of the other crystals studied here or in the two other DLTS
studies of CdTe. This adds additional evidence that they may be In related.
It would be interesting to know if the spectrum in Ref. 16 was taken with the

sample exposed to light.

Identifying the centers responsible for levels Ela, E1b, and background Elc
is not possible without additional information. We can, however, propose a
model. Because all of the levels are affected by illumination, it seems likely
that the centers responsible for each of these levels are of a similar nature. One

possibility is that each center results from a different configuration of a defect

complex involving In.

The crystal defects responsible for the deep levels observed in the p-type
CdTe could not be directly identified. Still, it is possible to draw some conclu-
sions about them based on the results of these measurements. Levels H1 and
H2 were specific to certain crystals and are, therefore, likely candidates for im-
purities. Levels H3 and H4, on the other hand, were present in all of the p-type
crystals. As was the case for level E2 in the n-type material, they could be the
result of a common impurity, native defects, or even grosser crystal defects {(such
as Te precipitates). There have been previous reports of levels approximately
0.3 eV from the valence band that were due to Cu, Au and Ag.2'18 Identifica-
tions were based on associating the levels that were observed with the crystal
dopants. Although Au and Ag diffusions have yet to be tried, the present work
seems to indicate that the levels we observe are not due to Cu, since the pres-

ence of Cu in crystal F' did not enhance any of the levels seen, and because the



118

attempts at Cu doping did not significantly increase the concentrations of any
of the traps. It is possible that there are deep levels associated with Cu, but

that the temperature range of this study did not include Cu related peaks.

In both the n and p-type crystals, concentrations of deep levels in as-grown
crystals were generally 10!* cm™3 or less. Although this is quite low, fluctuations
were also seen in the concentrations of traps from device to device on a given
sample. Even more disturbing were the changes in peak amplitudes produced by
very modest sample heating (400 K). These fluctuations and amplitude changes
were more prevalent in the p-type crystals. Since the same levels were observed
for both Au and Cd barriers on the p-type crystals, it is unlikely that the changes
occurred as a result of diffusion of the barrier metal into the active region of the

CdTe diode.

In attempting to identify the origins of the levels seen in the n-type and
p-type CdTe, the situation is complicated by the need to understand the role
played by native crystal defects. Those levels which were only present in a
few crystals (E1, Ela, E1b, H1, and H2) are almost certainly associated with
impurities, but the center giving rise to a particular level could be due to a
complex which is composed of an impurity and a native defect. Some levels
such as E2 in n-type CdTe and H1 and H2 in p-type CdTe were present in all of
the samples. It is tempting to assign these deep levels to native crystal defects.
This would help account for the variation in the concentration of these levels
when the crystals were annealed under various conditions such as in Hg, in Cd
vapor, or in Te vapor. It might also help explain why some of the states had large
concentration changes when the samples were heated to 400 K. Still, impurities
may be able to account for these levels. Some impurities such as Si are expected
to occur commonly in CdTe because of the method of growth (a Si crucible is
used.) An anneal which changes the Cd or Te activity of a crystal could cause

an impurity to change sites, and therefore change the concentration of a level
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which is due to the impurity in a particular configuration. An example of this
might be a change in the concentration of In-Cd vacancy complexes caused by
anneals in Cd vapor. It is really omly possible to say that levels such as E2,
H3, and H4 are due to crystal defects or to impurity related defects where the
concentration of the defect can be altered by changing the Cd or Te activity of

the crystal.

3.8 CONCLUSIONS

In this chapter the results of DLTS and C-V measurements on n-type and
p-type CdTe have been reported. Levels were observed which were common
to all of the n-type samples (E2) and which had been observed in other DLTS
studies of CdTe. Other states (E2a, and E3) were probably present in all of
the n-type crystals. In an In-doped sample, several peaks (Ela, Ela, and Elc)
were observed only after illumination of the sample with above band gap light
at low temperatures. These levels along with E1 were probably indium related.
One sample exhibited a deep level when it was stressed. The level left when
the stress was relieved by warming the sample. DLTS measurements on p-type
CdTe crystals revealed four deep levels (H1-H4) in the temperature range from
100-300 K. Levels H1 and H2 only occurred in a few of the samples leading us
to believe that they were associated with impurities in the crystals. H3 and H4
were in every crystal and may be related to native defects or common impurities.
Measurements on Cu doped samples indicate that the levels seen in p-type CdTe
are not due to residual Cu in the CdTe. In both n and p-type CdTe, variations
were noticed in the concentrations of the observed levels from device to device
on a given sample. Significant changes in trap concentrations as a result of
modest sample heating were also seen. These effects were more pronounced in

the p-type material.
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APPENDIX A

MEASUREMENTS OF THE DERIVATIVES OF CURRENT-VOLTAGE
CURVES AND MEASUREMENTS OF CAPACITANCES
USING MODULATION TECHNIQUES
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A.1 INTRODUCTION

This appendix ¢overs the details of the tunneling and capacitance measure-
ments which were made in the study described in Chapter 2 of this thesis. It is
organized into the following sections. In Section A.2 the mathematics of mod-
ulation techniques as applied to the measurements of first derivatives (dI/dV)
and second derivatives (d?I/dV'?) of I-V curves will be presented along with
the reasons for using these techniques. Section A.3 will illustrate how these
techniques were implemented in taking first derivatives. The second derivative
measurement system will be discussed in detail in Section A.4. The system used
in making frequency dependent capacitance measurements will be described in

Section A.5

A.2 MODULATION TECHNIQUES

As was explained in Chapter 1, inelastic and resonant tunneling effects
are usually observed in the derivative spectra of the I-V curves of tunneling
devices. The most obvious way to take the derivative of an I-V curve is to
apply a current source to the device under study, measure the resultant voltage,
and numerically differentiate the I-V curve thus obtained. There are two major
difficulties with this method. The measurements made using this technique are
DC measurements, and l/f noise is large at low frequencies, so a considerable
amount of averaging is required to obtain a good signal to noise ratio in the
derivatives. Coupled with this problem is the dynamic range limitation of the
instruments used to measure the voltage and current. The smallest voltage and
current increments measurable determine the ultimate sensitivity to changes in
the slope of the I-V curve. Both of these difficulties are avoided when mod-

ulation techniques are employed. The frequency of the modulation signal can
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be picked to improve the signal-to-noise ratio relative to DC measurements.
Modulation techniques, in some sense, take the difference between two voltages
before digitizing the result, while the DC technique described above digitizes
and then takes the difference. The dynamic range limitation is thus removed.
Although the fundamental limitation in a DC measurement system is dynamic
range, voltmeters can be purchased with a dynamic range of 105, so, in general,
the noise problems are more important in a realistic system.

Modulation techniques involve varying one of the two variables I and V
sinusoidally while observing the Fourier components of the signal associated
with the other variable. Consider a device with a current-voltage curve given by
I{V'). If a small sinusoidal modulating voltage Av = v, sin wt is superimposed
on a fixed voltage V, and applied to the device, the device current as a function
of time (I(¢)) can be expanded in a Taylor series to give

dl ) 1827 . 9
I{) =I(Vy) + d—V(Vo) v, sin wt + EJ—W(VO) v, 2 sin® w4+, (A.1)

The largest contribution to the component of the current at frequency w
comes from the second term in the above expansion. Other terms of higher order
in sin w¢ also contribute to the current at the fundamental frequency (such as the
sin® wi term since sin® z = %sin z — 3 sin 3z), but these terms have prefactors of
the form Id‘-,"—l;vw" which are negligible as long as I as a function of V' is sufficiently
smooth and v, is sufficiently émall. From this we see that a measurement of the

amplitude of the current at the fundamental frequency w gives
== (Vo) v, (4.2)

and if v, is known, the first derivative of I{V') at bias V}, can be obtained. The
largest contribution to the current at the second harmonic frequency (2w) comes

from the third term in Eq. A.1. The amplitude of the second harmonic signal is

1d%7

ZW(V()) Uwz. (A3)



125

Given v, the second derivative of I{V) at the bias ¥, can be found.

There are a few important points to make about this technique. The signal
at the fundamental frequency (Eq. A.2) is proportional to v,, while the second

harmonic signal (Eq. A.4) varies as v,?.

In an actual measurement system,
increasing v, increases the signal to noise ratio. This is especially true in the
case of the second derivative. On the other hand, increasing v,, also increases the
contribution of higher order terms in Eq. A.1 to the fundamental and harmonic
signal since their contribution is proportional to (v,") and n > 2. Said in a
different way, increasing v, decreases the resolution. This is a trade-off which

is inherent in measurements by harmonic generation.

The I(V) relation which was expanded in Eq. A.1 gives the steady-state
current which would pass through a device if a particular voltage V were applied
to the device (it is basically the I-V curve which would be obtained from the DC
measurement scheme described above). The expansion in Eq. A.1 makes the
assumption that the response of the current to voltage is the same at frequency w
as it is in steady state, but this is not necessarily true. Most tunneling structures
have significant capacitances. The steady state response of the current to applied
voltage for a tunneling structure only reflects the resistive component of the
structure’s impedance. When a high frequency sine wave is applied to the device,
a contribution to the current through the device from the structure’s capacitance
must be included in equation A.1 to obtain the actual current passing through
the device. In the measurement systems discussed below, the differences between

the AC and DC responses of real devices become very important.

The design of the first derivative system, which is given below, essentially
follows Eq. A.1 (except V is considered to be a function of I). In the case
of the second derivative measurement, the system described below takes into
account the need to reduce the modulating voltage for the purpose of improving

resolution, and at the same time obtain the maximum signal-to-noise ratio from
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measurements on real tunneling devices.

A.8 FIRST DERIVATIVE MEASUREMENT

The circuit diagram for the basic system used in making first derivative
measurements is given in Fig. A.l. The ideas are rather simple and will only
be discussed briefly. Resistors R; and Ry are chosen to be much greater than
the sample impedance. If v, is the modulation voltage being output by the sine

wave generator, the modulation voltage appearing across the sample is

v, 1 ] -
Ymod & E“;—(E; +iwC,) ™! (A.4)

where R, and C; are the differential sample resistance and capacitance, respec-
tively. If the frequency is low enough or C; is small enough, the term in wCj
can be neglected and

R,. (A.5)

Umod ~
Ry

Scanning Vypmp (the DC bias being applied by the voltage source) allows V; (the
DC bias on the sample) to be scanned, and if R; and v, are known, the lockin
amplifier will output v,,,4 which will be captured by the signal averager and
can be normalized to give R, as a function of V. Since Ry is dV/dI, the signal
averager captures the first derivative spectrum {or the inverse of it). The ramp
is usually scanned repetitively and the traces averaged to increase the signal to
noise ratio. The sample is cooled by placing it in a liquid helium storage dewar.

In terms of the modulation technique explanations of the last section, a
sine wave source with a large resistor at its output becomes a current source of
frequency w with the current amplitude given by i, ~ -;’;ﬁ-, Similarly, a voltage

ramp with a large resistor at its output becomes a current source with current



127

Ret Qsuitlotor Vol‘f«&e

{a N\.?

R Rz.,

Ref

Lockon |
Armplifler § H
"t C

7
N
H

Cs Re) Ly

Dewnr

(T
B

v

e Signal
d—: A\Jcmaﬂ'

Figure A.1: Diagram of the first derivative system used in making the mea-
surements given in Chapter 2.
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Iy =~ Z’ﬁ;ﬂl. In analogy to Eq. A.l, we find

vV . Y .
Vel(t) = Vi{lo) + E(Io) R, S wt--- (A.6)

and the amplitude of the voltage at the fundamental frequency becomes
(Vo) - (4.7)

as given in Eq. A.5.

Note that although Eq. A.7 agrees with Eq. A.5, it does not contain the
capacitive term given in Eq. A.4. This happens because, as was mentioned in the
last section, Eq. A.7 is an expansion of the steady-state I-V curve and does not
include any capacitive contributions to the current. The approximation made
in Eq. A.5 involves neglecting this capacitance. First derivative measurements
were made at a frequency of 5 kHz or less to reduce problems associated with
the intrinsic sample capacitance. The reduction of stray capacitances in the
system became important in the first derivative measurements on more resistive
samples. In general the system was calibrated and the effects of stray and sample
capacitances were checked by making measurements on known resistances of
approximately the same value as the sample resistance. The capacitor C, in Fig.
A.1 was chosen to have a value that blocked the DC ramp voltage and avoided
overloading the lockin amplifier, while, at the same time, it allowed the lockin to
see the modulation signal. This method of taking the first derivative was used
because it provided sufficient signal-to-noise to see the desired features and was
relatively simple to set up. More elegant systems can certainly be built. In the
case of the second derivative measurement, a more carefully designed system

was required.
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A.4 SECOND DERIVATIVE MEASUREMENTS

A system similar to the one described in the last section could have been used
to make second derivative measurements. The signal-to-noise ratio of such a
system would have been poor for two reasons: Second derivative signals are
usually smaller than first derivative signals. The noise figure of the the lockin
preamplifier is large for the low frequencies at which the measurement is made
and for the typical resistances of the samples which were studied. As an example,
the noise figure of a PAR model 113 preamplifier at a frequency of 1 kHz and
sample impedance of 50 (1 is around 20 db. This means that the noise voltage
added by the amplifier to the signal from a 50 (2 sample is about ten times the
room temperature Johnson noise of the sample. Most of these measurements are
made with the sample at 4.2 K, so the noise added by the amplifier is actually
about 85 times larger than the actual sample Johnson noise. The Johnson noise
of the sample is the fundamental limit to the second harmonic voltage which
could be generated by the sample and seen. The noise voltage of the amplifier,
then, limits the minimum value for v,, the modulation voltage applied to the
sample, to a value about 9 ~ \/8—5 times larger than the fundamental limit set
by the Johnson noise. This is a significant degradation in the sensitivity of the
second derivative measurement.

To reduce the noise problems, the frequency of the measurement is usually
increased, and a step-up transformer is used at the lockin input to match the
sample impedance and the measurement frequency to the operating point at
which the lockin preamplifier has the best noise figure. When this is done, the
sample capacitance becomes a problem. At higher frequencies, the capacitance
shorts out the AC voltages which appear across the sample. Also, stepping up
the sample impedance allows the sample to see a reduced lockin amplifier input
impedance. Both of these effects work to decrease the second harmonic signal

and, once again, degrade the signal-to-noise ratio. The system for measuring
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second derivatives which will be described below deals with the problems associ-
ated with the significant sample capacitances and with reduced lockin amplifier
input impedances shorting out the second harmonic signal across the sample.

Before discussing the specifics of the measurement system, some of the
problems caused by large sample capacitances will be illustrated by finding the
amplitude of the second harmonic voltage (‘Uzw) appearing across a sample when
the voltage at frequency w appearing across the sample is given by v,. In this
analysis it will be assumed that there is a voltage across the sample at frequency
w given by v,, a voltage across the sample at frequency 2w which is given by
v3., & voltage across the sample at 3w which is given by vs,,, etc. The values of
all of these voltages are variable and may in fact be zero, except for v, which
is fixed. Basically this is a break-up of the total voltage across the sample into
its Fourier components. The sample may be modeled as a nonlinear resistor of
differential resistance R, in parallel with the sample capacitance given by C,.
The total current at frequency 2w passing through the sample can be found
by adding the currents at frequency 2w which would be produced if each of the
Fourier components of the voltage were applied across the sample independently
{a linear analysis such as this neglects mixing in the nonlinear tunneling element,
but mixing terms will be of lower order than the terms which are considered).
Only v, and vy, contribute to the current at frequency 2w. The voltage v,
creates a second harmonic current through the nonlinear sample resistance which
is given by

127,

Al = —2—73t (A.8)

as was shown in Eq. A.1. Since the voltage vy, also appears across the sample,
it will produce a current at frequency 2w passing through the sample. Following

Eq. A.1, this current is given by,

T .
AIQ = Ugwii—eu"&
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where a phase factor has been introduced to allow vy, to be out of phase with
Al;. Since the second harmonic voltage across the sample is also being applied
to the linear circuit elements in parallel with the sample, the current through

these elements is
Ly = i’z-‘iew (4.10)

where Z is the effective impedance of the rest of the circuit as seen by the
sample. The minus sign reflects the fact that when current flows through the
complex impedance Z in the positive direction, it is lowing through the sample

in the negative direction. Now, Iy, = Al; + Al; so

¢(1 dl, 141 ,

AR A (4.11)

U2U 6'

Since vy, is the quantity which will be measured in the system, it is desirable
to have it be as large as possible. It is 2 maximum when Z = co.

One of the components of Z is the impedance of the sample’s own capaci-
tance. In general, tunneling samples have large capacitances, because they are
made in such a way that two highly conductive materials are separated by 50
to 100 & of a dielectric. Large sample capacitances result in small impedances
in parallel with the nonlinear resistance of the tunneling device. From Eq. A.1
it is desirable to have the capacitive impedance of the sample much larger than
the sample resistance. This is usually not the case. For example, from Fig. 2.6,
al00 A thick‘AlAs barrier sample in this study had a resistance of 1000 Q-cm?.
The capacitance of such a device should have been about 10® pf, but the capac-
itance was probably three times smaller as explained in Chapter 2 (~ 3 x 10°
pf). The system was operated at 2w = 100 kHz. The capacitive impedance of
this sample would have been around 0.5 O-cm? which is considerably less than
the sample resistance; hence % in Eq. A.11 would be very large and v, very
small. Effectively, this means that the second harmonics generated by the sam-

ple are shorted out by the capacitance of the sample (as was mentioned above),
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and the second harmonic signal appearing across the sample is reduced. The
second derivative system which will now be described, was designed to make the
complex impedance seen by the sample Z as large as possible at the frequency

2w while maintaining a constant voltage v, at frequency w across the sample.

The second derivative measurement system (tunneling spectrometer) is di-
agrammed in Fig. A.2. A more detailed breakdown of some of the components
listed in Fig. A.2is given in Fig. A.3. A discussion of the main components of
the system as they relate to the design principles will be presented first. Fol-
lowing this the characteristics of the various components making up the system
will be discussed. This tunneling spectrometer is based on the second derivative

system developed by Lambe et ai.l

A Tektronixs SG505 sine wave generator was chosen as the modulation volt-
age source in Fig. A.2, because it had very little harmonic distortion (< 90 db).
This oscillator had the added advantage of providing a separate reference chan-
nel which was electrically isolated from the output. Low harmonic distortion
was required to avoid introducing any background on the harmonics generated
by the sample. The sine wave from the oscillator feeds into a set of step-down
transformers (TR1:, TR2: and TR3:) and a notch filter. The transformers lower
the output impedance of the oscillator (which is 600 ) to a value which is less
than the sample impedance at the operating frequency (w). To the sample, the
oscillator looks like a low impedance voltage source at frequency {w). The notch
filter serves two purposes. First, it filters out any harmonics that may still exist
in the oscillator. This function is not too significant since the sine source is very
pure, and nonlinearities in the passive devices from which the filter is composed
probably introduce more harmonics than are removed. The main function of
the filter is to isolate the sample from the sine wave generator at the harmonic
frequency (2w). When the sample looks back at the input (at frequency 2w), it
sees the high impedance of the notch filter (reduced by a factor of ten by the



133

Oscilfetor [W Teansformaers VeiTage
and 209 Fome
noteh filTer

. LHe
LetRia
Amelifier Dewrr
L Sample I
lan-‘ M
w | . mur\mﬂy
Neth Amylitier Toned
Filter “Trahsformer
Seord ButEI S ignal 0¢ blas
Stz\v) ﬁ\ﬂ"’-' y
4
"
b\
3 E}_/_
Bint

Figure A.2: Schematic diagram of the second harmonic detection system (tun-
neling spectrometer) used in the measurements of second derivatives of I-V

curves.



134

%
a
~
3
5
£
&
< i
13
® z
i 1
— ey
—
N SLIEY
v -
1
I &3
g “““I ‘
:% F os55% 5
5_g< a L
~ =
3
:’ N
zd
-~
: . 2
Zz v -~
5‘25‘:"7
Y HED
st : .
I
i o
R
g o |
e —
o
ndb
3
£ '
3
)!

Figure A.8: A more detailed breakdown of the components in the input, sam-

ple, and output sections of Fig. A.2.



135

second input transformer). Two choices for the second of the input transformers
are possible. These two transformers have different turns ratios and thus allow
a wider range of sample impedances to be used in the measurement system.
The output of the transformers and filter is added to a ramped DC bias. The
transformer output passes through a large capacitor {Cs) to avoid running a DC
current through the secondary of the last input transformer. A large inductor
(L2) is placed in series with the output of the voltage ramp. This makes the
output impedance of the voltage ramp very large at frequency w but small at
the ramp frequency. This signal is applied to the sample.

To remove the problems described above which are created by sample (and
stray) capacitances, and at the same time, amplify the signal before it reaches
the preamplifier, a resonantly tuned output was used. A variable capacitor (Cy)
is placed in series with the primary winding of a 1:1 output transformer (TR4:).
Since the output transformer secondary is coupled to a high input impedance
amplifier, no current passes through the secondary, and the primary acts like
an inductor in the analysis of the impedance, Z, seen by the sample. The
capacitor and inductor are tuned so their impedance is inductive and of the
same magnitude as that of the stray and sample capacitances. The sample then

sees an infinite impedance at 2w, and vg, is a maximum with a magnitude of

1dvV d*I ,
-l A2
gdlave '’ (4.12)
as can be seen from Eq. A.11. The current passing through the resonant trans-
former primary is v, wC. The voltage at frequency 2w presented to the input

amplifier by the secondary coil of the output transformer beomes

dav d*I
%Fl—d—_{/—ivwawgcst. A.l13

From Eq. A.13 we see that the spectra given in Chapter 2 were not truly

' 3 2
proportional to ;VIQ but rather to %;V',. As long as ‘i—‘;— does not change too
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much over the range of measurement, this is not a real problem. We also see that
the second harmonic signal is proportional to v,%, and that in certain instances
it can be helpful to add capacitance in parallel to a low capacitance sample to
increase the signal. In general, the output signal (Eq. A.13) is larger than the
value of vy, appearing across the sample. The transformer is basically stepping
up the signal and impedance of the sample to match the operating point at
which the preamplifier has the best signal-to-noise ratio. The capacitance in the
resonantly coupled transformer was tuned by maximizing the second harmonic

signal at the output of the preamplifier.

The preamplifier used was a PAR model 113 preamp. Following the pream-
plifier, the signal passes through a notch filter to remove the signal at the fun-
damental frequency and avoid overloading the lockin amplifier. This notch is
placed after the preamplifier to avoid adding noise to the signal before it is
amplified for the first time. The signal from the notch filter is applied to the
input of the lockin amplifier, a reference signal is obtained from the sine wave
generator, and the lockin is set to the second harmonic frequency. The sys-
tem was set up in such a way that a four-point contact could be made to the
tunneling structure.? In this case, the leads which connect the sample to the
resonant transformer are both floating. To measure the bias across the sample
and the amplitude of the modulation voltage, a unity gain differential amplifier
is connected between these two leads. The measurement of the bias voltage is
critical since it gives the energy associated with structure in the second deriva-
tive spectrum. The differential amplifier was required to be accurate to within
1 mV for a large range of sample impedances. It was built following the design
in Ref. 3, although it should be possible to buy one with the proper character-
istics. The signal from the lockin amplifier and from the differential amplifier
are recorded by the signal averager, giving v, as a function of the sample bias.

The voltage ramp is repetitively scanned and the traces are averaged to improve
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the signal-to-noise in the second harmonic measurement even further.

Samples were cooled by immersion in a liquid helium storage dewar. Tem-
peratures between room temperature and 4.2 K were obtained by suspending
the sample in the cold gas above the liquid helium. The temperature was mea-
sured with a silicon diode. A fundamental frequency of 50 kHz was used. This
was high enough to obtain a good noise figure from the preamplifier. Although
a noise figure was not measured for the complete system, it was possible to see
the change in the Johnson noise at 100 kHz of a 100 Q resistor which was placed
in the sample holder when the resistor was cooled from room temperature to
77 K. Extra capacitance was added in parallel to the resistor.

All of the coils used in the transformers and filters were wound by hand.
They were designed with large Q’s at 50-100 kHz. This was to done to reduce
resistive losses in the coils, since these would contribute both to the noise in the
system, and to the output impedance of the sine wave generator at 50 kHz as
seen by the sample. The windings in the coils were rather long, and the skin
depth of the current passing through a copper wire at a frequency of 50 kHz
is around 0.1 mm. These two facts can make the coils have a significant series
resistance. This problem was reduced by using Litz wire (90 strands of 44 gauge
Wire) to wind the coils. The capacitors used in the fillters were mica dipped
capacitors because they were not as subject to resistive losses in this frequency
range as other types of capacitors.

The notch filters were simple LC filters. The inductance in the filter coil was
adjusted to tune the notch frequency to the desired value. The resistor between
the two capacitors in the filter (Fig. A.3) was varied to adjust the depth of the

notch. The capacitors (C) and inductors (L) had to obey the following relation
2

LC = wh (4.14)

Varying L and C within the constraint imposed by this equation adjusted the

width of the frequency range in which the filter still had significant resistance
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(the Q of the filter). To make this width as small as possible, L was reduced to
the smallest value where a good Q eould still be obtained for the coil. Capacitor
C, (Fig. A.3) was installed in the 2w notch filter to compensate for the fact
that the filter still had an observable impedance at 50 kHz. The impedance was
inductive and increased the output impedance of the oscillator as seen by the
sample. The value of the capacitance was chosen to cancel out the inductive

impedance of the coil.

In general this system worked well. The major problem involved the output
impedance of the sine source as seen by the sample. As the bias on the tunnel-
ing samples was increased, the differential resistance of the sample decreased.
At some point this value reached the same approximate value as the output
impedance of the sine source, filter, and transformer combination. At this bias
the 50 kHz voltage across the sample decreased and the second harmonic signal
dropped rapidly. The range of voltages over which the second derivative could
be measured was limited by this. The output impedance of the sine source and
transformers was not actually the 600 2 output impedance of the oscillator re-
duced by the turns ratio squared. Stray inductances in the coils making up the
transformers and filter actually made the main contribution to this impedance.
The system could be improved by rewinding the coils in the input section to ob-
tain lower stray inductance or by providing a feedback mechanism to increase the
amplitude of the oscillator output to maintain a fixed value of the modulation

voltage at the sample.®

A.5 FREQUENCY DEPENDENT CAPACITANCE MEASUREMENTS

A circuit diagram for the measurement of sample capacitances in the range

of 10-200 kHz is presented in Fig. A.4. Resistor R, is chosen to have a value
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Figure A.4: Circuit diagram of the system used in measuring frequency de-
pendent capacitances for the tunneling samples discussed in Chapter 2.
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which is much less than the magnitude of the sample impedance at the mea-

surement frequency. The amplitude of the modulation voltage across R, is then

given by

1
Ymod ™ Vy R (iwCs + -}-2—-) (A.15)

8
where vp,,q is the magnitude of the voltage across the resistor R;, v, is the
voltage being output by the oscillator, and C; and R, are the sample resistance
and capacitance. Given v, and R;, the component of the modulation voltage
which is in phase with the reference signal gives the conductance of the sample.
The component which is 90 degrees out of phase yields the sample capacitance.
The phase of the phase sensitive detector in the lockin can be adjusted to pick
off both of these values.

In practice, the dynamic range of the lockin does not allow a particular
phase to be measured if the other phase is more than a factor of ten larger
than it. It is mainly for this reason that the range of frequencies at which
capacitances could be measured with this system was 10-200 kHz, because the
lockin itself can operate at frequencies below 10 Hz. At these low frequencies the
resistive component of the sample conductance was far larger than the capacitive
component. In chapter 2 it was mentioned that cooling the samples increased
their resistance and sometimes increased the range of measureable frequencies.
Samples were cooled in the same way as they were cooled in the derivative
measurements. The system was usually tested by making known measurements
on known resistances and capacitances of about the same values as those of the
sample being studied. The resistance of R; had to be kept small enough that
capacitances in the cable from R; to the lockin and in the cable from the sample
to R, had a much larger impedance than R, or else these stray capacitances

would have changed the phase angles and calibrations of the measurement.
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