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ABSTRACT

Optical scattering is a fundamental problem in biomedical optics and limits most optical techniques to shallow operating depths less than 1 mm. However, although the scattering behavior of tissue scrambles the information it contains, it does not destroy it. Therefore, if you can unscramble the scattered light, it increases the accessible imaging depths up the absorption limit of light (several centimeters deep).

One such way to beat optical scattering is using wavefront shaping. Borrowing ideas from adaptive optics in astronomy and phased arrays in radar and ultrasonic imaging, the basic concept of wavefront shaping is to control the phase and amplitude of the light field in order to harness scattered light. Using wavefront shaping techniques, scattered light can be used to form focal spots or transmit information through or inside optically scattering media. Furthermore, even without correcting for scattering directly by shaping the input light field, the properties of the scattered light can be analyzed to recover information about the structure and dynamic properties of a sample using methods from diffuse optics.

The main contributions of this thesis are along these two lines of research: moving wavefront shaping toward more practical applications and developing new techniques to recover useful physiological information from scattered light. This is developed through three main projects:

1. An investigation of how dynamic samples impact the scattering process and the practical implications of these dynamics on wavefront shaping systems.

2. The development of a wavefront shaping system combining light and ultrasound to focus light inside acute brain slices to improve light delivery for optogenetics.

3. A novel method to sensitively detect the dynamics of scattered light and use it to tease out information about the flow of blood within the tissue sample of interest.
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INTRODUCTION

“If you see through everything, then everything is transparent. But a wholly transparent world is an invisible world. To ‘see through’ all things is the same as not to see.” - C.S. Lewis

Focusing light into biological tissue is a critical capability in medicine, for a variety of diagnostic and research purposes. Medical imaging technologies using magnetic resonance, ultrasound, X-ray, or positron emission can penetrate deeply through tissue and thus enable entire organisms or parts of organisms to be imaged. However, each of these imaging technologies suffers from drawbacks, which prevent them from being maximally useful for biological diagnostic imaging or sensing. For example, the large magnetic fields necessary for magnetic resonance imaging (MRI) make it challenging to design affordable and compact systems. Furthermore, the resolution of MRI typically cannot extend beyond a cubic millimeter, which limits the ability to examine the fine structural or functional signals that are of interest in the brain as measured in functional MRI. Ultrasound, while noninvasive and safe even for the most delicate of tasks such as imaging babies in the womb, has limited spatial resolution due to the size of the acoustic wavelengths used and often needs additional contrast mechanisms to enable high enough signal-to-noise ratio (SNR) to image the structures of interest. Finally, X-ray and positron emission tomography use ionizing radiation, which can damage the sample under examination and are also limited in terms of the types of contrast they can image.

An ideal imaging technology would be able to image high spatial resolutions to capture the minute details of the structures of interest, high temporal resolutions to resolve the dynamics present in the sample, and employ many different contrast mechanisms to visualize structure and function with high selectivity and SNR. Additional valuable properties would include the ability to be able to safely image without concerns about toxicity or damage to the sample and the ability to image deeply and noninvasively. Light checks most of these boxes, but unfortunately struggles to image deeply inside tissue since tissue is strongly scattering to optical wavelengths (400-1000 nm). In the next few sections, we will discuss some of many fundamental properties of light that are useful for biological imaging, and also show
the physical and mathematical origins of optical imaging and strategies to address this scattering.

1.1 Light-Matter Interactions

The many types of interaction between light and matter provide a wide range of different contrast mechanisms that can be used to interrogate samples of interest. In optics, these contrast mechanisms can be exploited in order to provide information about the structure and function of different materials inside the medium. The foundation for light matter interaction is based on the electronic structure of the atoms and molecules making up the matter. Molecular and atomic energy levels exist are quantized and the distribution and spacing between these levels specify their electronic behavior. The Jablonski diagram is a visual representation of this electronic structure and is helpful for discussing light matter interactions. An example of a Jablonski diagram is shown in Figure 1.1. The thick solid lines indicate the electronic states and the thinner lines indicate different vibrational states within the given electronic states. Nonradiative transitions are indicated by straight arrows while radiative transitions are indicated by squiggly lines. These different types of transitions will be described subsequently.

In general, there are two main classes of light-matter interaction, resonant and nonresonant. These classes provide the physical basis for contrast mechanisms such as absorption, fluorescence, phosphorescence, and scattering.

Resonant interactions refer to those where the energy of the incoming photon matches one of the internal energy levels present within the atomic structure of the material. When this matching occurs, the molecule can absorb the energy from the incoming photon and cause an electron to jump to an excited state. When the molecule is in the excited state, it will naturally relax to a lower energy state. This decay can happen through two main pathways: nonradiative and radiative relaxation.

Nonradiative processes include vibrational relaxation, internal conversion, and intersystem crossings. Vibrational relaxations are the process through which the excited electron drops to a different vibrational energy level and dissipates the energy into its surroundings. Internal conversion describes the process by which an electron drops to a lower electronic energy state without emitting a photon while maintaining its spin state. These processes occur very quickly, on the time scale of $10^{-14}$ to $10^{-11}$ seconds. Intersystem crossings describe the process by which excited electrons change energy levels and also change their spin state. Intersystem crossings occur
Raditive processes are those in which a photon is reemitted as the excited electron decays to a lower energy state. Fluorescence is the process by which electrons relax from an excited electronic state to a lower electronic energy level and emit a photon. The electron maintains its spin state, and so this is a relatively fast process, typically ranging from one to one hundred nanoseconds. In contrast, phosphorescence occurs when the excited electron relaxes but changes its spin state. Since this process requires an intersystem crossing, it has a much slower time scale than fluorescence, typically ranging from the millisecond range to several seconds.

In addition to these resonant mechanisms, there are also nonresonant interactions which occur when the energy of the incoming photon do not match any of the atomic or molecular energy level spacings. These types of interaction include elastic scattering processes such as Rayleigh or Mie scattering. In elastic scattering, the molecules act as simple dipoles and re-emit light at the same energy as the
incoming photons. Nonresonant interactions also include scattering phenomena such as Raman scattering. While this is an inelastic scattering mechanism since the energy of the emitted light differs from that of the incident light, it is distinct from the resonant interactions since the energy states of interest are virtual states, not actual energy levels that exist within the electronic structure of the molecules.

These light-matter interactions are what enable imaging systems, whether cameras or the human eye, to form images of the world around us. Light as it illuminates an object encounters the boundary of the object which causes it to be absorbed, reflect, or refract based on the optical properties of the interface (e.g., the absorptivity or the change in refractive index). Scattering from differences in refractive index is fundamental to imaging since it causes the light to be redirected, enabling it to be captured by an imaging system. However, while the scattering of light is an important form of optical contrast, enabling us to be able to see anything at all, unwanted scattering (or more precisely uncontrolled scattering as we will see later in thesis) is detrimental in an optical system.

Unfortunately, unwanted scattering is quite prevalent in many types of optical imaging. In atmospheric imaging or astronomy, particles in the atmosphere such as clouds or dust scatter light and hamper the formation of clear, high-quality images. In everyday life, we have likely all driven through a fog (see Figure 1.2) or noticed
the optical opacity of clouds as the sun tries to pierce through them on an overcast
day. From the perspective of microscopy, the unwanted scattering of rough tissue
interfaces or out-of-focus layers within a biological tissue sample scatter light and
prevent clear imaging of the deeper layers below. For this reason, most biolog-

cal tissue samples used in microscopy are cut in thin slices to limit the degree
of unwanted scattering. Unfortunately, cutting the samples into thin slices creates
additional levels of complexity and has undesirable side effects such as physically
damaging the sample and making three-dimensional registration of the components
within the tissue difficult.

In the next sections, we will look in more detail about how we can mathematically
describe the physical phenomena of light scattering and absorption and build models
to inform the development of optical tools for biomedicine.

Light Scattering Modeling
Scattering Coefficient Derivation

To get a better understanding of elastic scattering, it is helpful to spend a few para-
graphs to develop a simple mathematical model to describe the scattering process.
This model will allow us to build up from first principles an intuitive mathematical
understanding of how we can visualize scattering and provide us with several quanti-
tative measures of optical scattering (such as the strength of scattering, directionality
of scattering, and the delineation different scattering regimes).

In this section, quantities will be given names with their dimensions in square
brackets (e.g., a distance $x$ has a dimension of length denoted by $[l]$). To start, we
will consider the transmission of light through a sample of thickness $L$ [$l$] with a
number volumetric concentration $n$ [# · $l^{-3}$] of scatters with scattering cross-section
$\sigma_s$ [$l^2$]. Now, using a typical trick in calculus, we will slice our thick scattering
medium of thickness $L$ into an arbitrarily small thickness $\delta x$ [$l$]. The number of
scatterers in this slab is $nA\delta x$ [#].

Now for this slab, what is the probability that a photon will pass through the slab
unchscattered? First, we can derive probability that a photon is scattered which is
simply given by

$$P(\text{scattered}_{\delta x}) = \frac{\text{Ratio of scattering area}}{\text{Total area of slab}} = \frac{(nA\delta x)\sigma_s}{A} = n\delta x\sigma_s. \quad (1.1)$$
Figure 1.3: **Scattering through thick slab of scattering material.** (a) A scattering medium of cross-sectional area $A$ and thickness $L$. (b) A slice of the scattering medium of thickness $\delta x$.

From this, we can calculate the probability that a photon is unscattered as

$$P(\text{unscattered}_{\delta x}) = 1 - P(\text{scattered}_{\delta x}) = 1 - n\delta x \sigma_s = \exp(-n\delta x \sigma_s) \quad (1.2)$$

where the last step uses the fact that $\delta x$ can be made arbitrarily small to use the Taylor series expansion to represent the probability as an exponential.

This allows us to calculate the probability of a photon passing through the whole slab unscattered as the probability that it passes through a succession of individual thin slabs with the probabilities of being unscattered as given in Eq. 1.2. By definition, the number of slabs that makes up our whole scattering sample is given by $\frac{L}{\delta x} \#$.

So, the probability of a photon passing unscattered through the entire slab is given by

$$P(\text{unscattered}_L) = \exp(-n\delta x \sigma_s) \frac{L}{\delta x} = \exp(-n\sigma_s L) \quad (1.3)$$

This leads to the definition of a dimension of interest for scattering, the scattering mean free path $l_s \ [L]$ or its inverse, the scattering coefficient $\mu_s = n\sigma_s \ [L^{-1}]$. Formally defined, this is the thickness at which the fraction of unscattered light is given by $\frac{1}{e}$.

**Scattering Anisotropy**

Another quantity of interest is the directionality of the scattered light. When light interacts with a scattering sample, the light is redirected in many directions. How-
Figure 1.4: **Cartoon describing how the directionality of scattered light is quantified.** (a) An incident collimated beam is incident on a scattering medium such as a cell or piece of tissue. After interacting with the cell, the exiting light is scattered into different directions and can be quantified by measuring the intensity of light directed into a given angle. (b) A plot of scattered light intensity vs. angle for a solution of 1 µm spheres with refractive index of $n = 1.5$ suspended in water (refractive index $n = 1$) illuminated with 532 nm light at a concentration of 0.1 spheres per cubic micron. Plots calculated using the Mie scattering calculator from the Oregon Medical Laser Center (OMLC) Mie Calculator.

However, the degree to which light is redirected from the original propagation direction into another direction differs based on the physical parameters of the sample. We can quantify this directionality by measuring the intensity of the scattered light as a function of angular deviation from the original propagation direction as shown in Figure 1.4.

While a plot of the scattered light intensity vs. scattering angle $\theta$ gives a good sense of the exact distribution of scattered light, it is also helpful to have a single metric which describes the scattering directionality. When light is scattered into a new direction, there is a component of the scattered light direction that is aligned with direction of the original unscattered light. To help describe the directionality, we can measure the average value of the forward directed light that is retained after the scattering event using the anisotropy factor, $g$, which is defined as the average of the cosine of the scattering angle.
\[ g = \int_{0}^{\pi} p(\theta) \cos(\theta) 2\pi \sin(\theta) d\theta = \langle \cos(\theta) \rangle \] (1.4)

The anisotropy factor \( g \) gives a quick sense of the scattering behavior and describes how forward scattering a material is. When the scattering is in the forward direction, then \( g \in (0, 1] \) with \( g \approx 1 \) representing strong forward-directed scattering, when it is isotropic then \( g = 0 \), and when the scattering is backward directed then \( g \in (0, -1] \). In biological tissue, which is in general very forward scattering, a typical value of \( g \) is \( \sim 0.9 \).

The most important parameter governing the directionality of the scattered light is the size of particle compared to the wavelength of light. We can separate it into three general cases. When the particle is much smaller than the wavelength of light \( (d << \lambda/10) \), the scattering is nearly isotropic and \( g \approx 0 \). This regime is called Rayleigh scattering. In this regime, the intensity of the scattered light scales according to inverse of the wavelength to the fourth power \( (I_{\text{scattered}} = \lambda^{-4}) \). Thus, in the Rayleigh regime, shorter wavelengths scatter much more strongly than longer ones. The most common everyday manifestation of Rayleigh scattering is the blue color of the sky.

When the size of the particle is on the same order as the wavelength, the anisotropy can vary quite drastically based on the size of the particle and the difference between its refractive index and that of the background media. This regime can be described and analyzed using Mie theory and the Van de Hulst method. Finally, when the particle is much larger than the wavelength \( (d > 10\lambda) \), geometric optics can accurately describe the scattering phenomena. However, most of the interesting scattering in biomedicine is caused by particles on the order or smaller than the optical wavelength such as organelles and cell membranes.

**Transport mean free path**

While the directionality of the scattering is a useful criterion when discussing a single scattering event, once a photon has encountered a series of scattering events, the direction of the photon propagation becomes randomized. At this point, the direction the photon is propagating has no correlation with the direction at which it entered the scattering medium, and the light propagation can be modeled as a diffusion process.
A helpful rule of thumb for the length scale at which this diffusion process takes over is called the transport mean free path \((l^*)\) and is defined as

\[
l^* = \frac{l}{(1 - g)}. \tag{1.5}
\]

The transport mean free path represents the distance where effectively no ballistic photons remain and is the point at which conventional optical microscopy techniques that rely on ballistic light begin to fail. The typical transport mean free path in biological tissue is \(l^* \approx 1\) mm.

**Mie Theory and the Rayleigh-Gans-Debye Approximation**

In a scattering medium like biological tissue, there are many scattering events and it is hard to usefully characterize the scattering behavior with anything but the parameters we have already discussed like mean free path, transport mean free path, anisotropy, etc. However, to get a better sense of how scattering happens, we can simplify the problem and look at the scattering due to a single spherical particle. Mie theory, developed by Gustav Mie, is an exact solution to Maxwell’s equations for the scattering behavior of a spherical particle under illumination by a electromagnetic plane wave. From Mie theory, we can better understand the specific behavior of scattering and then abstract this knowledge to more complicated cases.

In the case where the refractive index contrast of the sphere (i.e., the relative refractive index of the sphere \(n_s\) compared to the background medium \(n_b\) is nearly 1, \(|\frac{n_s}{n_b} - 1| < < 1\)) and the phase shift of the light passing through the sphere is small \(2ka\left|\frac{n_s}{n_b} - 1\right| < < 1\), an approximation known as the Rayleigh-Gans-Debye approximation can be applied to simplify the Mie theory. Interested readers are suggested to consult reference [1] for more details.

**Light Absorption**

Light absorption occurs when the energy of a photon is transferred to an electron within a material, causing the electron to rise to a higher energy level. This absorption process occurs when the incoming photon is matched in energy to the vibrational frequency of the electron. Therefore, the energy (and correspondingly the frequency or wavelength) of the light must be matched to the vibrational frequency of the electron for this absorption process to occur, leading to wavelength dependent absorption spectra. Once the energy is transferred to the absorption molecule,
the energy that is now contained in the excited electron vibrations can either be transferred to another molecule, re-emitted as light at a lower energy, or emitted as heat.

Following a similar derivation as used above for scattering, we can also develop a metric to quantitatively describe the amount of absorption in a given medium. To start, we will again imagine a thick slab of material with a number concentration of absorbers given by \( n \left[ \# \cdot l^{-3} \right] \) and an absorption cross section given by \( \sigma_a \left[ l^2 \right] \).

Again, dividing up the medium into thin slices of thickness \( \delta x \left[ l \right] \) we can calculate the probability of a photon not being absorbed as

\[
P (\text{unabsorbed}_{\delta x}) = 1 - P (\text{absorbed}_{\delta x}) = 1 - n \delta x \sigma_a = \exp (-n \delta x \sigma_a). \tag{1.6}
\]

Again, expanding this to the entire thickness \( L \) of the absorbing medium, we can find that the probability of a photon being unabsorbed is given by

\[
P (\text{unabsorbed}_L) = \exp (-n \delta x \sigma_a \frac{L}{\delta x}) = \exp (-n \sigma_a L). \tag{1.7}
\]

Here, we see alignment with the Beer-Lambert law and we can define a characteristic length \( l_a \left[ l \right] \) (or equivalently the absorption coefficient \( \mu_a \left[ l^{-1} \right] \)) that describes the thickness of absorbing medium where the exiting power is equal \( \frac{1}{e} \) times the incident power.

1.2 Relevant Properties of Light

In addition to the properties which describe light-matter interaction, there are also several important properties of the light itself which we need to discuss. These include basic quantities such as wavelength, frequency, and energy as well as more advanced but nonetheless important properties such as coherence (spatial and temporal) and interference. In addition, after understanding these basic properties, we will more fully be able to understand the fundamental physics of different light sources and how they can be appropriately used in the development of optical tools.

We know that light is an electromagnetic wave that can be described by Maxwell’s equations. The electromagnetic wave has a defined frequency that defines the number of periods through which the wave passes in one second. For the optical portion of the electromagnetic spectrum, these frequencies range from around 400 THz (red) to 700 THz (blue). Typically, in optics, we talk about the wavelength of light as opposed to its frequency. The wavelength and frequency are related by the speed of light as given by the following equation where \( \lambda \) is the wavelength with units of
length, \( \nu \) is the frequency with units of inverse time, and \( c \) is the speed of light with units of length per unit time.

\[
\lambda \nu = c
\]

(1.8)

The energy of light is also an important quantity. It as well is related to the frequency of the light and is given by

\[
E = h \nu,
\]

(1.9)

where \( E \) is the photon energy, \( h \) is Planck’s constant with units of energy times time, and \( \nu \) which has units of inverse time.

**Properties of light**

More advanced properties of light are also important for describing the behavior of optical systems. One of these properties is coherence. Coherence has two main dimensions; temporal and spatial.

**Temporal coherence**

Temporal coherence describes the correlation of wave and a copy of itself delayed by a time \( \tau \). Temporal coherence can be quantified either as a coherence time \( \tau_c \), which is defined as the delay time after which the correlation drops below a specified value such as \( 1/e \), or a coherence length, which is equal to the coherence time multiplied by the speed of light to convert it into a unit of length. Often, the coherence length is a more convenient quantity since it has more direct implications on the physical design of optical systems.

To intuitively understand the concept of temporal coherence, we can imagine two cases. If we have an idealized continuous wave, single frequency source, the coherence length will be infinite since the wave will always perfectly correlate with itself, regardless of the delay time/length. The interference patterns for this source will always have a very high contrast and will exhibit strong constructive and destructive interference depending on the exact values of the delay time. A laser is an example of a source that is typically designed to have a very long coherence length since it contains a very narrow range of emitted frequencies.

Alternatively, if our source is composed of the sum of several different frequencies (e.g., light emitted from a wide-band light source such as a light emitting diode
Figure 1.5: **A cartoon indicating the principle of temporal coherence.** When sinusoids of different frequencies add together, their resultant sum adds constructively or destructively depending on the phase relationship between the individual frequencies. The temporal coherence of a source is related to the range of frequencies that are contained in its emitted illumination. If a source emits only one frequency, then it has an infinite coherence length because it will interfere with itself regardless of the path length or phase delay between the original and delayed copies. However, if a beam contains multiple frequencies, there are only a finite range of path length delays over which the beam will interfere with itself and generate strong interference effects. (a) A figure illustrating how the sum of multiple frequencies generates a resultant sum which exhibits strong constructive interference when the phases align and many areas where the resultant sum deconstructively interferes. (b) An overlay of all the different frequencies. The points where the sinusoids are in phase generate the peaks seen in the sum shown in (a).
(LED)), this will yield a shorter coherence length. In this case, because the overall intensity of the resultant interference pattern is due to the summation of the individual frequencies, the resulting interference plot for different delay times is reduced. The reduction in correlation is directly determined by the spectral bandwidth (i.e., range of emitted frequencies) of the source. In addition to LEDs, short pulsed lasers are another type of light source that exhibits short coherence lengths. The operation of mode-locked lasers can make this connection particularly clear since the locked phase of different wavelengths causes the individual frequencies to phase in and out and create the resulting pulses.

Mathematically, we can describe the temporal coherence of a source using an autocorrelation function, $G(\tau)$, given by

$$G(\tau) = \langle U^*(t)U(t+\tau) \rangle$$  \hspace{1cm} (1.10)$$

where $U(t)$ is a stationary random complex optical wavefunction representing the light source and $\tau$ is a delay time. The temporal autocorrelation function can be normalized by its value at $t = 0$ which is equivalent to the overall intensity of the source. This yields the normalized autocorrelation function given by

$$g(\tau) = \frac{\langle U^*(t)U(t+\tau) \rangle}{\langle U^*(t)U(t) \rangle}.$$  \hspace{1cm} (1.11)$$

The value of $|g(\tau)|$ indicates the complex degree of temporal coherence of a source where $|g(\tau)| = 1$ indicates a perfectly correlated source and $|g(\tau)| = 0$ for a totally uncorrelated source.

**Spatial coherence**

Spatial coherence refers to the phase correlation of a wavefront and can be understood to represent how closely the light source corresponds to an ideal point source. Consider the Huygens-Fresnel principle, which states that each point on a wavefront acts as a new source of spherical wavefronts and a Young’s double slit experiment. Assuming a temporal coherence length much longer than the path length difference between the light emitted from $S_1$ and arriving at the screen from the two slits, we expect to see an interference fringe pattern. $S_2$ will contribute a similar, shifted fringe pattern. The separation of $P_1$ and $P_2$ dictate the frequency of fringe pattern.
Figure 1.6: **A cartoon describing the principle of spatial coherence.** (a) Several sources $S_1$, $S_2$, and $S_3$, illuminated two pinholes $P_1$ and $P_2$. These sources generate fringe patterns on the screen. The number of independent sources or equivalently the spatial extent of the resulting extended source determines the spatial coherence of the source. (b) Summing the shifted fringe patterns from each of the individual sources generates a reduced contrast fringe pattern.

The argument of how we arrive at spatially incoherent illumination is very similar to the argument we just followed to arrive at temporally incoherent illumination. In the case where we only have one point source $S_1$ emitting light, we end up with a single fringe pattern, and if the source is a true point source (infinitely small) and the temporal coherence of the source is infinite (monochromatic), then the fringe pattern on the screen will be high contrast regardless of the separation distance of the pinholes $P_1$ and $P_2$. If, however, we consider the addition of more point sources $S_2$ and $S_3$, the situation will begin to change. This situation is illustrated in Figure 1.6(a) with the summation of the fringes and resulting reduction in fringe contrast shown in Figure 1.6(b).

We can consider each of these sources to be a source of additional plane waves, each contributing a laterally shifted fringe pattern on the screen. As we add up more and more shifted patterns, the effect will be to form a washed out fringe pattern. As a rule of thumb, if the angle subtended by the source is greater than $\theta_s = \frac{\lambda}{d}$, where $\lambda$ is the wavelength and $d$ is the separation distance between the pinholes, then the degree of spatial coherence will be very small. For more detailed analysis,
the reader is encouraged to consult reference [2].

**Source properties and applications**

When designing an optical system, it is critical to carefully choose a source with the appropriate properties. For example, we generally want to avoid strong absorption from water and depending on the application, may want to carefully choose our wavelength(s) to measure the absorption of blood or excite a particular molecule within the tissue. In other imaging applications, we may want to minimize the overall absorption to be able to image deep inside tissue. The coherence properties are also critically important and in particular, the temporal coherence properties of a source can help to improve the resolution and isolate signal photons by using interference as in imaging strategies such as optical coherence tomography (OCT) [3].

**1.3 Interferometry**

One of the challenges of working with the optical portion of the electromagnetic spectrum is that the frequency is very high. The high frequency (several hundred terahertz) is faster than electronic circuits can operate and therefore, unlike lower frequency signals like microwave or radio frequency signals, optical measurements do not have direct access to the complex (amplitude and phase) information of optical signals. Instead, optical measurements are most commonly made of the optical intensity, the time-averaged magnitude squared of the complex field \( I = |E|^2 \), integrated over some measurement time. While the amplitude of the complex signal is simply the square root of the intensity \( |E| = \sqrt{I} \), the phase information is lost. Unfortunately, in many optical applications, the phase information is very important as it carries valuable information about the optical field.

Fortunately, there are clever ways to encode the phase information into the intensity measurement so it can be directly measured. One such class of these methods uses interference with a known reference wave to perform this encoding. Within this thesis, two different types of these interference schemes are used: inline phase-shifting and off-axis holography. The concept of inline holography was originally proposed and demonstrated by Dennis Gabor in 1948 [4] as a way to improve electron microscopy and later further developed by Emmett Leith and Juris Udupnieks who invented off-axis holography. These interferometric methods not only enable measurement of the amplitude and phase of an optical field, but also have practical advantages which enable sensitive measurements to be made even with noisy detec-
Figure 1.7: **Simple holography schemes.** (a) Phase shifting holography setup. The phase shifter (typically an electro-optic modulator (EOM) or delay line with translating mirror) is used to introduce phase shifts (optical path delays) between the sample and reference beams. (b) Off-axis holography setup. The reference beam is tilted by an angle of $\alpha$ with respect to the sample beam normal direction. This separates the sample and reference terms in the spatial frequency domain, enabling them to be retrieved from a single-shot measurement.

Phase-shifting holography

In inline phase shifting holography, an unknown sample field $\mathbf{E}_s (\mathbf{x}) = |E_s| e^{-j \phi_s (\mathbf{x})}$ is combined with a known reference field $\mathbf{E}_r (\mathbf{x}) = |E_r| e^{-j \phi_r (\mathbf{x})}$ using a beam splitter as shown in Figure 1.7. There is no requirement on the exact form of the reference beam provided that it is known, but in practice, a collimated plane wave directed normal to the sensor plane is typically used for convenience. In this case, the reference beam expression can be simplified as $\mathbf{E}_r (\mathbf{x}) = |E_r| e^{-j \phi_r}$ where $\phi_r$ is now simply a constant offset, independent of the spatial position $\mathbf{x}$. After the sample and reference beams are combined, they are collected on a detector that measures the intensity of the interference pattern of the two beams. This can be described as the following:
\[
I(x) = \int_{T} |E_{s} + E_{r}|^2 = \int_{T} E_{s}E_{s}^* + E_{r}E_{r}^* + E_{s}E_{r}^* + E_{r}E_{s}^* \tag{1.12}
\]
\[
= \int_{T} E_{s}^2 + E_{r}^2 + 2E_{s}E_{r} \cos(\phi_{s}(x) - \phi_{r}(x)) \tag{1.13}
\]
where the * stand for complex conjugation.

We can see from this equation that the overall intensity is a function of the sample and reference intensities plus a term that contains the product of the sample amplitude, reference amplitude, and the cosine of the phase difference between the sample and reference beams. By changing the phase difference between the sample and reference beams, we can encode the phase difference information into the intensity. Normally, this is done by shifting the phase of the reference beam with respect to the sample beam with either a translating delay line or electro-optic modulator (EOM). By capturing at least three intensity measurements with different phase shifts, the phase of the sample beam can be reconstructed. For simplicity and signal to noise considerations, four different phase shift values are normally measured with relative phase difference of \(\theta \in [0, \pi/2, \pi, 3\pi/2]\). In this case, the phase of the sample beam can be recovered using the simple equation below.

\[
\phi_{s} = \tan^{-1}\left(\frac{I_{3\pi/2} - I_{\pi/2}}{I_{\pi} - I_{0}}\right) \tag{1.14}
\]

The drawbacks of the phase shifting holography method is that it requires at least three frames to measure the phase of the sample. However, it enables full use of all the pixels in an area detector, since the phase is measured at each pixel.

**Off-axis holography**

Off-axis holography is an alternate way to measure the phase profile of a beam using interferometry. It was proposed in 1962 by Emmett Leith and Juris Upatnieks to address the issues of twin-image and zero-order contamination present in Gabor’s inline holographic method [5]. The essential idea is to tilt the reference beam with respect to the sample beam so that it illuminates the sensor at an angle. This imposes a fringe pattern on the sample beam and separates the last term in Eq. 1.13 in the spatial frequency domain. If the reference beam is a tilted plane wave, the form of the reference beam changes to \(E_{r}(x) = |E_{r}| e^{-jk(\sin \theta_{x}x + \sin \theta_{y}y)}\) where \(k = \frac{2\pi}{\lambda}\) and \(\theta_{x}\). 

and \( \theta_y \) are the tilt angles with respect to the \( x \) and \( y \) directions respectively. This yields an expression for the intensity given by

\[
I(x) = \int |E_s + E_r|^2 = \int E_s E_s^* + E_r E_r^* + E_s E_r^* + E_s^* E_r
\]

\[
= \int E_s^2 + E_r^2 + E_s e^{-j\phi_s(x)} E_r e^{jk(\sin \theta_x x + \sin \theta_y y)} + E_s e^{j\phi_s(x)} E_r e^{-jk(\sin \theta_x x + \sin \theta_y y)}
\]

(1.15)

By taking the 2-dimensional Fourier transform of the interferogram, the complex sample field can be spatially filtered and recovered via an inverse Fourier transform. If we look at the 2-d Fourier transform of the interferogram, it contains four terms.

\[
\mathcal{F}(I) = \mathcal{F}(E_s^2) + \mathcal{F}(E_r^2)
\]

\[
+ \mathcal{F}(E_s e^{-j\phi_s(x)} E_r e^{jk(\sin \theta_x x + \sin \theta_y y)})
\]

\[
+ \mathcal{F}(E_s e^{j\phi_s(x)} E_r e^{-jk(\sin \theta_x x + \sin \theta_y y)})
\]

(1.16)

The first two terms are the autocorrelation terms (Fourier transform of the sample and reference intensity distributions respectively). The sample autocorrelation will be a function with twice the bandwidth of the sample function. Since the reference beam is a plane wave, its autocorrelation function is a delta function centered at the origin in the spatial frequency domain. The last two terms are the off-axis lobes which contain the complex information about the sample. We can see that these terms contain the Fourier transform of the sample field multiplied by the tilted reference plane wave field. The amplitude of the reference field \((E_r)\) is a constant and the phase term of the reference is a phase ramp. According to the Fourier shift theorem, a phase shift in the spatial domain manifests as a spatial shift in the spatial frequency domain, and so the effect of this tilted phase ramp is to shift the spatial frequency content of the sample field to a higher spatial frequency and multiply it by the reference field amplitude.

The major advantage of off-axis holography compared to phase-shifting holography is that it enables the complex sample field to be measured in a single shot. However, this comes with a cost since the the signal must be band-limited such that it can be appropriately separated in the spatial frequency domain. This can be understood by looking at a cartoon of the spatial frequency domain. To avoid aliasing, the goal is
to fit the off-axis lobes in the spatial frequency domain without overlapping it with the sample or reference beam autocorrelation. Since the reference beam is a plane wave whose autocorrelation is a delta function centered at zero spatial frequency, the main challenge to avoid aliasing is to avoid overlapping of the sample field autocorrelation and the off-axis lobes. If the spatial bandwidth of the sample is $B$ than it can be represented in the spatial frequency domain as a circle with diameter $B$ and its autocorrelation function as a circle with diameter $2B$. Therefore, the signal bandwidth $B$ and reference beam tilt angles $(\theta_x, \theta_y)$ must be controlled so that the information is separated in the spatial frequency domain. Then, the signal can be recovered by taking a 2D Fourier transform of the interferogram, cropping out one of the off-axis lobes, and the inverse 2D Fourier transform. Interested readers are referred to reference [6] for more details about reconstruction methods.

**Shot-noise-limited detection**

Another important benefit of interferometry is that it enables shot-noise-limited detection. Maximizing the signal-to-noise ratio (SNR) of an optical system is an important goal, particularly when dealing with biological samples that can only be exposed to a limited amount of intensity before thermal and chemical damage can occur. There are many sources of noise that can degrade a system’s SNR. Some of the most common of these include various types of detector noise (e.g., dark current noise and readout noise), quantization noise, laser noise, and fluctuations in temperature or air flow. However, even if all of these sources are minimized or eliminated, there is a fundamental limit to the SNR that can be achieved by an optical system due to the quantized nature of light. The noise that is a result of this quantized nature is referred to as shot noise or Poisson noise and is the fundamental upper bound for the SNR of optical measurements.

Given a signal of $N$, the Poisson noise of the signal is given by $\sqrt{N}$. Therefore, the SNR for shot noise is given by

$$\text{SNR} = \left( \frac{N}{\sqrt{N}} \right)^2 = N$$  \hspace{1cm} (1.17)

To understand the limitations of shot noise, let's consider the example of an outdoor showerhead in a rainstorm as shown in Figure 1.8. We want to know the minimum average rainfall rate of the showerhead necessary in order to tell whether it is on or not compared to the shot noise of the raincloud. The average rainfall rate from
Figure 1.8: **Shot noise explanation with a raincloud and showerhead.** Consider the following case of a showerhead in a rainstorm. We want to analyze the average rainfall rate necessary from the showerhead for us to be able to determine whether or not it is on.

The cloud is \( N_{\text{cloud}} \), the average rainfall rate of the showerhead is \( N_{\text{showerhead}} \), and \( N_{\text{cloud}} \gg N_{\text{showerhead}} \). Therefore, the average number of raindrops detected within a measurement time \( T \) is given by:

\[
S_{\text{total}} = (N_{\text{showerhead}} + N_{\text{cloud}}) \cdot T
\]  

(1.18)

The SNR of this situation is given by

\[
\text{SNR} = \left( \frac{S_{\text{total}}}{\sqrt{S_{\text{total}}}} \right)^2
\]

\[
= \left( \frac{N_{\text{showerhead}} \cdot T}{\sqrt{(N_{\text{showerhead}} + N_{\text{cloud}}) \cdot T}} \right)^2.
\]

(1.19)

(1.20)

This means that to have an SNR > 1, we need
\( N_{\text{showerhead}} \cdot T \geq \sqrt{(N_{\text{showerhead}} + N_{\text{cloud}})} \cdot T. \)  
\hspace{1cm} (1.21)

Using the fact that \( N_{\text{rain}} \gg N_{\text{showerhead}} \), we can further simplify this to

\[ N_{\text{showerhead}} \geq \sqrt{N_{\text{cloud}}}. \]  
\hspace{1cm} (1.22)

From this analysis, we can see that in order to distinguish whether or not the showerhead is on, we must have the average rainfall rate from the showerhead exceed the square root of the average rainfall rate from the raincloud.

So what does this have to do with interferometry? If we translate our raindrop analysis to photons, we can see that to measure the signal from a source on top of a large background, we need to ensure that the average photon rate is greater than the square root of the photon rate from other noise sources. Ideally, we want to be limited only by the shot noise of our signal, but if we have a noisy detector, the dark noise and readout noise contribute photoelectrons to our accumulated signal that are indistinguishable from photoelectrons generated by our source. Interferometry can help by enabling us to achieve sample shot noise limited detection even when we have a noisy detector which would normally swamp our signal.

To analyze this we can refer back to our interference equation (Equation 1.13), reprinted below for the reader’s convenience and slightly modified to simplify the terminology. Here the signal and reference beam powers are given by \( P_s \) and \( P_r \) respectively.

\[ I = P_s + P_r + \sqrt{P_rP_s} + n_{\text{detector}} \]  
\hspace{1cm} (1.23)

In this equation, our signal term is the third term in the equation, and the first two terms form a strong background signal. Finally, here we also add a noise term, \( n_{\text{detector}} \), to represent the detector noise. Therefore, our SNR in this situation is given by

\[ \text{SNR}_{\text{Interferometry}} = \left( \frac{\sqrt{P_rP_s}}{\sqrt{P_s + P_r + n_{\text{detector}}}} \right)^2. \]  
\hspace{1cm} (1.24)
In this situation, making the safe assumption of a large dynamic range for our detector, we can boost the reference beam power $P_r$ so that it swamps the shot noise from the signal and detector noise terms. Therefore, the SNR equation becomes

$$\text{SNR}_{\text{Interferometry}} = \left(\frac{P_r P_s}{\sqrt{P_r}}\right)^2 = P_s. \quad (1.25)$$

In contrast, the SNR in the homodyne case without a reference beam and a perfect (noiseless detector) is given by

$$\text{SNR}_{\text{Homodyne}} = \left(\frac{P_s}{\sqrt{P_s}}\right)^2 = P_s, \quad (1.26)$$

where the signal is the DC signal $P_s$ and the noise is given by the shot noise of the sample beam $\sqrt{P_s}$.

This shows a remarkable result, namely that if we use a reference beam and a detector with sufficient dynamic range, we can achieve the same SNR as we can with a perfect, noiseless detector! This means that interferometry can be very helpful, enabling us to measure even very weak optical signals with shot-noise-limited performance. This is in addition to the usefulness of measuring the phase of an optical wavefront. In the particular, when we are dealing with biological samples, this is very useful since we want to minimize the power we expose our sample to without sacrificing SNR.

### 1.4 Light propagation through disordered media

Next we will investigate how light scatters as it propagates through disordered media and ways to model this process.

#### Elastic scattering regimes

When the refractive index of a material is spatially inhomogenous (i.e., $n(\mathbf{r})$ is not a constant), light propagating through the material no longer follows a straightforward propagation as in free space. This is due to the fact that when light encounters a boundary between materials with two different refractive indices, it diffracts and
Figure 1.9: Scattering regimes. (a) In free space, conventional lenses form the correct wavefronts to focus light to tight focal spots. (b) When the scattering medium is thin and the thickness is less than the mean free path ($L < l$), most of the light is unscattered and conventional lenses can still form relatively tight focal spots. (c) Once the thickness exceeds the transport mean free path ($L > l^*$), conventional lenses can no longer form effective focal spots since almost all the light has been multiply scattered and very little ballistic light remains.

refracts. These processes more generally are referred to as elastic scattering, because the wavelength of light is not changed due to the scattering interaction. This is in contrast to other inelastic scattering process such as Raman or Brillouin scattering where the scattered photons are of different energies than the incoming photons.

There are three major regimes of scattering strength in the context of scattering media. The first regime is in the optically thin region where the thickness of the scattering media is on the order of the scattering mean free path. In this limit, most of the photons experience at most a single scattering event. However, as the scattering medium becomes more optically dense (i.e., the ratio of physical thickness to mean free path increases), then photons experience more scattering events. In this regime, most photons travelling through the scattering medium are scattered several times. Once the medium becomes sufficiently thick (thicker than one transport mean free path), the probability of ballistic photons passing through the medium becomes vanishingly small. In this limit, the propagation of light can be described as diffusive and is well described by diffusion equations [7].
Time-reversal symmetry of the wave equation

Although the heterogeneous refractive index distributions in scattering media present a challenge for focusing light through them, the physics of the wave equation can help to simplify the situation. Among the most important properties of the wave equation for sending light through scattering media is the time-reversal symmetry of the wave equation. In the linear regime, the electric field $E(\mathbf{r}, t)$ of an electromagnetic wave can be described by the wave equation

$$
\mu(\mathbf{r})\epsilon(\mathbf{r}) \frac{\partial^2 E}{\partial t^2} = \nabla^2 E,
$$

(1.27)

where $\epsilon$ and $\mu$ are the position dependent electric and magnetic permeabilities of the medium, respectively. Recalling that the refractive index is defined as $n = \sqrt{\epsilon_r \mu_r}$ where $\epsilon_r = \epsilon \epsilon_0$ and $\mu_r = \mu \mu_0$ are the relative electric and magnetic permeabilities, this gives a wave equation in terms of the local refractive index as

$$
\frac{n(\mathbf{r})^2}{c_0^2} \frac{\partial^2 E}{\partial t^2} = \nabla^2 E,
$$

(1.28)

where $c_0$ is the speed of light in vacuum.

The time-reversal symmetry property means that if $E(\mathbf{r}, t)$ is a solution to the wave equation, then $E(\mathbf{r}, -t)$ is also a valid solution. For example, if $E(\mathbf{r}, t)$ is a spherical wave emanating from a source, then $E(\mathbf{r}, -t)$ is a spherical wave converging back toward the source. In the context of scattering media, this means that the time-reversed copy of a scattered light field will reverse its course through the scattering medium and converge at its original source. The benefits of using time-reversal to send waves through scattering media was first discovered and developed by Matthias Fink and colleagues using ultrasonic waves in the late 1980s. Interested readers are directed to reference [8] for more detailed information.

Transmission Matrix

Another important tool in our discussion about sending light through scattering media is the transmission operator. This operator (which can be discretized and modeled as a matrix) describes the complex mapping between the input and output electric fields of light passing through a scattering medium. Each element of the matrix therefore describes the amplitude and phase relationship between one input
Figure 1.10: **An example of the transmission matrix terminology for wavefronts passing through scattering media.** The input field $\mathbf{E}_{\text{in}}$ passes through the transmission matrix $\mathbf{T}$ which maps it onto the output field $\mathbf{E}_{\text{out}}$.

and output mode. While the concept of the transmission matrix is a general one in engineering, it has only been in the past decade that this concept has been explored in optics due to the growing availability of tools such as highly sensitive and fast cameras, which enable precise measurement of many optical modes, and spatial light modulators (SLMs), which enable the manipulation of many individual optical modes. Figure 1.10 and Equation 1.30 show a schematic and mathematical description of how the transmission matrix is defined.

$$E_{\text{out}} = T E_{\text{in}} \quad \text{(1.29)}$$

$$\begin{bmatrix} E_{\text{out}_1} \\ E_{\text{out}_2} \\ \vdots \\ E_{\text{out}_n} \end{bmatrix} = \begin{bmatrix} t_{11} & t_{12} & \cdots & t_{1n} \\ t_{21} & t_{12} & \cdots & t_{2n} \\ \vdots & \vdots & \ddots & \vdots \\ t_{m1} & t_{m2} & \cdots & t_{mn} \end{bmatrix} \begin{bmatrix} E_{\text{in}_1} \\ E_{\text{in}_2} \\ \vdots \\ E_{\text{in}_n} \end{bmatrix} \quad \text{(1.30)}$$

After we know the transmission matrix of a scattering medium we can use it to control light through the scattering medium by applying the appropriate input light
field pattern. Furthermore, the fact that wave propagation is time-symmetric means that time-reversal can be used to find the appropriate input light patterns. As demonstrated in reference [9] by Popoff and colleagues, one can use the time-reversal operator to find the correct input field $E_{\text{in}}$ to use in order to obtain a desired output field $E_{\text{target}}$. In the case where the input light is monochromatic, time-reversal is the same a phase conjugation. Therefore, the optimized pattern to generate an output target field $E_{\text{target}}$, is given by

$$E_{\text{in}} = T^\dagger E_{\text{target}},$$  \hspace{1cm} (1.31)

where the $\dagger$ indicates conjugate transpose.

When inputting this input field, the resulting output is given by

$$E_{\text{out}} = O_{\text{foc}} E_{\text{in}}$$  \hspace{1cm} (1.32)

where the operator $O_{\text{foc}} = T^\dagger T$ is called the time-reversal operator.

To further analyze the properties of this matrix, we can perform a singular value decomposition of the matrix. This will decompose the $m \times n$ time-reversal matrix $O_{\text{foc}}$ into the form

$$O_{\text{foc}} = U \Sigma V^*,$$  \hspace{1cm} (1.33)

where $U$ is an $m \times m$ complex unitary matrix whose columns are the left singular vectors, $\Sigma$ is an $m \times n$ with non-negative real numbers on the diagonal, and $V$ is an $n \times n$ complex unitary matrix whose columns are the right singular vectors. In the context of the transmission matrix, the $U$ acts to map the input modes onto the eigenmodes of the system, $\Sigma$ contains the eigenvalues of the time-reversal operator matrix, and $V$ acts to map the eigenmodes onto the output modes.

The distribution of the singular values of the transmission matrix is worth briefly discussing. For a lossless system (e.g., a medium surrounded by perfectly reflecting walls and no absorption), the singular values follow a bimodal distribution. This situation enforces a correlation between the transmission matrix elements and produces singular values are either close to one or close to zero. However, in real
situations such as scattering in biological tissue, although absorption is low, the total energy is not conserved due to the limited collection efficiency. This causes the transmission matrix elements to become uncorrelated and follow a random, complex Gaussian distribution and, as follows from random matrix theory, the singular value distribution obeys a Marchenko-Pastur or quarter-circle distribution where nearly all the open channels have disappeared. Further details and additional papers for those interested are discussed in reference [9].

1.5 Wavefront shaping

However, even though the open channels begin to disappear, the presence of partially open channels means that we can still control the light propagation through the scattering medium. Since the transmission matrix is a linear amplitude and phase mapping between input modes and output modes, the output field at a particular point can be enhanced.

Wavefront shaping in optics was first demonstrated in 2007 by Vellekoop and Mosk [10]. In essence, the goal of creating a focus is to create a point of constructive interference through the scattering media and cause the contributions from individual output modes to align in phase. When we send coherent light through a scattering medium, the resulting output light field manifests as a "speckle" pattern. This is due to the random nature of the transmission matrix and is due to the random interference of the contributions from different output modes. At a given output mode, we can visualize the situation as a phasor diagram, where each individual phasor represents the amplitude and phase contribution at the selected output mode from a collection of input modes.

At each output mode, these phasors interfere, and the random interference can be modeled as a 2D random walk in the complex plane [11]. An example of this type of random interference is shown in Figure 1.11(a). However, if we have a way to control the input field, we can use the fact that the system is linear to rotate the phasors in the complex plane so that they are aligned and in phase with one another as shown in Figure 1.11(b). This generates a strong resultant intensity at the output optical mode of interest as demonstrated by the increased length of the red resultant vector in Figure 1.11(b) compared to Figure 1.11(a). Since the transmission matrix elements are in general uncorrelated, this means that by rotating the phasors, we can create strong constructive interference at a location of interest, while the intensity at other output modes remains random and acts as a 2D random walk in the complex
Figure 1.11: **Phasor diagram illustrating the interference of different modes in a speckle pattern.** (a) If the phasors are not aligned, they follow a 2D random walk in the complex plane. The red vector indicates the resultant phasor sum. (b) If the phasors are controlled via wavefront shaping, the phasors can be rotated so that they are in phase with one another to form a constructive interference peak. This creates an enhancement in the intensity at the point of interest given by the increase in the length of the resultant vector in (b) compared to (a).

Another point of practical benefit is that this control doesn’t require full control of both the amplitude and phase of the input field. While amplitude control would enable us to change the length of the vectors, we can see that control over the phase alone (allowing us to rotate the vectors in the complex plane) is enough to enable an enhancement at the output mode of interest. To do this, we simply adjust the phase of the phasors, thereby rotating them to maximize the length of the resultant vector. This is useful because it is much easier in practice to control either the phase or amplitude only of an input field with a spatial light modulator instead of simultaneously controlling both.

**Wavefront shaping in practice**

There are several ways to find the optimal input field to create a focus at a desired output mode or location in practice. These fall into two main classes: feedback- and time-reversal-based methods. In feedback-based methods, an output metric can be monitored and maximized while different combinations of input patterns are
displayed. There are a variety of different feedback-based methods that have been developed and are nicely described in a recent review, reference [12].

The main drawback of feedback-based wavefront shaping methods is that they are slow because many measurements need to be made. This problem is solved by the time-reversal-based methods. With time-reversal, we use a source of coherent light emanating from a point of interest through or inside the scattering medium and measure the scattered wavefront corresponding to this source. Then, by creating the time-reversed or phase-conjugated version of that scattered wavefront, light can be focused back on the original point source. The advantage of this method is that it can achieve fast focusing speeds, since it requires only a single measurement of the scattered field in comparison to feedback-based methods, which require many measurements to form a high fidelity focus. However, this method requires a much more complicated optical setup to perform the time-reversal. This was originally demonstrated with an analog time-reversal mirror based on a photorefractive crystal [13] but now is commonly accomplished using a digital time-reversal mirror composed of a camera and spatial light modulator [14]. While this digital implementation increases the flexibility of the system and enables more energy to be played back in the time-reversed wavefront compared to the analog systems, it requires precise, pixel-to-pixel alignment of the camera and spatial light modulator which makes the system challenging to build, even with the development of algorithms to help with the alignment procedure [15].

**Wavefront shaping with guidestars**

Up until now, we have discussed how wavefront shaping can help to focus light **through** scattering medium, but for practical applications, we want to focus light **inside** scattering media like biological tissue. To do this, we need an additional component in our wavefront shaping system called a guidestar. Borrowed from concepts in astronomy where stars serve as effective point sources outside the atmosphere to help find the correct wavefront solution for the deformable mirrors on the earth’s surface to correct for the aberration of the atmosphere, guidestars in the context of wavefront shaping provide information about the correct wavefront solution to focus at a point inside the tissue.

Guidestars can be used with both feedback- or time-reversal-based wavefront shaping systems, although not all guidestars are compatible with both. The guidestar mechanisms that have been developed fall into three main categories: light-based,
Figure 1.12: **Feedback-based wavefront shaping.** Feedback-based wavefront shaping uses a signal from a desired focal location as a feedback signal and creates different, orthogonal input patterns to maximize the intensity at that location. (a) In a basic scheme, a photodiode can be used to measure the light intensity at a given output point as different input patterns are displayed on a spatial light modulator (SLM). (b) After measuring several patterns, a best pattern can be composed to enhance the light at the desired location.

Kinetic, and ultrasound-based guidestars. Light-based guidestars include approaches using fluorescence, second-harmonic generation, and absorption. These techniques are generally simple, but suffer from low efficiency and are often incompatible with time-reversal methods, since they generally do not generate coherent light.

Kinetic guidestars use the movement of an object inside the scattering sample as the signal for optimization. The most basic example of a kinetic guidestar is a moving particle as demonstrated in Time Reversal by Analysis of Changing wavefronts from Kinetic targets (TRACK) [16] or Time-Reversed Adapted-Perturbation (TRAP) focusing [17]. The basic idea of both of these techniques is to capture two wavefronts where the only change between the wavefronts is due to the movement of a particle. Then, by taking the difference between the two wavefronts, the resulting wavefront is the wavefront solution to send light back to the source of the movement. Both TRACK and TRAP focusing are compatible only with time-reversal based wavefront shaping methods. Other kinetic guidestars include magnetic particles [18] that can be externally controlled. These carry the advantage that they can be non-invasively controlled and moved as desired, and don’t rely on the natural movement of the particle as in TRACK and TRAP focusing. In general, the kinetic guidestars have the advantage of being compatible with time-reversal methods, which means they can be fast and therefore potentially useful for biological applications. However,
Figure 1.13: **Time-reversal-based wavefront shaping.** Time-reversal-based wavefront shaping uses the scattered light from a source of light within the sample and then sends a time-reversed copy of that wavefront back into the scattering medium to focus back on the location of the original source. The operation is broken down into two stages (a) recording and (b) playback. (a) In the recording stage, the scattered wavefront from a guidestar or location of interest is measured. (b) In the playback stage, the time-reversed copy of the wavefront is generated and displayed on the spatial light modulator (SLM). This time-reversed copy scatters back through the medium and constructively interferes to form a focus at the location of the original light source.

The downside of these methods is that they require the physical implantation of an external particle or rely on moving objects like red blood cells in the tissue to create a focus that reduces the control over the focusing location.

Ultrasound-based techniques such as time-reversed ultrasonically-encoded (TRUE) light focusing [19] use the acousto-optic effect to generate a source of coherent light that can be measured and used to create an optical focus at the location of the ultrasonic focus. While the ultrasound guidestar can be used with feedback-based approaches, it is most often used with time-reversal methods since it is compatible with them. The major benefits of the ultrasound guidestar are that it can be freely addressed to a desired location of interest by moving the ultrasound focus, and that it is non-invasive since it does not require a physical guidestar to be implanted. These two qualities make it well-suited for biological applications. This guidestar will be revisited in more detail when it is applied in Chapter 4.
1.6 Decorrelation

The preceding description of the transmission matrix and wavefront shaping assumes that the system is stable in time and that the matrix elements are fixed. However, if the configuration of the scattering medium changes (e.g., particles in a suspension move due to convection or Brownian motion, blood flows through a tissue sample, or a sample moves due to mechanical instability), the elements of the transmission matrix will also change. We call this process decorrelation since the transmission matrix elements lose correlation over time. In practice, when we want to focus light through or inside a scattering medium, we rely on the time-symmetry of the medium and stability of the transmission matrix to do so. Movement breaks the time-symmetry of the wave equation. This means that the time-reversed wavefront solution that would normally create a strong focus at the location of interest is no longer valid.

For practical applications, the speed at which this decorrelation takes place is very important, since it sets the boundaries of what practical applications can be addressed with wavefront shaping. Therefore, knowing this decorrelation speed for a particular type of medium is important.

1.7 Outline of this thesis

The remainder of this thesis is structured as follows. Chapter 2 investigates the decorrelation procedure in acute rat brain slices and its relationship to the tissue thickness in the absence of blood flow. Chapter 3 extends this investigation to the mouse brain in-vivo and compares the decorrelation times with those found in the absence of blood. This helps to establish bounds for the practical applications of wavefront shaping technologies and also provides guidance for future technology development.

Next, we explore the practical application of time-reversed ultrasonically-encoded (TRUE) light focusing in brain tissue to improve light delivery for optogenetics in Chapter 4.

Chapter 5 describes how we can use the decorrelation of a medium as a signal to tease out information about the dynamics of the sample and relate it to procedures within the tissue such as neural activity, which is coupled to the decorrelation through changes in the blood flow dynamics.
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THE RELATIONSHIP BETWEEN DECORRELATION AND TISSUE THICKNESS IN ACUTE RAT BRAIN TISSUE SLICES

This chapter is adapted from the manuscript J. Brake†, M. Jang†, and C. Yang, “Analyzing the relationship between decorrelation time and tissue thickness in acute rat brain slices using multispeckle diffusing wave spectroscopy,” JOSA A, 33(2), pp. 270–275, 2016.

2.1 Abstract
Novel techniques in the field of wavefront shaping have enabled light to be focused deep inside or through scattering media such as biological tissue. However, most of these demonstrations have been limited to thin, static samples since these techniques are very sensitive to changes in the arrangement of the scatterers within. As the samples of interest get thicker, the influence of the dynamic nature of the sample becomes even more pronounced and the window of time in which the wavefront solutions remain valid shrinks further. In this chapter, we examine the time scales upon which this decorrelation happens in acute rat brain slices via multispeckle diffusing wave spectroscopy and investigate the relationship between this decorrelation time and the thickness of the sample using diffusing wave spectroscopy theory and Monte Carlo photon transport simulation.

2.2 Wavefront shaping and decorrelation time
The optical opacity of biological tissue in the visible regime has long been a challenge in the field of biomedical optics. Since the light traveling through thick samples undergoes many scattering events, the information about the sample is scrambled and the light field exiting the sample forms a random speckle pattern [1].

While this scrambling of the light field makes it difficult to accurately image thick, highly scattering biological samples with conventional optical techniques, new research in the field of wavefront shaping enables light to be focused in or through strongly scattering tissue and has demonstrated progress toward this goal of deep tissue imaging [2–6]. In contrast to techniques such as confocal microscopy or optical coherence tomography (OCT), which seek to gate out and use only the
unscattered or singly-scattered portion of light passing through the sample, these wavefront shaping techniques incorporate even multiply scattered portions of the scattered light field.

While these wavefront shaping techniques have been primarily demonstrated with static scattering samples or fixed biological tissues, the ability to apply these techniques to living biological tissues is the ultimate goal. The main challenge facing this development is the dynamic nature of living tissue. In biological tissue where the average number of scattering events for an individual photon traveling through the sample is very large, small changes in the composition of the sample can break the time-reversal symmetry of optical scattering and cause a mismatch between the shaped wavefront and the correct wavefront solution, severely degrading the quality of the shaped focus. From previous studies, it is known that this degradation is proportional to the intensity autocorrelation function of the scattered light - a conventional measure of scatterer movement [7].

In this study, we measure the intensity autocorrelation function of acute brain tissue slices from rats and examine the relationship between the characteristic decorrelation time and tissue thickness, comparing the results with the theoretical predictions of diffusing wave spectroscopy (DWS), which suggest that the decorrelation time should be inversely proportional to the square of the thickness [8–12]. The results of this study elucidate the timescale on which the movement inside tissue occurs and guide the further development of fast wavefront shaping techniques, especially toward the development of improved light delivery techniques for optogenetics both on *in vitro* acute brain slices and eventually for *in vivo* applications [13–16].

### 2.3 Multispeckle diffusing wave spectroscopy

The wave nature of light allows for very small changes in optical path length to be probed using interference. In samples that exhibit strong multiple scattering such as biological tissue, these interference effects manifest themselves as a speckle pattern, and changes to the scattering media cause the speckle pattern to change over time. By capturing a sequence of images of the speckle pattern over time, the degree of correlation between a reference frame and each subsequent frame can be computed, thus providing a measure of how rapidly the scatterers inside the sample are moving. This method of measuring the intensity correlations of speckle over time to analyze the dynamic nature of scattering media was originally developed by Maret, Wolf, Pine, and others in the late 1980s and is known as diffusing wave spectroscopy
The main aim of DWS is to relate the decorrelation of the scattering media due to the movement of the scatterers to the decay of the autocorrelation of the measured electric field. As derived by Maret and Wolf [17], the electric field autocorrelation in the case of multiple scattering and Brownian motion particle diffusion can be written as

\[
g_1(\tau) = \int_0^\infty P(s) \exp \left[ -\frac{2\tau}{\tau_0} \right] \frac{s}{l^*} ds,
\]

(2.1)

where \(\tau\) is delay time, \(\tau_0 = 1/(Dk_0^2)\) is the characteristic decay time, \(k_0 = 2\pi/\lambda\) is the wavenumber of the light in the medium, \(D\) is the diffusion constant of the scattering particles, \(l^*\) is the transport mean free path, \(s\) is the path length, and \(P(s)\) is the distribution of path lengths in the medium. From this equation, we can see that the field autocorrelation is essentially a weighted sum (weights \(P(s)\)) of exponential decays at rates set by \(D, k_0, l^*, \) and \(s\). However, by examining different thicknesses of the same sample in the same experimental configuration, \(D, k_0, \) and \(l^*\) are essentially fixed. Therefore, we can directly probe the relationship between the thickness and the characteristic decay time by determining the dependence of \(P(s)\) on the thickness.

By measuring the ratio of unscattered light to the incident beam intensity, we found the scattering coefficient for the brain slices in our experiment to be \(\mu_s = 50/\text{mm}\). This is in good agreement with the values found in literature [18]. Using this fact and the forward-scattering nature of tissue (anisotropy factor of \(g \approx 0.9\)), we find a reduced scattering coefficient of \(\mu'_s \approx 5/\text{mm}\). We note here that in our experiment we assume that absorption is negligible since the mean absorption length is an order of magnitude longer than the transport mean free path \((\mu_a=0.2/\text{mm}, \mu'_s=5/\text{mm})\) [10, 18, 19]. If the sample thickness is much greater than the transport mean free path \((L \gg l^*)\), then the transport of light can be treated as diffusive. Under this assumption, commonly known as the diffusion approximation, DWS theory predicts via a first cumulant expansion of the electric field autocorrelation function that the decay of the autocorrelation function should be proportional to \(1/L^2\), where \(L\) is the sample thickness [8]. However, when the sample thickness is thin enough so that it is only several times greater than the transport mean free path, the predictions of the diffusion approximation will break down and the decay of the autocorrelation will be more closely proportional to \(1/L\), due to the quasi-ballistic propagation of light [20–23]. Here we note that even if the diffusion approximation is not valid,
the framework of DWS still holds as long as the light is multiply scattered by non-interacting Brownian particles [17]. In practice, this means that the path length distribution $P(s)$ in cases where the diffusion approximation breaks down is difficult to analytically calculate and must be approximated via methods such as Monte-Carlo analysis.

In order to experimentally measure the electric field autocorrelation function, it would be most convenient to directly measure the electric field of the scattered light field. However, due to the limitations of intensity only detectors such as photodiodes and conventional CMOS and CCD cameras, measuring the electric field directly is not experimentally convenient. Fortunately, using intensity only measurements we can calculate an intensity autocorrelation function by comparing data points taken at time $t_0$ and at a later time $t_0 + \tau$ and relate the calculated intensity autocorrelation function to the electric field autocorrelation function via the Siegert relation [24]. Here, the intensity autocorrelation function is given by

$$g_2(\tau) \equiv \frac{\langle I(t_0) \cdot I(t_0 + \tau) \rangle}{\langle I(t_0) \rangle \langle I(t_0 + \tau) \rangle}.$$  

(2.2)

where $I(t_0)$ and $I(t_0 + \tau)$ are the captured intensities at times $t_0$ and $t_0 + \tau$ respectively, and $\langle \cdot \rangle$ indicates an average over all captured data for a given delay time. Then, assuming an ergodic system, the intensity autocorrelation function can be related to the field autocorrelation function through the Siegert relation:

$$g_2(\tau) = 1 + \beta |g_1(\tau)|^2.$$  

(2.3)

Here, $g_2(\tau)$ is the intensity autocorrelation function, $g_1(\tau)$ is the field autocorrelation function, and $\beta$ is an experimental factor between 0 and 1 determined by the collection optics and capture parameters. In our experiment, $\beta$ is determined to be $\sim 0.7 - 0.8$ by using the value $\beta = g_2(0) - 1$.

Traditionally, the intensity autocorrelation function is calculated by monitoring the intensity fluctuations of a single speckle via a photodiode and relating the intensity autocorrelation to the field autocorrelation function using ergodicity. However, with the recent advances in high-speed camera technology and data storage and transfer speed capabilities, a more powerful experimental scheme is available. In multi-speckle diffusing wave spectroscopy, the photodiode is replaced by a high speed
array sensor which samples many speckles in parallel at the same time [11]. This relaxes the requirements for temporal ergodicity of the sample, since many speckles are measured in parallel, and enhances the statistical strength of the method to analyze systems with both fast and slow dynamics. In this framework, each measurement is a 2D image, the multiplication in Eq. 2.2 is computed element-wise, and the temporal averages are replaced by pixel-wise averages of the stationary 2D captured frames. Using this procedure, we can capture a time series of speckle pattern images generated by the scattering media and compute the field autocorrelation function \( g_1(\tau) \) using the intensity autocorrelation function \( g_2(\tau) \) and the Siegert relation (Eq. 2.3), thereby characterizing the dynamic nature of the sample.

2.4 Experimental setup for measuring decorrelation in acute brain slices

Fig. 2.1 shows a diagram of the experimental setup used to capture the sequence of speckle patterns. A diode-pumped solid state laser \( (\lambda = 532 \text{ nm}) \) illuminates the bottom surface of the sample rat brain slice with a beam diameter of approximately 500 microns. The brain slice is gently fixed with a slice anchor (Warner Instruments, SHD-22L/15) at room temperature in a homemade bath containing PBS to keep the sample hydrated and at a constant temperature. The speckle patterns were captured using a microscope objective focused on the top surface of the brain tissue (Olympus, 20X LCAch N PH) and imaged to a sCMOS camera (PCO-TECH, pco.edge 5.5) at a frame rate of 100 frames per second and exposure time of 1 ms. To improve the contrast of the captured speckle images a linear polarizer was placed in the infinity space region of the microscope and an iris was placed directly behind the exit pupil of the objective to control the speckle size on the detector. The iris was set such that the speckle size on the camera was \( \sim 3 \times 3 \) pixels to ensure adequate sampling [11]. In order to sample a large number of speckles for statistical stability, a \( 200 \times 200 \) pixel region of interest in the center of the frame was selected (\( \sim 4400 \) speckles).

The entire setup was firmly mounted on a vibration isolating optical table to ensure stability and confirmed using a static scattering sample.

Four brain tissue thicknesses of 1, 1.5, 2, and 3 mm from a 3 month old Long-Evans rat were sliced using a vibratome (Leica, VT1200) to ensure accurate thickness. All animal handling procedures were conducted in compliance with the Institutional Animal Care and Use Committee (IACUC) at the California Institute of Technology. Then, the brain tissue slices were mounted in the tissue holder, and speckle patterns were captured from \( \sim 12 \) different positions in the tissue samples. The data was captured as quickly as possible within a period of several hours following acquisition.
Figure 2.1: **Experimental setup used to capture the speckle patterns.** (a) The scatterers inside the tissue cause the collimated light to form a diffusive speckle pattern which changes over time due to the random Brownian motion of the scatterers within the tissue. (b) Diagram illustrating how the sample is mounted. (c) The speckle pattern is then imaged on the camera, and a sequence of images captured.

of the slices to ensure maximum sample freshness.

2.5 **Multispeckle decorrelation analysis procedure**

After a time series of speckle images is captured, the image stacks are analyzed in MATLAB according to Eq. 2.2 to compute the intensity autocorrelation function for each thickness. Fig. 2.2 shows an intuitive way to understand the calculation
Figure 2.2: $g_2(\tau)$ decorrelation time calculation. The calculation procedure for calculating the decorrelation curves is performed by comparing each speckle pattern in the captured sequence with an original reference frame ($\tau = 0$). By pixelwise multiplying the sample and reference speckle image together and dividing by the mean intensities of each image, the degree of correlation at delay time $\tau$ can be quantified as $g_2(\tau)$. Then, $g_1(\tau)$ is calculated via Eqn. 2.3.

The images in Fig. 2.2 represent the captured speckle patterns at delay times of 0, 3, 8, 15, and 26 seconds respectively. In order to compute the intensity correlation function $g_2(\tau)$, each image in the time series is multiplied entrywise with the first image in the series, and the pixelwise average of this product is divided by the product of the pixelwise averages of individual frames. Then, the Siegert relation is used to calculate the field autocorrelation function where $\beta$ is taken as $g_2(0)$ to normalize $g_1(\tau)$.

### 2.6 Multispeckle decorrelation time results

In order to analyze the relationship between the decay rate of the decorrelation curves and the thickness of the sample, we fit each individual decorrelation curve to an exponential decay function given by

$$a \times \exp \left( -\frac{t}{t_d} \right) + (1 - a),$$

(2.4)
where $a$ is the amplitude of the decay, the $(1 - a)$ offset is added to account for noise factors that cause the decorrelation function not to drop to zero as $t \to \infty$, and $t_d$ is the decorrelation time. Here, the decorrelation time $t_d$ is inversely related to the first cumulant, providing a measure of the average decay rate of the distribution [25]. Therefore, by fitting the decorrelation curves in this way and calculating the decorrelation time, we can provide a figure of merit for the decay of the autocorrelation function and the movement of the scatterers in the tissue.

Figure 2.3: Decorrelation curves for 1.0, 1.5, 2.0, and 3.0 mm thick brain slices. Data points shown at intervals of 0.75 seconds. 12, 13, 12, and 10 data sets are presented for the 1.0, 1.5, 2.0, and 3.0 mm thicknesses respectively. The center of the three fitted curves show the sample mean, and the two outer curves show the sample standard deviation bounds.

Fig. 2.3 shows the decorrelation curves for the 1.0, 1.5, 2.0, and 3.0 mm rat brain tissue slices. Each plot shows the fitted sample mean curve with dashed fitted curves above and below indicating the sample standard deviation of the curves. As the tissue sample thickness increases, the decay rate of the decorrelation curves increase, causing the correlation to drop at an increasing rate.

Figure 2.4 shows the decorrelation times of each trial with respect to the tissue thickness. This decorrelation time indicates the time it takes for the amplitude ($a$) of
Figure 2.4: The decorrelation times of the individual trials plotted with respect to the tissue thickness. The mean decorrelation curve is indicated by the solid line with sample standard deviation bounds illustrated by the dashed lines above and below.

The calculated electric field autocorrelation function to decay to $a/e$. The measured data shows an average decorrelation time of 9.38, 5.65, 3.95, and 2.27 seconds with standard deviations of 3.63, 1.50, 1.03, and 0.89 seconds for the 1.0, 1.5, 2.0, and 3.0 mm thicknesses respectively. To analyze the trend of the decorrelation time vs tissue thickness, we fit the decorrelation time data with a model related to the inverse of a power of the tissue thickness $L$, $f(L) = a/L^b$. This yields fitted values of $a = 9.40$ and $b = 1.26$. As we expected, we see that the relationship between the decorrelation time and tissue thickness falls between a $1/L$ and $1/L^2$ description.

There are several reasons why the relationship between decorrelation time and thickness is not purely described by a $1/L$ or $1/L^2$ model. The first reason is due to the breakdown of the diffusion approximation. As noted by several authors in the DWS community, the assumption that light can be treated as diffusive begins to breakdown in the regime where the thickness of the scattering medium is of the same order of magnitude as the transport mean free path ($L < 10 \times l^*$) [20–23]. In fact, when the scattering medium is only a few times thicker than the transport
mean free path, the actual scattering path length distribution $P(s)$ is skewed toward shorter path lengths than predicted by photon-diffusion approximation [22]. This is due to the fact that while the diffusion approximation suggests that the path lengths increase proportional to the square of the thickness of the scattering medium, the scattering path length of the quasi-ballistic component linearly scales with the sample thickness, resulting in a $1/L$-scaling of the decorrelation time [21]. As mentioned earlier, the transport mean free path in the gray matter of rat brain used in this experiment is $\sim 0.2$ mm. Thus, in the thickness range from 1 mm to 3 mm, we expect to observe the transition in scaling relation between a $1/L$ model towards a $1/L^2$ model rather than the exact $1/L^2$-scaling predicted by the diffusion approximation. In addition, while the order of magnitude difference between the mean absorption length and mean scattering length decreases the effect of absorption, incorporating the effects of absorption also shift the characteristic decay times toward a $1/L$ model even in the diffusive regime [10]. This discussion is continued in Section 2.7, where we perform Monte Carlo simulations to analyze the effect of sample thinness (non-diffusive regime) and absorption.

While our experiment was designed to reduce the influence of potential sources of experimental error, the unavoidable heterogeneity of the sample leads to spatially varying scattering properties, therefore impacting the decay characteristics. These effects are especially pronounced in the thin slices (1.0 and 1.5 mm), where the transport mean free path is especially small compared to the thickness. This means that even small changes in the transport mean free path will have significant impact on the path length distribution ($P(s)$) and ultimately on the decay characteristic of the tissue.

### 2.7 Decorrelation time and the influence of absorption: Monte Carlo simulation results

To further investigate the sources for the deviation from the $1/L^2$ prediction of the diffusion approximation, we conducted Monte Carlo simulation of the photon transport through the tissue to evaluate the path length distribution $P(s)$ of the photons travelling through the sample. Modelling the sample as a semi-infinite slab medium with the optical properties $\mu_s = 5$ mm$^{-1}$, $g = 0.9$, and $\mu_a = 0.2$ mm$^{-1}$, we simulated the path length distributions for the 1, 1.5, 2, and 3 mm thicknesses used in our experiment. To construct the path length distributions, we built a custom single-layer, time-resolved Monte Carlo simulation based on the standard Monte Carlo simulation package developed by L.V. Wang, S.L. Jacques and others [26],
recording the path length of each photon which passed through the sample and was collected within the 0.2 NA and ~0.2 mm$^2$ field of view of the objective used. The results of the Monte Carlo simulation are shown below in Fig. 2.5.

![Path Length Distribution](image)

Figure 2.5: **Results of the Monte Carlo simulation of $1 \times 10^6$ photons with tissue properties $\mu_s = 5/\text{mm}, \mu_a = 0.2/\text{mm},$ and $g = 0.9$.** The plot shows the path length distribution $P(s)$ vs path length $s$ for 1.0, 1.5, 2.0, and 3.0 mm thick samples. As the tissue thickness increases the mean path length increases and the distribution broadens.

As the thicknesses of the sample increases, we observe a growing average path length as well as a broadening of the path length distribution. For the 1.0, 1.5, 2.0, and 3.0 mm slices, the average path lengths are 2.1, 3.9, 5.8, 10.2 mm respectively. Since the first cumulant expansion exponential fits used to determine the decorrelation times are proportional to the inverse of the mean path length, we can analyze the relationship between the inverse of the mean path length and thickness to get a better understanding of the relationship between decorrelation time and thickness from the simulation results. Fig. 2.6 shows the relationship between the inverse of the mean path length and tissue thickness both in the cases where absorption is present and when it is not.

From the simulated data points and corresponding fits in Fig. 2.6, we can understand the influence of absorption on the measured results. Plotting the inverse of the mean
Figure 2.6: **Inverse mean path length** $\langle P(s) \rangle$ vs sample thickness from 1-3 mm. The fitted curves (dashed lines) show the corresponding fits of $a/L^b$. Here we can clearly see that the effect of absorption both decreases the mean path length and slows the decay from being proportional to $1/L^{1.81}$ to $1/L^{1.44}$.

path lengths with respect to tissue thickness and fitting with $a/L^b$ where $a$ and $b$ are fitting parameters and $L$ is the tissue thickness, reveals that the effect of absorption at small thicknesses is to shift the trend of the decorrelation curve from a $1/L^2$ relationship toward a $1/L$ trend. For the tissues greater than 2.0 mm, we see that the absorption plays a role by terminating the long scattering path lengths, thereby reducing the mean scattering path length. These results suggest that the absorption of the tissue, while much weaker than the effects of scattering, still has a marked impact on the trend of decorrelation time vs thicknesses, reducing the strength of the $1/L^x$ trend.

2.8 Conclusion

In this chapter, we have experimentally probed the relationship between the decorrelation time and the thickness of rat brain tissue using multispeckle diffusing wave spectroscopy. As new optical tools are developed to focus light deep into brain tissue for imaging or selective excitation of neuronal populations, these results will serve as a useful guide in determining how fast these systems must be to respond to
the dynamic nature of tissue in the absence of blood.

We note that in general, the movement of blood and surrounding tissues causes much faster decorrelation and is the ultimate challenge to overcome in \textit{in vivo} applications. However, the results of this study are directly applicable to the selective excitation of neurons in acute brain slices via optogenetics using deep-tissue light focusing methods and also to \textit{in vivo} experiments where blood flow is suppressed via immobilization techniques [7].

Recently several fast wavefront shaping have been demonstrated with response speeds on the order of several milliseconds [14, 15]. Based on the results from this study, we expect that these wavefront shaping techniques will be able to successfully focus light through brain tissue thicker than 10 mm as long as certain practical SNR requirements are met. This capability may enable entire acute brain sections to be optogenetically excited using these techniques. In future studies, we hope to investigate further how this information can enhance the development of novel optical systems to overcome the dynamic nature of biological tissue and enable \textit{in vivo}, deep-tissue imaging.
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DECORRELATION IN THE IN VIVO MOUSE BRAIN DUE TO BLOOD FLOW

This chapter is adapted from the manuscript M. M. Qureshi†, J. Brake†, H.-J. Jeon, H. Ruan, Y. Liu, A. M. Safi, T. J. Eom, C. Yang, and E. Chung, “In vivo study of optical speckle decorrelation time across depths in the mouse brain,” Biomedical Optics Express, 8(11), pp. 4855–4864, 2017. DOI: 10.1364/BOE.8.004855

3.1 Abstract

The strong optical scattering of biological tissue confounds our ability to focus light deeply into the brain beyond depths of a few hundred microns. This challenge can be potentially overcome by exploiting wavefront shaping techniques, which allow light to be focused through or inside scattering media. However, these techniques require the scattering medium to be static, as changes in the arrangement of the scatterers between the wavefront recording and playback steps reduce the fidelity of the focus that is formed. Furthermore, as the thickness of the scattering medium increases, the influence of the dynamic nature becomes more severe due to the growing number of scattering events experienced by each photon. In this paper, by examining the scattering dynamics in the mouse brain in vivo via multispeckle diffusing wave spectroscopy (MSDWS) using a custom fiber probe that simulates a point-like source within the brain, we investigate the relationship between this decorrelation time and the depth of the point-like light source inside the living mouse brain at depths up to 3.2 mm.

3.2 Wavefront shaping and decorrelation in living tissue

The use of light in biomedicine for imaging and therapeutic applications is powerful due to the ability to image and deliver light with high spatial resolution in a noninvasive and nondestructive manner. The wide array of light-matter interactions such as scattering, absorption, fluorescence, and Raman scattering offer many different contrast mechanisms that can be used to interrogate and understand biological processes [1]. However, the strong scattering nature of biological tissue in the optical regime limits conventional high-resolution imaging and light focusing techniques to superficial layers of several hundred microns or less [2].
For many years in optics, the scattering of light was assumed to be the fundamental limit for high-resolution light delivery deep into turbid media. However, recent work in the field of wavefront shaping has shown that light can be focused at depths beyond several transport mean free paths by appropriately shaping the input light field. This opens a new regime for optical focusing between the transport mean free path and the absorption limit which is typically two orders of magnitude larger [3, 4]. Focusing light to a targeted location inside or through scattering media with the aid of wavefront shaping works by finding an appropriate input light field pattern such that the light can constructively interfere at the desired locations. Since this demonstration, wavefront shaping methods have been an active area of research [5–8], and several approaches have been developed, including those based on feedback [9], phase conjugation [10], and transmission matrix measurement [11].

The initial wavefront shaping demonstrations used static scattering media such as white paint layers, opal diffusers, or fixed tissue. In these static samples, the scatterers within are often stable for periods of time ranging from minutes to hours, and therefore, the optimal wavefront for forming constructive interference also remains constant over these time scales. However, many of the exciting applications for wavefront shaping are in living tissues where the optimal wavefront to focus light to a desired location varies with time due to Brownian motion and physiological motion such as breathing, heartbeat, and blood flow. While previous studies have demonstrated the ability to focus light through living tissue such as the mouse dorsal skin flap [12] or ear [13], the scattering of light by the vasculature in the brain significantly decreases the decorrelation time and prevents these methods from being translated directly for use in brain tissue \textit{in vivo}.

Wavefront shaping systems are limited by both their wavefront measurement and playback schemes. Since the decorrelation time impacts system performance regardless of whether a feedback [14], transmission matrix [11, 15], or optical phase conjugation (OPC) [10, 12, 16, 17] based wavefront measurement scheme is used, it is a widely useful parameter for wavefront shaping systems. The decorrelation time is also helpful for evaluating wavefront playback schemes. These approaches have response times ranging from several tens of microseconds to several tens of milliseconds depending on whether nematic liquid crystal [12, 18], ferroelectric liquid crystal [17], or microelectromechanical systems based spatial light modulator (SLM) technologies are used [16, 19, 20]. Put together, the combined wavefront measurement and playback operation must take place within the decorrelation time.
to successfully focus light using wavefront shaping. This makes the synergistic combination of an appropriate measurement and playback scheme critical. Understanding the decorrelation time and its relationship to the tissue thickness is an important, widely applicable parameter of interest for designing new wavefront shaping systems to focus light beyond several transport mean free paths deep in tissue, especially for systems geared toward in vivo applications.

The timescale at which the wavefront varies can be measured by observing the speed at which it loses correlation with a previous copy of itself over time. This is typically accomplished by computing a measure of the correlation between the wavefronts or speckle intensity patterns. Then, by fitting the correlation function, a figure of merit called the decorrelation time (or speckle correlation time) can be determined. The decorrelation time is defined as the time it takes for the correlation between the initial wavefront and the subsequently captured wavefronts to drop below a specific value. Previous studies [12, 13, 17, 21] have established the direct relationship between the speckle decorrelation time and the fidelity of the wavefront reconstruction for delivering light into a focus, and also characterized the speckle decorrelation times associated with living ear tissue both with and without the contribution of blood flow. More recently, the relationship between decorrelation time and tissue thickness was studied in acute rat brain slices [22]. However, up until now, the decorrelation time in the in vivo rodent brain and its relationship to the thickness of the tissue through which the light passes has not been directly measured or quantified.

In this study, we experimentally measure and report the relationship between the speckle decorrelation time and the depth of a point-like source inside the in vivo mouse brain. The results of this study provide an important order of magnitude measurement of the decorrelation time at a depth up to several millimeters below the surface of the brain. The experimental results included in this paper will help inform the development of wavefront shaping systems for in vivo applications such as deep tissue light focusing, imaging, and therapy and provide information for applying other optical techniques using speckle such as laser speckle contrast imaging (LSCI) [23] and ultrasound modulated optical tomography (UOT) [24] in the brain in vivo.

3.3 Multispeckle decorrelation theory and analysis in living tissue
To measure the decorrelation time, we used the framework of diffusing wave spectroscopy (DWS) [25–27]. DWS is a technique that uses measured fluctuations in the
scattered optical field passing through a dynamic scattering medium to determine the characteristic time scale associated with the movement of the scatterers within the medium. The key quantity of interest in DWS is the temporal autocorrelation function of the electric field, $g_1(\tau)$, which can be directly derived from the interfering contributions of photons of varying path lengths. Due to the multiple scattering process, the path length fluctuations reflect the movement of the scatterers. These fluctuations impact the decay time of the autocorrelation function, allowing the decay time of the autocorrelation function to be used to measure the movement of the scatterers inside the medium.

The field autocorrelation function $g_1(\tau)$ is difficult to measure directly due to the limitation of intensity-only detectors such as photodiodes and conventional CMOS and CCD cameras. Therefore, the intensity autocorrelation function $g_2(\tau)$ is typically recorded instead of $g_1(\tau)$ since it can be directly measured with intensity-only detectors. Then, using the appropriate version of the Siegert relation, the intensity autocorrelation function can be used to relate the intensity and field autocorrelation functions [25, 26, 28, 29]. While the exact relationship between the dynamics of the scatterers and $g_2(\tau)$ must be retrieved by using the appropriate Siegert relation, the decay time of $g_2(\tau)$ itself is a helpful metric to establish the decay time of the measured optical wavefront.

In the first experimental demonstrations, DWS was implemented by measuring the temporal evolution of a single speckle grain to compute the autocorrelation function [25, 26]. This required long measurement times and that the sample be ergodic [30]. One method to address these challenges is to measure many speckles in parallel using an array detector such as a digital camera in lieu of a single speckle on a photodiode. This configuration, called multispeckle diffusing wave spectroscopy (MSDWS), enables many speckles to be measured in parallel which reduces the necessary measurement time, and thus the requirement for ergodicity since each group of pixels corresponding to a single speckle can be considered a separate temporal measurement [31]. While the time scales that can be probed are slower than those accessible with photon counting devices such as photo multiplier tubes or avalanche photodiodes, state of the art sCMOS cameras can achieve sub-millisecond resolution, and therefore are advantageous when the autocorrelation function decays on the order of a few milliseconds.

To calculate the autocorrelation function, a series of intensity measurements are made. In the case of MSDWS, these are camera speckle images. Then, using
this temporal series of images, the autocorrelation function \( g_2(\tau) \) is calculated by computing the correlation function between the sample frame at delay time \( \tau \) and the initial frame in the series taken at time \( t_0 \). This calculation is described by

\[
g_2(\tau) = \frac{\langle I(t_0) \cdot I(t_0 + \tau) \rangle}{\langle I(t_0) \rangle \langle I(t_0 + \tau) \rangle} \tag{3.1}
\]

where \( I \) is the intensity image captured on the sensor, \( \tau \) is the delay time after the original frame measured at \( t_0 \), and \( \langle \cdots \rangle \) represents an average over the elements of the element-wise multiplication of the frames. For a fully-developed speckle pattern with an exponential intensity distribution [32], \( g_2(\tau) \) theoretically decays from a value of 2 (completely correlated) to a value of 1 (no correlation). However, partially developed speckle or experimental noise (e.g. due to blurring of the speckle pattern within the exposure time) means that in practice \( g_2(\tau) \) typically decays from a value less than 2 to a steady state value greater than 1. By fitting this curve with an appropriate model based on the experimental configuration, the decorrelation time can be determined.

### 3.4 Experimental setup for \textit{in-vivo} multispeckle decorrelation measurements of the rat brain

The experimental setup is shown in Fig. 3.1. A Helium-neon (HeNe) laser with a wavelength of \( \lambda = 632.8 \text{ nm} \) and an output power of 17 mW (Research Electro-Optics Inc., Colorado, USA) was used to illuminate the brain through a custom optical fiber probe embedded into the brain. A microscope objective lens (RMS4X, NA 0.10, Olympus) focused on the top surface of the brain was used along with a tube lens (180 mm) to image the speckle pattern onto an sCMOS camera (Neo 5.5 sCMOS, Andor Technology Ltd., Belfast, UK). A linear polarizer, placed in the infinity space between the microscope objective and tube lens, helped to improve the contrast of the captured speckle image. Camera frames were captured at the minimum exposure time of 0.103 ms which enabled a frame rate of 9701 fps.

To move the point-like source inside the brain, we used a mechanical micromanipulator (MN-153 Narishige, Japan) configured to move diagonally at a 45° angle with respect to the normal direction as shown in Fig. 3.1. The penetration depth \( d \) was calculated using the insertion angle (45 deg) and the translation distance \( s \) along the axis of the needle. Since the location of the fiber probe translated along the \( x \)-axis as well as along the \( z \)-axis as the micro manipulator was advanced, a sub-region (256
Figure 3.1: **Diagram of the experimental setup.** (a) The experimental setup consisted of a Helium-neon laser coupled to a custom-made fiber probe. The fiber probe was covered with white ZnO paint to simulate a diffuse point-like source in the tissue. (b) The speckle pattern on the surface of the brain was imaged to an sCMOS sensor using a microscope objective and tube lens. A linear polarizer helped to maximize the contrast of the captured speckle pattern, and the iris ensured an adequate speckle size on the sensor. (c) A zoomed view of the mouse brain and fiber tip. The fiber tip was inserted at a 45-degree angle into the mouse brain through a gap between the skull and the cover glass which formed the cranial window. Then, the fiber was advanced from a depth $d$ of 1.1 mm to 3.2 mm below the brain surface, and a series of speckle patterns was recorded at each depth to analyze the decorrelation time.

× 12 pixels, pixel size 6.5 $\mu$m) for each depth, centered at the maximum intensity of the diffuse light profile on the brain surface, was selected out of the full size frame (1200 × 12 pixels) to allow for consistent sampling of the speckle pattern directly above the fiber tip across depths. We also made sure to avoid large blood vessels near the pial surface of the brain when selecting the regions of interest for analysis as shown in Fig. 3.2(c). The iris size in the optical train was selected so the speckle size on the camera was 2.2 × 2.2 pixels to satisfy the Nyquist criteria for sampling the speckle. The laser beam was coupled into a 105 $\mu$m core diameter (with jacket diameter 250 $\mu$m) multimode fiber (Thorlabs FG105LCA) and the other end of fiber tip inserted through a 26-gauge needle (inner diameter = 260 $\mu$m).

To simulate an isotropic point-like source embedded in the tissue, the fiber tip was covered with white spray paint made of Zinc oxide (ZnO) nanoparticles as shown in Fig. 3.2. Figure 3.2(a) shows a photograph of the fiber tip with the ZnO coating
Figure 3.2: **Characterization of diffusing fiber tip light distribution.** (a) The custom fiber tip probe is made of a 105-µm diameter multimode fiber covered with white paint to create a diffuse, point-like source in the brain tissue. (b) To characterize the distribution of light exiting the fiber tip, we measured the light intensity profile in the x-y (red) and y-z (blue) planes. (c-d) The orthogonal (c) and in-plane (d) light intensity distributions. The solid line traces the mean of five measurements, and the error bars indicate the standard deviation of the measurements. Scale bar: 200 µm.

and Fig. 3.2(b) displays a 3D representation of the fiber probe and the two planes used to characterize the light distribution emitted from the fiber tip. Figure 3.2(c) and (d) show polar graphs of the light intensity distributions for the orthogonal (red) and in-plane (blue) perspectives, respectively. The intensity distribution is highly symmetric except for the portion of the in-plane view between 60° and 180° that is occluded by the body of the needle.

After manufacturing the fiber probe, we proceeded to perform *in vivo* experiments to measure the autocorrelation function as a function of the penetration depth of the
fiber probe. In our experiment, all the animal handling followed the guidelines of the Institutional Animal Care and Use Committee (IACUC) at the Gwangju Institute of Science and Technology, Korea. We used three male black mice (C57BL/6, each 12-14 weeks old with body weights between 25-30 grams).

Throughout the experimental protocol, the mice were anesthetized with a Zoetil/Xylazine mixture in saline solution (60/10 mg/kg body weight), and the body temperature was maintained at 37°C.

The craniotomy was performed using a standard procedure (see [33]). The diameter of the drilling site on the mouse skull was ~ 7 mm, and the cover slip placed on the exposed brain was 5 mm in diameter. The difference between the two diameters was used to allow for the fiber probe to be inserted into the brain. The animal was then fixed on the heating pad with a customized angel ring for stability (Customized ring type in vivo heating system, Live Cell Instrument, Seoul, Korea) [34].

3.5 In-vivo decorrelation measurement results

We chose depths of 1.1, 1.8, 2.5, and 3.2 mm to measure the decorrelation times. These depths span the depth of the cortical and subcortical regions in the mouse brain, an area of interest in neuroscience studies [35, 36]. To analyze the decorrelation times for each thickness, we used a nonlinear least squares optimization routine to fit individual decorrelation curve to a double exponential model given by

\[ g_2(t) = a \times \exp\left(-2 \times \frac{t}{b}\right) + c \times \exp\left(-2 \times \frac{t}{d}\right) + (e + 1), \]

where \(a\) and \(c\) are the decay amplitudes, \(b\) and \(d\) are the characteristic times for each decay term, and \(e\) accounts for the curve offset from 1 at steady state. Here the two exponential terms serve to model the slow (e.g. due to tissue motion) and fast (e.g. due to blood flow) decorrelation time components. Then, the overall decorrelation time is determined by finding the time where the curve decay amplitude \((a + c)\) decays to \(1/e\) of its initial value.

Figure 3.3 shows the decorrelation curves for each depth with the fitted mean curve and a shaded area surrounding it representing the 95% confidence interval. Each curve was computed from an image stack after background subtraction using Eq. 3.1. For each depth, 14 data sets were used from three animals. The value of \(g_2\) does not decay to 1 likely due to blurring of the speckle pattern within the acquisition and
Figure 3.3: **Decorrelation curves for different fiber tip depths.** The decorrelation curves from 1.1 mm, 1.8 mm, 2.5 mm, and 3.2 mm were calculated by penetrating the respective depth into the mouse brain tissue using the fiber probe and capturing a time series of speckle patterns. Then, using the procedure explained above, $g_2(t)$ was calculated and plotted for each thickness. In the plot above, every 5th data point of the mean curve is shown for clarity, and the solid lines indicate the fit of the mean data points. Each thickness consists of a total of 14 traces across three mice. Shaded areas indicate the 95% confidence intervals for the mean of the data at each time point.
Figure 3.4: **Decorrelation time as a function of fiber tip penetration depth.** As the fiber tip penetrates deeper into the brain tissue, the decorrelation time decreases due to the increasing number of scattering events. The error bars indicate the standard error of the mean of the decorrelation times over the 14 total data sets from \( n = 3 \) mice at each depth.

Contributions from ballistic or quasi-ballistic photons that form a static background speckle pattern, thus preserving correlation even after the multiply scattered portion of the pattern has decorrelated. However, as the penetration depth increases, the probability of unscattered photons continues to decrease, and the \( g_2 \) curves decay nearly to 1 with a slight offset likely due to blurring of the speckle. The respective mean decorrelation times for 1.1, 1.8, 2.5, and 3.2 mm depth of point-like source are 5.3, 1.5, 0.37, and 0.26 ms, with standard deviations of 4.8, 1.6, 0.16, 0.13 ms.

Next, we investigated the relationship between the decorrelation time and penetration depth. By collecting the decorrelation time parameter from the individual fitting results, we plotted the mean decorrelation time with the accompanying standard error of the mean as a function of the depth of the point-like light source as shown in Fig. 3.4. As the depth increases, the speckle decorrelation time decreases due
to the increasing number of photon scattering events, dropping below 1 millisecond beyond a penetration depth of 2 millimeters.

3.6 Discussion and Conclusion

In this study, we investigated the speckle decorrelation time associated with living mouse brains. The speckle decorrelation time is a parameter of interest for a variety of optical methods including wavefront shaping, laser speckle contrast imaging (LSCI), and ultrasound modulated optical tomography (UOT). In the context of wavefront shaping, the decorrelation time dictates the speed at which the system needs to operate to successfully focus light in or through a scattering medium and the time window of validity for transmission matrix measurements and subsequent light control. In laser speckle contrast imaging and UOT, the speckle decorrelation time helps to determine the experimental settings best suited for high fidelity analysis of the speckle contrast [37]. We hope the data presented here will be of use for optical engineers and scientists seeking to develop their respective techniques for in vivo applications in the brain.

Currently, the maximum depth we can investigate with our measurement setup is limited by the size of the mouse brain and the temporal resolution of our system, which is set by the maximum camera frame rate of our sCMOS camera (9701 frames per second for a frame size of 1200 × 12 pixels). From our study, we found that the decorrelation time in vivo in the mouse brain ranges from several milliseconds at a depth of 1 mm to sub-millisecond at depths greater than 3 mm. This is several orders of magnitude faster than the decorrelation time in ex vivo brain tissue of the same thicknesses, due to the significant influence of intracerebral flow (e.g. blood) on the decorrelation [22].

The translation of wavefront shaping systems to practical applications in living tissue is an area of active research. Applying wavefront shaping methods to optical methods for studying the brain is of great interest due to the widespread use of light in the brain both for neural activity monitoring with techniques such as GCaMP imaging [38] or for neuronal modulation with approaches such as optogenetics [39]. By applying wavefront shaping to counteract the effects of scattering in the brain, it would be possible to extend the depth at which these techniques can noninvasively operate. However, the millisecond-order time scales of movement in the brain limits current wavefront shaping methods and necessitates the development of faster techniques.
Based on the decorrelation times measured in the *in vivo* mouse brain, this means that the maximum depth accessible with current wavefront shaping technology (minimum system latency of $\sim 3$ ms [17]) in the *in vivo* mouse brain is between 1 and 2 mm. Therefore, to develop wavefront shaping methods which are practical and robust for *in vivo* light focusing for applications such as high-resolution deep tissue optical imaging, noninvasive deep tissue optogenetics, and photodynamic therapy at depths several millimeters below the tissue surface, it will be necessary to develop faster wavefront shaping tools. We believe that one promising solution to this problem is the development of an integrated wavefront measurement and shaping device which combines SLM and camera pixels into a single unit [40, 41]. This will allow for wavefront measurement and playback to be achieved on a parallel, per pixel basis, thus enabling sub-millisecond focusing times that will increase the penetration depth of wavefront shaping techniques to several millimeters *in vivo* in the brain. Other strategies to increase the decorrelation time are to move to longer wavelengths in the near infrared regime where scattering is less severe, or to use coherence gating and short pulses to extend the decorrelation time by selecting only minimally scattered photons [42, 43].

In future experiments, we hope to investigate the decorrelation time of the living brain at longer, near-infrared wavelengths (900-1200 nm), since these may be of future interest for wavefront shaping applications. In addition, it would be interesting to compare the decorrelation time in awake, head-fixed mice compared to the decorrelation time measurements from the anesthetized mice used in this study. To analyze deeper penetration depths, we can also modify the system to use a point based detector with a larger bandwidth than the sCMOS camera used in this study in order to record the dynamics of faster decorrelation processes.

In conclusion, we have shown for the first time the decorrelation time in the *in vivo* mouse brain up to 3.2 mm deep inside the mouse brain using a custom point-like fiber probe source. To take full advantage of our developed system, we have introduced a simple craniotomy to embed our point source at the desired angle in a minimally invasive manner to enable stable imaging over the course of the experiment. The results of this study will help to inform the development of future wavefront shaping systems for *in vivo* applications in the brain.
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Chapter 4

IMPROVED LIGHT DELIVERY FOR OPTOGENETICS USING DIGITAL TIME-REVERSED ULTRASONICALLY-ENCODED (TRUE) LIGHT FOCUSING

This chapter is adapted from the manuscript H. Ruan†, J. Brake†, J. E. Robinson, Y. Liu, M. Jang, C. Xiao, C. Zhou, V. Gradinaru, and C. Yang, “Deep tissue optical focusing and optogenetic modulation with time-reversed ultrasonically encoded light,” Science Advances, 3(12), eaao5520, 2017. DOI: 10.1126/sciadv.aao5520

4.1 Abstract

Noninvasive light focusing deep inside living biological tissue has long been a goal in biomedical optics. However, the optical scattering of biological tissue prevents conventional optical systems from tightly focusing visible light beyond several hundred microns. The recently developed wavefront shaping technique time-reversed ultrasonically encoded (TRUE) focusing enables noninvasive light delivery to targeted locations beyond the optical diffusion limit. However, until now, TRUE focusing has only been demonstrated inside non-living tissue samples. Here, we present the first example of TRUE focusing in 2-mm-thick living brain tissue and demonstrate its application for optogenetic modulation of neural activity in 800-µm-thick acute mouse brain slices at a wavelength of 532 nm. We found that TRUE focusing enabled precise control of neuron firing and increased the spatial resolution of neuronal excitation 4-fold when compared to conventional lens focusing. This work is an important step in the application of TRUE focusing for practical biomedical uses.

4.2 Introduction

Optical methods are widely used across biomedical research, as well as for the diagnosis and treatment of disease, yet the ability to monitor and modulate biological processes at depth is conventionally limited by light scattering caused by the heterogeneous optical properties of biological samples. For example, a 532-nm photon experiences an average of nearly 40 scattering events as it travels through 1 mm of mouse brain tissue (scattering mean free path $l \approx 26 \mu m$) [1, 2], which exemplifies why the formation of an optical focus in typical tissue samples is often
limited to depths of a few hundred microns. In order to focus light deeper inside tissue, wavefront shaping or wavefront engineering methods (3-10) [3–10] have been developed that counteract the effects of optical scattering by modulating the incident light field so that the scattered light controllably interferes at locations of interest to form tight foci. This class of methods provides an advantage over techniques that discard scattered light as noise, such as confocal microscopy, since the probability of photons being unscattered (i.e., ballistic in nature) decays exponentially with increasing depth. The incorporation of scattered photons enables light focusing beyond the optical diffusion limit where the propagation directions of the photons become random [11]. Furthermore, since wavefront shaping techniques actively control scattered light, they offer direct optical modulation, an advantage over other optical imaging techniques such as photoacoustic tomography [11] and diffuse optical tomography [12], which enable deep tissue imaging, but cannot focus light to a particular location for improved light delivery.

The ability to manipulate scattered photons to create a light focus at depth with wavefront shaping is due to the elastic, deterministic nature of optical scattering, which scrambles but does not eliminate the information contained within a light field [13]. Thus, if one could discern the positions and scattering profile of the scatterers within the medium, it would be possible to tailor an incident wavefront to optimally couple light to any point in the tissue. This process can be simplified by mapping the optical phase and/or amplitude relationship between the input plane outside the sample and the targeted plane inside, which can be accomplished through feedback-based approaches [3, 8, 14, 15], transmission matrix measurement [9, 10, 16–19], or optical time reversal (optical phase conjugation) [13, 20–24]. Among these, optical phase conjugation is well-suited for optical focusing in living tissue applications because it allows for measurement of the phase relationship between the target focus and the wavefront solution on the input plane in parallel, thus producing the fastest focusing speeds [25–30]. This feature helps to overcome challenges posed by living tissue dynamics, which require that the wavefront shaping system obtain and playback the wavefront solution before the scatterers’ configuration in the tissue changes [25–27, 30]. When used with a guidestar [5], a method for tagging photons that traverse a desired location within the biological sample, the optical phase conjugation approach can create a phase conjugate wavefront that forms a focus at the guidestar location.

Several guidestar mechanisms have been developed that enable the generation of
appropriate input wavefronts. These include fluorescent [31, 32], nonlinear optical [22, 33–36], kinetic [37, 38], photoacoustic [39–42], ultrasonic [43–46], magnetic [47] and microbubble [48] encoded mechanisms. Of these, ultrasound offers the advantage of being non-invasive, freely addressable within the volume of interest, and compatible with optical phase conjugation since it generates coherent tagged light. Time-reversed ultrasonically encoded (TRUE) focusing is a wavefront shaping technique that combines optical phase conjugation with the ultrasound guidestar to enable light focusing at depths beyond the optical diffusion limit with ultrasonic resolution (∼30 μm) [44–46].

The application of TRUE focusing to living systems would be beneficial to many fields of study, including neurobiological research, in which visible light is routinely used for both monitoring activity with genetically encoded neural activity indicators [49, 50] and controlling activity via optogenetic actuators [51]. While neurophotonics techniques that employ multi-photon excitation [52–57] and adaptive optics [33, 34, 36] have extended the depths of optical access in vivo, focusing light noninvasively in the multiple scattering regime in living brain tissue remains largely unexplored. Due to the strongly scattering nature of brain tissue, light delivery during optogenetic manipulation still requires the use of invasive, implanted optical fibers to reach targets in deep brain regions [58]. Since TRUE focusing allows for an optical focus to be formed noninvasively with the ability to freely move the focus within the tissue to target different regions of interest, it is particularly well-suited for optogenetic modulation. Here, we describe the design and application of an integrated TRUE focusing and patch clamp electrophysiology system for simultaneous optogenetic stimulation and neural activity monitoring within living brain tissue ex vivo. We first demonstrate light focusing through up to 2 mm thick living brain tissue using diffuse photons with a wavelength of 532 nm. Then, by performing patch clamp recordings in 800 μm-thick acute brain slices and using optogenetically-evoked photocurrents as a readout, we demonstrate that TRUE focusing increases the spatial resolution of neuronal excitation by four times compared to that of conventional focusing at a wavelength of 532 nm. This result represents the first demonstration of TRUE focusing in living brain tissue and is an important step in the translation of wavefront shaping methods into practical optical tools for in vivo applications, including optogenetics.
Figure 4.1: Custom TRUE focusing and electrophysiological recording system. The custom TRUE focusing system combined a digital optical phase conjugation (DOPC) system with a patch clamp electrophysiology amplifier and headstage. Acute brain slices were held in a custom perfusion chamber that contained warmed, carbogenated artificial cerebro spinal fluid (aCSF). The TRUE light beam illuminated the tissue at an oblique 45-degree angle while the borosilicate patch pipette electrode was used for neurophysiological measurements. (A) A DIC microscope was included for neuron visualization during patch clamping. (B) The TRUE focusing system allowed light to be sharply focused through the brain slice. (C) A close-up image of the TRUE focus on a patched neuron. Scale bars: 20 μm in (A) and 50 μm in (B).
Figure 4.2: **Schematic of the TRUE focusing system.** (A-B) Schematic of the setup for DOPC Loop A and Loop B. (C) The physiological setup (the A-A section in A and B) running in the neuron observation and patching mode. (D) The physiological setup running in the neuron stimulation mode. Abbreviations: ACSF, artificial cerebrospinal fluid; AOM, acousto-optic modulator; BB, beam block; BS, beamsplitter; BSS, beam selecting shutter; CL, camera lens; CP, chopper; CW laser, continuous-wave laser; DL, delay line; FM, flip mirror; HWP, half-wave plate; L, lens; LS, light source; M, mirror; MF, multi-mode fiber; ND, neutral-density filter; NP, Nomarski prism; OI, optical isolator; P, polarizer; PB, playback beam; PBS, polarizing beamsplitter; PD, photodiode; PH, pinhole; PN, plane; PP, pipette; QA, quality assurance; R, reference beam; S, sample beam; SC, sample chamber; SF, single-mode fiber; SH, optical shutter; SLM, spatial light modulator; SM, scattering medium; TS, tissue slice; UST, ultrasonic transducer; ZB, zeroth-order block (a black 100µm-diameter disk printed on a transparency).
Figure 4.3: **Electrical signal flow diagram.** The experiment can be divided into two phases. In the first phase, the TRUE focusing system searches for the wavefront solution using a pulsed-wave (PW) laser. After that, we switch to a continuous-wave (CW) laser by controlling the shutters using software triggers. To obtain a correct wavefront solution, we implement nine iterations of the TRUE focusing process by switching the shutters that select between DOPC loop A and B. In each DOPC loop, a four-step phase-shifting holography approach is used to measure the optical field of the ultrasound modulated light. In this case, an arbitrary function generator (AFG1) is used to synchronize the camera and the phase of the reference beam. The frequency of the reference beam is shifted by 50.020 MHz by AFG2. The reference beam shares a clock with the ultrasound pulses and lasers pulses, both of which are triggered at 40 kHz. A 7.46 µs delay is used to compensate for the propagation time of the ultrasound wave traveling to the ultrasound focus. Abbreviations: AFG, arbitrary function generator; AMP, amplifier; AOM, acousto-optic modulator; DG, delay generator; UST, ultrasound transducer.
4.3 Results

System design and operating principles

In order to achieve TRUE focusing in living brain tissue ex vivo, we designed and implemented a digital optical phase conjugation (DOPC) system [21, 22] for TRUE focusing (Fig. 4.2-4.3) that included an integrated patch clamp electrophysiology head stage and amplifier for neurophysiological measurements, as well as a removable differential interference contrast (DIC) microscope for neuron visualization while whole cell recordings were being obtained (Fig. 4.1). A customized sample chamber was designed that allowed acute brain slices to rest horizontally while constantly perfused with carbogenated artificial cerebral spinal fluid (aCSF). Because this setup limited the orientations of the TRUE focusing light path and the ultrasound transducer to oblique angles, we illuminated the slice at a 45-degree angle with the ultrasound transducer positioned orthogonal to the TRUE light beam to maximize the modulation efficiency. In order to allow for the use of high numerical aperture (NA) lenses (for the DIC microscope objective, collection lens, and ultrasound transducer) with relatively short working distances to be operated within the limited available space, the observation objective, collection lens with lens tube, and ultrasound transducer were placed on computer controlled motorized stages so they could be precisely translated in and out of the bath. In order to prevent fluctuations of the perfusion fluid surface from influencing the wavefront measurement, we attached a glass window to the lens tube and immersed it in the aCSF solution. This normally incident design also avoids unnecessary refraction at the aCSF-air interface. Similarly, the bottom of the chamber was also designed with a 45-degree chamber-air interface, which minimizes the effects of refraction and helps with optical alignment.

The creation of a TRUE focus involved sequential wavefront recording (Fig. 4.4A1) and playback (Fig. 4.4A2) steps. In the recording step, a high-frequency (50 MHz) ultrasound field was focused to the location of interest while a probe light beam generated by a pulsed 532 nm laser illuminated the sample. Due to the acousto-optic effect, the frequency of a portion of the light passing through the ultrasound focus was shifted by the ultrasound frequency. The field of the scattered, ultrasound-tagged light was measured by the camera of the DOPC system using interferometry [59]. Then, in the playback step, the phase conjugate version of the phase map of the ultrasound-tagged light was displayed on the spatial light modulator (SLM) of the DOPC system and used to create the playback light field. Following the principle of time-reversal, this playback beam scattered in a time-reversed fashion and formed
an optical focus at the location of the ultrasound focus. Our TRUE focusing system described here relied on a digital wavefront recording and playback engine [21, 22], which, compared with analog TRUE focusing systems [44], allowed for measured wavefronts to be played back at a light intensity far greater than that of the measured wave [45]. The average intensity of the TRUE focus compared to the background intensity for phase-only modulation of the wavefront is given by Equation 4.1 [32]:

\[
\eta_{\text{phase-only}} = \frac{\pi}{4} \times \frac{(N - 1)}{M} + 1
\]  

(4.1)

where \(N\) is the number of optical modes controlled by the SLM and \(M\) is the number of optical modes (speckle grains) within the ultrasound focus. The size of the TRUE focus along the ultrasound beam lateral direction is dictated by the diffraction limited focused ultrasound beam diameter and the size along the ultrasound beam axial direction is determined by the ultrasound and laser pulse widths. In order to enhance the spatial resolution and contrast of TRUE focusing, we used an iterative TRUE focusing scheme [60–62], where the intensity and resolution of the TRUE focus was iteratively enhanced by repeating the TRUE focusing procedure using a previously established TRUE focus. A random phase pattern was displayed on the SLM to initiate the iterative TRUE focusing process. Rather than using two DOPC systems as previously demonstrated [61], we designed and implemented the iterative TRUE focusing system in transmission mode using a single DOPC system (see Methods and Fig. 4.2-4.3 for detailed descriptions).

**A comparison between TRUE and conventional focusing in living brain slices**

In order to test the performance of our system, we prepared acute brain slices (300 – 2000 \(\mu\)m) that contained the medial prefrontal cortex (mPFC) from C57Bl/6J mice using a vibrating microtome as previously described [63, 64]. Then, we placed the slices in our optical setup and recorded the light intensity profile through the slices formed by our TRUE focusing system (Fig. 4.4A1-A2) and a conventional lens (Fig. 4.4B). As predicted, the conventional focusing lens failed to form a tight optical focus and demonstrated a light profile that broadened as the brain slice thickness was increased due to the strong scattering nature of the tissue (Fig. 4.4C, top row). While a visible envelope of the intensity profile was observed when light was conventionally focused through a 500-\(\mu\)m-thick slice, the lateral width of the focus profile was significantly increased from the diffraction limited focus size of \(~1\ \mu\)m (the NA of the focusing lens was 0.25). The size of the conventional focus
Figure 4.4: A comparison of TRUE focusing and conventional focusing. (A) The recording (A1) and playback (A2) procedures used to focus light through the slice onto its top surface with TRUE focusing. (B) Diagram of the experimental setup for measuring the light intensity distribution of the focus on the top surface of the brain slice achieved using a conventional lens illuminating the brain slice from below. A tube lens and a camera used together with the objective are not shown. (C) Images of the conventional and TRUE focus profile through living brain tissue slices (500, 800, 1000, 1500, and 2000 µm thick). (D) Full width at half maximum (FWHM) focal spot sizes for the conventional and TRUE foci as a function of tissue thickness. Error bars represent the standard deviation of five measurements taken at different locations. Scale bar: 100 µm.

continued to broaden as slice thickness was increased, and no discernible focus envelope was visible within the 580 × 580 µm² field of view in the 1000 µm or thicker slices.

In contrast, TRUE focusing was able to maintain a lateral resolution defined by the size of the ultrasound focus, decoupling the size of the focus from the focusing depth (Fig. 4.4C, bottom row). Our system employed a high-frequency ultrasound transducer with a 50 MHz nominal center frequency, a 6.35 mm aperture, and a 12.7 mm focal length. The theoretical beam diameter (-6 dB) for this configuration was ~80 µm and the calibrated waveform duration (-6 dB) was 37.4 ns, corresponding to a pulse length of 55.3 µm. The region of ultrasound modulated light along
the axial direction of the ultrasound beam was also determined by the combination of the ultrasound pulse length and the laser pulse duration, which is 7 ns. Using the iterative TRUE focusing method enabled the TRUE focus to be tightened [60] to achieve a focus with an average full width at half maximum (FWHM) spot size of 27.4 µm across tissue thicknesses from 500 to 2000 µm.

To calculate the focal spot size of TRUE focusing from the images captured with the observation camera (Camera2 in Fig. 4.2), the image was first cropped to a region (82 × 82 pixels) surrounding the focus profile, and was low-pass filtered by a 3 × 3 averaging filter to smooth the speckle. Then, the focus profile was fit using a 2D Gaussian function

\[ f(x, y) = A \exp \left( -\frac{[(x-x_0)^2+(y-y_0)^2]}{2\sigma^2} \right) + B, \]

where \( A, B, x_0, y_0, \) and \( \sigma \) are the fitting parameters. The full width at half maximum (FWHM) focal spot size was obtained by

\[ \text{FWHM} = 2\sqrt{\ln 2} \sigma. \]

The focal spot size of conventional focusing was calculated in a similar way. However, since the focal spot size was much larger than that of TRUE focusing, the fitting was applied to a region composed of 1040 × 1392 pixels.

In contrast, the FWHM of the conventional focus broadened from ~350 µm at a slice thickness of 500 µm to approximately 2100 µm at a thickness of 2000 µm (Fig. 4.4D). It should be noted that the effective thicknesses in the TRUE focusing case are larger than the physical thicknesses of the slices due to the 45-degree incident angle of the TRUE focusing beam. These results demonstrate the ability of TRUE focusing to overcome optical scattering to create high-resolution optical foci in living brain slices up to 2000-µm thick, which, unlike those formed by conventional focusing, do not significantly broaden with increased sample thickness.

**Application of TRUE focusing for optogenetic manipulations**

After demonstrating the ability of TRUE focusing to overcome optical scattering and produce light foci in thick acute brain slices, we next sought to demonstrate the advantage of TRUE for optogenetic manipulation compared to conventional focusing using a neurophysiological readout. Optogenetics, in which engineered light-gated ion channels or pumps are used to manipulate cellular activity with high spatial and temporal precision using visible light, has become relatively ubiquitous in basic neurobiological research due to its ability to convert differences in light intensity into graded electrophysiological signals [51]. Although a wide range of optogenetic actuators are available for neural excitation or inhibition with diverse excitation spectra spanning the visible spectrum, we used the excitatory,
Figure 4.5: **Experiment design, opsin characterization, and demonstration of photocurrent and firing modulation via TRUE focusing.** (A) An AAV vector was used to stereotaxically deliver the bReaChES transgene to the medial prefrontal cortex (mPFC). (B) Characterization of normalized photocurrent response vs. light intensity. The average maximum photocurrent across the 10 cells studied was 1047 pA. (C) Diagram illustrating the experimental scheme used to demonstrate the ability of TRUE focusing to elicit action potentials through 800 µm thick living mouse brain tissue. (D) Representative traces demonstrating elicited photocurrent and membrane voltage changes achieved with and without TRUE focusing.
red-shifted opsin bReaChES for our experiments because its excitation peak was well-matched with our laser source (532 nm) [65]. In order to prepare samples for testing, we performed stereotaxic injections of an adeno-associated viral vector carrying the bReaChES transgene (AAV-DJ-CaMKII-bReaChES-TS-YFP) into the mPFC of C57Bl/6J mice (Fig. 4.5A). After waiting four weeks for surgical recovery and transgene expression, we prepared acute brain slices for simultaneous electrophysiological recording and optical testing. Animal husbandry and all experimental procedures involving animal subjects were approved by the Institutional Animal Care and Use Committee (IACUC) and by the Office of Laboratory Animal Resources at the California Institute of Technology under IACUC protocol 1650. We characterized the performance of bReaChES in cortical slices by measuring the photocurrent response to a wide range of 532 nm light intensities delivered through the DIC objective in voltage clamp mode. Similar to its parent opsin ReaChR [66], bReaChES displayed a nonlinear increase in photocurrent response that saturated at an intensity of approximately 10 mW/mm$^2$ (Fig. 4.5B). During these experiments, the average maximum photocurrent across the 10 cells studied was 1047 pA.

To demonstrate the capability of TRUE focusing for neural modulation, whole-cell patch clamp recordings were obtained from layer II/III neurons just below the superficial surface of mPFC slices using borosilicate glass patch pipette electrodes visualized under DIC microscopy (Fig. 4.1 and Fig. 4.2C). While TRUE focusing through slices up to 2 mm thick was achieved, maximum slice thickness during our optogenetic experiments was limited to 800 µm, since neurons in thicker slices were difficult to visualize with DIC microscopy and were generally less healthy, which negatively affects recording and data quality. Because target neurons were located close to the surface of the brain slice for visualization, the DOPC playback beam illuminated from the bottom of the slice traversed almost the entire sample thickness, which is much larger than the optical diffusion limit of the acute mouse brain slice (~200 µm at 532 nm) [2]. Moreover, since the incident angle was 45 degrees (Fig. 4.5C), the effective thickness for TRUE focusing was even larger than the physical slice thickness. Once a whole-cell recording was successfully initiated, the DIC microscope objective was removed, and the lens tube and ultrasound transducer were lowered into the bath.

To ensure co-localization of the ultrasound focus with the pipette tip, we used pulse-echo ultrasound to form an image of the glass pipette tip (Fig. 4.6) and moved the ultrasound transducer to focus on the end of the tip where a target neuron was
Figure 4.6: **Ultrasound pulse-echo image of the tip of the glass pipette electrode.**

To focus ultrasound to the targeted neuron that is patch-clamped by the glass pipette, the ultrasound transducer is scanned to image the pipette tip in pulse-echo mode. The echo is recorded at each scanning position to form an image of the tip where the neuron is located. The transducer is then moved to that location so that the ultrasound focus overlaps with the neuron. Scale bar, 100 µm.

Located. This approach allowed precise targeting of the TRUE focus to the recording neuron in order to maximize light delivery during optogenetic stimulation.

Next, we measured the photocurrent response that was elicited by the TRUE focus; as a control, we created a ‘no wavefront shaping’ condition by shifting the wavefront solution on the SLM by 100 pixels in each lateral direction, which generally approximated the laser background intensity. In this case, the TRUE focus outperformed the no shaping condition, evoking a larger photocurrent due to enhanced light intensity at the focus (Fig. 4.5D, left). The photocurrent enhancement factor, defined as the ratio between the difference of the photocurrent with and without TRUE focusing and the photocurrent without TRUE focusing, was on average 30% \((n = 6)\) in 800 µm-thick brain slices, which was similar in magnitude to the enhancement observed in 300-µm and 500-µm slices (Fig. 4.7). To verify the effect of the ultrasound guidestar, we turned off the ultrasound and repeated the same procedure. In this case, since there was no guidestar for the system to focus to, no TRUE focus was formed, resulting in a smaller evoked photocurrent and no observed firing events (Fig. 4.8). Because the presence of the ultrasound field could potentially alter neural activity, we verified in several neurons that focused ultrasound alone in the absence of light failed to evoke any observable current in voltage clamp or alter
neuronal excitability in current clamp mode.

We next sought to evaluate the performance of our system by comparing the experimentally observed enhancement factor with the expected enhancement predicted by the technical specifications of our system and the observed TRUE focus size. The SLM employed in the DOPC system had $2 \times 10^6$ pixels, which allows us to focus light through a highly scattering medium to a single optical mode with an experimental peak focus intensity to background ratio $\eta$ of $\sim 1 \times 10^4$. This experimental performance means the DOPC system could effectively control $N \sim 1 \times 10^4$ optical modes. Based on this performance, we were able to estimate the intensity enhancement at the ultrasound focus using Equation 4.1. Since our system produced a TRUE focus with a FWHM diameter of $\sim 27 \mu m$, the number of modes $M$ inside the focus was $\sim 1 \times 10^4$, which corresponded to a predicted intensity enhancement factor at the ultrasound focus of approximately 2. Since the photocurrent enhancement was not proportional to light intensity (Fig. 4.5B), we predicted that the photocurrent enhancement factor would be less than 1, which was consistent with our data. De-
Figure 4.8: **Electrophysiological photocurrent and membrane voltage traces comparing ultrasound on and off conditions.** (A) Photocurrent traces when performing the TRUE focusing procedure with the ultrasound on and off. When the ultrasound is on, a phase map is measured which enables light to be focused to the location of the ultrasound focus and the neuron cell body. In contrast, when the ultrasound is disabled by turning off its driving amplifier, an incorrect phase map is measured so that the playback beam is not focused onto the neuron. As a result, we see a decrease in the amplitude of the photocurrent. (B) Membrane voltage traces when performing the TRUE focusing procedure with the ultrasound on and off. When the ultrasound is on, the playback beam is focused onto the neuron and elicit action potentials. In comparison, when the ultrasound is off, light is not focused onto the neuron and therefore no action potentials are elicited. It should be noted that the photocurrent and membrane voltage are lower with ultrasound off than those with ultrasound on followed by a shifted TRUE phase map displayed on the SLM (Fig. 4.5) which leads to an artificially increased photocurrent enhancement since the overall energy in the “US OFF” condition is lower than in the “No Shaping” condition. This is because the random phase map measured with ultrasound off has a higher spatial frequency (1/pixel size) than that of a normal phase map, and these high frequency components are filtered out by the limited numerical aperture of the optical system. In contrast, the shifted phase pattern in the “No Shaping” condition does not change the spatial frequency distribution of the phase map measured with ultrasound on and therefore maintains the same background intensity level as the background of the TRUE focus.
Figure 4.9: Spatial resolution of optogenetic stimulation achieved by conventional versus TRUE focusing. Experimental configuration for photocurrent scan map generation using conventional focusing (A) and TRUE focusing (B). The normalized photocurrent enhancement as a function of lateral focal scanning position for conventional (C) and TRUE focusing (D). Scale bar: 100 µm.

spite the observed enhancement, the laser power could be adjusted so that the TRUE focus elicited time-locked cell firing, whereas the no shaping condition could not elicit action potentials (Fig. 4.5D, right).

**Improved spatial resolution of optogenetic stimulation using TRUE focusing**

After demonstrating that TRUE-focused light could optogenetically stimulate neurons at depths beyond the optical diffusion limit, we compared the spatial resolution
of TRUE focusing with that of conventional lens focusing for optogenetic modulation. The ability for TRUE focusing to noninvasively enhance the light intensity in a spatially restricted manner is an important benefit compared to other conventional methods for delivering light into the brain, such as optical fibers or LED implants, which do not allow for the targeted volume to be freely moved within the brain after implantation. To quantify the spatial resolution of TRUE focusing and conventional focusing, we raster-scanned the focus of each case laterally around a patch-clamped neuron and recorded the photocurrent magnitude at each scanning position (Fig. 4.9A-B). In both cases, we scanned over a square grid of 9 × 9 points with a 50-µm step size in each dimension on the horizontal plane. For conventional focusing, the 780-nm wavelength DIC illumination LED was replaced with the 532-nm wavelength laser source delivered via a single mode optical fiber whose tip was imaged to the plane of the targeted neuron to form a focus (Fig. 4.2D). The position of the focus was calibrated using the observation microscope before placing the brain slice in the chamber, and the focus was raster-scanned on the horizontal plane during whole cell recordings (Fig. 4.2C-D). The normalized photocurrent enhancement was calculated at each scanning position and used to construct interpolated two-dimensional scan maps (Fig. 4.9C-D). Fitting the conventional lens scan map with a 2D Gaussian function yielded respective FWHMs of 393 and 536 µm in the x and y dimensions. In contrast, the FWHMs for the TRUE focusing scan were 99 and 71 µm in the x and y dimensions. Due to the scattering and diffusion of the conventional illumination, the spatial extent of the evoked photocurrent enhancement with conventional illumination was nearly 4 times broader than that obtained with TRUE focusing, thus confirming the utility of TRUE focusing for precise spatial focusing at depth beyond the optical diffusion limit.

4.4 Discussion
Overcoming optical scattering to noninvasively extend the depth at which light can be tightly focused inside living biological samples in clinical and research settings is of great interest to practitioners and researchers alike. In this work, we developed a TRUE focusing system that allowed us to focus light at depth in \textit{ex vivo} brain tissue with a spatial resolution that significantly outperformed conventional lens focusing. By integrating a patch clamp electrophysiology headstage and amplifier into the TRUE focusing system, we were able to monitor neural activity during optogenetic stimulation with the TRUE focus. Using neurophysiological signals as a readout, we confirmed that TRUE focusing can be used to control neural
activity in thick tissue samples in a spatially restricted manner. Since optogenetic manipulations currently require the surgical implantation of invasive optical fibers for light delivery below the most superficial brain regions [58], we believe that our findings using TRUE focusing will inform future efforts to develop this technology for non-invasive optogenetic stimulation and/or fluorescent imaging in vivo with the spatial resolution required for precise targeting of individual neurons or neurons ensembles.

Multiphoton microscopy is capable of obtaining clear images at depths of 800 µm and is promising for neuromodulation at that depth. However, the fundamental working depth of this technique is limited by the number of unscattered or weakly scattered photons, which decreases exponentially with depth. In contrast, the TRUE focusing technique is able to focus light beyond the ballistic photon regime. The addressable depth of the TRUE focusing technique demonstrated in this set of optogenetic experiments was limited by the penetration depth of the DIC microscope illumination necessary to visualize neurons during the initiation of patch clamp recordings, as well as the viability of the neurons in thick tissue. While fluorescent activity indicators, such as the GCaMP family of proteins [67], would provide a viable activity readout in thicker tissue samples, these tools were not practical for use here given that the excitation wavelength for calcium indicators is likely to simultaneously excite neurons with opsins that match the operating wavelength of the TRUE focusing system (532 nm). In the future, this problem could be solved by decoupling the wavelength for TRUE focusing and optogenetic excitation from that for calcium indicator excitation. It would also be valuable to explore the maximum penetration depth of TRUE focusing for optogenetics, even if it would require minimally invasive methods in vivo such as optical fiber insertion for signal readout.

Unlike in ex vivo tissue preparations where cell viability is a limiting factor for tissue thickness, the focusing depth during in vivo applications is limited by the guidestar efficiency. As we focus deeper into tissue, fewer photons from the guidestar can be measured, not only because the detected portion of light from guidestar is reduced, but also because of a decrease in the modulation efficiency due to ultrasound attenuation. Although the DOPC system works even when the measured phase map has less than a photon per degree of freedom [68] (i.e. SLM or camera pixel), the presence of shot noise due to the much higher unmodulated light intensity will fundamentally limit the penetration depth [24, 69]. Additional guidestar aids, such
as microbubbles, can help improve the tagging efficiency significantly [48] but sacrifice the freely addressable and noninvasive nature of the ultrasound guidestar. In the future, it will be important to optimize the intensity of the measured ultrasound modulated light to extend the penetration depth.

Another goal for future developments of TRUE focusing for optogenetic simulation is improved photocurrent enhancement. Using whole cell recordings, we observed a photocurrent enhancement of approximately 30% compared to the no shaping condition, which was consistent with predicted values but will require improvement before TRUE focusing is feasible for widespread use in optogenetic applications. The avenues to improve the focusing contrast are based on the variables in Eq. 4.1. From this equation, we can see that in order to enhance the focusing contrast we can either increase $N$, the number of controllable modes, or decrease $M$, the number of optical modes within the ultrasound focus. One way to reduce $M$ is by reducing the size of the ultrasound focus by increasing the operating frequency and the NA of the ultrasound transducer. However, high-frequency ultrasound has a very limited penetration depth. Furthermore, since the goal is to enhance the light intensity delivered to the neuron soma, shrinking the size of the focus beyond the size of the cell will not necessarily lead to further improvements in photocurrent enhancement, although this strategy may allow for finer resolution targeting of neuronal subcompartments, such as individual dendrites or synaptic inputs. Another strategy is to increase the size of the optical modes by shifting to longer wavelengths, although opsins sensitive to infrared or near infrared wavelengths will need to be further refined before they are practical for single photon in vivo applications [70, 71]. A more feasible avenue to improve the TRUE focus contrast is to increase the number of controllable optical modes, $N$. This can be achieved by scaling up the number of SLM pixels, which will also benefit other general applications across the wavefront shaping field. For example, increasing the number of SLM pixels $N$ by 10 times will result in a focus intensity to background ratio $\eta \approx 12$, which is sufficient for many practical applications.

To translate wavefront shaping into practical tools for in vivo applications, we also need to address the challenge of the optical decorrelation of living tissue. The dynamic nature of living tissue causes decorrelation of the optical wavefronts, so to effectively focus light inside living tissue, the system response time must be shorter than the decorrelation time of the tissue. For acute brain slices less than 2 mm in thickness, this decorrelation time is on the order of several seconds [72], which is
longer than the current TRUE focusing speed (0.6 s, see Fig. 4.3). However, the
decorrelation time drops to the order of one millisecond for in vivo applications due
to blood flow, cardiac motion, breathing, etc. [26, 73, 74]. In order to increase the
response speed of wavefront shaping systems, digital micromirror devices (DMDs)
and ferroelectric liquid crystal based SLMs have been employed to achieve high-
speed DOPC within 10 milliseconds [25, 27], which is ultimately limited by the need
to read out and transfer data to a computing device such as a PC or an embedded
system, to compute the appropriate wavefront solution.

We expect that solving these problems will require an integrated wavefront shaping
system that combines the wavefront sensing and modulation devices into a single
device [75]. This design will allow for control over an increased number of optical
modes in a scalable way without sacrificing the operation speed, since wavefront
calculations can be performed in parallel on a per-pixel basis, minimizing data
transfer and computation time. The development of such an integrated wavefront
sensing and modulation platform will increase the achievable enhancement factors.
Simultaneously, it will remove many of the challenges that limit the widespread
adoption of wavefront shaping techniques, such as the difficulty of designing and
aligning the complex optical system [76], opening the door for more scientists to
incorporate wavefront shaping into their optical technologies for biomedicine and
beyond.

References

ization of the angular memory effect of scattered light in biological tissues,”

Pain, “Experimental and analytical comparative study of optical coefficient
of fresh and frozen rat tissues,” Journal of Biomedical Optics, vol. 18, no. 11,
p. 117 010, 2013.

strongly scattering media,” Optics Letters, vol. 32, no. 16, pp. 2309–2311,
2007.

space and time for imaging and focusing in complex media,” Nature Photon-


5.1 Abstract
The dynamics of blood flow within tissue are a key indicator of metabolic function, providing functional information about physiological activity. Speckle visibility spectroscopy (SVS) is an emerging technique that allows for blood flow dynamics to be measured non-invasively using the dynamic properties of a captured optical field that has interacted with blood in a volume of interest. SVS works by analyzing the statistical properties of blurred speckle fields. This blurring is caused by the dynamic scattering of the blood cells and the statistics of the blurred speckle pattern contain information about the blood flow dynamics. In this chapter, we present a new technique called interferometric speckle visibility spectroscopy (iSVS), which enables high-speed and sensitive measurement of the optical field dynamics with shot-noise limited sensitivity. This enables sensitive, non-invasive monitoring of hemodynamic activity, with light power levels that are safe for clinical applications.

5.2 Introduction
When coherent light illuminates a dynamic scattering sample like living tissue, the interference of the different scattered light components generates an optical interference pattern called a speckle field. When the scatterers within the tissue move, this generates temporal fluctuations in the speckle pattern.

These changes in the speckle pattern are related to the movement of the scatterers within the sample. One way to quantify the dynamics of the speckle field and relate them to the scatterer movement is provided by the framework of diffusing wave spectroscopy (DWS). DWS was originally developed in the late 1980s to investigate materials like gels and colloidal suspensions. The basic theory is explained in reference [1]. In essence, a very sensitive single-pixel photodetector, such as an avalanche photodiode (APD), is used to collect light from a single speckle grain of the speckle pattern and monitor its fluctuations over time. Then, by computing the temporal autocorrelation function of the intensity time trace, $g_2(t)$, the decay can be fit to a theoretical model to extract quantities of interest such as the diffusion...
coefficient of the sample under test.

In the mid-1990s, the Yodh group at the University of Pennsylvania realized that DWS theory could be applied to biological tissue to measure dynamics of interest to the medical community such as blood flow speed [2]. The application of DWS techniques to biological tissue is called diffuse correlation spectroscopy (DCS) and shares its fundamental physics with DWS. However, one of the limitations of DWS is that it can only sample a single speckle grain to maximize the contrast and SNR of the measurement, fundamentally limiting the throughput of the measurement. This limited throughput means that to sample many realizations of the scattering process and obtain an accurate \( g_2(t) \) curve, the measurement time \( T \) must contain many decorrelation events (typically on the order of \( T = 1000 \cdot t_d \) where \( t_d \) is the decorrelation time). For example, this means that to accurately measure a decorrelation time of 1 ms requires a total measurement time of 1 s.

This requirement on the measurement time fundamentally limits the refresh time of the system, requiring that the statistics of the dynamic scattering process must remain fixed within the measurement time \( T \). While this may hold true in the case of beads diffusing in suspension, it is often not true in biological situations since the decorrelation from blood flow can change value several times during one second (e.g., due to pulsation from the heartbeat, which can be on the order of several Hertz for rodents).

One straightforward solution to this problem is to trade off measurements in time for measurements in space, sampling multiple speckles in parallel. This is the strategy used in multispeckle diffusing wave spectroscopy, the technique used in chapters 2 and 3. However, this method still requires several measurements within a single decorrelation time, which becomes infeasible with current camera technology when the decorrelation time is very short (1 ms).

One way to measure the decorrelation time in a single frame is to use the statistics of blurred speckle patterns that are captured in a single exposure longer than the decorrelation time. This is the basic idea behind speckle visibility spectroscopy (SVS) [3]. SVS uses a camera to record the intensity of dynamic speckle fields which are then used to characterize the speckle field decorrelation time \( \tau \). If the camera exposure time \( T \) is longer than the speckle field decorrelation time \( \tau \), there will be multiple independent speckle fields recorded by the camera within the exposure time. Since these independent speckle fields arrive at the camera at different times, the pattern recorded over the entire exposure is the intensity summation of these
independent speckle patterns. If the speckle pattern does not decorrelate, then the intensity summation over the exposure simply records a scaled version of a stable speckle pattern. However, if the speckle changes during the exposure time, the independent speckle patterns will add incoherently and ultimately modify the statistics of the recorded speckle pattern.

One such statistic of interest is the speckle contrast \( \kappa \), defined as

\[
\kappa = \frac{\sigma}{\mu},
\]

where \( \sigma \) is the standard deviation of the measured speckle pattern and \( \mu \) is the mean intensity of the recorded speckle pattern.

The speckle contrast decreases as multiple independent speckle intensity patterns add up on the camera, and mathematical models have been developed which relate the measured speckle pattern contrast to the camera exposure time \( T \) and the speckle field decorrelation time \( \tau \) [4]. Exploiting this relationship, the speckle field decorrelation time can be calculated by measuring the speckle pattern contrast and inferring information about the biological activities that influenced the dynamic properties of the tissue.

However, there are two conditions that must be satisfied when using SVS: (1) The Siegert relation should hold, and (2) the photon number should be large enough to overwhelm the camera noise. For condition 1, the Siegert relation assumes a fully-developed speckle pattern and then takes advantage of its statistical properties to convert the intensity autocorrelation function \( g_2(t) \) to the complex field autocorrelation function \( g_1(t) \). If the speckles are not fully developed, which can happen if the photons do not experience multiple scattering events in the scattering medium, the output speckle pattern no longer follows fully-developed speckle statistics [5]. In this case, the Siegert relation does not hold and there is not a direct connection between \( g_2(t) \) and \( g_1(t) \). Moreover, there is an empirical factor \( \beta \) when converting \( g_2(t) \) to \( g_1(t) \), which also introduces systematic inaccuracy to the measurement.

For condition 2, if the speckle field decorrelation time changes quickly, the camera should have a short exposure time and high frame rate to monitor the change of the decorrelation time that limits the number of available signal photons. In this case, the dark current and readout noise of the camera can swamp the signal. Here, we propose and demonstrate a new method termed interferometric speckle visibility.
spectroscopy (iSVS), which circumvents the two aforementioned conditions and is able to exploit $g_1(t)$ directly even when the number of available signal photons is limited.

### 5.3 Theory

The iSVS architecture is based on an off-axis Mach-Zender interferometer and uses a planar, tilted reference beam to record off-axis holograms, enabling single-shot complex sample field reconstruction. This removes the constraint of the Siegert relation (condition 1), since we can retrieve the complex sample field from the off-axis holograms and calculate $g_1(t)$ directly. The introduction of the reference beam also enables the low signal field to be boosted above the camera noise threshold using the heterodyne gain of the reference beam. Therefore, the constraints of condition 2 also become less restrictive.

In the iSVS setup, the tilted planar reference beam $E_r(r, t) = E_0 \exp(i k \cdot r)$ and the signal beam $E_s(r, t) = E_s \exp(i \phi_s(r, t))$ interfere on the camera sensor, where $r = (x, y)$ is the spatial coordinate, $t$ is the time, $E_0$ is the amplitude of the reference beam, $k$ is the wave vector corresponding to the tilted plane wave, and $E_s(r, t)$ and $\phi_s(r, t)$ are the amplitude and phase of the signal field, respectively. The camera records the intensity pattern due to the interference of the sample and reference beams given by

$$I(r) = \int_0^T |E_r(r) + E_s(r)|^2 dt$$

$$= \int_0^T |E_r(r)|^2 + |E_s(r)|^2 + 2E_0(r)E_s(r, t) \cos(k \cdot r - \phi_s(r, t)) dt,$$

where $t = 0$ defines the beginning of the exposure and $T$ is the exposure time.

Since the reference beam is tilted with respect to the sample beam, it generates an interference fringe pattern and separates the third term in Equation 5.2 in the spatial frequency domain. Therefore, by taking the Fourier transform of the captured off-axis hologram, and using the known planar reference beam field profile, the complex sample field can be recovered by spatially filtering the image in the spatial frequency domain. After extracting the complex sample field $E_s(r, t)$ from the off-axis hologram, we can further analyze the statistics of this sample field to retrieve the dynamics of the scattering sample.
Figure 5.1: **iSVS decorrelation explanation.** This figure demonstrates the difference between the static and decorrelating samples in the iSVS measurement. If the medium is static (top row), then the field is the same at each time point. However, if the medium is decorrelating (bottom row), then the speckle pattern at each time stamp is independent.

The principle of iSVS can be intuitively understood by the diagrams shown in Figure 5.1. First, we should consider the influence of decorrelation on the sample speckle field. As shown in the top row of Figure 5.1, if the sample field is static, then the amplitude and phase of a specific coherence area (i.e., a speckle grain) is fixed as a function of time. Therefore, the integration of the sample field over the exposure time will simply create a scaled version of the static speckle pattern.

On the other hand, if the speckle pattern is decorrelating due to motion within the sample (bottom row of Figure 5.1), then the sample field and the complex amplitude and phase of the speckle field will fluctuate as a function of time. The effect of this fluctuation will be to create a new speckle pattern that will have a lower average magnitude than the static case, since the integrated sample electric field will effectively result in the summation of a random walk in the complex plane at each speckle grain where the amplitude and phase of the phasor is drawn from the corresponding statistical distributions known for speckle (e.g., Rayleigh distributed amplitude and uniformly distributed phase).

Defining the heterodyne signal as

\[
S(r) = \frac{1}{T} \int_0^T 2E_0 E_s(r, t) \cos(\mathbf{k} \cdot \mathbf{r} - \phi_s(r, t)) \, dt,
\]  

(5.3)
and following the derivation of reference [3], the second moment of $S(r)$ contains $g_1(t)$:

$$\langle S(r)^2 \rangle = \frac{4E_0^2}{T^2} \left\langle \int_0^T \int_0^T E_s(r, t_1) \cos (k \cdot r - \phi_s(r, t_1)) E_s(r, t_1) \cos (k \cdot r - \phi_s(r, t_1)) \, dt_1 \, dt \right\rangle$$

$$= \frac{4E_0^2 E_s^2}{T} \int_0^T 2 \left(1 - \frac{t}{T}\right) (g_1(t))^2 \, dt$$

$$= \frac{4I_0 \overline{I}_s}{T} \int_0^T 2 \left(1 - \frac{t}{T}\right) (g_1(t))^2 \, dt.$$

(5.4)

As we can see from Eq. 5.4, the second moment of $S(r)$ is a function of the integrated value of $g_1(t)$ over the exposure time, weighted by a factor inversely proportional to the exposure time $T$. In the case where our sample field is a speckle pattern, we can intuitively understand the behavior of the second moment as measuring the blurring of the speckle pattern. If the sample is slowly decorrelating over the exposure time (i.e., $g_1(t) \approx 1$ for $0 < t < T$), then the result of the integral is

$$\langle S(r)^2 \rangle = \frac{4I_0 \overline{I}_s}{T} \int_0^T 2 \left(1 - \frac{t}{T}\right) (g_1(t))^2 \, dt$$

$$= \frac{4I_0 \overline{I}_s}{T} \cdot T$$

$$= 4I_0 \overline{I}_s.$$

(5.5)

As the decorrelation time increases and the value of $g_1(t)$ begins to significantly decay from 1 during the exposure time $T$, the value of $\langle S(r)^2 \rangle$ will decrease. In the limit where the value of $g_1(t)$ decays quickly to 0 relative to the exposure time, the value of $\langle S(r)^2 \rangle$ decays to zero. Therefore, by measuring the second moment of the sample field, the decorrelation time can be inferred.

### 5.4 iSVS and SVS Data Processing Procedure

#### iSVS data processing pipeline

The data processing pipeline for iSVS and SVS data is outlined in Fig. 5.2. For the iSVS data, each captured interferogram is Fourier transformed using a 2D fast Fourier transform after subtracting an image of the reference beam alone. This
Figure 5.2: **iSVS data processing procedure.** The data processing pipeline for iSVS analysis is shown above. First, a reference frame is subtracted to suppress noise from non-uniformities in the reference beam. Then, the reference-subtracted image is Fourier transformed revealing off-axis lobes containing the sample field information. One of these lobes is selected, cropped, and shifted to the center of the spatial frequency space to remove the phase ramp of the reference beam in the spatial domain. Then, this cropped and shifted spectrum is inverse Fourier transformed to recover the sample speckle field. The magnitude of this speckle field is directly related to the decorrelation time of the light contributing to it.

acts to suppress noise from non-uniformities in the reference beam that can lead to additional noise within the range of spatial frequencies that contains the signal. Next, one of the off-axis lobes is selected, cropped, and shifted to the center of the spatial frequency domain and divided by the amplitude of the reference beam to yield the sample amplitude only. Then, this cropped and shifted signal is transformed back to the spatial domain using an inverse Fourier transform, yielding an image of the complex amplitude and phase of the sample speckle field. Here we also note that the final inverse Fourier transform is not strictly necessary unless one wishes to perform analysis on different spatial locations. In practice, this is valuable since different spatial locations can represent contributions from different areas and path length distributions and can be used to extract more information from the sample.

After the sample field is reconstructed using the steps outlined above, the decorrelation of a given area is calculated by taking the average of the sample electric field
magnitude within that area. As described in the iSVS theory, this magnitude maps to decorrelation time with smaller and larger sample field amplitudes signifying shorter and longer decorrelation times respectively.

**SVS data processing pipeline**

The processing pipeline for SVS is much simpler, since it does not involve interference from a reference beam. For each frame, the speckle contrast, $\kappa$, of the frame can be computed using the equation

$$\kappa = \frac{\sigma}{\mu}$$

where $\sigma$ is the standard deviation of the frame and $\mu$ is the mean of the frame. For a fully developed speckle field, the statistics of speckle indicate that this value should be unity. However, when several independent speckle fields are summed together incoherently (as occurs when a decorrelating speckle pattern is integrated over the exposure time of a camera frame), the speckle contrast decreases since the standard deviation drops. Therefore, the speckle contrast can be considered a proxy for the decorrelation time.

In the same way as with iSVS, the SVS signal can be spatially cropped and separate areas analyzed to tease out location dependent signals. In this case, the speckle contrast is computed within each smaller region of interest.

### 5.5 Experimental Results

The experimental setup for iSVS is based on an off-axis holography configuration as shown in Figure 5.3. A long coherence length laser is split into a sample and reference arm. The sample arm is coupled into a single-mode fiber and directed to the sample of interest, either in a transmission or reflection geometry. Then, the sample beam is collected by a lens and imaged onto the camera after being spatially filtered by an aperture in the Fourier plane of the 4-f system. This aperture is a vertical slit designed to maximize the spatial bandwidth of the collected signal.

If we consider the available bandwidth in the spatial frequency domain for off-axis holography, we can consider the spatial bandwidth of the 4 terms in Equation 5.2. In the spatial frequency domain, these 4 terms form the following signals: the sample autocorrelation which is a convolution of the sample with itself and therefore has a bandwidth of $2B$ where $B$ is the signal bandwidth, the reference autocorrelation
Figure 5.3: **iSVS Experimental Setup.** A 532 nm, diode-pumped solid-state, long coherence length, laser is used as the light source for the iSVS system. The laser light is split into two arms, sample and reference. The sample beam is coupled into a single-mode fiber and illuminates the sample. Scattered light from the sample is collected by a lens and imaged onto the camera with a 4-f imaging system. A slit in the Fourier plane of the 4-f system serves to set the sample bandwidth. A single photon counting module (SPCM) is used to capture conventional DCS measurements of the sample dynamics and for calibration. After passing through a polarizer to select only the scattered sample light that shares the same polarization as the reference beam, the scattered light is interfered with the collimated, tilted reference beam on the camera.

which is a sharply peaked delta-like function, and the two off-axis lobe terms which are the convolution of the sample with a shifted delta function from the tilted reference beam.

To maximize the bandwidth of the signal in the spatial frequency domain, we want to design the shape and size of the sample bandwidth such that we can maximally fit the off-axis lobes in the spatial frequency domain without overlapping them with the sample autocorrelation term or aliasing. Normally in off-axis systems for imaging we desire isotropic resolution and therefore would like a circular pupil in the Fourier plane. However, since in this case our sample field is a speckle field, we care primarily about sampling the maximum number of speckles and a circular pupil would leave unused space in the spatial frequency domain. To maximize the number
Figure 5.4: **Advantage of vertical slit in the Fourier domain for optimal spatial frequency bandwidth usage.** (a) A typical off-axis holography spatial frequency spectrum with circular sample bandwidth. This setup maintains isotropic lateral resolution, but does not efficiently use the information capacity of the system. The unused space in the spatial frequency domain is shaded gray. (b) In contrast, by using a rectangular slit to shape limit the spatial frequency content of the sample field, the spatial frequency domain can be fully used. Although the spatial resolution will now be non-isotropic, since the captured sample field is simply a speckle field, this is not a concern.

of speckle grains we collect, we need to have the speckle field cover the maximum number of pixels and have the largest spatial frequency bandwidth (smallest speckle size) allowable without aliasing. For this reason, we use a rectangular slit in the Fourier plane to set the shape of the sample spectrum and then use the tilt angle of the reference beam to position the off-axis lobes so that they fit on the sides of the spatial frequency spectrum without overlapping with the other terms.

**System characterization**

To verify the operation of the system, we built a decorrelating sample using a ground glass diffuser (Thorlabs, DG20 Series) mounted on an electric gearbox and motor unit (Pololu, Item #:3058) with a motor controller (Pololu, Item #:1372). Then, using a custom built Python serial interface, the motor was controlled to generate different decorrelation speeds.

A calibration procedure is used to generate a mapping between the digital signal used to drive the rotating diffuser and the decorrelation speed. A range of driving voltages
Figure 5.5: **Rotating diffuser calibration setup.** (a) A photo of the rotating diffuser setup. (b) A plot of the decorrelation time vs. motor drive speed signal from the motor controller. Ten trials were conducted for each speed. The mean and standard deviation for each speed are plotted.

Figure 5.6: **iSVS and SVS results vs. decorrelation time with rotating diffuser.** (a) iSVS results showing the effective visibility factor vs. decorrelation time. (b) SVS results showing the speckle contrast vs. decorrelation time.

were applied to the motor and the decorrelation time computed by measuring a time trace of the fluctuations using the single photon counting module (SPCM) in the optical setup. This data is shown in Figure 5.5 and was fit with a simple inverse linear model with an offset to enable different decorrelation times to be set.
iSVS vs. SVS comparison with rotating diffuser
After developing and calibrating the rotating diffuser setup, it was used to compare the iSVS and SVS results for different decorrelation times. For the iSVS testing, the sample and reference beam were both turned on, and a series of interferograms were collected for each decorrelation time. These images were processed using the procedure detailed in Figure 5.2. Then, the reference beam was turned off and a series of frames were collected for analysis using the SVS framework. The results are shown in Figure 5.6.

Several observations can be made from these data. First, we can see that there is indeed a mapping between the sample field magnitude in iSVS as predicted by the theory. We can also see that the error bars on the iSVS curve are smaller than those on the SVS curve, indicating that the iSVS technique can more accurately measure changes in the decorrelation time.

iSVS vs. SVS in the dorsal skin flap
After calibrating the performance of the system using the controlled decorrelation time of the rotating diffuser setup, we proceeded to test the system on a rodent model. The goal of these experiments was to compare the performance of iSVS and SVS when measuring the dynamic decorrelation caused by breathing and blood flow of the animal. To do this, we illuminated the dorsal skin flap of an anesthetized rat in both transmission and reflection and processed the series of frames to analyze the dynamic behavior of the captured light. Animal husbandry and all experimental procedures involving animal subjects were approved by the Institutional Animal Care and Use Committee (IACUC) and by the Office of Laboratory Animal Resources at the California Institute of Technology under IACUC protocol 1770.

The results for the transmission geometry are shown in Figure 5.7. The fiber was position so that it illuminated the dorsal skin flap and the scattered light was collected and imaged on to the camera through a 4-f system as shown in Figure 5.7(a). Then, a series of datasets were captured while the sample beam power was reduced in steps. The laser powers for Figure 5.7(b1-b6) were 1, 0.5, 0.26, 0.13, 0.06, and 0.03 mW respectively.

We can see that when the laser power is strong, both iSVS and SVS can resolve the dynamics of the sample as in 5.7(b1) and (b2). However, when the signal light intensity drops so that it is buried in the camera noise, SVS can no longer detect the decorrelation changes. However, due to the heterodyne gain provided by the
Figure 5.7: **iSVS and SVS results in the dorsal skin flap: transmission.**  
(a) The experimental setup for the iSVS and SVS measurements in transmission.  
(b) Experimental results for iSVS and SVS for different sample beam intensities. The laser powers for (b1-b6) were 1, 0.5, 0.26, 0.13, 0.06, and 0.03 mW respectively.
Figure 5.8: **iSVS and SVS results in the dorsal skin flap: reflection.** (a) The experimental setup for the iSVS and SVS measurements in reflection. (b) Experimental results for iSVS and SVS for different sample beam intensities.

Reference beam in the iSVS scheme, iSVS can detect the decorrelation signal due to breathing (~ 2/3 Hz) and even the blood flow from the heart beating (~ 6 Hz) down to a sample beam power of 0.06 mW in 5.7(b5). However, once the sample beam power drops to 0.03 mW in 5.7(b6), even iSVS can only faintly detect the decorrelation from breathing and can no longer resolve any heartbeat events.

For practical applications, it is often not possible to collect light in a transmission geometry. Therefore, we also re-configured the optical setup to illuminate and
collect light from the sample in a reflection geometry. The reflection setup is shown in Figure 5.8(a). Since the system was configured with an optical fiber to deliver the sample beam, this configuration simply required moving the sample beam fiber to illuminate the sample on the same side as the collection optics.

Results from the reflection geometry are shown in Figure 5.8(b1-b6). As in the transmission case, we can see that both iSVS and SVS can resolve decorrelation due to heartbeat, blood flow, and breathing events. In fact, the data collected in reflection highlight signal from the heartbeats, since these are relatively larger compared to the breathing signal as compared to the transmission geometry.

5.6 Discussion and Future Work

While the dynamic nature of biological tissue can be a challenge for wavefront shaping techniques, the decorrelation signal itself can provide valuable information about the sample. Conventional strategies to detect these changes using diffuse correlation spectroscopy (DCS) calculate the decorrelation time from a time-trace, using the assumed ergodicity of the speckle field to equate the temporal and ensemble averages. Speckle visibility based approaches replace this by using the statistics of a single captured speckle frame to calculate the decorrelation, but still require a strong scattered light signal in order to overwhelm detector noise and obtain optimal performance. By adding a reference beam, iSVS overcomes these challenges, beating detector noise to enable shot-noise-limited performance and enabling operation at the optimal exposure time for speckle visibility methods.

iSVS also provides the potential to use additional optical mechanisms to further improve system performance and resolution. For example, using a laser source with a limited coherence length can be used to select certain classes of photons, for example those that preferentially interact with deeper parts of the tissue. This path length gating can help to eliminate signal from superficial layers which may not contain the blood vessels of interest (e.g., signal from blood vessels in the scalp that can mask signal from the photons that have interacted with blood in the brain below). In future work, we plan to apply the iSVS technique to measure blood flow dynamics in the brain that can be used to non-invasively measure neural activity.
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Scattering has historically been thought to be an insurmountable barrier for optical techniques. The goal of my PhD work and this thesis has been to join the growing community of optical scientists and engineers who are challenging this assumption and to show that there are ways to overcome the scattering nature of tissue and extend the penetration depths available to optical techniques. I hope in my future research to continue working in this field to push the envelope and develop new optical systems to harness scattered light for improved light delivery, imaging, and diagnostics.