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ABSTRACT

Understanding how the baryonic physics affects the formation and evolution of galax-
ies is one of the most critical questions in modern astronomy. Significant progress
in understanding stellar feedback and modeling them explicitly in simulations have
made it possible to reproduce a wide range of observed galaxy properties. However,
there are still various pieces of missing physics and uncertainties in galaxies of
different mass range.

In this thesis, I will explore these missing pieces in baryonic physics on top of the
Feedback in Realistic Environments (FIRE) stellar feedback in the cosmological
hydrodynamic zoom-in simulations (FIRE-2 suite) and isolated galaxy simulations.
These high-resolution simulations with FIRE physics capture multi-phase realistic
interstellar medium (ISM) with gas cooling down to 10K, and star formations in
dense clumps in giant molecular clouds. They are, therefore, an ideal tool for
investigating the missing pieces in baryonic physics.

In the first part of the thesis, Chapter 2, I will focus on the discrete effects of stellar
feedback like individual supernovae, hypernovae, and initial mass function (IMF)
sampling in dwarfs (109 − 1010M�). These discrete processes of stellar feedback
can have maximum effects on the small galaxies without being averaged out. I will
show that the discretization of supernovae (SNe) is absolutely necessary, while the
effects from IMF sampling and hypernovae (HNe) is not apparent, due to the strong
clustering nature of star formation.

In the second part of the thesis, Chapter 3 - 4, I will focus on fluid microphysics,
exploring their effects on galaxy properties and their interplay with stellar feedback
in sub-L* galaxies. I will demonstrate that, once the stellar feedback is explicitly
implemented as FIRE stellar feedback model, fluid microphysics such as magnetic
fields, conduction, and viscosity only have minor effects on the galaxy properties
like star formation rate (SFR), phase structure, or outflows. Stellar feedback also
strongly alters the amplifications andmorphology of the magnetic fields, resulting in
much more randomly-oriented field lines. However, despite the stellar feedback, the
amplification of magnetic fields in ISM gas is primarily dominated by flux-freezing
compression.

In the final part of my thesis, I focus on the massive cluster ellipticals of 1012 −
1014M�, where the physical mechanisms that regulate the observation-inferred cool-
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ing flows are highly uncertain — the classic “cooling flow problem”. I showed that
solutions in the literature not associated with an active galactic nucleus (AGN),
including stellar feedback, the cosmic ray from stellar feedback, magnetic fields,
conduction, and morphological quenching, cannot possibly quench the galaxies,
mostly because of the insufficient energy and the limited size of the affected region.
After ruling out the non-AGN feedback solutions to the cooling flow problem, I will
go into the most accessible, and perhaps promising solution: “AGN feedback”, ex-
ploring the generic classes of AGN feedback models proposed in the literature. I am
going to show that enhancing turbulence and injecting cosmic ray are probably the
most important aspects of AGN feedback in galaxy quenching. Since they provide
non-thermal pressure support that stably suppresses the core density, they can stably
reduce the cooling flows without overheating the galactic cores.
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C h a p t e r 1

INTRODUCTION

Baryons, only contributing to ∼ 16 − 17% (Jarosik et al., 2011) of the matter in the
universe, is the key to understand the evolution of galaxies. Traditional dark matter
only simulations, which only include gravity and assume that the baryonic mass
follows the dark matter mass simply fail the galaxy mass function and the stellar
mass–halo mass relations. As shown in Fig. 1.1, too many stars are formed, and
the total stellar mass is significantly over-predicted especially in the most massive
galaxies and the dwarfs. Simulationswithout strong stellar feedback also face similar
challenges (Bournaud et al., 2010, Dobbs et al., 2011, Harper-Clark&Murray, 2011,
Hopkins et al., 2011, Krumholz et al., 2011, Tasker, 2011).

Moreover, dark-matter-only simulations (cold dark matter) also predict other results
contradicting to the observations, e.g., too many satellites (e.g., Kauffmann et al.,
1993, Klypin et al., 1999,Moore et al., 1999), much denser galactic cores with cuspy
profiles (Amorisco et al. 2014, Flores & Primack 1994, Kuzio de Naray et al. 2008,
Ogiya & Burkert 2015, Oh et al. 2008, Salucci et al. 2012, Walker & Peñarrubia
2011, de Blok et al. 2008, but see Strigari et al. 2014), etc.

Figure 1.1: Simulations include only gravity and assume that the baryonic mass
follows the dark matter mass over-predicts the total stellar mass. The plot is taken
from the slide from Philip Hopkins used in “Mapping the Pathways of Galaxy
Transformation Across Time and Space” conference (2016).
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1.1 Important baryonic physics in galaxy evolution
Rapid progress has been made in the last decade in modeling baryonic physics,
especially stellar feedback, in galaxy simulations (see e.g., Agertz &Kravtsov, 2016,
Ceverino & Klypin, 2009, Governato et al., 2007, Hopkins et al., 2011, 2012a,b,
Uhlig et al., 2012). Explicitly modeling stellar feedback in simulations (Hopkins
et al., 2011, 2012a, Hu et al., 2016, 2017, Richings & Schaye, 2016) can result in a
self-regulated multi-phase ISM, with giant molecular clouds (GMCs) turning only a
few percent of their mass into stars in a dynamical time, and SFRs in agreement with
observations (Hopkins et al., 2012b, 2013a,d). Cosmological zoom-in simulations
in the FIRE1 (Feedback In Realistic Environments) suite (Hopkins et al., 2014),
especially, have been shown to be able to reproduce a wide range of observations,
including star formation histories (Hopkins et al., 2014), the Kennicutt-Schmidt
relation (Orr et al., 2018), the star-forming “main sequence” and time-variability
of star formation (Sparre et al., 2017), galactic winds (e.g., Anglés-Alcázar et al.,
2017b, Muratov et al., 2015, 2017), the dense HI content of galaxy haloes (Faucher-
Giguère et al., 2015, 2016, Hafen et al., 2017), the implied photon escape fractions of
high-redshift galaxies (Ma et al., 2016b), and galaxy metallicities (Ma et al., 2015a).
I will briefly discuss the essential pieces of baryonic physics in the following.

1.1.1 Gas heating and cooling
As gas accretes onto the galaxies, accretion shocks can heat the gas up to the
viral temperature. Other heating sources include Compton heating, photoionization
and photoelectric heating from stars, black hole, and ionizing background. The
reionization is the primary cause of the quenching of the ultra-faint dwarfs (Bullock
et al., 2000). Finally, there is also cosmic rays and shock heating from supernovae
and AGN feedback.

On the other hand, various coolingmechanisms have to cool down the gas before they
can fall into the galactic core and form stars. Important terms include bremsstrahlung
for hot gas (> 106 K), metal-line cooling and atomic cooling for warm gas (104−106

K), and fine-structure lines, molecular, and dust cooling for cold gas (< 104 K).

1.1.2 Star formation
As the gas cools down, gravitational instabilities result in the gas fragmentation and
the formation of the supersonically turbulent self-gravitating GMCs in the ISM. The
fragmentation continues until the scale of proto-star. The initial stellar mass follows

1Project web site: http://fire.northwestern.edu
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initial mass function.

In FIRE, self-gravitating molecular gas denser than 1000cm−3 is allowed to form
stars in a free-fall time. Although stars form in a free-fall time, stellar feedback
quickly disrupts the GMC allowing only ∼ 1% of the gas to form stars. The star
particles in the simulations are treated as single stellar populations following Kroupa
(2002) IMF.

1.1.3 Stellar feedback
Through the life of a star, its feedback injects energy and momentum to the sur-
rounding gas through the following mechanism: (1) Photo-heating: The photons
from stars ionize and heat up the surrounding gas through photoionization and pho-
toelectric heating. (2) Radiation pressure: The photons absorbed by dust grains also
deposit photon momentum to the gas. (3) Supernovae: SN Types II or Ia generates
a Sedov-Talor blast waves depositing 1051 erg to the surrounding gas. (4) Stellar
winds: Stellar mass losses with continuously injected mass, metals, energy, and
momentum from OB and AGB winds. Stellar feedback can effectively regulate the
star formation for any galaxy . 1012M�, and results in a realistic multi-phase ISM.

1.2 Uncertainties from other baryonic physics
Explicitly modeling the aforementioned gas cooling/heating, star formation and
stellar feedback in cosmological zoom-in simulations (FIRE) has reached great
success in reproducing a wild range of galactic properties and scaling relations.
However, there are still various uncertainties and open questions in baryonic physics
and how they affect galaxy evolution. In the following, I will address the points that
will be the main focus of this theses.

1.2.1 How the discrete effect of stellar feedback affects dwarfs
Despite the success of stellar feedback, certain discrete stellar feedback processes
still have uncertain effects on dwarfs, where the potential well is shallow, and the
total number of stars is low. The following are the two major points that will be
discussed in Chapter 2.

The star to star variation in stellar feedback

It is common in galaxy-scale simulations to treat continuous quantities (e.g., stellar
mass-loss and radiative heating rates) as IMF-averaged. In reality, these rates are
highly variable star-to-star, with most of the feedback from OB-winds, ionizing



4

photons, and radiation pressure coming from massive O stars. When galaxies are
sufficiently massive, these effects should average out, but in dwarfs, in particular,
failure to account for these fluctuations could lead to biased predictions for galaxy
properties. This is certainly the case for measurements of e.g., the ionizing flux and
spectral shapes of such systems (see Krumholz et al., 2015, da Silva et al., 2012).
IMF sampling gets more important when the mass resolution increases, and the
baryonic particle mass fall below ∼ 104M� (Hensler et al., 2016, Hu et al., 2017).
In such cases, the IMF is poorly sampled in a single star particle.

Super-energetic stellar feedback event: Hypernovae

HNe are core-collapse SNe that have energies that exceed the typical SN energy (∼
1051 erg) by a factor of 10 or more (E > 1052 erg; Nomoto et al. 2004, Podsiadlowski
et al. 2004). Such extreme events could potentially blow out all the gas in a dwarf
galaxy, consequently completely quenching star formation if the dark matter halo
is too low-mass to accrete further gas post-reionization. Whether or not an HNe
quenches star formation determines whether its yield products can be incorporated
into next-generation stars, which in turn determineswhether or not the yield products
of HNe should be observable.

1.2.2 The role of fluid microphysics in galaxies
Fluid microphysics such as magnetic fields, conduction and viscosity are not always
included in galaxy simulations but can potentially affect various galactic properties.
In Chapter 3, I will discuss their effects in a wide range of sub-L* galaxies. In
Chapter 5, I will explore whether fluid microphysics especially magnetic fields and
conduction can help suppress the cooling flows (§ 1.2.3).

Magnetic fields

The tiny magnetic field seeded in the early universe is amplified by cosmic struc-
ture formation and by magnetic dynamos in the ISM or circum-galactic medium
(CGM). However, there are uncertainties on what the dominant field amplification
mechanism is in the galaxies and whether stellar feedback affects the whole picture.
These will be explored in Chapter 4.

Given that the magnetic pressure can reach equipartition with the thermal and turbu-
lent pressures (Beck, 2009, Beck et al., 1996) in certain regions of galaxies, magnetic
fields have long been suspected to play a role in galaxy evolution. The magnetic
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pressure can provide extra support, thus slowing down in-falling or collapsing of
gas at various scale and suppressing the star formation. Magnetic fields can also be
relevant because of their effects on fluid mixing instabilities, including the Rayleigh-
Taylor (RT) and Kelvin-Helmholtz (KH) instabilities (Armillotta et al., 2017, Jun
et al., 1995, McCourt et al., 2015). These instabilities can potentially affect galaxy
evolution through processes including the evolution of supernovae (SN) remnants
(Jun & Jones, 1999, Jun & Norman, 1996a,b, Kim & Ostriker, 2015b, Thompson,
2000) and AGN bubbles.

Conduction

Thermal conduction, which in the presence of magnetic fields is highly anisotropic,
affects the stability of plasmas at both galactic and cluster scales (Armillotta et al.,
2017, Choi & Stone, 2012, Parrish et al., 2012b, Sharma et al., 2009, 2010) and the
survival and mixing of multi-phase fluids. Combined with the effect of magnetic
fields, conduction may be critical to determine the survival of cool clouds in galactic
winds.

Due to the strong temperature dependence of the conductivity, conduction is ex-
pected to have maximum effect in the hot halo of the massive galaxies and clusters.
It can transport heat to the inner cool core and potentially suppress the inflow of the
gas.

Viscosity

Viscosity has been more extensively studied in simulations of galaxy clusters. It
has been suggested that viscosity can affect the turbulent motion of the intracluster
medium (ICM) or CGM and affect the KH stability of various structures in the ICM
(Markevitch & Vikhlinin, 2007). It has been shown in particular that viscosity may
be important for the dynamics of bubbles in the ICM inflated by AGN feedback or
bursts of SNe activity (Reynolds et al., 2005, Sijacki & Springel, 2006).

1.2.3 Cooling flow problem in massive galaxies
As we go up in galactic mass, one of the most significant missing pieces in under-
standing the galaxy evolution reveals. Massive galaxies and clusters are typically
quenched, which is in contrast to the naive prediction from the classical “cooling
flow” picture. The observed high X-ray luminosities in massive galaxies/clusters
suggest that a large amount of cold gas should be accreting onto those galactic cores
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and presumably forming stars. This discrepancy is known as the “cooling flow prob-
lem”. How to suppress the cooling flows and SFRs are the essential missing pieces
in the evolution of massive galaxies. I will present the solutions not associated with
an AGN in Chapter 5, and those related to AGN feedback in Chapter 6.

Non-AGN feedback solutions

Given that stellar feedback kicks and heats up the surrounding gas, conduction
transports heat from the outer hot halo to the inner cool-core, and that magnetic
fields provide extra pressure support, they can all possible suppress the cooling
flows.

Martig et al. (2009) and Dekel et al. (2009) described another scenario they referred
to as “morphological quenching,” whereby quenching could be accomplished (SF
suppressed) simply by altering a galaxy’s morphology. Specifically, they argued
that turning a stellar disk into a more gravitationally stable spheroid would raise the
Toomre-Q and stabilize the gas against fragmentation/star formation.

Cosmic rays

Cosmic rays (CRs) are the results of shocks, which accelerate protons to > GeV.
Structure formation, supernovae, and AGN feedback can all generate cosmic rays.
Roughly 10% of the supernovae energy can go into the cosmic ray.

Cosmic rays can provide additional pressure support to gas, drive galactic outflows,
and heat the CGM/ICMdirectly via hadronic, Coulomb and streaming losses (Enßlin
et al., 2011, Fujita & Ohira, 2011, Fujita et al., 2013, Guo & Oh, 2008, Jacob &
Pfrommer, 2017a,b, Jacob et al., 2018, Pfrommer, 2013, Pfrommer et al., 2017a,
Ruszkowski et al., 2017a,b, Sharma et al., 2010, Wiener et al., 2013). Therefore,
the cooling flows and star formations can also possibly be suppressed.

Black hole and AGN feedback

A supermassive black hole (& 106M�)is expected to present most of the galaxies.
The accretion of matter by a supermassive black hole resulting in an active galactic
nucleus, which provides feedback (AGN feedback)with energy orders ofmagnitudes
higher than stellar feedback. Consequently, AGN feedback seem to be the most
promising possible solution to the cooling flow problem, and there has been a
tremendous amount of theoretical work on the topic (for recent studies see Eisenreich
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et al. 2017, Gaspari & Sa̧dowski 2017, Jacob & Pfrommer 2017a,b, Li et al. 2017,
2018, Martizzi et al. 2018, Pellegrini et al. 2018, Weinberger et al. 2018, Yoon et al.
2018; and see e.g., Choi et al. 2012, Ciotti &Ostriker 2001, Ciotti et al. 2009, Croton
et al. 2006, Fabian 1999, Guo & Oh 2008, Hopkins et al. 2005, 2006a, McNamara
& Nulsen 2007, Ostriker et al. 2010, Pfrommer 2013, Silk & Rees 1998, Wiener
et al. 2013 for earlier works).

AGNcan expel gas from galaxies, inject thermal energy via shocks or soundwaves or
photoionization and Compton heating, generate CRs via shocks, “stir” the CGM and
ICM, and create “bubbles” of hot plasmawith non-negligible relativistic components
(see e.g., Hickox & Alexander, 2018, for a detailed review). Commonly, AGN
feedback is classified as ‘quasar mode’ and ‘radio mode’. The former happens when
the accretion rate is high and can quickly shut down the gas inflow. The latter one
happens at lower accretion rate and is believed to be what responsible for the quench
maintenance.

Despite its plausibility, unlike the stellar evolution and feedback, the growth and
feedback from supermassive black holes are poorly constraint and much less un-
derstood. As a result, many studies choose a specific sub-grid AGN model with
parameters marginalized over certain statistical halo properties. As an attempt to
more physically understand AGN feedback, in Chapter 6, I explore how each aspect
of AGN feedback (heating, expelling and stirring up gas, and injecting CRs ) can
affect the galaxy properties and cooling flows.
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C h a p t e r 2

DISCRETE EFFECTS IN STELLAR FEEDBACK: INDIVIDUAL
SUPERNOVAE, HYPERNOVAE, AND IMF SAMPLING IN

DWARF GALAXIES

Kung-Yi Su, Philip F. Hopkins, Christopher C. Hayward, Xiangcheng Ma, Michael
Boylan-Kolchin, Daniel Kasen, Dušan Kereš, Claude-André Faucher-Giguère,
Matthew E. Orr, and Coral Wheeler. Discrete effects in stellar feedback: Indi-
vidual Supernovae, Hypernovae, and IMF Sampling in Dwarf Galaxies. MNRAS,
480(2):1666–1675, October 2018. doi: 10.1093/mnras/sty1928.

Using high-resolution simulations from the FIRE-2 (Feedback In Realistic Environ-
ments) project, we study the effects of discreteness in stellar feedback processes on
the evolution of galaxies and the properties of the ISM. We specifically consider the
discretization of supernovae (SNe), including hypernovae (HNe), and sampling the
initial mass function (IMF). We study these processes in cosmological simulations
of dwarf galaxies with z = 0 stellar masses M∗ ∼ 104 − 3 × 106 M� (halo masses
∼ 109−1010 M�). We show that the discrete nature of individual SNe (as opposed to
a model in which their energy/momentum deposition is continuous over time, simi-
lar to stellar winds) is crucial in generating a reasonable ISM structure and galactic
winds and in regulating dwarf stellar masses. However, once SNe are discretized,
accounting for the effects of IMF sampling on continuous mechanisms such as ra-
diative feedback and stellar mass-loss (as opposed to adopting IMF-averaged rates)
has weak effects on galaxy-scale properties. We also consider the effects of rare
HNe events with energies ∼ 1053 erg. The effects of HNe are similar to the effects of
clustered explosions of SNe – which are already captured in our default simulation
setup – and do not quench star formation (provided that the HNe do not dominate
the total SNe energy budget), which suggests that HNe yield products should be
observable in ultra-faint dwarfs today.

2.1 Introduction
Stellar feedback is crucial in galaxy evolution. In cosmological simulations without
feedback, gas cools rapidly onto galaxies, leading to runaway collapse and star
formation, and stellar masses orders of magnitude larger than observed (Cole et al.
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2000, Katz et al. 1996, Kereš et al. 2009, Somerville & Primack 1999, Springel &
Hernquist 2003 and references therein).

Rapid progress has been made in the last decade in modeling stellar feedback in
galaxy simulations (see e.g., Agertz & Kravtsov, 2016, Ceverino & Klypin, 2009,
Governato et al., 2007, Hopkins et al., 2011, 2012a,b, Uhlig et al., 2012). In Hopkins
et al. (2011, 2012a), for example, a detailed feedback model including radiation
pressure, stellar winds, supernovae, and photo-heating was developed and applied to
idealized isolated galaxy simulations. It was shown that this stellar feedback model
was able to maintain a self-regulated multi-phase ISM, with giant molecular clouds
(GMCs) turning only a few percent of their mass into stars in a dynamical time, and
SFRs in agreementwith observations (Hopkins et al., 2012b, 2013a,d). Other groups
that implement stellar feedback and explicitly follow molecular hydrogen also see
a similar regulation of star formation efficiencies (Hu et al., 2016, 2017, Richings
& Schaye, 2016). With numerical improvements and additional cooling physics,
similar models were applied to cosmological zoom-in simulations in the FIRE1
(Feedback In Realistic Environments) project (Hopkins et al., 2014). Subsequent
work showed these feedback models could reproduce a wide range of observations,
including star formation histories (Hopkins et al., 2014), the Kennicutt-Schmidt
relation (Orr et al., 2018), the star forming “main sequence” and time-variability
of star formation (Sparre et al., 2017), galactic winds (e.g., Anglés-Alcázar et al.,
2017b, Muratov et al., 2015, 2017), the dense HI content of galaxy haloes (Faucher-
Giguère et al., 2015, 2016, Hafen et al., 2017), the implied photon escape fractions
of high-redshift galaxies (Ma et al., 2016b), and galaxy metallicities (Ma et al.,
2015a).

However, there are several properties of discrete feedback processes that without
proper modeling could potentially yield very different or even unreasonable ISM
phase structures and galaxy morphologies. Supernovae (SNe) are very effective at
regulating the SFR (e.g., Kim & Ostriker 2017, Kim et al. 2013, 2014), and they
are naturally discrete events and tend to be clustered in time and space. Idealized
studies of the ISM have shown that if the same total amount of energy is injected
continuously into the ISM rather than in discrete SNe (or at too low resolution), the
energy could be effectively smeared throughout the whole galaxy and be radiated
away too efficiently (Kim & Ostriker, 2015a, Martizzi et al., 2015, 2016b), thus
making SNe feedback much less effective than when the spatiotemporal clustering

1Project web site: http://fire.northwestern.edu
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of SNe is properly modeled (e.g., Fielding et al., 2017, Girichidis et al., 2016a).
In many simulations (including those referenced above), SNe are indeed correctly
treated as individual discrete events, but this is not always the case in the literature.
The effects of the discreteness and clustering of SNe are explicitly studied in high-
resolution simulations of ISM gas with various densities in Kim et al. (2017).
It is shown that how clustered SNe are can affect the evolution of the resulting
supperbubbles and the effective radial momentum per SN event. It is therefore
interesting to see how this would affect galaxy-scale simulations.

Moreover, it is common in galaxy-scale simulations to treat continuous quantities
(e.g., stellar mass-loss and radiative heating rates) as IMF-averaged. In reality, these
rates are highly variable star-to-star, with most of the feedback from OB-winds,
ionizing photons, and radiation pressure coming from massive O stars. When
galaxies are sufficiently massive, these effects should average out, but in dwarfs, in
particular, failure to account for these fluctuations could lead to biased predictions
for galaxy properties. This is certainly the case formeasurements of e.g., the ionizing
flux and spectral shapes of such systems (see Krumholz et al., 2015, da Silva et al.,
2012). IMF sampling gets more important when the mass resolution increases, and
the baryonic particle mass fall below ∼ 104M� (Hensler et al., 2016, Hu et al.,
2017). In such case, the IMF is poorly sampled in a single star particle.

In addition to the aforementioned effects, hypernovae (HNe) may be yet another
important discrete feedback channel. HNe are core-collapse SNe that have energies
that exceed the typical SN energy (∼ 1051 erg) by a factor of 10 or more (E > 1052

erg; Nomoto et al. 2004, Podsiadlowski et al. 2004). Such extreme events could
potentially blowout all the gas in a dwarf galaxy, consequently completely quenching
star formation if the galaxy’s dark matter halo is too low-mass to accrete further
gas post-reionisation. Whether or not an HNe quenches star formation determines
whether its yield products can be incorporated into next-generation stars, which in
turn determines whether or not the yield products of HNe should be observable.

In this paper, we investigate the effects of the discretization of SNe, IMF sampling
and the inclusion of HNe on the formation of dwarf galaxies. In § 2.2, we describe
the simulations. Then, we analyze the effects on the star formation histories, mor-
phologies, phase structures, outflows and ionizing photon escape fractions of our
simulated galaxies in § 2.3. In § 2.4, we discuss our results, and our conclusions are
presented in § 2.5.
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Table 2.1: Galaxy simulations

Simulation Mvir
halo Rvir Mg M∗ mi,1000 εmin

gas Description
Name [M�] [kpc] [M�] [M�] [1000M�] [pc]
m10q 8.0e9 52.4 8.4e6 1.8e6 0.25 0.52 isolated dwarf, early-forming halo
m10v 8.3e9 53.1 2.1e7 1.0e5 0.25 0.73 isolated dwarf, late-forming halo
m09 2.4e9 35.6 1.2e5 9.4e3 0.25 1.1 early-forming, ultra-faint field dwarf

Parameters of the galaxy models studied here:
(1) Simulation name: Consistent with Hopkins et al. (2018b).
(2) Mvir

halo: Virial mass (Bryan & Norman, 1998) of the main halo at z = 0.
(3) Rvir: Viral radius of the main halo at z = 0.
(4) Mg: Total gas mass within ∼ 0.1Rvir at z = 0 (z = 2 for m09).
(5) M∗ : Total stellar mass within ∼ 0.1Rvir at z = 0.
(6) mi,1000: Baryonic (star and gas) mass resolution in units of 1000 M�. Dark
matter particles are always ∼ 5 times heavier.
(7) εmin

gas : Minimum gravitational force softening reached by the gas in the
simulation (force softenings are adaptive following the inter-particle separation).
Force from a particle is exactly Keplerian at > 1.95εgas; the “Plummer-equivalent”
softening is ≈ 0.7εgas.

2.2 Methodology
The simulations use GIZMO (Hopkins, 2015)2, a mesh-free, Lagrangian finite-
volume Godunov-type code designed to capture both the advantages of grid-based
and smoothed-particle hydrodynamics (SPH) methods, in its meshless finite mass
(MFM) mode. The numerical details and tests of the method are discussed in
Hopkins (2015). The default simulations use the FIRE-2 version of the code, which
is described in detail in Hopkins et al. (2018b). Cooling is followed from 10−1010 K,
including free-free, inverse Compton, atomic, andmolecular cooling, accounting for
photoionization and photoelectric heating by a UV background (Faucher-Giguère
et al., 2009) and local sources.3 Star formation occurs only in molecular, self-
shielding, and self-gravitating (Hopkins et al., 2013b) gas above a minimum density
n > 1000cm−3.

2Apublic version of this code is available athttp://www.tapir.caltech.edu/∼phopkins/Site/GIZMO.html.
3Since this paper was submitted, we identified an error in the treatment of heating by cosmic-ray

backgrounds (usually only important in very dense, star forming gas) which artificially enhances
the intergalactic medium (IGM) temperature at very high redshifts z ∼ 100 (it has no effect after
re-ionization begins). This leads to some artificial suppression of star formation in our smallest
galaxies (m09 and m10v) at z � 10. However, since it affects all runs in the same way, and we do
not include any “first stars” model in the first place to properly capture the behavior at these redshifts,
our conclusions in this paper should be un-affected.

http://www.tapir.caltech.edu/~phopkins/Site/GIZMO.html
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We focus on low-mass dwarf galaxies, where the effects we explore should be
more significant than in more massive galaxies. Three fully cosmological zoom-in
simulations from the FIRE-2 suite (Hopkins et al., 2018b) are included in this study:
m10q (an early-forming 1010M� halo), m10v (a late-forming 1010M� halo) and m09
(a 109M� halo). Note that the tabulated halo masses are from z = 0.

The initial conditions of the runs are listed in Table 2.1. Most of the simulations
have been re-run at different resolutions, with the initial gas particle masses differing
by a factor of ∼ 100. We find all of the conclusions of this paper are insensitive to
mass resolution. A resolution test can be found in Appendix A.1. For all runs, a
flat ΛCDM cosmology with h = 0.702, ΩM = 1 − ΩΛ = 0.27, and Ωb = 0.046 is
adopted.

For each galaxy, we consider four variations of the stellar feedback implementation
in the simulations:

1. Default FIRE-2 Feedback Physics (“Default”): This is our standard FIRE-
2 implementation (Hopkins et al., 2018b). To summarize: once formed,
a star particle is treated as a single-age stellar population with metallicity
inherited from its parent gas particle and age appropriate for its formation
time. All corresponding stellar feedback inputs (SNe and mass-loss rates,
spectra, etc.) are determined by using starburst99 (Leitherer et al., 1999)
to compute the IMF-averaged rate for a Kroupa (2002) IMF. The stellar
feedback model includes the following: (1) radiative feedback in the form of
photoionization and photoelectric heating, in addition to single and multiple-
scattering radiation pressure with five bands (ionizing, FUV, NUV, optical-
NIR, IR) tracked; (2) stellarmass losswith continuously injectedmass, metals,
energy, and momentum from OB and AGB winds; (3) SNe Types II and Ia
using tabulated SNe rates as a function of stellar age the IMF to determine
the probability of an SN originating in the star particle during each timestep4
and then determine stochastically whether an SN occurs by drawing from a
binomial distribution. If an event occurs, the appropriate gas mass, metal
mass, momentum, and energy are injected – in other words, SNe are discrete
events. We assume that each SNe has an initial ejecta energy of 1051 erg
(see Hopkins et al. 2017, 2018b for details regarding how this is coupled).
To separate the effects of IMF sampling and HNe from purely simulation

4For particle masses ≈ 250 M� and typical timesteps in dense star-forming gas of ∼ 100 yr, the
probability of a SN in a young (∼ 3 − 10Myr old) star particle in one timestep is dp ∼ 10−5.
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stochastic effects (which vary from simulation to simulation, for the same
physics), two m10q simulations are evolved with the same default physics but
different random number seeds. They are labeled “Default” and “Default 2,”
respectively.

2. Continuous SNe Energy Injection (“Continuous”): Here we take our “De-
fault” model but modify it by treating SN feedback as a continuous rather than
discrete process. Specifically, for each star particle, we take the expectation
value for the probability of an SN occurring in a given timestep in a star parti-
cle and simply inject that fraction of a single SN’s feedback-related quantities
(e.g., gasmass, metal mass, energy, andmomentum).5 Thus, the energy in this
case is “smeared” in both time and space, as if SN feedback were continuous
(as stellar winds and radiation are). The Continuous feedback simulations
are not evolved all the way to z = 0, as they become very expensive as gas
catastrophically collapses into dense structures.

3. (Approximate) IMF-Sampling Effects (“IMF-SMP”): In this case, we take
our “Default”model and implement a very simple approximation for the effects
of discreteness resulting from IMF sampling, particularly for the radiative
feedback and stellar mass-loss channels. Since the simulations are still far too
low-resolution to actually resolve the IMFand the feedback channels of interest
are completely dominated by massive stars, we implement an intentionally
simplified “toymodel” for IMF sampling. Specifically, each time a star particle
forms, we determine the number of massive “O stars”, NO, from a Poisson
distribution with expectation value 〈NO〉 ≈ mparticle/100 M�. All feedback
rates that depend on massive stars (photoionization and photoelectric heating,
radiation pressure in the UV, OB winds, and core-collapse SNe rates) are then
scaled by the “O-star number,” i.e. their IMF-averaged rates are multiplied
by NO/〈NO〉 (so, by definition, the IMF-averaged rates are recovered). In
the SNe case, whether SN event happen is then determine stochastically by
drawing from a binomial distribution according to the updated SNe rate. Each
time a core-collapse SN occurs, we delete one “O star.”

4. Hypernovae (“IMF-SMP+HNe”): Observationally, HNe are rare. One cat-
egory of events that is referred to as HNe is energetic SNe associated with
gamma-ray bursts (broad-lined Type Ic SN). They occur at a rate that is only

5This can be as little as ∼ 1046 erg per time step in dense, star-forming gas.



14

∼ 5% of the Type Ib/Ic rate, with more energetic events (EHNe & 1052 erg)
representing roughly∼ 1% of the total core-collapse SNe rate (Guetta &Della
Valle, 2007, Podsiadlowski et al., 2004, Soderberg et al., 2006). Another class
of HNe have been theorized to come from the pair-instability SN frommassive
stars with 1053erg but < 10−4 of the SN rate (Gal-Yam, 2012).

Here, we are interested in the most extreme events (which would have the most
dramatic effects on their host galaxies), so based on the event rate distribution
in Hansen (1999), we assume an HN energy of EHNe = 1053 erg (i.e. 100×
a typical SN) and event rate that is 10−3 times the normal core-collapse SN
rate. 6 In our m10q simulation, we simply assign each core-collapse event a
random probability of being an HN equal to 0.1%, and, if the event is defined
a HNe, we increase the energy of the ejecta by a factor of 100, but the ejecta
mass is kept the same. In our m09 and m10v simulations, the stellar mass
is sufficiently low that the expectation value of the number of HNe is . 1,
so we take our “IMF-SMP” runs, re-start them just after one of the peak star
formation events (at z = 0.31 for m10v and z = 4.0 for m09), and manually
insert a single HN explosion at that time. Note that these choices ensure that
the total energy contributed by HNe is only ∼ 10% of the SNe budget, so we
are not changing the IMF-averaged properties significantly.

2.3 Results
2.3.1 Star formation rates
The first two rows of Fig. 2.1 show the cumulative stellar mass and SFR averaged in a
100-Myr interval for each galaxy. In all cases, the “Continuous” runs have an order-
of-magnitude greater final stellar mass, indicating that the SN feedback is effectively
weaker than in the “Default” model. Although the same amount of SNe energy is
deposited into the surrounding gas particles in an integral sense, it is radiated away
before doing significant work on the surrounding dense ISM significantly because
the feedback is temporally diluted (a manifestation of the well-known overcooling
problem in galaxy formation simulations).

On the other hand, IMF sampling does not appear to have a significant systematic
effect on stellar masses, i.e. the effects of IMF sampling appear smaller than purely
stochastic simulation variations. The m10q “Default” and “Default 2” runs differ
significantly in star formation histories, with final stellar masses differing by a factor

6This may be close to an upper limit unless the IMF is more top-heavy.
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of ∼ 2, even though these two runs use exactly the same physics. Two more m10q
“IMF-SMP” runs evolved to z ∼ 0.6 show a similar range of stochastic differences.
We thus find that the purely stochastic run-to-run variation with the same physics
but with different random number seeds (resulting in variations in the detailed ages
and relative positions of star particles, and therefore, the feedback injection sites) is
larger than the variation when IMF sampling is included. The difference in SFRs
among m10q runs is connected to the variations in gas phase structure and outflows,
which will be discussed in § 2.3.2 and § 2.3.3.

In the m10q “IMF-SMP” run, an extreme but apparently stochastic overlap of many
SNe at the same time (at z ∼ 0.2) expels a large fraction of the galaxy’s gas supply,
causing a decrease in the SFR for an extended period of time. A similar event can
be observed in the m10q “IMF-SMP+HNe” run at z ∼ 0.09, although it is not as
dramatic. These events are also a result of stochastic variations instead of differences
in the feedback implementations. Of course, the very fact that stochastic effects can
be this dramatic in such small dwarfs owes to the fact that just a relatively small
number of highly-clustered SNe can significantly perturb the galaxy.

After manually exploding HNe in m10v and m09, star formation ceases for only
a few million years. HNe do not indefinitely quench star formation even in our
smallest halo in this study (m09), nor do they affect the star formation histories in
a qualitatively different manner from overlapping SNe events that occur after, e.g.,
the formation of a modest-size star cluster in a massive GMC. Note that m09 is
quenched after reionisation, although it takes until z ∼ 3 for the galaxy to exhaust
its existing cold gas supply (see Fitts et al. 2017); this behaviour is the same for all
of the m09 runs considered here.

2.3.2 Phase structure
Fig. 2.2 and Fig. 2.3 quantify the density distribution of gas particles in temperature
bins of cold (< 8000 K), warm (8000-105K) and hot (> 105K) gas at various epochs.
In the m10v case, since the “IMF-SMP+HNe” run is restarted from the “IMF-SMP”
run at z = 0.31 upon exploding a HNe and most of the star formation happens after
that, only the low redshift (z = 0 − 0.31) results are shown. On the other hand, star
formation in m09 ceases by z ∼ 2 and therefore only z = 2 − 4 results are shown.
The phase structure is broadly consistent with dwarf galaxy simulations from other
groups (see e.g., Hu et al. 2016, 2017, Richings & Schaye 2016.)

Again, the “Continuous” runs differ from the other runs most dramatically in all
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Ṁ
?
)[

M
�

yr
−

1 ]

−5

−4

−3

−2

−1

0

lo
g(

Ṁ
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Figure 2.1: Top row: Stellar mass as a function of cosmic time in our simulations.
The vertical magenta lines label the times when HNe are manually exploded in the
m10v andm09 runs (m10q, beingmoremassive, has∼ 30HNe randomly distributed
among the SNe over its history). Second row: SFR averaged over the preceding
100 Myr as a function of time. Third row: The mass outflow rate as a function of
time smoothed over 100 Myr. To estimate the mass outflow rate, we consider all
gas particles between 0.08 and 0.1 rvir that have radial velocities greater than 30 km
s−1. Bottom row: Outflow mass-loading factor, η ≡ ÛMoutflow/ ÛMSFR, smoothed over
500 Myr. Treating SN feedback as continuous results in higher SFRs – and thus
stellar masses – and lower outflow mass loading factors. The final stellar mass of
m10q “Default” and “Default 2” runs differ by a factor of ∼ 2. Given such range of
stochastic effect, the effect of IMF sampling or HNe is not obvious. In the m09 run
in which an HN was included, the final stellar mass is reduced by ∼ 0.2 dex. All
panels are plotted after the 1st Gyr of the simulation when the haloes are slightly
more settled and the outflows are more well-defined.
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cases. All the runs with continuous SNe have higher total gas mass, especially
in the cold and warm temperature bins. The total stellar mass is also orders of
magnitude higher, which indicates that, without discretizing SNe, feedback is much
less efficient and more gas can accrete onto the galaxy.

The lack of cold gas in m10q “Default 2” run during the z = 2 − 4 interval is
consistent with its lower SFR in the same period. The lower SFR also results in less
hot, intermediate density gas. Given the difference between m10q “Default” and
“Default 2” runs, the effect of IMF sampling on phase structure is not obvious. IMF
sampling does not appear to systematically alter the phase structure of the gas in
m10v and m09 as well. Since FIRE dwarf galaxies at this mass scale have relatively
bursty star formation histories (El-Badry et al., 2016, Faucher-Giguere, 2017, Fitts
et al., 2017, Sparre et al., 2017), IMF sampling is likely subdominant to bursts in
establishing the phase structure of gas in these simulations.

In all cases, HNe do not alter the phase structure significantly. Whenever a HNe
occurs, its effects only last for a few million years.

2.3.3 Outflows
The third row of Fig. 2.1 shows the outflow rate as a function of time in the
simulations. The value shown is averaged over a 100 Myr period. To isolate
“outflows”, we simply take all gas within a thin layer from 0.08 to 0.1 rvir that has an
outward radial velocity greater than 30km s−1 (comparable to the circular velocity
in these dwarfs). The bottom row of Fig. 2.1 is the outflow mass-loading, defined as
ÛMoutflow/ ÛMSFR, indicating the efficiency of stellar feedback at driving outflows. The
plotted mass-loading is averaged over 500 Myr, to suppress stochastic effects. The
density distributions of the outflows are shown in the fourth columns of Fig. 2.2 and
Fig. 2.3.

The “Continuous” runs again demonstrate fundamental differences: despite having
similar outflow masses to the other runs, the star formation rate in the “Continuous”
runs is an order of magnitude higher and the mass-loading is therefore much lower.
This indicates that without discretizing SNe, the “smeared” SNe energy injection is
much less efficient at accelerating gas into outflows.

The difference in outflows among the otherm10q runs is consistent with the variation
in star formation rates as the difference in outflow mass-loading is not significant
during most of the time. This suggests that feedback efficiency in each run is similar
on the average. Given the stochastic variance we see from the “Default” and “Default
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Figure 2.2: Gas density distributions form10q. Rows show the properties at different
redshifts; columns show phases including cold-neutral (left), warm-ionized (middle
left), hot (middle right), and in outflows (right). The “Continuous” run has more
gas in all temperature bins, owing to less efficient feedback. Owing to the orders of
magnitude higher stellar mass, it produces a significant outflow despite the feedback
being effectively weaker. Given the stochastic difference between “Default” and
“Default 2” runs, the effect of IMF sampling is not obvious.
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Figure 2.3: Density distributions of outflows and gas in different phases as in Fig. 2.2,
but for m10v and m09. Top Row: “IMF-SMP+HNe” run of m10v, from the time of
the HNe (z = 0.31) to z = 0. Bottom Row: m09 from z = 4 to z = 2. The accretion
rate of the “Continuous” run is higher, and therefore generates more cold and warm
gas. HNe and IMF Sampling do not have large effects in these cases.

2” runs, the effect of IMF sampling is again not obvious.

A peak of outflow can be seen just right after the manually-exploded HNe in the
m10v and m09 cases. However, the long-term effects of HNe in these runs are,
again, not obvious.

2.3.4 Ionizing photon escape fractions
To investigate the ionizing photon escape fractions, we follow themethod inMa et al.
(2015b, 2016b). All the snapshots are processed by the 3 dimensional Monte Carlo
radiative transfer (MCRT) code, basing on SEDONA base (Kasen et al., 2006). For
each snapshot, the intrinsic photon budgetQint is calculated as the sum of the photon
budget of each star particle estimated through the BPASSv2 (Stanway et al., 2016)
model, which includes detailed binary evolution effects. Because the model stellar
evolution tracks exist only for certain metallicities, the input metallicity is assumed
to be 0.001 (0.05 Z�) 7, which is roughly the averaged value in the simulations. We
also assume 40% of the metals are in dust phase with opacity 104cm2g−1 (Dwek,
1998, Fumagalli et al., 2011). In the runs considering the effects of sampling the

7We use Z� = 0.02 (Anders & Grevesse, 1989).
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Figure 2.4: Photon escape fractions (Qesc/Qint) for the m10q and m10v cases. No
systematic effect from IMF Sampling, SNe discretization, or HNe is observed.

IMF, the photon budget from each star is scaled properly with its O-star number.

The MCRT code includes photoionization (Verner et al., 1996), collisional ioniza-
tion (Jefferies, 1968), and recombination (Verner & Ferland, 1996). We run the
calculation iteratively to reach converged results by assuming the gas in ionization
equilibrium. The escape fraction is defined as the Qesc/Qint , where Qesc is the
calculated number of escaped photons at approximately Rvir . Some examples of
convergence test can be found in Ma et al. (2015b).

Fig. 2.4 shows the 400 Myr-averaged escape fraction for m10q and m10v runs.
There are very few snapshots with young star particles (< 5 Mry old, when most
ionizing photons are emitted) in m09 and in m10v before z = 0.6, so the results in
those periods are poorly sampled and are therefore not shown. The photon escape
fractions are highly variable during the simulated period, ranging from . 0.001 to
0.25, but no systematic effect from different models is observed.

The effects of IMF sampling on photon escape fractions are small. IMF sampling
mainly affects the photon budgetwhen there areO stars in the star particles. However,
those stars are mostly deeply buried in dense GMCs from which the photons rarely
escape in any case.
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2.4 Discussion
2.4.1 IMF Sampling effects
We see no obvious effects from our IMF sampling model (in the properties we have
analyzed). Our implementation of IMF sampling is based on a simple scaling of
the local magnitude of feedback according to the number of massive O stars. Those
GMCs with higher O-star number can be destroyed more easily by feedback (both
from SNe and “pre-processing” radiative feedback and OB-winds) and form fewer
stars in their lifetime. On the other hand, in the regions (periods) where (when) there
are fewer O stars, the effects of feedback are weaker and therefore the gas accretion
rate increases.

In larger haloes (e.g., SMC-mass and larger), which form orders of magnitude more
stars and have much deeper potential wells, phenomena such as galactic winds result
from the collective effects of many stars. Hence, the local variation of O-star number
will be less significant.

On the other hand, in the haloes where many fewer stars are formed (e.g., dwarfs
like m09, m10v or m10q), the amount of gas in the close neighborhood of young
stars is reduced and a single SNe (which is already discretized in these simulations)
has a large feedback effect regardless of whether or not other SNe explode nearby.
As a result, the spatial and time variation of the local magnitude of feedback is
already large, and IMF sampling may be a secondary effect compared to strong
stellar clustering.

It is also worth noting that IMF sampling does not statistically change the spatial
and time distribution of SNe events (primarily determined by the distribution of
star formation events, which trace the dense, self-gravitating ISM gas), other than
linking the strength in each feedback channel to the local O-star number. In other
words, it does not on average increase SNe rate, and nor does it make SNe more or
less clustered.

In the runs with IMF sampling, the number of O stars is drawn from a Poisson
distribution with mean and variance equal to the average number of O stars. Re-
gardless of the random numbers drawn, most O stars will explode as SNe within
30 Myr. As a result, the statistical properties of SNe are roughly the same as with
the default physics. An important difference in runs with IMF sampling is that star
particles with higher O-star numbers will not only have more SNe but also generate
more powerful stellar wind and radiative feedback (instead of IMF-averaged). In
other words, the modified SNe feedback is synchronized with the other feedback
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channels. Although this may further boost the total feedback strength in different
regions beyond merely the variation in SNe, such boost is probably modest if SNe
are the dominant feedback mechanism, which is often the case in dwarfs like m10q,
m10v and m09.

We note that our simulations marginally resolve the Sedov-Taylor phase of indi-
vidual supernova remnants. A single SN remnant cools when it has swept out a
mass ∼ 2500 f (Z)3 M� (n/cm−3)−2/7(ESN/1051 erg)6/7 of gas (where f (Z) ∼ 2 at
Z ∼ 0.01 Z�, owing to less efficient cooling at low metallicities; see discussion
in Hopkins et al. 2018a). So, at n ∼ 1 cm−3 and our fiducial mass resolution of
250 M�, this equates to ∼ 80 resolution elements. “Pre-processing” from other (in-
cluded) stellar feedback channels (e.g., stellar winds and photo-ionized gas pressure)
also lead to SNe preferentially exploding in lower-density environments, which are
marginally better-resolved given the n−2/7 dependence above (Hopkins et al., 2014,
Muratov et al., 2015). Although many authors have shown that under-resolving SNe
can make them less effective at driving outflows (Forbes et al., 2016, Hu et al., 2016,
Naab&Ostriker, 2017,Walch&Naab, 2015)k, our numerical SNe coupling scheme
(which explicitly accounts for unresolved Sedov-Taylor phases before coupling) is
designed specifically to handle this intermediate-resolution case and give results as
close to converged as possible. This is studied and demonstrated in detail in Hop-
kins et al. (2018a), for both individual SNe remnant simulations and cosmological
simulations (including our m10q model here), with resolution reaching < 1 M�.
We explicitly show there that our 250 M� runs are well-converged with these much-
high resolution runs in terms of bulk galaxy properties (stellar and gas masses, star
formation histories, sizes). We find consistent results in our own resolution study in
Appendix A.1.

2.4.2 Ineffective HNe feedback
By construction, in m10q and m10v, the total injected HNe energy in the simulation
period is subdominant at ∼ 10% of the integrated SNe energy. In the m09 run, the
energy injected by the HN is comparable to total energy injected by SNe throughout
the simulation, because the galaxy has so few stars.

However, just one HN is equivalent to 100 overlapping regular SNe. As such, we
see a single HN can eject a large fraction of the core ISM in these low-mass dwarfs,
and successfully suppress star formation for ∼ 1 Gyr. Eventually, the gas recycles
and begins the next cycle of star formation - it is worth noting that even ∼ 1053 erg
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can only accelerate . 106M� of gas to speeds of order the escape velocity in these
systems. However, in our simulations, the star formation in such low-mass dwarfs
is highly bursty, and highly concentrated in some time intervals. In m10q or m10v,
& 104M� stars can form in certain 100-million-year periods. In m09, although only
∼ 104M� form in the simulation, roughly half of that forms in the largest star burst.
As a result, although HNe are very extreme versions of SNe, ∼ 100 overlapping
SNe do happen in the simulations occasionally, and have similar effects. Therefore,
including HNe in the simulations does not appreciably alter galaxy evolution, in a
statistical sense, compared to “normal” clustered and bursty star formation.

2.5 Conclusions
In this study, we have investigated the effects of various discrete processes in stellar
feedback, including SNe, HNe and IMF sampling on the formation and evolution of
dwarf galaxies with stellar masses in the range of∼ 104−3×106M�. We summarize
our conclusions below.

• DiscretizingSNe injection is crucial. TreatingSNe as continuous energy/momentum
sources with time-averaged rates (instead of individual events) smears the en-
ergy in time and space, which allows it to radiate away far too efficiently. This
severely the exacerbates the so-called “overcooling problem”. As a result,
feedback is effectively weaker, making galaxies accrete more gas and form
orders of magnitude more stars.

• Given the purely stochastic simulation variations between m10q“Default” and
“Default 2” runs, the effects of IMF sampling are not obvious. IMF sampling
also has no obvious effect on the smaller and burstier galaxies (m10v or m09).

• HNe and IMF sampling effects as approximated here do not systematically
affect the photon escape fraction at an appreciable level in our analysis.

• The effects of HNe are not obvious in the investigated cases. While dramatic
as individual events when they occur, and capable of ejecting gas and shutting
down SF temporarily (for up to ∼ 1 Gyr) in ultra-faint dwarfs, they resemble
overlapping SNe from star clusters, so do not qualitatively change galaxy
evolution in an aggregate, statistical sense. Since the ISM gas ejected by HNe
is mostly recycled after ∼ 1 Gyr, it should be possible to observe HNe yields
in next-generation stars in faint dwarfs.
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We caution that the toy model here for IMF sampling only scales feedback strength
with some “O-star number”. More accurately, one should draw a mass spectrum
from the IMF, and some properties (e.g., photoionization) will be more strongly
sensitive to the most massive stars Hu et al. (2017). Of course, these will also
produce distinct yields when they explode Hu et al. (2017). Moreover, HNe should
have different enrichment properties. HNe rate is also connected with the IMF,
which could be redshift dependent. At high redshift, the HNe event rate can be
10 times higher than in low redshift (Cooke et al., 2012), which can possibly
further change the halo mass at reionisation, and therefore also the post-reionisation
accretion. Modjaz et al. (2008) and Modjaz et al. (2011) also showed that HNe
are more likely to happen in low metallicity environment. These aspects are left
for future work. Besides the discreteness in feedback processes investigated in the
current study, there are other processes that could be interesting and can be crucial in
galaxy evolution. For instance, SNe injection should also affect the cosmic-ray (CR)
energy budget, which is not included in the current feedback model but can have a
large effect on ISM properties and outflows (Girichidis et al., 2016b, Ruszkowski
et al., 2017a,b, Simpson et al., 2016). Detailed examination of these processes will
also be left for future work.
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C h a p t e r 3

FEEDBACK FIRST: THE SURPRISINGLY WEAK EFFECTS OF
MAGNETIC FIELDS, VISCOSITY, CONDUCTION AND METAL

DIFFUSION ON SUB-L* GALAXY FORMATION

K.-Y. Su, P. F. Hopkins, C. C. Hayward, C.-A. Faucher-Giguère, D. Kereš, X. Ma,
and V. H. Robles. Feedback first: the surprisingly weak effects of magnetic fields,
viscosity, conduction and metal diffusion on sub-L∗galaxy formation. MNRAS,
471:144–166, October 2017. doi: 10.1093/mnras/stx1463.

Using high-resolution simulations with explicit treatment of stellar feedback physics
based on the FIRE (Feedback in Realistic Environments) project, we study how
galaxy formation and the interstellar medium (ISM) are affected by magnetic fields,
anisotropic Spitzer-Braginskii conduction and viscosity, and sub-grid metal diffu-
sion from unresolved turbulence. We consider controlled simulations of isolated
(non-cosmological) galaxies but also a limited set of cosmological “zoom-in” sim-
ulations. Although simulations have shown significant effects from these physics
with weak or absent stellar feedback, the effects are much weaker than those of
stellar feedback when the latter is modeled explicitly. The additional physics have
no systematic effect on galactic star formation rates (SFRs) . In contrast, remov-
ing stellar feedback leads to SFRs being over-predicted by factors of ∼ 10 − 100.
Without feedback, neither galactic winds nor volume filling hot-phase gas exist, and
discs tend to runaway collapse to ultra-thin scale-heights with unphysically dense
clumps congregating at the galactic center. With stellar feedback, a multi-phase,
turbulent medium with galactic fountains and winds is established. At currently
achievable resolutions and for the investigated halo mass range 1010 − 1013M�, the
additional physics investigated here (MHD, conduction, viscosity, metal diffusion)
have only weak (∼ 10%-level) effects on regulating SFR and altering the balance of
phases, outflows, or the energy in ISM turbulence, consistent with simple equiparti-
tion arguments. We conclude that galactic star formation and the ISM are primarily
governed by a combination of turbulence, gravitational instabilities, and feedback.
We add the caveat that AGN feedback is not included in the present work.
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3.1 Introduction
Feedback from stars is essential to galaxy evolution. In isolated galaxy simulations
without strong stellar feedback, giant molecular clouds (GMCs) experience runaway
collapse, resulting in star formation rates (SFRs) orders-of-magnitude higher than
observed (Bournaud et al., 2010, Dobbs et al., 2011, Harper-Clark &Murray, 2011,
Hopkins et al., 2011, Krumholz et al., 2011, Tasker, 2011). This is in direct contra-
diction with the observed Kennicutt-Schmidt (KS) relation, which shows that the gas
consumption time of a galaxy is roughly ∼ 50− 100 dynamical times (Evans, 1999,
Evans et al., 2009, Kennicutt, 1998,Williams&McKee, 1997, Zuckerman&Evans,
1974). Cosmological simulations without strong feedback face a similar challenge.
The efficiency of cooling causes runaway collapse of gas to high densities within
a dynamical time, ultimately forming far too many stars compared to observations
(Cole et al. 2000, Katz et al. 1996, Kereš et al. 2009, Somerville & Primack 1999,
Springel & Hernquist 2003, and references therein).

Recent years have seen great progress inmodeling feedback on galaxy scales (Agertz
& Kravtsov, 2016, Ceverino & Klypin, 2009, Governato et al., 2007, Hopkins et al.,
2011, 2012a,b, Hu et al., 2016, Thacker & Couchman, 2000, Uhlig et al., 2012).
In Hopkins et al. (2011, 2012a), a detailed feedback model including radiation
pressure, stellar winds, supernovae and photo-heating was developed and applied
to simulations of isolated galaxies. They showed that stellar feedback is sufficient
to maintain a self-regulated multi-phase interstellar medium (ISM), with global
structure in good agreementwith the observations. GMCs survive several dynamical
times and only turn a few per cent of their mass into stars, and the galaxy-averaged
SFR agrees well with the observed Kennicutt-Schmidt (KS) law. These models
were extended with numerical improvements and additional cooling physics, and
then applied to cosmological “zoom in” simulations in the FIRE (Feedback In
Realistic Environments) project1. A series of papers, using the identical code and
simulation set have demonstrated that these feedback physics successfully reproduce
a wide range of observations, including star formation histories of galaxies (Hopkins
et al., 2014), time variability of star formation (Sparre et al., 2017), galactic winds
(Muratov et al., 2015), HI content of galaxy haloes (Faucher-Giguère et al. 2015,
2016; Hafen et al., in prep.), and galaxy metallicities (Ma et al., 2015a). Other
groups (e.g., Stinson et al. 2013, who implemented energy injection from SNe and
an approximate treatment of UV radiation pressure, and Agertz & Kravtsov e.g.,

1Project web site: http://fire.northwestern.edu.
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2016, who included momentum injection from SNe, radiation pressure and stellar
winds) have also found that stellar feedback can regulate galaxy SFRs and lead to
realistic disc morphologies.

However, several potentially important physical processes have not been included
in most previous galaxy formation simulations. Magnetic fields have long been
suspected to play a role in galaxy evolution because the magnetic pressure reaches
equipartition with the thermal and turbulent pressures (Beck, 2009, Beck et al.,
1996). Isolated galaxy simulations with magnetic fields – but using more simplified
models for stellar feedback – have been studied in various contexts and suggest
that magnetic fields can provide extra support in dense clouds, thus slowing down
star formation (Beck et al., 2012, Pakmor & Springel, 2013, Wang & Abel, 2009).
Turbulent box simulations (Piontek & Ostriker, 2005, 2007) also suggest that MRI-
driven (magnetorotational instability) turbulence can suppress star formation at large
radii in spiral galaxies. In particular, Kim&Ostriker (2015b) explicitly demonstrate
such suppression frommagnetic fields in a simulation of a turbulent box that includes
momentum feedback from SNe. Magnetic fields can also be important because
of their effects on fluid mixing instabilities, including the Rayleigh-Taylor (RT)
and Kelvin-Helmholtz (KH) instabilities (Armillotta et al., 2017, Jun et al., 1995,
McCourt et al., 2015). These instabilities can potentially affect galaxy evolution
through processes including the evolution of supernovae (SN) remnants (Jun &
Jones, 1999, Jun & Norman, 1996a,b, Kim & Ostriker, 2015b, Thompson, 2000).

Another potentially important effect is viscosity, which has been more extensively
studied in simulations of galaxy clusters. It has been suggested that viscosity
can affect the turbulent motion of the intracluster medium (ICM) or circum-galactic
medium (CGM) and affect the KH stability of various structures in the ICM (Marke-
vitch & Vikhlinin, 2007). It has been shown in particular that viscosity may be
important for the dynamics of bubbles in the ICM inflated by active galactic nucleus
(AGN) feedback or bursts of SNe activity (Reynolds et al., 2005, Sijacki & Springel,
2006).

Thermal conduction, which in the presence of magnetic fields is highly anisotropic,
affects the stability of plasmas at both galactic and cluster scales (Armillotta et al.,
2017, Choi & Stone, 2012, Parrish et al., 2012b, Sharma et al., 2009, 2010) and the
survival and mixing of multi-phase fluids. Combined with the effect of magnetic
fields, conduction may be critical to determine the survival of cool clouds in galactic
winds.
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Turbulent metal diffusion due to small-scale (un-resolvable) eddies may also have
important effects. It has been suggested, for example, that unresolved turbulence in
galaxy simulations may be important to effectively “diffuse” metals in the ISM and
intergalactic medium (IGM; e.g., Shen et al., 2010), leading non-linearly to different
cooling physics at halo centers and within the dense ISM.

While most previous studies considered these physics in isolation, their effects and
relative importance may be quite different in a realistic multi-phase ISM shaped
by strong stellar feedback processes. Another challenge is that conduction and
viscosity in magnetized plasmas are inherently anisotropic. Properly treating this
anisotropy requires MHD simulations and is numerically non-trivial; consequently,
most previous studies on galactic scales have considered only isotropic conduction
and viscosity. However, studies which correctly treat the anisotropy have shown that
this anisotropy can produce orders-of-magnitude differences and, in some cases,
qualitatively different behavior (Choi & Stone, 2012, Dong & Stone, 2009, Sharma
et al., 2009, 2010, ZuHone et al., 2015)

In this paper, we study the effects of these different microphysics in the presence of
explicit models for stellar feedback. While the simulations analyzed here implement
the same stellar feedback physics from the FIRE cosmological simulations, we
focus primarily on non-cosmological simulations of isolated galaxies, because this
allows us to achieve higher spatial and mass resolution, and to have well-controlled
experiments with identical galaxy initial conditions. In cosmological runs, on
the other hand, the inherently chaotic nature of the problem makes detailed one-
to-one comparison of simulations with varied physics more complicated; we do,
however, include a limited subset of these experiments. We also make use of a new,
more accurate hydrodynamic solver, needed to properly treat MHD and anisotropic
diffusion.

Overall, we find that at the resolutions currently achievable in isolated galaxy and
cosmological simulations, MHD, anisotropic conduction and viscosity, and sub-
grid turbulent metal diffusion play a relatively minor role in the regulation of star
formation and of the phases and energetics of the ISM when the dominant effects
of stellar feedback are simultaneously modeled. We caution, however, that despite
this result, some of these effects likely have some important and observationally
interesting consequences on finer scales, such as for the survival of cool clouds
in galactic winds (e.g., Armillotta et al., 2017, Brüggen & Scannapieco, 2016,
McCourt et al., 2015), and stellar abundance distribution patterns within star clusters
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or small galaxies. It is also possible that some important effects would only reveal
themselves in simulations of much higher resolution than currently possible for
galaxy simulations. Furthermore, the interaction of physical processes not included
in our simulations with, e.g., magnetic fields is likely to prove important. This is the
case in particular for the transport of cosmic rays, which a number of recent studies
indicate may be an important form of feedback for galaxy evolution (e.g., Booth
et al., 2013, Pakmor et al., 2016, Pfrommer et al., 2017a, Ruszkowski et al., 2017a,
Salem et al., 2014, Uhlig et al., 2012).

The remainder of this paper is organized as follows: in § 3.2, we describe the
initial conditions and the baryonic physics model of our default model. In § 3.3,
we summarize the additional physics studied in this paper. In § 3.4, we analyze the
effects on the star formation histories, morphologies, phase structures, magnetic and
turbulent energies, and outflows of our simulated galaxies. We discuss the reason
why the fluid microphysics have minor effects in § 3.5 and conclude in § 3.6.

3.2 Methodology
Our simulations use GIZMO (Hopkins, 2015) 2, in its Meshless Finite Mass (MFM)
mode. This is a mesh-free, Lagrangian finite-volume Godunov code designed
to capture advantages of both grid-based and smoothed-particle hydrodynamics
(SPH) methods built on the gravity solver and domain decomposition algorithms of
GADGET-3 (Springel, 2005). The numerical details of the hydrodynamic and MHD
versions of the method are presented in Hopkins (2015), Hopkins & Raives (2016),
and Hopkins (2016). Hopkins (2017) present tests of the anisotropic diffusion
operators used in our code. Extensive comparisons of dozens of test problems
demonstrate good code behavior and convergence, in good agreement with state-
of-the-art moving mesh codes (e.g., AREPO, Springel 2010) and grid codes (e.g.,
ATHENA, Stone et al. 2008), including on historically difficult problems such as
those featuring the magneto-rotational instability (MRI), magnetic jet launching,
and the KH and RT fluid-mixing instabilities. Convergence tests for our isolated
galaxy simulations can be found in Appendix A.2.

Note that, for the sake of consistency, previously published FIRE simulations (see
references in § 1) were run with the identical source code, using GIZMO’s “P-SPH”
hydrodynamic solver. P-SPH is an SPH method with improvements designed to
address some of the known shortcomings of SPH in treating e.g., fluid mixing in-

2Apublic version of this code is available athttp://www.tapir.caltech.edu/∼phopkins/Site/GIZMO.html.

http://www.tapir.caltech.edu/~phopkins/Site/GIZMO.html
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stabilities (see Hopkins, 2013). This was done to facilitate comparison by matching
exactly the code used for the first FIRE paper, Hopkins et al. (2014), written be-
fore the MFM methods were developed. Unfortunately, as shown in Hopkins &
Raives (2016) and Hopkins (2017), P-SPH (while reasonably well-behaved on pure
hydrodynamics problems) exhibits serious inaccuracies and may not converge on
MHD and anisotropic diffusion problems. As a consequence, P-SPH cannot be
used for our study here. We are therefore careful to distinguish our isolated galaxy
simulations here from the primary “FIRE project” simulations, although they use
the same (operator-split) code modules to treat stellar feedback. In fact, the updated
code here - the “FIRE - 2” code, will be the subject of an extensive methods paper in
preparation (Hopkins et al., in preparation) and was first used in Wetzel et al. (2016)
for studying the satellites around a Milky Way-mass galaxy. A detailed study of the
effects of the hydrodynamic method and other numerical details on the conclusions
from the previous FIRE simulations will be the subject of the methods paper.

3.2.1 Initial conditions (ICs)
In this paper, five isolated (non-cosmological) galaxy models are studied to consider
a range of characteristic galaxy types. Two cosmological zoom-in ICs are also
included as a check that our conclusions are applicable in a fully cosmological
environment. More details regarding the isolated disc galaxies and the cosmological
simulations can be found in Hopkins et al. (2011, 2012a) and Hopkins et al. (2014),
respectively, and are summarized in Table 3.1 and below. For all runs, a flat ΛCDM
cosmology with h = 0.702, ΩM = 1 −ΩΛ = 0.27, and Ωb = 0.046 is adopted.

Note that we have tested simulations with most of our ICs re-run at different res-
olution, with initial gas particle mass differing by a factor ∼ 100. Some absolute
properties do vary according to the resolution. For example, finer ISM substruc-
ture is observed and some higher density regions are resolved as the resolution
increases. Nonetheless, the main conclusions of this paper (the relative differences
in runs with different microphysics) remain robust at all resolutions investigated. A
detailed convergence study is presented in Appendix A.2.

The ICs studied here include the following:

HiZ

HiZ is a high-redshift massive starburst disc galaxy designed to match the properties
of non-merging, rapidly star-forming sub-millimeter galaxies (Erb et al., 2006,
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Table 3.1: Galaxy models

Model εg mg Mhalo c VMax Mbar Mb Bulge a Md rd Mg rg
(pc) (M�) (M�) (km/s) (M�) (M�) profile (kpc) (M�) (kpc) (M�) (kpc)

HiZ 1.4 2.5e4 2.1e12 3.5 280 1.53e11 1.0e10 Exp 1.7 4.3e10 2.3 1.0e11 4.6
Sbc 1.4 2.6e3 2.1e11 11 120 1.5e10 1.4e9 Exp 0.5 5.7e9 1.9 7.9e9 3.7
MW 3.6 3.5e3 2.1e12 12 250 1.02e10 2.1e10 Hq 1.4 6.8e10 4.3 1.3e10 8.6
SMC 0.7 3.6e2 2.9e10 15 67 1.3e9 1.4e7 Hq 2.1 1.9e8 1.0 1.1e9 3.0
Ell 4.2 7.1e4 1.4e13 6 240 1.02e12 1.4e11 Hq 3.9 1.4e10 4.0 8.6e11 4.0

CosmoMW 7 5.7e4 1.2e12 8 290 1.3e11 - - - 1.2e11 1.2 7.1e9 2.5
CosmoDwarf 3 2.6e2 7.9e9 9.7 20 5.2e6 - - - 1.7e6 - 3.5e6 -

Parameters of the galaxy models studied here (§ 3.2.1):
(1) Model name. HiZ: high-redshift, massive starburst. Sbc: local gas-rich dwarf
starburst. MW: Milky-Way analogue. SMC: SMC-mass dwarf. Ell: massive
elliptical with an extended gaseous halo. HiZ, Sbc, MW, SMC, and Ell are
non-cosmological (isolated galaxy) simulations. CosmoMW: cosmological
simulation of a MW-mass disc galaxy. CosmoDwarf: cosmological simulation of a
dwarf galaxy. (2) εg: Gravitational force softening for gas (the softening for gas in
all simulations is adaptive; here, we quote the minimum Plummer equivalent
softening for a kernel containing 32 particles). (3) mg: Gas particle mass. (4)
Mhalo: Halo mass. Mvir for CosmoMW and CosmoDwarf. (5) c: NFW-equivalent
halo concentration. (6) Vmax: Halo maximum circular velocity. (7) Mbar: Total
baryonic mass. It is the sum of gas, disc, bulge and stellar mass for isolated galaxy
runs, and the sum of gas and stellar mass in the cosmological runs within 0.1 virial
radius. (8) Mb: Bulge mass. (9) Bulge profile: Hq: Hernquist (1990), or Exp:
Exponential. (10) a: Bulge scale-length. (11) Md : Stellar disc mass. For
CosmoMW and CosmoDwarf runs, this is the total stellar mass within 0.1 virial
radius. (12) rd : Stellar disc scale length. (13) Mg: Gas disc mass. For the Ell runs,
this includes gas in the extended halo. For CosmoMW and CosmoDwarf runs, this
is the total gas mass within 0.1 virial radius. (14) rg: Gas disc scale length.
The properties quoted for CosmoMW and CosmoDwarf are the z = 0 values
measured from the “FB” run. The CosmoDwarf does not have a well-defined disc
even at z = 0, but is a dwarf irregular galaxy.
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Genzel et al., 2008, Tacconi et al., 2010), with halo mass Mhalo = 2.1 × 1012

M� in a Hernquist (1990) profile with an NFW (Navarro et al., 1996)-equivalent
concentration of c = 3.5. The baryonic component has a total mass of Mbar = 1.53×
1011 M� and consists of an exponential bulge (ρ(r) ∝ exp(−r/a)/r) (Mb = 1010

M�) with scale length a = 1.7 kpc and exponential stellar (Md = 4.3 × 1010 M�)
and gas (Mg = 1 × 1011 M�) discs with scale lengths rd = 2.3 kpc and rg = 4.6
kpc respectively. The gas disc initially has Toomre Q = 1 uniformly. Note that the
virial radius is scaled for a halo at redshift z = 2 instead of z = 0. This model uses
1.65× 107 particles, 4× 106 of which are gas particles. The initial metallicity is set
to 0.5Z�3.

Sbc

Sbc is a z = 0 dwarf starburst intended to be representative of local luminous infrared
galaxies (LIRGs). The IC is composed of a dark matter halo with (Mhalo, c) =
(2.1 × 1011M�, 11) and a baryonic component with masses (Mbar, Mb, Md, Mg) =
(15, 1.4, 5.7, 7.9) × 109M� and scale lengths (rd, rg, a) = (1.9, 3.7, 0.5) kpc. The
bulge has an exponential profile. This model includes 1.7 × 107 particles, 3 × 106

of which are gas particles. The initial metallicity is set to 0.3Z�.

MW

MW is a Milky Way-like galaxy composed of a dark matter halo with (Mhalo, c) =
(2.1×1012 M�, 12) and baryonic componentswith (Mbar, Mb, Md, Mg) = (1.02, 2.1, 6.8, 1.3)×
1010M� respectively. The scale lengths are (rd, rg, a) = (4.3, 8.6, 1.4)kpc. The bulge
follows aHernquist (1990) profile. Themodel includes 1.03×107 particles, 3.6×106

of which are gas particles. The initial metallicity is set to Z�.

SMC

SMC is an isolated (field) Small Magellanic Cloud-mass dwarf galaxy composed of
a halo with (Mhalo, c) = (2.9 × 1010 M�, 15) and baryonic components with masses
(Mbar, Mb, Md, Mg) = (13, 0.14, 1.9, 11) × 108 M� and scale lengths (rd, rg, a) =
(1, 3.9, 1.9) kpc. The bulge follows a Hernquist (1990) profile. There are 1.33× 107

particles, 3 × 106 of which are gas particles. The initial metallicity is set to 0.1Z�.
3The solar metallicity, Z�, of each species (Total, He, C, N, O, Ne, Mg, Si, S, Ca, Fe) is tabulated

from Asplund et al. (2009)
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Ell

Ell is an elliptical galaxy with halo and disc/bulge baryonic properties (Mhalo, c) =
(1.4×1013M�, 6) and (Mbar, Mb, Md, Mg) = (15, 14, 1.4, 0.1)×1010M�, respectively.
The baryonic components have scale lengths (rd, rg, a) = (4.0, 4.3, 3.9) kpc. The
bulge obeys a Hernquist (1990) profile. Besides the gas disc, this galaxy contains
an extended live hot gas halo4 of mass Mgas = 8.6 × 1011 M�, initialized with a
spherically-symmetric β profile with core radius equal to the halo scale radius and
β = 3/2, with an initial temperature profile given by hydrostatic equilibrium and
a small angular momentum corresponding to a spin parameter λ = 0.033. We use
3 × 107 particles, 1.2 × 107 of which are gas particles. The initial metallicity is set
to Z�(0.05 + 0.95/(1. + (r/10kpc)3)).

CosmoMW

CosmoMW is a fully cosmological zoom-in simulation from the suite presented
in Hopkins et al. (2014), specifically the m12i simulation therein, chosen because
it produces a galaxy with stellar mass and morphology similar to the Milky Way.
The run uses the zoom-in method (Katz & White, 1993, Porter, 1985) to follow the
formation history of the galaxy from an initial redshift z > 100 to z = 0. The main
halo has a total mass of ∼ 1012M� at z = 0 and a typical merger and growth history
for haloes of its mass. We use 2.07 × 107 total particles (8.82 × 106 gas). For this
analysis, we only follow the most-massive main-progenitor halo (i.e. the center of
the zoom-in region) and focus on the particles in the central region (defined as < 0.1
virial radius).

CosmoDwarf

CosmoDwarf is a another cosmological zoom-in from Hopkins et al. (2014), specif-
ically them10q simulation, chosen to be a representative dwarf galaxy – specifically
one with a z = 0 halo mass of ∼ 1010 M� and typical merger and growth history.
We use 3.87×107 total particles (1.57×107 gas). Again, we focus only on the main
progenitor galaxy.

4Ideally, hot haloes should be included in the other simulated massive isolated galaxies (eg. HiZ
and MW). However, because we focus on the ISM properties in the disc and evolve these galaxies
for only a few 100 Myr, before the ISM gas is depleted, the lack of hot haloes does not significantly
affect our results.
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3.2.2 Cooling, star formation, and stellar feedback
The baryonic physics of cooling, star formation, and stellar feedback follow the
implementation in Hopkins et al. (2014). In what follows, we summarize the key
aspects and focus on the new physics added for this study.

Cooling

Cooling is followed from 1010 K to 10K, with 11 separately tracked species followed
species-by-species (see e.g., Wiersma et al., 2009a). The low-temperature (metal
fine-structure and molecular) cooling rates and ionization state are tabulated from a
compilation of CLOUDY runs (as in Robertson & Kravtsov, 2008, Wiersma et al.,
2009a), including the effects of a redshift-dependent photo-ionizing background
(from Faucher-Giguère et al., 2009) and local ionizing sources as described below.

Star formation

Star formation is allowed only from gas that is locally self-gravitating (where we
follow Hopkins et al. 2013b to estimate the local virial criterion at each point in the
simulation), is self-shielding molecular (where the molecular fraction is estimated
following Krumholz &Gnedin 2011), and exceeds a density n > 100 cm−3.5 If these
criteria are met, stars form with a rate Ûρ? = ρmol/tfreefall. In previous studies of these
star formation models, we have shown that, provided stellar feedback is explicitly
included and the largest fragmentation scales in the galaxy are resolved, the galactic
star formation rates and histories are regulated by stellar feedback and are insensitive
to changes in these criteria (as well as more complicated chemical or temperature-
based star formation models); see Faucher-Giguère et al. (2013), Hopkins et al.
(2011, 2012a, 2013b). We have confirmed these studies explicitly with our ICs and
simulations both including and excluding the additional microphysics we study here.

Stellar feedback

A star particle inherits its metallicity from its parent gas particle, and is treated as a
single stellar population. The feedback quantities (including luminosity, SN rates,

5Except for the CosmoMW run with MHD, the self-gravitating criterion does not account for
magnetic pressure in order to be consistent with the runs without magnetic fields. However, the
magnetic field strength has to reach 100µG× (mi/105M�)1/3(n/100cm−3)2/3 to unbind a cloud, and
this is rarely the case, so it is reasonable to ignore the magnetic pressure when deciding whether
a cloud is self-gravitating, at least on the relatively large scales we resolve (unlike e.g., protostellar
cores).
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mass and metal loss rates, etc.) are tabulated from starburst99 (Leitherer et al.,
1999) assuming a Kroupa (2002) IMF. Our stellar feedback model includes the fol-
lowing processes: (1) an approximate treatment of local and long-range momentum
deposition from radiation pressure, including both initial single-scattering of opti-
cal/UV photons and (potentially) multiple-scattering of IR photons; (2) SNe (Types
Ia and II), which occur stochastically according to the tabulated rates and, when they
occur, deposit the appropriate ejecta energy, momentum, mass, and metals into the
surrounding gas particles; (3) stellar winds from O-stars and AGB stars, which are
treated similarly to SNe except that the injection is continuous; (4) photoionization
and photoelectric heating, with each star particle acting as a source and the UV flux
incident on a gas particle estimated by accounting for self-shielding and absorption
from intervening material.

3.3 Additional physics
3.3.1 Magnetic fields (MHD)
We treat magnetic fields in the ideal-MHD limit, using the GIZMO implementation
in the MFM mode described in Hopkins & Raives (2016). The tests described in
Hopkins & Raives (2016) show that this MHD implementation correctly captures
traditionally difficult phenomena such as the growth rates of the magneto-rotational
instability (MRI), magnetic jet launching by discs, and magnetized fluid mixing (RT
andKH) instabilities. Compared to SPHMHDmethods (e.g., the P-SPHMHDmode
in GIZMO; Hopkins & Raives 2016), this method is generally significantly more
accurate, exhibits better convergence properties, and requires no artificial viscosity
or use of an extremely large kernel size to suppress errors. For the tests presented in
Hopkins & Raives (2016), state-of-the-art grid codes (e.g., ATHENA; Stone et al.
2008) can converge to the correct solution with a similar level of accuracy. However,
the method employed here typically converges to a desired accuracy more quickly,
specifically in problems in which advection, angular momentum conservation, self-
gravity and/or following highly compressive flows are important (problems where
Lagrangian methods have advantages).

When magnetic fields are present, the homogenous Euler equations of hydrodynam-
ics are replaced by their MHD versions. In a reference frame with velocity v f rame,
they can be written as a set of hyperbolic PDEs of the form

∂U
∂t
+ ∇ · (F − v f rame ⊗ U) = S, (3.1)

where U is the state vector of the conserved quantities, F is the flux vector of the
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conserved variables, and S is the source vector. In the pure MHD case, U and F can
be written in the form

U =

©«
ρ

ρv
ρe

B

ª®®®®®¬
F =

©«
Fρ

FP

Fe

FB

ª®®®®®¬
:=

©«
ρv

ρv ⊗ v + PTI − B ⊗ B
(ρe + PT )v − (v · B)B

v ⊗ B − B ⊗ v

ª®®®®®¬
, (3.2)

where ρ is the density, e = uint + |B|2/2ρ + |v|2/2 is the total specific energy, and
PT = P + |B|2/2 is the total pressure6.

To clean the non-zero ∇ · B resulting from numerical errors, a combination of
the Dedner et al. (2002) and Powell et al. (1999) cleaning methods are applied
in GIZMO, with important modifications for the Lagrangian nature of the code
(see Hopkins & Raives (2016) for detail). In all our ICs we seed the simulation
volume with a uniform initial magnetic field in the direction of the galaxy angular
momentum vector. For our cosmological runs (CosmoMW and CosmoDwarf),
this is a trace (sub-nG) initial field that is quickly amplified even before galaxies
form. For isolated discs, we initially set ∼ 10−2 µG fields, but these are quickly
amplified and dominated by the field built up through a combination of the MRI,
the supersonic turbulent dynamo, and the galactic fountain dynamo. For our “Ell”
run, we also initialize the gas in the extended galactic halo with a purely azimuthal
field in equipartition with the thermal energy (set to be in hydrostatic equilibrium).

3.3.2 Anisotropic conduction
Thermal conduction is incorporated into the Euler equations as an extra diffusion
term in Fe from equation (3.2), following the standard Spitzer-Braginskii form.
This means the conduction term added to Fe is κ (B̂ ⊗ B̂) · ∇T , where B̂ is the unit
vector along the corresponding magnetic field. B̂ ⊗ B̂ in the expression serves as a
projection operator constraining the conduction energy flux to follow the magnetic
field lines and makes the thermal conduction anisotropic.

The anisotropic conduction equation is solved and consistently implemented into the
MFM/MFV methods in GIZMO. Hopkins (2017) presents tests confirming that the

6In the MHD mode, the HLLD solver is adopted. The HLLC solver is adopted otherwise.
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method is numerically stable, converges with second-order accuracy (as the MHD
method in GIZMO itself does), and is capable of fully anisotropic configurations
(i.e. the conductive flux vanishes identically when B̂ and ∇T are perpendicular).

Instead of setting the conduction coefficient κ byhand, we calculate it self-consistently
as the Spitzer conductivity (Kannan et al., 2016, Sarazin, 1988, Spitzer & Härm,
1953, Zakamska & Narayan, 2003, ZuHone et al., 2015) with the form

κ =
0.96kB(kBT)5/2

m1/2
e e4 lnΛ

Fi

1 + 4.2`e/`T

=
4.87 × 10−7Fi

1 + 4.2`e/`T
T5/2 [erg s−1K−1cm−1], (3.3)

where Fi is the ionized fraction (computed self-consistently in our cooling routines),
lnΛ ∼ 37 is the Coulomb logarithm, `e ≡ 33/2(kBT)2/4ne

√
πe4 lnΛ is the electron

mean free path, and `T ≡ T/|∇T | is the temperature gradient scale length. The
denominator accounts for saturation of κ, which occurs when electrons have large
mean-free-paths (it limits the gradient scale length to the mean-free-path (Cowie
& McKee, 1977, Kannan et al., 2016, Sarazin, 1988)). The steep temperature
dependence indicates that conduction is more efficient in hotter gas.

3.3.3 Anisotropic viscosity
Viscosity is incorporated into MHD through the Navier-Stokes equations, which
modify the momentum flux and the energy flux in the Euler equations as

FP = ρv ⊗ v + PTI − B ⊗ B + Π

Fe = (ρe + PT )v − (v · B)B + Π · v. (3.4)

For MHD, the anisotropic viscosity again follows the Spitzer-Braginskii anisotropic
form, in which the viscous flux Π is

Π = −3η
(
B̂ ⊗ B̂ − 1

3
I
) (

B̂ ⊗ B̂ − 1
3
I
)

: ∇v, (3.5)

where “:” is defined by A : B ≡Tr(A · B). Anisotropic viscosity is also solved
and consistently implemented in the MFM/MFV methods of GIZMO, with the same
convergence and stability properties as anisotropic conduction.

The viscous coefficients are calculated self-consistently as the leading-order Bragin-
skii viscosity (Braginskii, 1965, Sarazin, 1988, Sijacki & Springel, 2006, ZuHone
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et al., 2015), where the shear viscosity coefficient is

η = 0.406
m1/2

i (kBT)5/2

(Ze)4 lnΛ
Fi

1 + 4.2`e/`T

=
4.5 × 10−17Fi

1 + 4.2 ì/`|v |
T5/2 [g s−1cm−1], (3.6)

and the bulk viscosity vanishes. Here, mi is the average ion mass, me is the electron
mass, ì is the ion mean free path and `|v | is the scale length of velocity.

3.3.4 Smagorinski (unresolved sub-grid eddy) models for metal diffusion
Metal mixing on large scales is resolved in the simulation. However, unlike other
numerical methods with mass exchange,7 since our code is strictly Lagrangian, mass
elements (including metals) are conserved on a per-particle basis unless they are
injected directly by SNe or stellar winds. This limits spurious numerical diffusion
but implies that unresolved small-scale diffusion between particles is ignored.

Sub-grid models have been proposed to model this unresolved transport. Because
the systems we are simulating generally have extremely high Reynolds numbers,
the unresolved diffusion is usually dominated by small turbulent eddies rather than
e.g., Brownian motion. The former is commonly approximated (see e.g., Shen et al.
2010) following Smagorinsky (1963) by treating the metals as a passive scalar which
obey the following diffusion equation:

∂Mi

∂t
+ ∇ · (D∇Mi) = 0

D = C | |S| | f h2, (3.7)

where h is the resolution scale (at which the sub-grid model acts; here, it is the
mean inter-particle separation within the kernel function, the equivalent of the cell
size ∆x in Eulerian codes) and C is the Smagorinsky-Lilly constant, calibrated from
direct numerical simulations. C usually ranges from 0.1 to 0.2, as calculated from
Kolmogorov theory(Colbrook et al., 2016, Lilly, 1967, Smagorinsky, 1963,Wadsley
et al., 2008), and is set to 0.15 in our simulations. Note that this coefficient was
set to 0.05-0.1 in some previous works (Brook et al., 2014, Shen et al., 2010, 2013,
Williamson et al., 2016), and this value was shown to be sufficient to provide a

7The numerical diffusivity of MFV or AREPO (Springel, 2010) is roughly of the scale of
the velocity dispersion (or sound speed) times the resolution scale, ∼ vt∆x, as their “partitions of
volume” move with the flow. ATHENA (Stone et al., 2008) could have a larger diffusion owing to
its use of a fixed grid, in which case the velocity term in the diffusivity can be dominated by the bulk
motion.
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level of diffusion comparable to that of grid codes (Wadsley et al., 2008). S is the
symmetric traceless shear tensor defined as

S =
1
2
(∇v + (∇v)T ) − 1

3
Tr(∇v), (3.8)

for which the diffusion vanishes in purely compressive or rotating flows. The norm
in the expression is the Frobenius norm.

This model for sub-grid metal diffusion is implemented in GIZMO following Shen
et al. (2010). However, because our resolution is much higher than many of the
simulations inwhich it has been used before, the sub-grid diffusivity ismuch smaller.
Moreover, we stress the importance of proper calibration of the constant C, which
can change the diffusivity by factors of ∼ 100. We also caution that, as we will show
in detail in a forthcoming work, this estimator can be very noisy in SPH methods
(unlike the finite-volume methods used here), owing to zeroth-order errors in the
SPH gradient estimator triggering artificial diffusion. Finally, we stress that this
model assumes the motion seen in S is entirely due to turbulent flows. If there is real
bulk motion (e.g., shear in a self-gravitating disc), this estimator will be triggered
artificially. Therefore, the estimated turbulent diffusivity using this simplistic sub-
grid model is almost certainly an over-estimate of the real turbulent diffusivity. In
future work, we will present a detailed study attempting to calibrate and rescale this
model for situations where the contribution from galactic rotation is important on
the resolution scale (Colbrook et al., in prep.). Our preliminary work suggests this
estimator may over-estimate the true diffusivity by an order of magnitude in some
cases.

3.4 Results
We simulate the ICs detailed in § 3.2.1 with four distinct combinations of physics:

• Hydro: Stellar feedback is not included (cooling, star formation, and self-
gravity are, however). No additional microphysics (MHD, conduction, vis-
cosity, metal diffusion) are included.

• Hydro+MHD: Stellar feedback is not included, but MHD are included. Ad-
ditional diffusion microphysics (conduction, viscosity, metal diffusion) are
not included.

• FB: Stellar feedback is included, but the additional microphysics (MHD,
conduction, viscosity, metal diffusion) are not.
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• FB+MHD: Stellar feedback and MHD are included, but additional diffusion
microphysics (conduction, viscosity, metal diffusion) are not.

• FB+MHD+Micro: Stellar feedback, MHD, and the additional diffusion op-
erators (conduction, viscosity, metal diffusion) are all included.

We analyze these four variants for each of the ICs below, with two exceptions: the
two cosmological runswith no feedback (Hydro) are prohibitively expensive. We are
able to run the simulation to z ∼ 6, where the extremely high-density objects formed
via the high star formation efficiencies in the absence of feedback force exceedingly
small timesteps. However, some weak-feedback variations of the CosmoMW IC
and the CosmoDwarf IC are presented in Hopkins et al. (2014); these are consistent
with all of our other conclusions in this paper regarding the role of feedback.

TheHydro+MHDmode is only run for theMWand SMC ICs in order to demonstrate
that magnetic fields have a relatively small effect regardless of whether strong stellar
feedback is included, and almost all of the differences between Hydro runs and
FB+MHD runs are a result of feedback.

Cosmological simulations are highly non-linear and evolved for the entire age of the
Universe. Because the equations (even of gravity alone) are formally non-linear,
a small perturbation can be amplified and result in surprisingly large differences
at low redshift, making it non-trivial to distinguish the systemic effects of fluid
microphysics from any particular change owing to stochastic effects. In each of the
followingCosmoMWplots, we estimate themagnitude of stochastic effects fromfive
independent CosmoMW FB runs with small variations in the SNe coupling scheme
(effectively we randomly “re-shuffle” the fraction of the SNe energy and momentum
each neighbor particle sees to generate random perturbations to the system). These
differences have minor systematic effects on the stellar mass formed but serve the
intended purpose of introducing small perturbations between the calculations. The
shaded regions in the plots indicate the regions of parameter space spanned by
these five runs. Owing to computational constraints, we did not perform such an
experiment for the CosmoDwarf runs or for the FB+MHD+Micro CosmoMW runs,
but we expect that the magnitude of stochastic effects in these simulations should
be of similar size to those in the CosmoMW FB simulations.
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3.4.1 Star formation histories
Fig. 3.1 shows the star formation histories of the five isolated galaxies, CosmoMW,
and CosmoDwarf, evolved under the different combinations of physics described
above. The SFRs of HiZ, Sbc, MW, SMC and Ell shown in Fig. 3.1 are the values
averaged over 20 million years, and the SFRs of CosmoMW and CosmoDwarf
are averaged over roughly 100 million years (to make systematic, as opposed to
stochastic, differences clear). To further suppress stochastic effects, the stellar mass
as a function of time is also plotted in Fig. 3.2.

Without stellar feedback, the SFRs are generally higher than observed by factors of
∼ 10− 100, regardless of whether magnetic fields are included (i.e. magnetic fields
alone are insufficient to globally suppress star formation). On the other hand, the
additional physics we consider changes the SFR by . 10%. We have also confirmed
that the predicted Kennicutt-Schmidt (KS) relation is insensitive to the additional
microphysics in the simulations (and in agreement with observations, as in our
previous simulations with the FIRE feedback physics).

The largest effect caused by fluid microphysics can be observed in the CosmoDwarf
FB+MHD+Micro run, in which the stellar mass is systemically higher than that
in the FB run by a factor of ∼ 1.5. We argue below that this is most likely
to be a consequence of conduction, which can increase the efficiency of cooling
when multiple SNe remnants overlap (and overrun small cold gas clumps in the
galaxy), thereby dissipating the hot gas energy going into galactic winds slightly
more efficiently.

Compared with the other galaxies, the differences in SFRs are smallest among the
different Ell simulations (the SFR in the no-feedback run is never more than an
order-of-magnitude greater than the SFRs in the variants that include explicit stellar
feedback). The reason is that in Ell, the gas disc contributes < 1% of the total gas
mass, while the majority is distributed in a hot gas halo. The cooling efficiency of
the hot halo gas onto the star-forming disc therefore controls the gas supply available
for star formation and becomes an important regulator of the SFR besides stellar
feedback.

Although magnetic fields have been suggested in the literature as a mechanism
to suppress star formation owing to their additional pressure (Beck et al., 2012,
Pakmor & Springel, 2013, Piontek & Ostriker, 2005, 2007, Wang & Abel, 2009),
we actually see a small hint of systemically higher stellar mass in the MHD runs
when feedback is included. The difference is more obvious in the smaller galaxies
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Ṁ

) 
[M

¯
y
r−

1
] Ell

0 2 4 6 8 10 12 14

Time [Gyr]

0.0

0.5

1.0

1.5
CosmoMW

0 2 4 6 8 10 12 14

Time [Gyr]

5.0

4.5

4.0

3.5

3.0

2.5

lo
g

( 
Ṁ
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Figure 3.1: Star formation rates
(SFRs) as a function of time in
each of our simulations (each
IC from Table 3.1, as labeled)
smoothed over 20 Myr for iso-
lated galaxy simulations and 100
Myr for cosmological simula-
tions so that systematic differ-
ences are clearer. HiZ (mas-
sive starburst), Sbc (dwarf star-
burst), MW (Milky-Way ana-
logue), SMC (SMC-mass dwarf),
and Ell (massive elliptical with a
“cooling flow” halo) are all iso-
lated (non-cosmological) simula-
tions and are thus run for only a
few galaxy dynamical times. Be-
cause the CosmoMW and Cos-
moDwarf runs are fully cosmo-
logical zoom-in runs of a MW-
mass halo and a dwarf halo,
the full evolution is shown. In
each, we consider four cases: de-
fault (stellar feedback, no addi-
tional microphysics, “FB”), de-
fault+MHD (“FB+MHD”), de-
fault+MHD+anisotropic conduc-
tion and viscosity+sub-grid

turbulent metal diffusion (“FB+MHD+Micro”), a run without stellar feedback
(“Hydro”), and a run without stellar feedback but with MHD (“Hydro+MHD”,
only performed for the MW and SMC ICs). In the CosmoMW case, the orange
shaded region indicates the range of stochastic effects (see § 3.4). Once feedback
is included, a lower, steady-state SFR emerges; the SFR has relatively small
dependence on the different microphysics considered (up to stochastic effects).
However, a steadier star formation history can be observed in the CosmoDwarf
FB+MHD+Micro run, resulting in a slightly higher SFR on average.
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Figure 3.2: Total stellar mass as a function of time in each of our simulations
(each IC from Table 3.1, as labeled). The orange shaded region in CosmoMW again
indicates the range of stochastic effects. Fluid microphysics has little effect on the
stellar mass formed in our simulations, in contrast to stellar feedback, which reduces
the stellar mass formed by about an order of magnitude relative to the no-feedback
runs. However, a small hint of higher stellar mass can be observed in the runs with
magnetic fields, and in the CosmoDwarf simulations, the FB+MHD+Micro run has
stellar mass a factor of ∼ 1.4 higher than the FB+MHD run. These effects are
generally smaller than systematic uncertainties in feedback (e.g., SNe rates).
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like CosmoDwarf and SMC. But even in these cases, the difference is less than 0.1
dex, despite the fact that magnetic field strengths consistent with observations are
self-consistently obtained. On the other hand, without feedback, the star formation
history is not significantly altered when magnetic fields are included. We discuss
these points further below in § 3.5. We note, however, that magnetic fields may still
play a more important role in regulating the formation of individual stars (which is
unresolved in our simulations).

3.4.2 Morphologies
Fig. 3.3, Fig. 3.4 and Fig. 3.5 shows the face-on and edge-on gas morphologies of
our simulated galaxies after some dynamical evolution; the colours denote gas in
different temperature bins (see caption). The CosmoMW runs and CosmoDwarf
runs are shown at z ∼ 0. The no-feedback runs in Fig. 3.4 (both with and without
MHD) again show fundamental differences from the other runs (which incorporate
explicit stellar feedback) owing to the runaway collapse of gas, as described in Hop-
kins et al. (2012a, 2014). The magnetic pressure is unable to stop this process, and
therefore the morphologies in the Hydro and Hydro+MHD runs appear essentially
identical.

When stellar feedback is included, there is also no significant systematic differ-
ence in morphology among runs with different additional physics. Stochastic SNe
events can make some parts of some of the variants hotter at the times shown in
the figure, but there is little systematic difference in a time-averaged sense. The
CosmoMW FB+MHD+Micro run seems to have a slightly more extended disc at
z ∼ 0, suggesting a slightly higher accretion rate owing to turbulent metal diffusion
and conduction enhancing cooling from the CGM. Among the different galaxies, Ell
stands out as an exception for having little variation even between the runs with and
without feedback. This is because cooling from the hot halo gas plays an important
role in regulating Ell, as discussed above.

3.4.3 Gas phase structure
Fig. 3.6 and Fig. 3.7 compare the temperature-density phase plots of our isolated
and cosmological simulations, respectively. The gas mass in each phase is further
quantified in Fig. 3.9 and Fig. 3.10, where the density distributions in the following
temperature intervals are plotted: cold neutral (0 − 8000K), warm ionized (8000 −
105 K) and hot (> 105 K).

With stellar feedback, a multi-phase ISM is established, with star-forming cold
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Figure 3.3: Images of the gasmorphology of the isolated galaxieswith feedback. The
intensity encodes the projected density (log-weighted with∼ 4 dex stretch); different
temperatures are shown in red (> 105 K), green (8000 − 105 K), and magenta (<
8000K).We show edge-on and face-on projections for our FB and FB+MHD+Micro
(FB+MHD is similar). The morphologies of the runs with the same stellar feedback
but different additional physics show little difference.
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Figure 3.4: The effect of magnetic fields in the absence of feedback on the MW
and SMC gas morphology. The Hydro+MHD runs exhibit morphologies that are
almost identical to those of the Hydro runs. In both cases, it is clear that the inner gas
discs have catastrophically fragmented and been converted into stars, thus indicating
that the magnetic pressure alone is insufficient to prevent the gas from undergoing
runaway collapse.

atomic/molecular gas, warm ionized gas, and volume-filling hot gas, which is ex-
tensively discussed in Hopkins et al. (2011, 2012a,b, 2013c). Turing off stellar
feedback, on the other hand, leads to the same results as discussed in § 3.4.2.

Runs with the standard stellar feedback but different additional physics are very
similar. Although magnetic fields, viscosity and conduction can in principle alter
the cooling efficiency and fluid mixing, these additional physics have less than
a ∼ 10% effect on the balance of ISM phases in our simulations. In fact, as
demonstrated in the MW and SMC case of Fig. 3.9, the effect of magnetic field
remains weak without stellar feedback.

The phase structure difference among the Ell runs is again small, as it is dominated
by the hot halo phase, and the supply of gas to the other phases relies on and is
therefore regulated by the cooling flow.

There is a small difference in our CosmoDwarf runs, where the cold gas mass is
larger in our FB+MHD+Micro run by ∼ 0.2 dex (∼ 50%) This is consistent with the
slightly higher SFR in that run.

Fig. 3.8 presents the radial distributions of temperature, gas density andmetallicity of



47

Figure 3.5: Images of the gas morphology of the cosmological simulations at z = 0,
as Fig. 3.3. The slightly puffier disc in theCosmoMWFB+MHD+Micro run suggests
a slightly higher accretion rate in the outer disc of this simulated galaxy. This owes
to metal diffusion and conduction enhancing cooling from the “hot” circum-galactic
medium (CGM).

the cosmological runs. The results are averaged over the redshift range z ∼ 0− 0.07
to suppress stochastic effects. For the CosmoMW runs, the profiles are broadly
similar, with the density and metallicity (temperature) slightly higher (lower) in the
runs with MHD. These are in consistent with the slightly more extended discs in
CosmoMW FB+MHD and FB+MHD+Micro runs at low redshift as discussed in
§ 3.4.2. For the CosmoDwarf run, there are marked differences in the temperature
profiles; this is likely because simulated dwarfs are highly stochastic, with strong
starbursts and outflows even at z ∼ 0 (Hayward & Hopkins, 2017, Muratov et al.,
2015). The gas density profiles are similar. In the FB+MHD+Micro run, the
metallicity is systematically higher within the central kpc, likely because of the
effects of turbulent metal diffusion and the slightly higher stellar mass in this run;
this subject will be analyzed in detail in a future work (Escala et al., in preparation).

3.4.4 Magnetic and turbulent energies
Fig. 3.11 compares the turbulent and magnetic energies in these simulations. The
“turbulent” energy is difficult to define in practice, since we wish to exclude non-
circular bulk motions and galactic winds. For our isolated galaxies, we focus on
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Figure 3.6: Temperature-density phase distribution of our isolated galaxy simula-
tions. Each plot is averaged over the entire simulation duration. With feedback,
cold neutral, warm ionized, and hot (feedback-driven) volume-filling phases are
present. The additional MHD and diffusion microphysics have little effect on the
phase structure in the presence of feedback. Note that the “spike” in the upper-left
corners (hot halo phase) of the Ell runs correspond to an artificial shock arising
from the IC being out of equilibrium.

the galactic disc by taking a cylinder with radius 10 kpc and height 2 kpc centered
on the disc. The cylinder is divided into annuli with thicknesses set so that the
number of particles in each layer is proportional to the order of layer counted from
inside out. Within each annulus, the average rotational velocity is subtracted, and
the particles outside with the highest 32% |vz − v̄z |2 are excluded (to approximate an
±1σ interval) to eliminate outflows in the z direction. Each annulus is then further
divided into cells with volumes set so each of them contains roughly 15 gas particles.
The dimensions of the cells are chosen so that if all gas particles were distributed
uniformly within the cylinder, each cell would be a cube (`r = `z = `θ) with an
identical volume. Within each cell, the average velocity in r̂ , ẑ and φ̂ directions
are subtracted, and particles with the highest 20% |v − v̄|2 are excluded to reduce
the contamination from the remaining high-velocity tail resulting from outflows in
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Figure 3.7: Temperature-density phase distribution of the CosmoMW and Cos-
moDwarf cosmological simulation. Each plot is averaged in three separate redshift
intervals (labeled). Recall, only particles within . 0.1Rvir of the central galaxy are
plotted, to focus on ISM properties as in Fig. 3.6. The additional MHD and diffusion
microphysics have relatively weaker effects in the presence of feedback, although
some changes in the warm, inner CGM gas (T ∼ 105 − 107K, n > 10−2 cm−3) are
evident.

all directions. The kinetic energy that remains defines our estimated “turbulent”
energy. 8

For CosmoMW, which has no well-defined disc structure until z . 0.6, and and
CosmoDwarf, which has no disc structure at all, we take all particles within 0.1 virial
radius into account. The 0.1 Rvir sphere is divided into shells with thicknesses set
such that the number of particles within each shell is proportional to the square of the
layer number counted from inside out. The total angular momentum of each shell is
calculated and used to define the z direction of the corresponding shell. Each shell
is then further divided into several annuli at different θ, with heights set such that the

8For the HiZ runs, a cylinder with radius 35 kpc and height 10 kpc is used instead because its
star-forming regions are spread over a significantly larger volume than in the other runs.
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Figure 3.8: Radial distributions of temperature, gas density and metallicity for the
cosmological runs averaged over the redshift range z ∼ 0 − 0.07. The profiles of
the CosmoMW runs are broadly similar, with the density and metallicity (temper-
ature) slightly higher (lower) in the runs with MHD. The temperature profiles of
the CosmoDwarf runs differ significantly, likely because this galaxy is still highly
stochastic, with strong starbursts and outflows, even at z ∼ 0. The gas density
profiles are similar. The metallicity of the FB+MHD+Micro run is higher within
the central kpc, likely because of turbulent metal diffusion and the slightly higher
stellar mass in this run.
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Figure 3.9: Density distribution of gas in different phases. Rows show our isolated
galaxy simulations; columns show phases including cold neutral (left), warm ionized
(middle left), hot (middle right), and outflow (right). To estimate the outflow, we
simply take all gas that is within 0.5 kpc of the boundary of the disc (taken as a
cylinder with radius 10 kpc and height 2 kpc) and moving with a radial velocity
greater than some vmin chosen to be an appreciable fraction of the escape velocity in
each galaxy (vmin = (200, 100, 100, 30, 100) km s−1 for HiZ, Sbc, MW, SMC, and
Ell runs, respectively). The no-feedback runs produce far less hot gas and more cold
gas, as expected (the difference is again less visible in the Ell run since the hot phase
is dominated by the initial hot halo gas) with or without magnetic fields. Varying the
additional microphysics has relatively weak effects. An increase in the outflow rate
is visible in the run that includes magnetic fields but no feedback (Hydro+MHD),
but the difference is orders of magnitude less than what is caused by feedback.
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Figure 3.10: Gas density distribution in different phases, as in Fig. 3.9, but for our
CosmoMW and CosmoDwarf runs, averaged in different redshift intervals. In the
non-outflow panels, we consider only gas within . 0.1Rvir of the central galaxy as
Fig. 3.7. To quantify the outflows at z = 0.5 − 4 for CosmoMW and at all redshifts
for CosmoDwarf, instead of using a disc, we select all gas located between 0.08
and 0.1 virial radii of the halo center that is moving with a radial velocity greater
than 100 km s−1. The orange shaded regions in each panel of CosmoMW indicate
the magnitude of stochastic effects (see text for details). At each redshift in both
galaxies, the properties are similar in all runs with stellar feedback.
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number of particles in each annulus is proportional to the corresponding sin θ value.
The average rotational velocity of each annulus is then subtracted. After this, each
annulus is separated into cells containing roughly 15 particles. The dimensions of
the cells are consistently set so that if all gas particles were distributed uniformly
within the 0.1 Rvir sphere, each cell would be a cube with an identical volume.
Within each cell, the average velocities in the r̂ , θ̂ and φ̂ directions are subtracted,
and the particles with the highest 20% |v − v̄|2 are excluded. The turbulent kinetic
energy is then calculated as the remaining kinetic energy.

To avoid biasing our comparison, we calculate the volume-integrated magnetic
energy only for the gas particles kept in the turbulent energy calculation. The
comparisons of the resulting turbulent energy and magnetic energy per unit mass
are shown in Fig. 3.11. The turbulent kinetic energy grows almost immediately in
these runs and quickly reaches a quasi-steady-state saturation level. With standard
feedback, the turbulent energies per unit mass of Sbc, Mw and Ell all saturate to
roughly 1×1012−3×1012 erg/g, corresponding to an rms turbulent velocity of 7−13
km/s. HiZ on the other hand has slightly higher turbulent energy, 3×1012−6×1012

erg/g, corresponding to an rms turbulent velocity of 15 − 20 km/s. Among all the
runs, the SMC and CosmoDwarf runs have the lowest turbulent energy (1 × 1011 −
3 × 1011 erg/g) and rms turbulent velocity (2-4 km/s), owing to this galaxy having
a significantly lower mass and thus requiring less turbulent energy to self-regulate
(Faucher-Giguère et al., 2013, Hayward & Hopkins, 2017). The turbulent energy
of CosmoMW at low redshift is calculated to be roughly the same as the values of
HiZ, which is higher than the results from the isolated MW simulations. However,
the turbulent energy at low redshift may be slightly over-predicted since all the
particles within 0.1 virial radius are included for consistency even though a disc is
already formed. If we include only the gas particles in the disc at low redshift, the
turbulent energy drops to roughly 1 × 1011 − 3 × 1011 erg/g, similar to the results
from the isolated MW simulations. The values we get are in good agreement with
observations (Levine et al., 2006, Merrifield, 1992) and the theoretical prediction
that turbulent velocity for a marginally stable (turbulent Q ∼ 1) disc is σT ∼ fgasvc,
where vc is the circular velocity, and fgas is the ratio of the thin-disc gas mass to total
enclosed mass in the galaxy (Faucher-Giguère et al., 2013, Hayward & Hopkins,
2017).

In the HiZ, Sbc, and SMC simulations, the turbulent energy is considerably (a factor
of 3 − 10, corresponding to a factor of 2 − 3 in the rms turbulent velocity) higher in
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the presence of stellar feedback than when stellar feedback is absent, regardless of
whether microphysical processes are included. In the Ell and MW simulations, the
differences are much weaker - this is merely because these are our only two gas-poor
galaxies ( fgas . 0.1). In this case, pure gravitational effects (accretion, spiral arms,
etc.) can easily drive sufficient turbulent velocities to reach Q ∼ 1 where we see the
velocities saturate.

As expected, we see that the magnetic energy grows from being negligible relative
to the turbulent energy (because of the small initial seed fields used) until it saturates
at 3 × 1010 − 5 × 1011 erg/g in the HiZ, Sbc, MW and Ell runs and ∼ 3 × 109 −
1010 erg/g in the SMC and CosmoDwarf runs; these values are roughly 10% of
the turbulent energy similar to values measured in idealized simulations of the
supersonic turbulent dynamics (Dubois & Teyssier, 2010, Kotarba et al., 2010,
Wang & Abel, 2009). However, since (by construction) the initial field value is
close to the equipartition value in the Ell run, the amplification is relatively mild
in this case. Conduction, viscosity, and turbulent metal diffusion have little effect
on the saturated field strengths. The corresponding volume-weighted rms magnetic
fields are shown in Fig. 3.12, where the thick lines show the rms magnetic fields
of all gas particles and the thin lines show the values of only the cold (< 8000K)
gas9. Although the total rms magnetic fields vary among different galaxy types
because we use the same sampling volume for galaxies with different size, the rms
magnetic fields of cold particles saturates to roughly 10 µG in all cases except
CosmoDwarf, in good agreement with both observations (Beck et al., 1996, Bernet
et al., 2008, Jansson & Farrar, 2012a,b, Kronberg et al., 2008, Kulsrud & Zweibel,
2008, Widrow, 2002) and other simulations (Beck et al., 2012, Dubois & Teyssier,
2010, Kotarba et al., 2010, 2011, Pakmor & Springel, 2013, Wang & Abel, 2009).
In CosmoDwarf, the saturation value of the magnetic field in the cold gas is smaller,
0.1-1µG, perhaps because essentially the entire ISM is blown out multiple times
over the course of the simulation; consequently, the time for which a given parcel
of cold gas remains in the disc and has its field amplified via differential rotation
and the small-scale turbulent dynamo is shorter than in e.g., the MW case. In the
MW Hydro+MHD case, although the magnetic energy per mass is higher than in
rest of the runs, the volume-weighted rms magnetic field strength is lower because
the dense gas fraction is lower than in e.g., HiZ.

The direct comparison of magnetic and turbulent energy clearly illustrates that the
9To suppress noise in the mean cold gas magnetic field, we exclude gas with density less than

10−6 cm−3 for CosmoMW and 10−2 cm−3 for HiZ.
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turbulence is both super-Alfvénic and supersonic. In this limit, we expect magnetic
fields to have a negligible effect on the turbulent kinetic energy and only a weak
effect on the density fluctuations driven by turbulence (Federrath et al., 2008, 2011b,
Kainulainen&Tan, 2013,Molina et al., 2012). In contrast, as shown explicitly in the
MW and SMC Hydro+MHD runs, the turbulent energy and magnetic energy of the
runs without feedback reach approximate equipartition because both the turbulent
and magnetic energy are concentrated in dense clumps and driven by gravitational
collapse. In this case, magnetic fields have a stronger back-reaction on the turbulent
flow, and the turbulence is therefore no longer isotropic (Molina et al., 2012). This
partially explains why magnetic fields have been observed to have strong effects in
other studies where stellar feedback is absent or weak but not in ours. However,
we also want to add the caveat that the balance of energy in runs without feedback
could be affected by the ICs, as mentioned above.

3.4.5 Galactic outflows
In simulations that explicitly include multiple stellar feedback channels, such as
those presented in this work, strong outflows are generated self-consistently. We
quantify the outflow phase structure in Fig. 3.9- 3.10 and gas velocity distribution in
Fig. 3.13. Detailed analyses of these properties using similar simulations with the
same physics as our “FB” case are presented in Hopkins et al. (2012b, 2013d) (for
isolated galaxies) and in Muratov et al. (2015) (for cosmological simulations); here,
our focus is only on how the outflow properties depend on the includedmicrophysics.

Fig. 3.13 and Fig. 3.14 plot the distribution of the radial velocities (defined relative
to the baryonic center-of-mass of the galaxy) of gas particles within the same volume
as stated in § 3.4.410 averaged over the entire simulation duration (or appropriate
redshift ranges for the cosmological runs). To isolate “outflows” in Fig. 3.9 and
Fig. 3.10, we simply take all gas particles within a thin layer at the boundary
of the galaxy region defined above that have a radial velocity greater than some
vmin chosen to be an appreciable fraction of the escape velocity of each galaxy
(vmin = 200, 100, 100, 30, 100, 100, and 30 km s−1 for the HiZ, Sbc, MW, SMC,
Ell, CosmoMW and CosmoDwarf runs, respectively).

Galactic outflows driven by magnetic field via Blandford-Payne-type acceleration
(Blandford & Payne, 1982) are visible in the absence of feedback, as shown in the

10For CosmoMW, unlike in § 3.4.4, in which the same sampling volume is used for all redshifts,
we switch to a cylinder with radius 10 kpc and height 2 kpc at low redshift because it better captures
the wind properties at the time when a disc has already formed.
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Figure 3.11: The total turbulent
kinetic energy (thick lines; de-
fined in § 3.4.4) and magnetic en-
ergy (thin lines) per unit mass of
the non-outflowing disc gas in our
simulations is shown as a function
of time. In the CosmoMW case,
the orange shaded region shows
the magnitude of stochastic ef-
fects on the turbulent energy. In
all cases with feedback, the turbu-
lent energy saturates at a steady-
state value over many dynami-
cal times, corresponding to su-
personic and super-Alfvénic ve-
locity dispersions. The steady-
state value is only very weakly al-
tered by MHD and microphysical
diffusion, consistent with expec-
tations for super-Alfvénic turbu-
lence on large (galactic) scales.
The magnetic energy grows from
the seed value to ∼ 10% of the
turbulent kinetic energy, consis-
tent with idealized simulations of
the supersonic turbulent dynamo.
Runs without feedback produce
noticeably weaker turbulence (al-
though local bulk motions from

collapsing structures can be large, they are excluded by our estimator) and equipar-
titionmagnetic energy, thus suggesting that stellar feedback participates in driving
turbulence. Note that MHD+hydro runs were done only for MW and SMC.
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Figure 3.12: The rms magnetic field strength of all (thick lines) and the T < 8000 K
component (thin lines) of the non-outflowing disc gas in our simulations is shown
as a function of time. Although the average value over all particles varies among
different galaxies, the rms magnetic field strength of cold gas saturates at several to
10 µG except CosmoDwarf, consistent with observations and other simulations. In
the CosmoDwarf case, the saturation value of the cold-gas magnetic field strength
is only 0.1-1 µG, owing to the frequent violent blowouts of the galaxy’s ISM.
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Figure 3.13: Distributions of the radial velocities of the gas particles in the isolated
galaxy simulations. For each, we plot the time-averaged distribution of mass as a
function of the radial velocity vr with respect to the galaxy center of mass. Without
feedback, there are little outflows, despite the slight boost from magnetic field in the
MW and SMC Hydro+MHD runs. Once stellar feedback is included, outflows are
self-consistently driven (i.e. there are substantially more particles with large radial
velocities) and are insensitive to the microphysics investigated here.
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Ṁ
ou
tf
lo
w
 /

d
lo

gn
) 

[M
¯
/y

r]
Z=0.5-2

800 400 0 400 800

Radial Velocity [km s−1 ]

3

4

5

6

7

8

lo
g

(d
Ṁ
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Figure 3.14: Distributions of the radial velocities of the gas particles in the cosmo-
logical simulations. For each, we plot the time-averaged distribution of mass as a
function of the radial velocity vr with respect to the galaxy center of mass. The
orange shaded regions in the CosmoMW panels represent the magnitude of stochas-
tic effects. The velocity distribution function is insensitive to the microphysics
investigated here.

Hydro+MHD runs in both the MW and SMC cases. However, it turns out that the
wind mass loading owing to Blandford-Payne acceleration is orders of magnitude
smaller than what is caused by feedback and therefore not evident in FB+MHD runs.
In sum, MHD and the additional physics that we study appear to have little effect on
the velocity or density of the outflows compared with the effects of feedback.

3.5 Discussion: why are the effects of the additional microphysics weak?
We have seen systematically that for the large-scale properties of star formation,
ISM structure, and galactic outflows, magnetic fields and microphysical diffusion
processes make little difference once explicit stellar feedback is included. Here we
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discuss why this is the case.

3.5.1 Sub-grid metal diffusion from unresolved turbulence
The microscopic (Brownian) diffusivity of metals is negligibly small for the systems
we simulate. Instead, Smagorinski-type (mixing length theory) models assume that
unresolved turbulent eddies can be treated as a scale-dependent diffusion process
with diffusivity ∼ vt(λ) λ (where vt(λ) is the rms turbulent velocity measured on
length scale λ). The “sub-grid” part of the model applies an explicit extra diffusion
term using λ → ∆x (where ∆x is the spatial resolution) to account for unresolved
eddies, with the assumption that all larger eddies are resolved and that the vt(∆x)
measured around each point is indeed turbulent motion. But for a supersonic
cascade, or any system obeying the observed line width-size relation (which we
have demonstrated is satisfied by our simulations with stellar feedback in Hopkins
et al., 2012a), vt(λ) λ ∼ (GΣπ)1/2λ3/2, where Σ is the surface density. Thus, the
power and diffusivity are concentrated in the largest-scale eddies. In the disc, these
have scales of order the disc scale height; in the halo, the relevant scales are a large
fraction of the halo core radius. In either case, the largest-scale eddies are well-
resolved. In fact, taking the resolved line width-size relations found in our previous
work (Hopkins et al., 2012a) and integrating (assuming an infinite inertial range),
we expect that most of the global diffusivity is resolved. Thus, the only effect of the
sub-grid diffusivity is to smooth particle-to-particle variations in metallicity after
bulk mixing of the metals (by particle motion) is resolved. In principle, this can alter
the cooling rates, but the effect is weak because the resolution is high enough that
we account for individual SNe explosions (so that the Poisson noise in the number
of enrichment events that each particle sees is small; Ma et al. 2015a, van de Voort
et al. 2015). Although subtle effects, e.g., the predicted dispersion in abundances
within star clusters, may not be well captured by our simulations, these have little
effect on the global properties that we focus on herein.

To the extent that much larger effects are found using similar mixing models (Shen
et al., 2010, Wiersma et al., 2009b), one of three effects is likely to be occurring in
those works. (1) The turbulent driving scales are not resolved (so there is little or
no resolved mixing). This is certainly the case in simulations with force softening
& 100 pc. However, in this case, it is not correct to apply the Smagorinski model
in its typical form, since (as discussed above) it explicitly assumes that all shear
motion in the simulation around a particle is resolved turbulent motion (from which
it extrapolates the inertial range). (2) Additional motions (e.g., orbital motions
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in a disc or outflow motions in winds) are accidentally triggering the numerical
“turbulent velocity” estimator. This effect is also likely to be more severe in lower-
resolution simulations but is a serious concern when sub-grid diffusion models are
applied to galaxy simulations at any resolution. (3) The coefficient of the diffusivity
is too large (or the numerical gradient estimator is inaccurate), so the diffusivity
assigned to unresolved eddies can be larger than that of larger, resolved eddies. This
can easily occur if C & 1 is used, or if the gradient estimator is noisy (which is
commonly the case in SPH).

We note that the mean metallicity and the vertical metallicity gradient are not
affected by sub-grid turbulent metal diffusion (Ma et al., 2016a). This and the fact
that the initial metallicity of some ICs is already high also help suppress the effect
of turbulent metal diffusion on the properties investigated. However, when sub-grid
turbulent metal diffusion is included, the metallicity PDF become much narrower
because most of the gas particles eventually reach the mean metallicity value in
some local annulus of the disc and therefore so do the star particles spawned from
gas particles. A detailed study of the stellar metallicity distribution with and without
sub-grid turbulent metal diffusion and comparisons with observational constraints
will be included in Escala et al. (2016, in preparation).

In this study, we only apply the sub-grid model for unresolved turbulence to metal
diffusion. In principle, unresolved turbulence can also cause diffusion of the other
quantities, such as energy or momentum. However, unlike metallicity (which is not
advected across particles in the MFM approach or in e.g., SPH), these quantities
are readily exchanged between particles through the hydrodynamic equations and
therefore have the inherent numerical diffusion from our Godunov-type solver that
scales (crudely) as ∼ cs ∆x (where ∆x is the spatial resolution). As a result, the
corresponding small-scale diffusion is not as significantly underestimated as metal
diffusion when sub-grid turbulent diffusion is omitted. Moreover, in the sub-grid
model here, the magnitude of unresolved turbulence is estimated through the sheer
tensor, whereas the SGS model (Schmidt et al., 2006a,b) may possibly be a more
rigorous approach, especially when the motion is highly shearing Colbrook et al.
(2016).

3.5.2 Conduction & viscosity
We can also understand why physical conduction and viscosity have weak effects in
the simulations presented in this work. Like all numerical methods, our Godunov-
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type solver has inherent numerical diffusion, with a numerical diffusivity ∼ cs ∆x.
Comparing this to Spitzer-Braginskii conduction (diffusivity ∼ (κmp)/(kB ρ)), and
using the fact that our code is Lagrangian (so ρ ∼ mi/∆x3, where mi is the par-
ticle mass), we estimate that physical conductivity dominates our numerical when
T & 0.3 × 107 K (mi/104 M�)1/6 (n/0.01 cm−3)1/3. Moreover, as mentioned in
§ 3.5.1, large-scale turbulent eddies have diffusivity ∼ vt(λ) λ ∼ (GΣπ)1/2λ3/2. We
estimate the micro-physical conductivity to surpass this turbulent value at an even
higher temperature T & 3 × 107K(Σ/(100M�pc−2))3/5(λ/100pc)1/5. Thus, only
in the hot, tenuous gas phase can physical conductivity be significant relative to
the turbulent (and numerical) diffusivity. The field length, i.e. the characteris-
tic scale below which conduction is faster than cooling, under these conditions is
∼ [(κ mp tcool)/(kB ρ)]1/2 ∼ 10kpc (T/107 K)7/4 (n/0.01 cm−3)−1. In hot gas, this
scale is resolved. However, for typical ISM temperatures (∼ 104K), which is the
relevant regime for clump formation and star formation, the field length is sub-pc.
In our simulations, this is typically much smaller than the resolved scales of struc-
tures (including coherent filaments and dense gas blobs). This indicates that while
conduction and viscosity may have interesting effects on small scales, explicitly
including them in galaxy simulations at present is not expected to have a large im-
pact. This does not, of course, guarantee that conduction and viscosity cannot have
effects that feed back to large scales in fully resolved simulations. More work will
be needed to answer this latter question.

The only exception, where conduction and viscosity generate a small, but visible
systematic effect is the CosmoDwarf case, in which the FB+MHD+Micro run has
∼ 0.2 dex higher stellar mass and cold gas mass and more stable SFR and cold
clumps. These are most likely caused by conduction. In a dwarf galaxy of this
mass, an overlap of SNe can easily wipe out all the cold gas in the galaxy, which
happens several times throughout the simulations. However, conduction could
dissipate part of the SNe energy, making it more difficult for them to completely
destroy the cold clumps in the ISM. From the star formation histories, we infer
that a typical event capable of “wiping out” all the cold gas requires an overlap of
∼ 100 SNe. To show that conduction can actually be effective in this limit, we can
compare the time scale of energy dissipation by conduction, τc ≡ E/ ÛEconduction, to
the free expansion time of SNe in the energy conserving phase, τexp ≡ R/v, where
E = NSNe1051 erg is the energy sum of the NSNe overlapping SNe, R is the radius
of the expanding hot bubble and v is the speed of expansion. τc/τexp turns out to be
∼ 6× 10−6(R/10pc)7(NSNe/100)−2(n/cm−3)3 < 1, which means conduction cannot
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be neglected, (see also Keller et al. (2014, 2015)). As the expansion continues, the
radius grows, τc/τexp increases and the importance of conduction gradually decays.
However, before conduction ceases to be important (τc/τexp = 1), the hot bubble can
entrain a total mass of ∼ 104(NSNe/100)6/7(n/cm−3)−2/7M�, which is well resolved
in our CosmoDwarf simulations. The effects of conduction are therefore expected
to be visible in our CosmoDwarf simulations, where the resolution is high enough
and the size small enough for the cold gas to be mixed in overlapping SNe remnants.

3.5.3 Magnetic fields
We can also understand in simple terms why magnetic fields have little effect on the
galaxy SFRs and, consequently, their position in the Schmidt-Kennicutt diagram and
other SF scaling laws. In a series of previous studies (Faucher-Giguère et al., 2013,
Hopkins et al., 2011, 2012a, 2013a,b,c, 2014), we have repeatedly shown that galaxy
SFRs are set by a balance between stellar feedback injecting momentum (“resisting”
collapse and the“stirring” of supersonic turbulence) and dissipation of that motion
via gravitational collapse. Other groups have reached consistent conclusions in
calculations that include self-gravity, resolve fragmentation and turbulence, and
explicitly model stellar feedback (Agertz et al., 2013, Kim et al., 2013, 2014, Shetty
& Ostriker, 2008). In such simulations, galactic SFRs are independent of the sub-
grid model for how dense gas turns into stars (Hopkins et al., 2011, 2013c), the shape
and orders-of-magnitude variations in the cooling function and modeled dense gas
chemistry (Hopkins et al., 2012a), and the temperature and detailed kinematics of
the star-forming gas (Hopkins et al., 2013b). Even equipartition magnetic fields
would change the equilibrium SFR in this scenario by only tens of percent, and the
effect should be even weaker in the super-Alfvénic case when feedback in present.

Comparing our results with those of galaxy simulations with weaker/non-explicit
stellar feedback presented in the previous literature (Beck et al., 2012, Pakmor &
Springel, 2013, Wang & Abel, 2009), the SFR difference caused by inclusion of
magnetic fields is small even in our runs without feedback. In Beck et al. (2012),
Pakmor & Springel (2013), the Springel and Hernquist feedback model (Springel
& Hernquist, 2003) is adopted, resulting in a smooth, pressure-supported ISM with
a stiff “effective equation of state”. In this case, the extra pressure support from
magnetic fields could be more effective. In Wang & Abel (2009), instead of explicit
star formation, the star formation rate is calculated from the amount of dense gas
assuming a specific star formation efficiency. In this case, gas could possibly stay
in high-density clumps for a longer time, thus allowing more time for magnetic
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pressure to build up and become effective.

Similar arguments apply to galactic outflows: the mass outflow rate is set by the
momentum injected by feedback, which is divided into stirring turbulence in the
disc and ejecting low-density material (Hayward & Hopkins, 2017, Martizzi et al.,
2016a, Murray et al., 2011, Thompson & Krumholz, 2016), and ultimately limited
by the depth of the potential (Muratov et al., 2015). We thus do not expect the mass
outflow rate to vary by large factors when magnetic fields are present.

Perhaps the most surprising result of this study is how weak the effects of magnetic
fields are on the ISM phase structure. Using the same code in idealized tests,
we have shown that sufficiently strong magnetic fields do produce qualitatively
different behavior in fluid mixing instabilities, cloud entrainment or “crushing” by
ambient winds, and anisotropic supersonic turbulence (Hopkins & Raives, 2016), in
agreement with a vast literature. Moreover, the rms fields we predict in both ambient
gas and dense clouds are in reasonable agreement with those observed, as discussed
in § 3.4.4. However, it appears that twomain effects lead to relatively weak effects of
magnetic fields on the large-scale phase structures we consider. (1) The turbulence
in most of the disc is super-Alfvénic, at least on large scales that contain most of
the power (of order the disc scale height, which also corresponds to the size of the
largest GMCs, which contain most of the dense gas mass and star formation). Thus,
the turbulent velocity dispersions, isotropy, and density fluctuations generated are
not strongly altered (Federrath et al., 2008, 2011b, Kainulainen& Tan, 2013,Molina
et al., 2012). (2) GMCs are not steady-state, pressure-confined, equilibrium objects
in the simulations. We have previously shown (Hopkins et al., 2012a) that in similar
simulations, GMCs form rapidly (in a single dynamical time) from gravitational
instability (and are self-gravitating) and live just a few dynamical times, forming
stars via turbulent fragmentation until feedback disrupts the cloud.

McCourt et al. (2015) recently showed that magnetized gas clouds can survive
much longer than unmagnetized ones when accelerated by supersonic hot wind.
Moreover, Armillotta et al. (2017), Brüggen & Scannapieco (2016) showed that
thermal conduction can also help cold clouds survive by suppressing the Kelvin-
Helmholtz instability at the interface. Although such effects are confirmed to exist in
high-resolution wind-tunnel-type simulations run with the code used here (Hopkins
et al. in preparation), the simulations presented in the current study suggest that
magnetic fields play a less important role in the formation and survival of dense
cold clouds in the ISM of galaxies, such as molecular clouds. One important
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difference is that massive molecular clouds are typically self-gravitating rather than
in pressure equilibrium with the surrounding ISM. Moreover, as explained above, in
our simulations, massive molecular clouds are disrupted by stellar feedback rather
than by hydrodynamic instabilities. Consequently, the aforementioned idealized
tests may not represent the physical conditions relevant for simulated (or real)
GMCs. As for the cold clouds in outflows, although our simulations also suggest
weak effects from magnetic fields, we caution that only two galaxies in our study
contain “hot haloes” (Ell and CosmoMW). In our other simulations, such cloud
“shredding” or mixing effect will be much weaker since there is little or no hot gas
halo for the cold outflow gas to mix into. In the Ell and CosmoMW cases where
there are hot haloes, the achievable resolutions are inevitably lower, meaning the
phase structure in the outflows may not fully resolved. Besides, most of the outflow
mass which reaches large radii (& Rvir) is hot gas in the first place - cold outflows
tend to be recycled in small-scale fountains (see Muratov et al. 2015).

Despite the weak role that magnetic fields play, we see a hint of a small (< 0.1 dex)
increase of stellar mass in those runs with magnetic fields. Interestingly, magnetic
fields may, if anything, enhance star formation on large scales. The fact that the
difference is more obvious in the smallest galaxy suggests that this may result from
the magnetic field helping stabilizing colds clumps in the ISM, especially in small
galaxies with a less stable cold phase.

3.6 Conclusions
We use simulations with parsec-scale resolution, explicit treatments of stellar feed-
back identical to those used in the FIRE project, magnetic fields, anisotropic Spitzer-
Braginskii conduction and viscosity, and sub-grid turbulent metal diffusion to study
how these affect galaxy-scale star formation, the phase structure of the ISM, and
the generation of galactic outflows. We consider both isolated (non-cosmological)
simulations of a range of galaxy types and fully cosmological zoom-in simulations
of a Milky Way-mass halo and a dwarf halo.

In all cases, we find the following:

• Stellar feedback plays the dominant role in regulating the SFR. We find that
magnetic fields and additional microphysical diffusion processes change the
SFR (and therefore the KS law) by small amount comparing to the effect from
stellar feedback in the investigated ma. This is consistent with the models
advocated in the aforementioned papers (see the references in § 3.5.3), in
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which the SFR and star formation scaling relations are set by self-regulation
via feedback, which drives supersonic turbulence and balances the disc against
gravity.

• The ISM phase structure and galactic winds is also primarily established by
stellar feedback. Stellar feedback also serves as an extra source of turbulent
energy, boosting the rms turbulent velocity by a factor of 2-3. Perhaps surpris-
ingly, however, neither MHD nor the additional diffusion microphysics appear
to produce larger than ∼ 10%-level systematic effects on these quantities. In
fact, in some earlier experiments where we artificially increased the viscos-
ity coefficient η by a factor of 100, there were still weak systematic effects.
It appears that because the turbulence is super-Alfvénic on the scales most
important for fragmentation, ISM phase structure and outflow generation (of
order the disc scale height), these effects are subdominant. A more detailed
discussion of why such small effects are seen is provided in § 3.5.

• Themagnetic field energies saturate at∼ 10% of the turbulent kinetic energies
on of order the galactic scale height (Fig. 3.11). The ratio is smaller still if we
include the kinetic energy of small-scale galactic fountains in the “turbulence”
budget. This is consistent with both observations (Beck et al., 1996, Bernet
et al., 2008, Jansson & Farrar, 2012a,b, Kronberg et al., 2008, Kulsrud &
Zweibel, 2008, Widrow, 2002) and other simulations (Beck et al., 2012,
Dubois & Teyssier, 2010, Kotarba et al., 2010, 2011, Pakmor & Springel,
2013, Wang & Abel, 2009). This result partially explains why the magnetic
field’s effects are subdominant on the large scales of order the disc scale height
(the scales containing most of the turbulent energy).

• A systemic increase of stellar mass and cold gas is observed in CosmoDwarf
run with all fluid microphysics included. This may result from conduction
dissipating part of the SNe energy making it more difficult to wipe out cold
clumps. Our cosmoMW run shows a similar enhancement in late-time cooling
from the CGM with all microphysics present. A more detailed discussion of
this is provided in § 3.5.

It appears that, at least on galactic scales, in the presence of explicit models for multi-
mechanism stellar feedback as well as self-gravity, magnetic fields and additional
diffusion microphysics (such as conduction, viscosity, and sub-grid turbulent metal
diffusion) are subdominant in the star formation and galaxy formation process at
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currently achievable resolutions. This general result appears to contradict some
earlier claims in the literature. However, to our knowledge, these prior studies
have not focused on the combination of large galactic scales (yet with high enough
resolution to resolve vertical disc scale heights and the phase structure in discs) and
fully explicit models for stellar feedback. For example, it is relatively “easy” for
magnetic fields to have a large fractional effect in simulations with either no or weak
stellar feedback or stellar feedback modeled only in a “sub-grid” fashion (so it e.g.,
does not locally alter the gas dynamics but only ejects gas in outflows or adds an
effective pressure term). However, the claimed effects in these cases are typically
order-unity (Beck et al., 2012, Pakmor & Springel, 2013, Piontek & Ostriker, 2005,
2007, Wang & Abel, 2009) and thus still orders of magnitude less than the factor
∼ 100−1000 changes in the properties we study here that occur when the full model
for stellar feedback is introduced.

Altogether, our results support the emerging picture wherein galaxy-scale (& 10 −
100 pc) star formation, ISM structure, and outflows are determined primarily by a
competition among supersonic (and super-Alfvénic) turbulence, stellar feedback,
and self-gravity. The microphysics we study here may certainly be important on
smaller scales (e.g., for regulating the structure of turbulent cores as they collapse
to form stars) or in the more diffuse CGM and IGM (e.g., the outskirts of galaxy
clusters). However, they do not, to leading order, significantly alter the dynamics on
the scales we study here. We also caution that certain unresolved processes (e.g.,
conduction altering mixing and cooling in single SNe blastwaves or cool cloud
“shredding” in the circum-galactic medium) may have large non-linear effects on
the efficiency of feedback or cooling, and these cannot be captured in our simulations.
We see tentative evidence of this in our fully cosmological MW-mass simulation,
which shows enhanced late-time cooling and a larger gas disc with conduction,
viscosity and sub-grid metal diffusion active.

Although the magnetic field has little effect on the properties analyzed in our current
study, it might for instance provide important pressure support in the violent tidal
compression that occurs in galaxymergers, which could possibly affect the properties
of the star clusters formed inmerger-induced starbursts. Besides stellar feedback and
fluid microphysics, AGN feedback may be an important determinant of galaxies’
physical properties, especially for massive galaxies. Moreover, cosmic rays may
significantly affect galaxy evolution, and properly treating cosmic ray transport
requires an accurate determination of the magnetic field. Detailed investigations
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of these processes and their interaction with fluid microphysics in the context of
simulations with explicit stellar feedback will be presented in future work.
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C h a p t e r 4

STELLAR FEEDBACK STRONGLY ALTERS THE
AMPLIFICATION AND MORPHOLOGY OF GALACTIC

MAGNETIC FIELDS

K.-Y. Su, C. C. Hayward, P. F. Hopkins, E. Quataert, C.-A. Faucher-Giguère, and
D. Kereš. Stellar feedback strongly alters the amplification and morphology of
galactic magnetic fields. MNRAS, 473:L111–L115, January 2018. doi: 10.1093/
mnrasl/slx172.

Using high-resolutionmagnetohydrodynamic simulations of idealized, non-cosmological
galaxies, we investigate how cooling, star formation, and stellar feedback affect
galactic magnetic fields. We find that the amplification histories, saturation val-
ues, and morphologies of the magnetic fields vary considerably depending on the
baryonic physics employed, primarily because of differences in the gas density dis-
tribution. In particular, adiabatic runs and runs with a sub-grid (effective equation
of state) stellar feedback model yield lower saturation values and morphologies that
exhibit greater large-scale order compared with runs that adopt explicit stellar feed-
back and runs with cooling and star formation but no feedback. The discrepancies
mostly lie in gas denser than the galactic average, which requires cooling and ex-
plicit fragmentation to capture. Independent of the baryonic physics included, the
magnetic field strength scales with gas density as B ∝ n2/3, suggesting isotropic flux
freezing or equipartition between the magnetic and gravitational energies during the
field amplification. We conclude that accurate treatments of cooling, star formation,
and stellar feedback are crucial for obtaining the correct magnetic field strength and
morphology in dense gas, which, in turn, is essential for properly modeling other
physical processes that depend on the magnetic field, such as cosmic ray feedback.

4.1 Introduction
Magnetic fields may play a role in galaxy evolution because the magnetic pres-
sure can reach approximate equipartition with the turbulent or/and thermal pressure
(Beck, 2009, Beck et al., 1996). Idealized simulations of isolated galaxies with mag-
netic fields suggest that magnetic fields can provide extra support in dense clouds
and suppress star formation (Beck et al., 2012, Pakmor & Springel, 2013, Wang &
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Abel, 2009), and magnetic acceleration has been suggested as a mechanism to drive
outflows (Blandford & Payne, 1982). Moreover, magnetic fields can also suppress
fluid mixing instabilities, including the Rayleigh-Taylor and Kelvin-Helmholtz in-
stabilities (Jun et al., 1995), and therefore also largely suppress the ‘cloud shredding’
process (McCourt et al., 2015).

In Su et al. (2017), we performed high-resolution magnetohydrodynamic (MHD)
simulations incorporating multi-channel explicit stellar feedback, including both
cosmological ‘zooms’ and idealized isolated galaxies to investigate the effect of
magnetic fields and other ‘microphysics’ on galaxy formation. We found that the
presence of a magnetic field had at most ∼ 10-per cent-level effects on global galaxy
properties such as the star formation history (SFH) because the turbulence in the
simulated galaxies’ ISM is super-Alfvénic; thus, the magnetic field is dynamically
unimportant compared with turbulence.

However, our previous results do not necessarily imply that magnetic fields can be
neglected in galaxy formation simulations. In particular, the simulations presented
in Su et al. (2017) did not include cosmic rays, which may be an important driver
of galactic outflows (Booth et al., 2013, Hanasz et al., 2013, Salem & Bryan, 2014,
Uhlig et al., 2012). Because cosmic rays are coupled to magnetic fields, to treat
cosmic ray transport correctly, one must first accurately determine the magnetic field
(e.g., Pakmor et al., 2016), which requires correctly capturing various potentially
important amplification mechanisms, including flux freezing compression and the
turbulent and α−Ω dynamos (e.g., Beck et al., 1996). Moreover, accurate models of
galactic magnetic fields are crucial to inform the interpretation of many observables.

In this Letter, we demonstrate that differences in the treatments of cooling, star
formation, and stellar feedback can yield very different magnetic field saturation
values and morphologies. We note that although a detailed analysis of magnetic
amplification mechanism is beyond the scope of this paper, we do argue that the
magnetic amplification history and saturation values in our simulations are reason-
able. The remainder of this Letter is organized as follows: in § 4.2, we describe the
initial conditions and investigated baryonic physics. In § 4.3, we present the results.
We summarize in § 4.4.
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4.2 Methodology
Our simulations use gizmo (Hopkins, 2015)1, amesh-free, Lagrangian finite-volume
Godunov-type code designed to combine the advantages of Eulerian and Lagrangian
methods, in its ‘meshless finite mass mode’ (MFM). gizmo is built on the gravity
solver and domain decomposition algorithms of gadget-3 (Springel, 2005). Mag-
netic fields are treated in the ideal-MHD limit. To eliminate spurious numerical
divergence errors (i.e. non-zero ∇ · B), both the Dedner et al. (2002) and Powell
et al. (1999) divergence cleaning methods are applied. The details of the methods
and tests are presented in Hopkins & Raives (2016) and Hopkins (2016).

In this paper, two isolated (non-cosmological) galaxy models, MW and SMC, that
have been used previously in various other works (Hayward et al., 2014, Hop-
kins et al., 2011, 2012a, Su et al., 2017) are studied. MW is a Milky Way-like
galaxy with (Mhalo, Mbulge, Mdisc, Mgas) = (210, 2.1, 6.8, 1.3) × 1010M�, whereas
SMC is Small Magellanic Cloud-mass dwarf with (Mhalo, Mbulge, Mdisc, Mgas) =
(290, 0.14, 1.9, 11) × 108 M�. The gas mass resolution is 3500M� for MW and
360M� for SMC,which correspond to adaptive spatial resolutions of∼ 50 (n/cm−3)−1/3

and ∼ 20 (n/cm−3)−1/3 pc for the MW and SMC models, respectively. At these
resolutions, the fastest-growing mode of amplification via the magnetorotational
instability (MRI; ∼ 100 pc) is well resolved once B ∼ µG (it is not well-resolved
initially). Detailed descriptions of the galaxy models can be found in Su et al.
(2017). An initially uniform magnetic field with an amplitude of 0.01 µG pointing
in the positive-z direction (i.e. perpendicular to the initial disc galaxies) is assumed.
We have confirmed that our results are insensitive to the initial magnetic field ampli-
tude and orientation as long as the amplitude is sufficiently small that the magnetic
pressure is initially dynamically unimportant.

We simulate both galaxy models using the four different baryonic physics treatments
summarized in Table 4.1. The adiabatic runs include gravity andMHD, but radiative
heating and cooling, star formation, and stellar feedback are omitted. The no-
feedback (‘NoFB’) runs include gravity, MHD, radiative heating and cooling, and
star formation, but no stellar feedback. The FIRE runs add in explicit multi-channel
stellar feedback (from supernovae, stellar winds, photo-heating, and an approximate
treatment of radiation pressure) from the Feedback in Realistic Environments (FIRE)
project (Hopkins et al., 2014, 2018b). Specifically, the same version of code as the
isolated runs in Su et al. (2017) (FIRE-1 feedback with MFM hydrodynamics)

1Apublic version of this code is available athttp://www.tapir.caltech.edu/∼phopkins/Site/GIZMO.html.

http://www.tapir.caltech.edu/~phopkins/Site/GIZMO.html
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Table 4.1: Physics variations in our simulation suite

Model Star Formation Cooling Feedback
Adiabatic No None None
NoFB Yes 10 − 1010 K None
FIRE Yes 10 − 1010 K FIRE
S&H Yes 104 − 1010 K Springel & Hernquist

is used to facilitate comparison. In both the NoFB and FIRE runs, stars form
only from gas that is self-gravitating at the resolution scale and has a density
n > 100 cm−3, and the instantaneous SFR density is assumed to be the molecular
gas density divided by the local free-fall time (see Hopkins et al. 2014). Except
for the differences noted explicitly above, the code used for the runs is otherwise
identical (and the NoFB and MHD runs specifically employ the exact same code
as the corresponding runs in Su et al. 2017). Finally, the ‘S&H’ runs employ the
Springel &Hernquist (2003, hereafter SH03) model, which implicitly treats the ISM
as gas with two phases (cold clouds & ambient gas) in pressure equilibrium, but
only has one explicit, single-phase gas with a barytropic equation of state (EOS) in
the hydrodynamics. The model includes stochastic star formation via a Kennicutt-
Schmidt-type prescription and implicitly treats the effects of supernova feedback
by increasingly overpressurising the gas (relative to an ideal gas) with increasing
density. To explore potential self-consistent magnetically driven outflows, we do
not employ the SH03 kinematically decoupled wind model. We have run the FIRE
versions of the SMC and MW models at multiple resolutions spanning two orders
of magnitude in mass resolution and confirmed that the global properties of the
galaxies (e.g., SFHs and magnetic field strengths) are converged (Su et al., 2017).
We have also re-run both of the FIRE runs starting with an initial seed magnetic
field strength an order of magnitude less (10−3 µG) than our default value. Although
the results differed during the initial exponential amplification phase, as expected,
quantities such as the saturation values of the magnetic field strength in all and dense
gas were similar.

4.3 Results
4.3.1 Magnetic field morphologies
Fig. 4.1 shows edge-on and face-on projected gas density maps of the MW and
SMC simulations. The MW runs are shown after 0.83 Gyr of evolution, whereas
the SMC runs have been evolved for 0.69 Gyr. The colour encodes the projected
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Figure 4.1: Edge-on and face-on projections of the gas density of the simulated
galaxies (MW, t = 0.83 Gyr: rows 1-2; SMC, t = 0.69 Gyr: rows 3-4). Arrows
indicate the relative magnitudes and directions of the magnetic field. Different
columns correspond to different baryonic physics models. In all maps, the magnetic
fields in dense clumps are not only stronger but also more randomly distributed.
No-feedback runs fragment most dramatically and therefore exhibit magnetic fields
highly concentrated in dense clumps with random directions. Runs that employ
the FIRE explicit stellar feedback model have irregular magnetic field distributions
owing to supernova shocks, turbulence and outflows driven by stellar feedback,
in addition to the greater fragmentation present in these runs compared with the
Adiabatic and S&H sub-grid stellar feedback runs. The latter two types of runs
generally have smooth, highly ordered gas and magnetic field morphologies.
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density, as specified by the colour bars on the right of each row (note that the scales
in each row differ). The arrows in each subplot indicate the directions and relative
magnitudes of the local magnetic field in a central slice with a thickness of 0.8 kpc
for the SMC runs and 1.6 kpc for the MW runs. Note that the lengths of the arrows
are separately rescaled in each subplot to cover a larger dynamic range. Different
columns correspond to the different sets of included physics.

The gas andmagnetic field morphologies of runs with different baryonic physics dif-
fer significantly. The local strength and orderedness of themagnetic field are strongly
related to the local density, with higher gas density corresponding to stronger and
more irregularly distributed local magnetic fields. The NoFB runs fragment most
dramatically because there is no stellar feedback to prevent catastrophic fragmen-
tation. As a result, the magnetic fields are highly concentrated in the clumps and
exhibit random directions. The magnetic fields in the FIRE runs are also highly
irregular, not only because of fragmentation but also due to turbulence and outflows
driven by strong stellar feedback (Anglés-Alcázar et al., 2017b, Hayward & Hop-
kins, 2017, Muratov et al., 2015). In contrast, the Adiabatic and S&H runs have
very smooth, well-ordered gas morphologies and magnetic fields.

To quantify the spatial coherence of the magnetic field, we calculate ξ1 ≡ |〈B〉|/Brms

and ξ2 ≡ 〈|B|〉/Brms in various regions of the disc. Low values of ξ1 correspond to
randomly directed local magnetic fields. Lower values of ξ2 indicate broader local
magnetic field strength distributions. In the top row of Fig. 4.2, we plot ξ1 and ξ2 for
gas at different densities. We first average (volume-weighted) over the gas particles
from snapshots (over the time period 350-850 Myr for MW and 290-700 Myr for
SMC) with similar densities within each 1 kpc cell and then plot the average of all
cells in the disk region (∆z = 1 kpc and 3 < r < 10 kpc).2

We generally find high ξ1 and ξ2 at densities n . 0.1 cm−3, indicating coherently
directed magnetic field lines and narrowly distributed magnetic field strengths. In
denser gas (n & 0.1 cm−3), fragmentation causes the local magnetic field to be
amplified and become more randomly oriented, which lowers both ξ values in the
cell. The FIRE runs generally have the lowest ξ2 over 0.1 < n < 100 cm−3. This
indicates a broader distribution of magnetic field strengths owing to disturbances
from feedback. On the other hand, the S&H and Adiabatic runs have almost no
gas with n > 0.1 cm3, which explains the extremely smooth magnetic field. At

2The center is excluded to prevent the average ξ values from being dominated by extreme values.
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Figure 4.2: Top: volume-weighted average values of ξ1 ≡ |〈B〉|/Brms and ξ2 ≡
〈|B|〉/Brms in 1 kpc cells in the galactic disc. ξ1 and ξ2 are both high in gas
with density < 0.1 cm−3 averaged over 350-850 Myr for MW and 290-700 Myr
for SMC. In higher-density, fragmenting gas, the magnetic field is less spatially
coherent, as indicated by the lower values of both ξ1 and ξ2 relative to the less-dense
gas. In the density range 0.1 − 100 cm−3, the FIRE runs generally have lower
ξ2 values, indicating a broader distribution of local magnetic field strengths. The
S&H and Adiabatic runs have much less gas with density > 0.1 cm−3 than do the
FIRE and NoFB runs. Middle: relationship between the magnetic field strength
and gas density of each resolution element (time-averaged as in the top panel).
The gray lines show a scaling of n2/3 with arbitrary normalization. The shaded
regions denote the 5th–95th percentile range of the magnetic field strength at each
density. Bottom: magnetic field strength divided by the best-fitting relation of the
form A · n2/3 for each run. In most density bins and most runs, Brms scales as
n2/3, indicating isotropic flux freezing or equipartition between the magnetic and
gravitational energies. However, in the Adiabatic and S&H runs, gas that is initially
at ‘high’ density cannot be compressed significantly owing to the high effective
pressure; consequently, the field is not strongly amplified.
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Figure 4.3: Top: the rms magnetic field strength of gas in the disc as a function
of time. The different treatments of baryonic physics are indicated by the line
color. Thick lines represent the rms magnetic field strength computed considering
all gas, Ball

rms, whereas thin lines indicate the results for gas with density > 1 cm−3,
Bdense

rms . Greater gas fragmentation is associated with a higher magnetic field strength
saturation value. TheAdiabatic and S&H runs, which do not fragment asmuch as the
no-feedback and FIRE runs, exhibit lower saturation values. Bottom: comparison
of turbulent and magnetic energy per unit mass as a function of time. In the FIRE
and S&H runs, the magnetic energy saturates to ∼ 2 − 6% of the turbulent energy,
consistent with the idealized supersonic turbulent dynamo.

n & 100 cm−3, ξ2 increases again, indicating that the magnetic field in most gas
within this density range has been amplified to a similar value.

4.3.2 Galactic magnetic field evolution
Fig. 4.3 shows the evolution of the rms magnetic field strength of the gas in the
disc (defined as a cylinder of height 2 kpc and radius 10 kpc). We compare the
rms B in all gas and just gas with n & 1 cm−3. In the MW runs, the magnetic
field exponentially grows from the initial value (10−2 µG throughout the volume) at
the start of simulation. Even in the MW Adiabatic run, the magnetic is amplified
significantly through gravitational compression. In the SMC runs, on the other
hand, the saturation values for all but the very dense particles are approximately
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equal to the initial value of magnetic field (10−2 µG); hence, the amplification is
much weaker for the SMC runs, especially the Adiabatic run. In the FIRE-low runs,
the amplification is more obvious. Regardless of the initial magnetic field strength,
the saturation value for each IC (using the FIRE baryonic physics model) is robust.

Since the denser gas has much stronger magnetic fields, the time evolution and
saturation value of the field is closely tied to the amount of fragmentation in each
run. The Adiabatic runs generally fragment the least and therefore have the lowest
magnetic field strength. In the S&H runs, the stiff EOS adopted in the model and
the temperature floor (104 K) prevent gas from being compressed and fragmenting
as much as in the NoFB and FIRE runs. As a result, the magnetic fields in the S&H
runs are also weaker overall. However, in gas with densities less than or similar
to the galactic average, the S&H model yields quite similar field strengths to the
NoFB or FIRE runs. Due to the absence of feedback, the NoFB runs fragment most
severely, and the densest gas therein has the highest rms magnetic field strengths.

The magnetic field strength in the gas disc in the MW FIRE run saturates at ∼ 2 µG,
and the field strength of “dense” (n > 1 cm−3) gas saturates at ∼ 5 µG. These
values are consistent with observations (Beck, 2007, Beck et al., 1996, Han et al.,
2006, Kulsrud & Zweibel, 2008, Rand & Kulkarni, 1989). At higher densities
(n ∼ 100 cm−3), comparable to H i clouds in the cold neutral medium or molecular
clouds, |B| is typically a few 10s of µG, again similar to observations.

As shown in the second row of Fig. 4.3, the magnetic energies in the FIRE and
S&H runs saturate to ∼ 2 − 6% of the turbulent energy 3. This is true regardless of
the initial magnetic field strength, consistent with theoretical predictions (Schober
et al., 2015) and idealized simulations of the supersonic turbulent dynamo (Federrath
et al., 2011a, 2014, Tricco et al., 2016) and other galaxy simulations with feedback
(Dubois & Teyssier, 2010, Kotarba et al., 2010, Rieder & Teyssier, 2017, Su et al.,
2017). We therefore believe that our magnetic amplification histories and saturation
values are reasonable. In contrast, in the NoFB runs, the magnetic energy reaches
& 30% of the turbulent energy, indicating equipartition between the turbulent and
magnetic energy.

As can be seen from the evolution of the magnetic field strength and energy, the
exponential growth happens during the first ∼ 0.2 − 0.3 Myr, which is shorter than
the time scale for amplification driven by galactic global motion. This indicates that

3The turbulent energy calculation is performed using the method described in Su et al. (2017).
This is not applicable for Adiabatic runs, so these runs are not included here.
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either local turbulent motion or local gravitational motion dominates the magnetic
amplification during this time. However, separating these two processes is difficult
in galactic simulations, since the local gravitational and turbulent energy can be in
equipartition. A detailed study of the dominant amplification mechanism(s) will be
presented in a future work.

4.3.3 Relationship between magnetic field strength and density
The second row of Fig. 4.2 shows the relationship between the local magnetic field
strength and local gas density. Over most of the density range, Brms ∝ n2/3. In low-
density gas, this is a result of isotropic flux freezing in gas compression dominating
the field amplification (or in expansion, for the lowest-density gas). In denser gas,
this indicates either isotropic flux freezing or equipartition between the magnetic
and gravitational energies in collapsed structures with constant mass. The latter
holds because

B2

4π
V ∼ GM2

r
→B ∝ 1

(rV)1/2
∝ 1

V2/3 ∝ n2/3. (4.1)

In the MW runs, gas in the initial disc (green line in Fig. 4.2) has a magnetic field
strength at least 1 order of magnitude less than the average magnetic field in later
snapshots and outside the shaded region spanned by the gas particles therein. In
the SMC runs with the fiducial seed field strength, on the other hand, the magnetic
field strength is relatively high to begin with, so the initial magnetic field strength
is marginally within the shaded region, indicating weaker amplification. However,
in the ‘FIRE-low’ runs for both model galaxies, although the initial magnetic field
strength is one order of magnitude lower, the Brms−n curves from the later snapshots
are almost identical to the curves in the default-seed-value ‘FIRE’ runs. If the same
plots are made for individual time snapshots, Brms ∝ n2/3 holds at all times, albeit
with systematic shifts in the normalisation. Within the first ∼ 0.2 − 0.3 Myr, the
lines move toward the upper left and approach the lines shown in Fig. 4.2. This
indicates that although isotropic flux freezing or equipartition between the magnetic
and gravitational energies dominates the field amplification as gas undergoes density
changes, other amplification mechanisms (local turbulent or gravitationally driven
amplification) occur in these runs, especially within the exponential growth phase
of the magnetic fields.

Gas at the high-density ends of both the Adiabatic and S&H runs deviates from
the adiabatic curve (i.e. is less amplified than expected). This is an artifact caused
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by the fact that gas initially at ‘high’ density in those runs cannot be significantly
compressed further. For the Adiabatic runs, the reason is that the lack of cooling
results in high pressure in high-density regions. In the S&H run, the lack of cooling
below 104 K and the effective EOS have the same effect. In particular, owing to
the small depth of the potential well of the SMC model, gas in the Adiabatic and
S&H runs is only weakly compressed; thus, the magnetic field is not significantly
amplified.

4.4 Summary and discussion
Wehave demonstrated that themorphology and saturation value of galacticmagnetic
fields strongly depend on baryonic physics, specifically cooling, star formation and
stellar feedback. This is primarily because baryonic physics affect the magnetic
field strength through altering the amount of fragmentation and balance amongst
different ISM phases. Moreover, strong turbulence and outflows driven by multi-
channel stellar feedback (present in our FIRE runs) can further increase the amount
of randomness in the magnetic field morphology. The Adiabatic (no cooling, no
star formation) and S&H (“effective equation of state”, unresolved ISM) runs have
significantly lower magnetic field saturation values in dense gas compared with
the NoFB (cooling and star formation but no feedback) and FIRE (cooling, star
formation, and feedback) runs, and the former tend to have more ordered large-
scale magnetic fields. It appears that the S&H model (which is used by many
modern galaxy formation simulations, either directly or with modifications, such
as IllustrisTNG, Pillepich et al. 2018; EAGLE, Schaye et al. 2015; and MUFASA,
Davé et al. 2016) works reasonably well for gas with density lower than or equal
to the galactic average but suppresses gas fragmentation in higher-density gas, thus
causing discrepancies in the magnetic field amplification.

We find that in the simulated galactic discs, the field strength scales with density as
B ∝ n2/3, similar to the results for galactic cores found by Pakmor et al. (2017). This
results from a combination of isotropic flux freezing in compression/expansionwith-
out a preferred direction and equipartition between the magnetic and gravitational
energies (in dense, self-gravitating gas). We caution that although the aforemen-
tioned processes dominate the field amplification as gas undergoes density changes,
they are not the only amplification mechanisms at work.

Note that although Zeeman observations (Crutcher et al., 2010) suggest B ∝ n0

at low density and B ∝ n2/3 at high density, the scatter in the data points is quite
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large. Moreover, the magnetic field strength inferred is highly correlated with
whether the object is an H i cloud/dark cloud or a molecular cloud, and the scaling
between the magnetic field strength and density is weak within each category. Since
both of these categories of objects have nearly constant surface density (Blitz &
Rosolowsky, 2004, Cayatte et al., 1994,Wevers et al., 1986,Wong&Blitz, 2002), the
aforementioned observations might actually constrain the scaling between magnetic
field strength and surface density (instead of volume density) and are not necessarily
inconsistent with our results.

Rieder & Teyssier (2016, 2017) have also argued that stellar feedback is crucial for
magnetic field amplification; in simulations of isolated gas cooling haloes, they find
that supernova feedback drives a turbulent dynamo that is the dominant source of
magnetic field amplification. A detailed comparison of our results is beyond the
scope of this work, but it is worth noting that we both agree that the effects of stellar
feedback must be captured accurately in order to model the amplification of galactic
magnetic fields.

Our results also have important implications for incorporating cosmic rays, which
may play an important role in driving galactic outflows (e.g., Booth et al., 2013,
Hanasz et al., 2013, Salem & Bryan, 2014, Uhlig et al., 2012), because cosmic rays
propagate along magnetic field lines. We have shown that ‘effective’ treatments of
stellar feedback lead to significantly more ordered magnetic fields compared with
simulations with explicit stellar feedback; it is thus likely that in the former types of
simulations, cosmic rays will propagate over large scales and drive outflows more
easily than in simulations with explicit stellar feedback.
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C h a p t e r 5

THE FAILURE OF STELLAR FEEDBACK, MAGNETIC FIELDS,
CONDUCTION, AND MORPHOLOGICAL QUENCHING IN

MAINTAINING RED GALAXIES

K.-Y. Su, P. F. Hopkins, C. C. Hayward, X. Ma, C.-A. Faucher-Giguère, D. Kereš,
M. E. Orr, and V. H. Robles. The failure of stellar feedback, magnetic fields,
conduction, and morphological quenching in maintaining red galaxies. MNRAS,
in press, arXiv:1809.09120, September 2018.

The quenching “maintenance” and related “cooling flow” problems are important in
galaxies from Milky Way mass through clusters. We investigate this in haloes with
masses ∼ 1012 − 1014 M�, using non-cosmological high-resolution hydrodynamic
simulations with the FIRE-2 (Feedback In Realistic Environments) stellar feedback
model. We specifically focus on physics present without AGN, and show that
various proposed “non-AGN” solution mechanisms in the literature, including Type
Ia supernovae, shocked AGB winds, other forms of stellar feedback (e.g., cosmic
rays), magnetic fields, Spitzer-Braginskii conduction, or “morphological quenching”
do not halt or substantially reduce cooling flows nor maintain “quenched” galaxies
in this mass range. We show that stellar feedback (including cosmic rays from SNe)
alters the balance of cold/warm gas and the rate at which the cooled gas within
the galaxy turns into stars, but not the net baryonic inflow. If anything, outflowing
metals and dense gas promote additional cooling. Conduction is important only in
the most massive haloes, as expected, but even at ∼ 1014 M� reduces inflow only
by a factor ∼ 2 (owing to saturation effects and anisotropic suppression). Changing
the morphology of the galaxies only slightly alters their Toomre-Q parameter, and
has no effect on cooling (as expected), so has essentially no effect on cooling flows
or maintaining quenching. This all supports the idea that additional physics, e.g.,
AGN feedback, must be important in massive galaxies.

5.1 Introduction
Perhaps the biggest unsolved question in galaxy formation is what explains the
“quenching”1 of star formation and maintenance of “red and dead” galaxy popu-

1Throughout this paper, when we refer to “quenching” and red galaxies, we exclusively refer to
central galaxies, as opposed to satellite galaxies which can be quenched by a variety of environmental
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lations over a large fraction of cosmic time (Baldry et al., 2004, Bell et al., 2003,
Blanton et al., 2005, Dekel & Birnboim, 2006, Kauffmann et al., 2003, Kereš et al.,
2009, Madgwick et al., 2003, Pozzetti et al., 2010, Wetzel et al., 2012), at stel-
lar masses & 3 − 5 × 1010 M� (above ∼ L∗ in the galaxy luminosity function at
z ≈ 0). This is closely related to the classic “cooling flow problem”: X-ray observa-
tions show there exists significant radiative cooling of hot gas in massive ellipticals
and clusters with cool-core, indicating cooling times much less than a Hubble time
(Fabian et al., 1994, Peterson & Fabian, 2006). Comparing with the inferred cooling
flows (reaching up to ∼ 1000M� yr−1 in clusters McDonald et al. 2018), there are
neither sufficient amounts of cold gas (in observed HI, e.g., McDonald et al. 2011,
or CO, Werner et al. 2013), or sufficient star formation rates (SFRs; O’Dea et al.,
2008, Rafferty et al., 2008, Tamura et al., 2001), to account for the rapidly-cooling
gas (see also Ciotti et al. 1991, Cowie & Binney 1977, Fabian 1994, Mathews &
Bregman 1978, Silk 1976 for the “classical” cooling flow case). Simulations and
semi-analytic models which do not suppress these cooling flows, and simply allow
the material to cool into galaxies, typically over-produce the observed star formation
rates of massive galaxies by at least an order of magnitude (for recent examples,
see e.g., the weak/no feedback runs in Booth & Schaye, 2009, Choi et al., 2015, Li
et al., 2015, Sijacki et al., 2007).

To compensate for the observed cooling, there must be some sort of heat source
or pressure support. The presence of the shock heated hot-halo can help feedback
mechanisms and quench galaxies (e.g., Kereš et al., 2005). However, the hot halo
itself does not prevent later gas cooling from the cooling flows. The most popular,
and perhaps promising, solution is “feedback” from an active galactic nucleus
(AGN) which can both expel gas from galaxies (shutting down star formation) and
inject heat or stirring in the circum-galactic medium (CGM) or intra-cluster medium
(ICM), preventing new gas accretion (for recent studies see also e.g Anglés-Alcázar
et al. 2017a, Eisenreich et al. 2017, Faucher-Giguère & Quataert 2012, Gaspari &
Sa̧dowski 2017, Li et al. 2017, 2018, Martizzi et al. 2018, Pellegrini et al. 2018,
Weinberger et al. 2018, Yoon et al. 2018; see e.g., Ciotti & Ostriker 2001, Croton
et al. 2006, Fabian 1999, Hopkins et al. 2005, 2006a, McNamara & Nulsen 2007,
Silk & Rees 1998 for earlier works). However, despite its plausibility, the detailed
physics of AGN feedback (e.g., what determines jet energetics and how they transfer
energy into the ICM) remains uncertain, as do the relevant “input parameters” (e.g.,
kinetic luminosities, duty cycles).

processes (e.g., ram pressure and tidal stripping, starvation, strangulation, etc.).
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Perhaps as a result, a variety of “non-AGN” mechanisms to quench galaxies and
keep them red have been proposed in the literature. These generally invoked physics
are un-ambiguously present, but play an uncertain role in quenching and the cooling
flow problem, including: stellar feedback from shock-heated AGB winds, Type Ia
supernovae (SNe), or SNe-injected cosmic rays (CRs); magnetic fields and thermal
conduction in the CGM/IGM; or “morphological quenching” via altering the galaxy
morphology and gravitational stability properties. Our focus in this paper is therefore
to attempt a systematic theoretical study of these possibilities, without considering
AGN.

This is important for several reasons: if one (or more) of these mechanisms can,
indeed, quench galaxies, this is critical to understand! Even if they do not quench
galaxies, they could, in principle, “help” by suppressing cooling or star formation
(lessening “requirements” for AGN). And although many previous studies have
claimed AGN feedback is “necessary” to explain quenching (see e.g., Ciotti et al.,
1991, Conroy & Ostriker, 2008, Khalatyan et al., 2008, McNamara & Nulsen, 2007,
Taylor & Kobayashi, 2015, in addition to the references above), almost all studies of
AGN feedback to date have neglected some or all of these additional processes (often
treating e.g., stellar feedback in a highly simplified, sub-grid manner). Therefore, it
is important to understand whether they alter the “initial conditions” (e.g., typical
CGM properties, cooling rates, etc.) for AGN feedback, and “howmuch more” does
AGN feedback need to do. We hope that by studying the “overcooling problem” in
global simulations with higher resolution and more detailed physical treatments of
the multi-phase ISM and stellar feedback, we can better understand where and how
AGN or other feedback, if indeed necessary, must act.

In § 5.2 we summarize the physics considered here, and describe our numerical
simulations. Results are presented in § 5.3. We then discuss the effects of each of
these physics in turn, in § 5.4.

5.2 Methodology
We used isolated galaxy simulations ranging from 1012−1014M� to test how various
physical processes affect the galactic cooling flows. We set up the initial conditions
according to the observed profiles of cool-core clusters at low redshift, as detailed
in § 5.2.2. Without proper quenching mechanisms, although the haloes have initial
properties agree with the observations, their cooling flow rates and SFRs quickly
runaway, surpassing the observational values by orders of magnitude. We ran the
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simulations with various proposed quenching mechanisms and tested to what extent
(if any) do they suppress the cooling flow and whether they can maintain stably
quenched galaxies.

Our simulations use GIZMO (Hopkins, 2015) 2, in its meshless finite mass (MFM)
mode, which is a Lagrangian mesh-free Godunov method, capturing advantages of
grid-based and smoothed-particle hydrodynamics (SPH) methods. Numerical im-
plementation details and extensive tests are presented in a series of methods papers
for e.g., the hydrodynamics and self-gravity (Hopkins, 2015), magnetohydrodynam-
ics (MHD; Hopkins, 2016, Hopkins & Raives, 2016), anisotropic conduction and
viscosity (Hopkins, 2017, Su et al., 2017), and cosmic rays (Chan et al., in prep.).

Our default simulations use the FIRE-2 implementation of the Feedback In Realistic
Environments (FIRE) physical treatments of the ISM and stellar feedback, details
of which are given in Hopkins et al. (2018a,b) along with extensive numerical tests.
This follows cooling from 10 − 1010K, including the effects of photoelectric and
photoionization heating by aUV background Faucher-Giguère et al. (2009) and local
source, collisional, Compton, fine structure, recombination, atomic, and molecular
cooling. Star formation is allowed only in gas that is molecular, self-shielding,
locally self-gravitating (Hopkins et al., 2013b), and above a density n > 100 cm−3.
Star particles, once formed, are treated as a single stellar population with metallicity
inherited from their parent gas at formation. All feedback rates (SNe and mass-
loss rates, spectra, etc.) and strengths are IMF-averaged values calculated from
STARBURST99 (Leitherer et al., 1999) with a Kroupa (2002) IMF. The feedback
model includes: (1) Radiative feedback including photoionization and photoelectric
heating, as well as single and multiple-scattering radiation pressure tracked in five
bands (ionizing, FUV, NUV, optical-NIR, IR). (2) Stellar particles continuously lose
mass and inject mass, metals, energy, and momentum in the form of OB and AGB
winds. (3) Type II and Ia SNe happen stochastically according to the rate mentioned
above. Once they occur, the stellar particles lose mass and inject the appropriate
mass, metal, momentum and energy to the surrounding gas.

5.2.1 Physics surveyed
Stellar feedback: young/massive stars

Feedback from massive stars is un-ambiguously crucial to galaxy evolution. In
the last decade, with progress in modeling stellar feedback, simulations of . L∗

2Apublic version of this code is available athttp://www.tapir.caltech.edu/∼phopkins/Site/GIZMO.html.

http://www.tapir.caltech.edu/~phopkins/Site/GIZMO.html
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galaxies (see e.g., Agertz & Kravtsov, 2016, Ceverino & Klypin, 2009, Governato
et al., 2007, Hopkins et al., 2011, 2012a,b, Hu et al., 2016, Kim et al., 2014, Muratov
et al., 2015, Uhlig et al., 2012) are now able to produce reasonably realistic galaxy
populations, without the runaway collapse and star formation that occurs absent
feedback. However, in these (mostly star-forming) lower-mass galaxies, feedback
is dominated by young, massive stars (e.g., radiation and OB winds from massive
stars, Type-II SNe). Given the observed low specific star formation rates (sSFRs)
in quenched systems (e.g., . 10−11 yr−1 for 1014M� haloes; Kravtsov et al., 2014,
Weinmann et al., 2006, Woo et al., 2013), the number of massive stars is very low,
so it seems unlikely this can maintain a quenched galaxy without (paradoxically) a
much larger SFR. But these physics must be present whenever star formation does
occur, so we include them with the methods described above.

Stellar Feedback: SNe Ia

At the observed low sSFRs ofmassive (quenched) galaxies, the SNe Ia rate (including
both prompt and delayed populations) is much larger than the core-collapse rate,
giving a time-averaged energy-injection rate ∼ 1041.5 erg s−1 (M∗/1011 �), which
can be comparable to the cooling rates in some systems. Since these come from old
populations, and are distributed smoothly in space and time, it has been proposed
that they could be an important CGM/ICM heating mechanism (e.g., Sharma et al.,
2012, Tang&Wang, 2005, Tang et al., 2009, and references therein). We include Ia’s
following the FIRE-2 method described above, using with the rates from Mannucci
et al. (2006) (including both the prompt and delayed components), assuming 1051 erg
per event. Note that although there has been considerable debate about Ia rates, it
has focused on the prompt component, which is unimportant for our conclusions.

Stellar feedback: AGB winds

AGB winds from old stellar populations return a significant fraction of the stellar
mass, but have low launch velocities ∼ 10 km s−1 and correspondingly negligible
kinetic luminosities. However, Conroy et al. (2015) note that if the AGB stars
are moving through the ambient gas medium with large velocity dispersions &
300 km s−1, the kinetic luminosities and post-shock temperatures are greatly elevated
in the wind bow shocks, and this can suppress cooling and inject energy well above
the Ia rate. Crucially, our default FIRE-2 models account in detail for the relative
star-gas velocity when injecting stellar mass loss of any kind (AGB or OB winds or
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SNe), in an exactly conservative manner, as described and tested in Hopkins et al.
(2018a).

Magnetic fields, conduction & viscosity

Magnetic fields can, in principle, directly suppress cooling flows via providing ad-
ditional pressure support (Beck et al., 1996, 2012, Soker & Sarazin, 1990), although
they have limited effects on global star formation properties of sub-L∗ galaxies (Su
et al., 2017). They can also non-linearly influence essentially all the gas dynamics.

Thermal conduction can carry heat from the outer parts of hot haloes into cool
inner cores, and so might serve as an important heating mechanism (Binney &
Cowie, 1981, Dolag et al., 2004, Fabian et al., 2002, Kim & Narayan, 2003a, Pope
et al., 2006, Tucker & Rosner, 1983, Voigt & Fabian, 2004, Voigt et al., 2002,
Voit, 2011, Wagh et al., 2014, Zakamska & Narayan, 2003). However, under the
conditions in the CGM/ICM, this cannot be considered in the absence of MHD, as
the conduction is highly anisotropic. Convective instabilities driven by anisotropic
(Spitzer-Braginskii) conduction (Kannan et al., 2016, Sarazin, 1988, Spitzer &
Härm, 1953, Zakamska &Narayan, 2003, ZuHone et al., 2015) along magnetic field
lines, including the heat-flux-driven buoyancy instability (HBI; Parrish & Quataert,
2008, Quataert, 2008) and the magnetothermal instability (MTI; Balbus, 2000,
Parrish et al., 2008), may further change the magnetic configuration and conduction
time scale (Parrish et al., 2009) or even drive turbulence and provide extra pressure
support or mixing (Parrish et al., 2012a). It is also been argued that conduction can
help AGN feedback quench galaxies more effectively (e.g., Kannan et al., 2017).

We therefore consider a set of additional fluid “microphysics” runs, with ideal
MHD and physical (temperature-dependent, fully-anisotropic) Spitzer-Braginskii
conduction and viscosity (we assume the perpendicular transport coefficients are
vanishingly small). The implementation is identical to Su et al. (2017).

Cosmic rays (not from AGN)

Cosmic rays (CRs) can provide additional pressure support to gas, drive galactic
outflows, and heat the CGM/ICM directly via hadronic and streaming losses (Enßlin
et al., 2011, Fujita & Ohira, 2011, Fujita et al., 2013, Guo & Oh, 2008, Jacob &
Pfrommer, 2017a,b, Jacob et al., 2018, Pfrommer, 2013, Pfrommer et al., 2017a,
Ruszkowski et al., 2017a,b, Sharma et al., 2010, Wiener et al., 2013). As a result
several of the studies above suggest they can help quench star formation; however,
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this is usually in the context of CRs from AGN. Here we wish to explore non-AGN
mechanisms, so we consider simulations adopting the CR physics and numerical
implementation described in (Chan et al., in prep.). This CR treatment includes
including streaming (at the local Alfvén speed or sound speed, whichever is larger,
vst ∼

√
v2

Alf + v
2
c , with the appropriate streaming loss term, which thermalizes,

following Uhlig et al. 2012), diffusion (with a fixed diffusivity κcr), adiabatic energy
exchange with the gas and cosmic ray pressure in the gas equation of motion, and
hadronic andCoulomb losses (followingGuo&Oh2008). We follow a single energy
bin (i.e. GeVCRs, which dominate the pressure), treated in the ultra-relativistic limit.
Streaming and diffusion are fully-anisotropic along field lines. CRs are injected in
SNe (a fixed fraction εcr = 0.1 of each SNe energy goes into CRs; see e.g., Pfrommer
et al. 2017a,b). In Chan et al. (in prep.), we show that matching observed γ-ray
luminosities, in simulations with the physics above requires κcr ∼ 1029 cm2 s−1 (in
good agreement with detailed CR transport models that include an extended gaseous
halo around the galaxy, (see e.g., Strong & Moskalenko, 1998, Strong et al., 2010,
Trotta et al., 2011), so we adopt this as our fiducial value, but discuss variations
below.

We note that in addition to SNe shocks, the other major non-AGN source of CRs
of interest here is shocks from cosmological large-scale structure (LSS) forma-
tion/accretion. Since our simulations are not fully-cosmological, this is not directly
accounted for. 3

Morphological quenching

Finally, Martig et al. (2009) andDekel et al. (2009) described a scenario they referred
to as “morphological quenching,” whereby quenching could be accomplished (SF
suppressed) simply by altering a galaxy’s morphology. Specifically, they argued
that turning a stellar disk into a more gravitationally stable spheroid would raise the
Toomre-Q and stabilize the gas against fragmentation/star formation. This involves
no new physics beyond those above (our simulations easily resolveQ and the vertical
scale-heights and gravitational fragmentation of the cold gaseous disks), but rather
different galaxy initial conditions given the same halo properties.

3We implicitly effectively model this in the CR energy density in our initial conditions by
assuming equipartition with magnetic energy
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5.2.2 Initial conditions
It is important to note that the overcooling problem exists over several orders of
magnitude in halo mass, not just at ∼ L∗ where most galaxies first quench, or in
massive clusters where the classical “cooling flow problem” is defined. We therefore
consider three fiducial initial conditions (ICs), with halo masses of 1.5×1012 (m12),
1013 (m13) and 8.5×1013M� (m14), respectively. TheDMhalo, stellar bulge, stellar
disc are set following Springel & White (1999). We assume a spherical, isotropic,
NFW (Navarro et al., 1996) profile dark matter halo (scale lengths (20.4, 93, 218.5)
kpc), and Hernquist (1990) profile stellar bulge (scale lengths (1, 2.8, 3.9) kpc). We
also assume exponential, rotation-supported gas and stellar disks (scale lengths (6,
2.8, 3.9) kpc and (3, 2.8, 3.9) kpc, respectively; scale-height (0.3, 1, 1.4) kpc for
both, gas temperatures initialized to pressure equilibrium Springel 2000), and an
extended spherical, hydrostatic gas halo with a beta profile (scale-radius (20.4, 9.3,
21.85) kpc and β = (0.5, 0.43, 0.5)). 4 All the initial conditions except the m13 case
are run adiabatically (no feedback, no cooling) for at least 50Myr before putting into
use, to ensure stability. 5 The properties are summarized in Table 5.1. In the m12
cases, we explicitly test the effect of different stellar morphology on the cooling, so
besides the fiducial (disc-dominated) m12 IC, we also construct bulge-dominated
and gas-disk-free ICs (m12 Bulge and m12 Bulge-NoGD).

The initial conditions are set up to be similar to typical cooling-core systems ob-
served, insofar as this is possible. For example, m12 is a Milky Way-mass galaxy,
where the hot gas halo, roughly follows the observed Milky Way profile estimated
in Miller & Bregman (2013, 2015) and Gupta et al. (2017), except that we assume
a universal baryonic fraction (0.16) inside twice the virial radius (we do not allow
for missing baryons as suggested in the aforementioned papers). It is possible that
the solution to overcooling involves expulsion of a large fraction of the Universal
baryonic mass; however our intention here is to see if this does occur, not to put it
in “by hand” (moreover, direct observations indicate the full baryon content does
exist within similar radii, in external systems, see Greco et al. 2015, Lim et al. 2017,
Planck Collaboration et al. 2013). Our m13 is the elliptical galaxy (Ell) in Su et al.
(2017)6 The mass and radial distribution of gas, stars and dark mater are consistent

4The hot halo gas rotates at a fix fraction of the circular velocity, which is twice the DM halo
streaming velocity in Springel & White (1999). It is then ∼ 10 − 15% rotation-supported, and
∼ 85 − 90% thermal-pressure-supported.

5This is necessary for the runs with radially-dependent super-Lagrangian refinement scheme
(m14), but less relevant for the others.

6There is minor typographical error in the tabulated Ell properties in Su et al. (2017). The values
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with the observations of similar-mass haloes compiled in Humphrey et al. (2012b)
and Anderson et al. (2016) . Our m14 is initialized as as cool core cluster, with
a massive central elliptical galaxy, by design. The halo properties and profiles are
consistent with typical observed systems of the same mass (Humphrey & Buote,
2013, Humphrey et al., 2012a, Su et al., 2013, 2015)

The comparison of the X-ray luminosity of our halo to the observations is plotted
in the X-ray luminosity - halo mass plane in Fig. 5.1.7 The luminosity is calculated
using the same method in Ressler et al. (2018), in which the cooling curve is
calculated for the photospheric solar abundances (Lodders, 2003), using the spectral
analysis code SPEX (Kaastra et al., 1996) in the same way of Schure et al. (2009)
and scaled according to the local hydrogen, helium, and metal mass fractions. All
our initial conditions have cooling luminosity within the scatter of the observed
X-ray luminosity - halo mass relation (Anderson et al., 2015, Balogh et al., 2006,
Kim & Fabbiano, 2013, Reiprich & Böhringer, 2002, Stanek et al., 2006).

In all runs, unless otherwise noted, the initial metallicity is set to solar (Z = 0.02)
at the core, and drops to Z = 0.001 at larger radii. 8 The m14 ‘Low Metal’ run is
set to Z = 0.001 uniformly. For runs with magnetic fields, the initial magnetic field
strength of the gas in the core is set to 0.03 µG, 0.1 µG and 0.3 µG for m12, m13
and m14, respectively (roughly according to m1/2

vir ). The initial field configuration
is azimuthal, and decays as a function of radius.9 For runs with cosmic rays, the
initial CR energy density is set to be in local equipartition with the initial magnetic
energy density, at all positions.

Given that m14 is very massive (with much of the gas mass in the extended, non-
cooling halo at radii ∼Mpc), resolving it with a uniform gas mass resolution is
computationally formidable and not necessary for the convergence of FIRE stellar
feedback. We therefore adopt a radially-dependent super-Lagrangian refinement
scheme in this case: the target gas mass resolution is set to 8000 M� inside r <

in Table 5.1 are correct.
7The X-ray luminosity in our simulation is measured over 0.5 − 7 keV. That from Reiprich &

Böhringer (2002) and Reiprich & Böhringer (2002) is from 0.5 − 2.4 keV, while that from Kim &
Fabbiano (2013) is measured from 0.3 − 8 keV, but these are corrected given their median estimated
spectral slope to the same range we measure. Given that most of the X-ray emission halo in this mass
range in below 2 keV, and we are not trying to reproduce a specific halo, the comparison here is not
particularly sensitive to this.

8The metallicity scales as Z�(0.05+ 0.95/(1+ (r/Rc)1.5)), where Rc is set to (20,10,20) kpc for
(m12, m13, m14).

9Magnetic field strength scales as (1/(1 + (r/Rc)2))β , where Rc = (20, 10, 20) kpc, and β =
(0.375, 1, 0.375) for (m12, m13, m14)
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Figure 5.1: TheX-ray luminosity (0.5-7 keV) of our initial conditions and the average
luminosity of the last 100 Myr of each run are plotted on the X-ray luminosity - halo
mass plane in comparison to the observations. All our runs lie reasonably within the
scatter of the observed X-ray luminosity - halo mass relation. In m12, the low halo
temperature means the X-ray luminosity is significantly influenced by SNe heating;
in m13 & m14, the effects of stellar FB on the X-ray luminosity are small (most
comes from the initial hot halo). Magnetic fields and CR feedback have little effect
on the X-ray luminosity.

10 kpc, and increases smoothly∝ r outside this radius up to amaximum 2×106 M� at
∼ 300 kpc. Gas resolution elements are automatically merged or split appropriately
if they move inward/outward, to maintain this mass resolution (to within a factor
= 2 tolerance) at all times.

Most simulations have been re-run with different resolutions, with the initial mass
resolution differing by at least two orders of magnitude. The conclusions are robust
in this resolution range, with resolution studies provided in Appendix A.3. The list
of runs ua summarized in Table 5.2. We note that the m14 runs with the “extended
fluid microphysics” set or cosmic rays are more expensive, and are therefore run
with lower resolution, but within the range where our results appear robust (see
Appendix A.3).
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Figure 5.2: Cooling flows in different phases as a function of time: Top row: The
baryonic mass variation within 30 kpc (∆Mbaryon). 2nd row: The total hot gas
(> 106 K) mass within 30 kpc (Mhot). 3rd row: The total warm gas (8000− 106 K)
mass within 30 kpc (Mwarm). 4th row: The total cold gas (< 8000 K) mass within
30 kpc (Mcold). Bottom row: The variation of stellar mass within 30 kpc (∆Mstar).
In the ‘Default’ run, the cold and warm gas mass within 30kpc grows rapidly as gas
cools, but in the ‘NoFB’ runs, any cooled gas almost immediately forms star, so only
stellar mass increases. Both the‘AGB’ and ‘SNeIa’ runs behave roughly similarly
to the ‘NoFB’ runs, indicating most of the FB comes from massive stars in these
runaway-cooling simulations. Without metal-line cooling (‘Low Metal’ m14 run),
the built-up cold and warm gas are all suppressed by a factor of 1.5-2. Both the
‘All Micro’ and ‘All+CR’ runs are similar to the ‘Default’ run in lower mass cases,
but have a modest difference in the m14 halo, where conduction suppresses cooling
flow by a factor of 2, and CR feedback suppresses SF and allows the build-up of
additional cold gas.
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Table 5.1: Simulation properties

Resolution DM halo Stellar Bulge Stellar Disc Gas Disc Gas Halo
Model εg mg Mhalo c VMax Mbar Mb a Md rd Mgd rgd Mgh rgh/rdh

(pc) (M�) (M�) (km/s) (M�) (M�) (kpc) (M�) (kpc) (M�) (kpc) (M�)
m12 1 8e3 1.5e12 12 174 2.2e11 1.5e10 1 5e10 3 5e9 6 1.5e11 1

m12 Bulge 1 8e3 1.5e12 12 174 2.2e11 6e10 1.6 5e9 1.4 5e9 6 1.5e11 1
m12 Bulge-NoGD 1 8e3 1.5e12 12 174 2.2e11 6e10 1.6 5e9 1.4 5e8 2.8 1.6e11 1

m13 3 5e4 1.0e13 6 240 7.2e11 1e11 2.8 1.4e10 2.8 5e9 2.8 6e11 0.1
m14 MR 1 3e4* 8.5e13 5.5 600 1.52e13 2e11 3.9 2e10 3.9 1e10 3.9 1.5e13 0.1
m14 HR 1 8e3* 8.5e13 5.5 600 1.52e13 2e11 3.9 2e10 3.9 1e10 3.9 1.5e13 0.1

Parameters of the galaxy models studied here (§ 5.2.2):
(1) Model name. The number following ‘m’ labels the approximate logarithmic
halo mass. m12 is a disc dominant halo, while m12 Bulge, m13 and m14 are
bulge-dominant. The run labeled NoGD have an order of magnitude smaller gas
disc. (2) εg: Gravitational force softening for gas (the softening for gas in all
simulations is adaptive, and matched to the hydrodynamic resolution; here, we
quote the minimum Plummer equivalent softening). (3) mg: Gas mass (resolution
element). There is a resolution gradient for m14, so its mg (with *) is the mass of
the highest resolution elements. (4) Mhalo: Halo mass. (5) c: NFW halo
concentration. (6) Vmax: Halo maximum circular velocity. (7) Mbar: Total baryonic
mass. It is the sum of gas, disc, bulge and stellar mass for isolated galaxy runs, and
the sum of gas and stellar mass in the cosmological runs within 0.1 virial radius.
(8) Mb: Bulge mass. (9) a: Bulge scale-length (Hernquist profile). (10) Md :
Stellar disc mass. For CosmoMW and CosmoDwarf runs, this is the total stellar
mass within 0.1 virial radius. (11) rd : Stellar disc scale length (exponential disc).
(12) Mgd: Gas disc mass. (13) rgd: Gas disc scale length (exponential disc). (14)
Mgh: Gas halo mass. (15) rgh/rdh: Gas halo scale length (beta profile) over dark
matter scale length.

5.3 Results
5.3.1 Gas masses & phases in cores
Fig. 5.2 plots the baryonic mass within < 30 kpc (M30 kpc

baryon). As gas cools, this

increases, with rate ÛM30 kpc
baryon/M� yr−1 ∼ (12, 6, 40) in (m12,m13,m14): there is a

competition at increasing mass between higher temperatures (lower cooling rates
per particle) and simply larger gas masses available to cool (so this decreases slightly
from m12 to m13, then rises rapidly to m14). This is also partially because the viral
temperature of ‘m13’ is roughly at the minimum of the cooling curve (a few times
106 K). Gas with T > 106 K is mostly hot halo gas from the ICs and is replenished
(from larger radius) at small radii as it cools (only a small fraction comes from
stellar feedback) so the “hot” gas mass evolves only weakly. In our default runs the
cold and warm gas mass inside < 30 kpc grows rapidly as gas cools. In the “NoFB”
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Table 5.2: List of runs
Model Feedback Microphysics CR
m12
NoFB None Hydro no
Default FIRE 2 Hydro no
All Micro FIRE 2 MHD+Viscosity+Conduction no

Default-Bulge FIRE 2 Hydro no
NoFB-Bulge FIRE 2 Hydro no-NoGD

m13
NoFB None Hydro no
Default FIRE 2 Hydro no
All Micro FIRE 2 MHD+Viscosity+Conduction no
m14 HR
NoFB None Hydro no
Default FIRE 2 Hydro no
AGB AGB winds only Hydro no
SNeIa Type Ia SNe only Hydro no

Low Metal FIRE 2 Hydro no
m14 MR
Default FIRE 2 Hydro no
All Micro FIRE 2 MHD+Viscosity+Conduction no
All+CR FIRE 2 MHD+Viscosity+Conduction yes

runs this does not appear only because that cold/warm gas turns into stars almost
immediately (in ∼ 1 local free-fall time); stellar FB slows the cold gas consumption
time to ∼ 1 − 2Gyr.

The “All Micro” and “All+CR” runs are similar to our Default at lower masses, and
produce modest effects at m14-mass, with conduction lowering cool inflow rates
by a factor ∼ 2, and CRs suppressing SF in cool gas (and building up additional
cold gas) by a similar factor at early times. “AGB” and “SNeIa” (runs using only
these stellar FB mechanisms) are similar to NoFB, indicating most of the FB comes
from massive stars in these runaway-cooling simulations. Our “Low Metal” run
suppresses the build-up of cold+warm gas by a factor ∼ 1.5 − 2, owing to the lack
of metal-line cooling from the hot gas.

5.3.2 Star formation rates
Fig. 5.3 shows SFRs and sSFRs (averaged in rolling 10Myr bins): typical ÛM∗ ∼
2−5 M� yr−1 in m12 and m13, and ∼ 20−40 M� yr−1 in m14. In sSFR m12 &m14
have ÛM∗/M∗ ∼ 10−10 yr−1, m13 ∼ 3−5×10−11 yr−1: none of is “quenched.” In fact,
in m14, the SFRs and cooling flows are accelerating, indicating development of a
stronger cooling flow with time. The “NoFB” runs have an early, rapid burst, where
gas in the initial core undergoes runaway collapse and SF, until ∼ 100Myr when
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Figure 5.3: Top row: Specific star formation rate (sSFR) as a function of time.
Second row: Star formation rate (SFR) as a function of time, averaged over 100
Myr. Third row: Star formation rates from gas initially at radii larger than 25
kpc (fueled by cooling flow). None of the galaxies are quenched. The ‘NoFB’ runs
(similarly also the ‘AGB’ and ‘SNe1a’ runs) have an initial rapid star burst, where
the initial core gas cools rapidly and forms stars. After ∼ 100 Myr, gas depletion
in the core lowers the initial core SF, and then the subsequent SF tracks the cooling
flow gas. The other runs (‘Default’, ‘All Micro’, ‘All+CR’) which initially form
fewer stars, and preserve larger gas reservoirs as gas cools, but they all eventually
have cooling-regulated SFRs resembling the SFR of the ‘NoFB’ runs. Suppressing
metal-line cooling (‘Low Metal’ run) lowers the SFR by a factor of 2. With or
without feedback, the saturated SFRs of the disc-dominant m12 runs (‘Default’ and
‘NoFB’) are very similar to the corresponding bulge-dominant runs (‘Default-Bulge’
and ‘NoFB-Bulge-NoGD’), indicating that themorphology of the stellar distribution
has little effect on star formation.
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gas depletion in the core lowers the SFR and subsequent SF comes from gas initially
at larger radii, tracking the cooling rate (again, the only-“AGB” and only-“SNeIa”
runs resemble NoFB). The Default, “All Micro,” and “All+CR” runs initially turn
less gas into stars, but this leads to their preserving a larger gas reservoir as cooling
continues, until eventually the SFRs are similar to “NoFB” (cooling-regulated).
Again, effectively removing metal-line cooling in the “Low Metal” run reduces
cooling and late SFRs by a factor ∼ 2.

Note m13 &m14 are entirely bulge-dominated, but still feature high sSFRs. In m12
we explicitly test different initial stellar morphologies: the “Default-Bulge” (bulge-
dominated) and “Default” (disk-dominated) runs give similar SFRs (with or without
stellar FB). We also compare “NoFB-Bulge-NoGD,” a run with no feedback and no
gas disk initially, so the only SF can come from gas cooling from large radius. Even
in this case, while the initial SFR is lower owing to the lack of initial gas supply, the
SFR saturates to the same value as the “NoFB” (disk-dominated, with gas disk) run.

5.3.3 Cooling rimes & thermal stability
Fig. 5.4 shows the cooling time (τc) of gas hotter than 105 K as a function of radius
averaged over the 80-90th Myr since the beginning of the simulations. Within
∼ (200, 40, 100) kpc in (m12,m13,m14) cooling times are short compared to the
Hubble time (at large radii temperatures are higher, metallicities and densities lower,
so τc rise rapidly). The ratio of cooling time to dynamical time (τc/τd) is also
shown10. In m12, the halo is not fully in the “hot mode” given its relatively low
virial temperature, so τc/τd is steady at ∼ 10 at large radii (actually highest in the
core, where τd becomes very short). Here m13 is the “most stable” case (consistent
with its lower sSFR), with τc/τd ∼ 100 from ∼ 5 − 100 kpc. The higher density
of halo gas in m14’s core gives τc/τd ∼ 20 within ∼ 50 kpc. Note these all exhibit
rapid cooling, despite τc/τd ∼ 20 − 100 being the lowest values in m13 & m14,
compared to the often-quoted critical value of ∼ 10 in the literature (Sharma et al.,
2012, Voit et al., 2017). This partly owes to the structure being much more strongly
multi-phase here – the cooling gas has already cooled out of the thermally-unstable
temperature range (to T < 105 K; not included in Fig. 5.4), which makes the cooling
rate of the remaining gas here appear longer.

Differences between physics variations are consistent with the SFR and cool gas
mass plots above. Note the “NoFB” runs actually feature the longest cooling times

10τc = Ethermal/ ÛEcool, and τd = (r3/GMenc)1/2.
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Figure 5.4: Top row: Cooling time of gas hotter than 105K, as a function of radius.
Black dashed lines indicate the Hubble time. Bottom row: Ratio of cooling time to
dynamical time, as a function of radius. The lines are mass-weighted averages and
the shaded region covers 10-90% of the distribution. All the quantities are averaged
over the 80-90th Myr since the beginning of the simulations. The ‘Default’ runs
have lower τc/τd than the ‘NoFB’ runs within ∼ 10kpc since FB enriches the gas
with metals. Both the ‘AGB-only’ and ‘SNe1a-only’ runs resemble the ‘NoFB’
run. Conduction and CR feedback do not have a significant effect. Suppressing
metal-line cooling (‘Low Metal’ run) increases τc by a factor of 2.

in the center, as FB injects metals and dense gas into the hot phase, lowering its
cooling time.

5.3.4 Cooling vs. energy input
Fig. 5.5 compares cooling rates (all cooling channels added) and energy input rates
(adding photoionization, photoelectric, cosmic ray, and the energy input from SNe
and winds) within < 30 kpc. Cooling always exceeds heating. As expected, energy
input in our “Default” run exceeds “NoFB” owing to higher energy input from e.g.,
SNe, but “Default” also maintains an even higher cooling rate. “Low Metal” has
a factor ∼ 2 lower cooling rate without metal-line cooling. Magnetic fields and
viscosity produce negligible effects on their own. Conduction has weak effects
here. We quantify the energy injection from each stellar feedback mechanism:11

11The plotted SNe energy input rate includes 1051erg per event. The plotted stellar wind energy
input rate is actually an upper bound, since a relative velocity between gas and stars is assumed to
be 300 km s−1 for purposes of this post-processing estimate (it is calculated self-consistently in the
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Figure 5.5: Energy input, cooling, and feedback, as a function of time in m12 (top
row), m13 (2nd row), m14 HR (3rd row), and m14 MR (bottom row) runs. Left
column: Total cooling rate within 30 kpc as a function of time. Middle left column:
Energy input rate, including UV background, cosmic ray heating, dust collisional
heating, photoelectric heating, and the energy input from SNe and winds, within 30
kpc. Middle right column: The energy input of core collapse SNe (thick lines) and
Type Ia SNe (thin lines) colored by simulation . Right column: The energy input
of O-star winds (thick lines) and AGB winds (thin lines), colored by simulation.
The plotted energy input from SNe assumes 1051erg per event, while winds energy
input is calculated assuming the relative velocity between stars and gas is 300 km s−1

(upper bound). Cooling rates are always higher than heating rates. Core collapse
SNe input energy at ∼ 1/3 − 1/4 the cooling rate. Type 1a SNe input 20x lower
energy (time-averaged) compared to core-collapse in these runs, and AGB winds
produce 2-3x lower energy injection compared to Ia’s. With suppressed metal-line
cooling (“Low Metal”), the cooling rate is lowered by a factor of 2.



98

109

1010

1011

1012

1013

1014

1015

E
ne

rg
y

/M
as

s
[e

rg
g−

1 ] m12 All Micro

100 101 10210−5

10−4

10−3

10−2

10−1

100

101

Fr
ac

tio
na

lE
ne

rg
y

107

109

1011

1013

1015 m13 All Micro

100 101 102

Radius [kpc]

10−8

10−6

10−4

10−2

100

1011

1012

1013

1014

1015
m14 All Micro

100 101 10210−5

10−4

10−3

10−2

10−1

100

101
1011

1012

1013

1014

1015
m14 All+CR

Thermal
Magnetic
Turbulent
CR

100 101 102 10310−5

10−4

10−3

10−2

10−1

100

101 Mag/Thermal
Turb/Thermal
CR/Thermal

Figure 5.6: Top row: The comparisons of thermal, magnetic, CR and turbulent en-
ergy per unit mass, averaged over the 90-100th Myr. Bottom row: The comparison
of the ratio of magnetic, CR, and turbulent energy to thermal energy. For r . 3 kpc,
magnetic energy is subdominant to turbulent energy, except in the ‘All+CR’ run,
where CR and magnetic energy reach equipartition with turbulent energy, show-
ing that the turbulence is mostly super-Alfvénic and supersonic. At larger radius,
Ethermal > Eturb > ECR & Emag, so magnetic and CR energy have little effect on
cooling flow.

SNe Ia, O/B or AGBwinds, and CRs contribute relatively little to total heating, with
core-collapse SNe present (given that our galaxies are not quenched and have high
SFRs). However, even the core-collapse input is only ∼ 1/4 − 1/3 of the cooling
rate. SNe Ia input ∼ 20x lower energy compared to core-collapse, and AGB winds
produce a factor ∼ 2 − 3x lower energy injection rate compared to Ia’s.

The total X-ray luminosity of each run (in Fig. 5.1) scales with the cooling rates,
as expected. In m12, the low halo temperature means the X-ray luminosity is
significantly influenced by SNe heating; in m13 & m14, the effects of stellar FB on
the X-ray luminosity are small (most comes from the initial hot halo) (van de Voort
et al., 2016).

5.3.5 Energetic balance
Fig. 5.6 compares the specific energy in thermal, magnetic, CR and turbulent forms
averaged over 90-100th Myr.12 Within a few kpc, turbulent energy dominates (the

code).
12Turbulent energies are measured using the method from Su et al. (2017) which attempts to

separate turbulent motion from outflows and non-circular but bulk orbital motion.
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if the core gas density is low. However, in all the cases, the SFR eventually catches
up as the gas supplied by cooling flows builds up.

turbulence is supersonic and super-Alfvénic), consistent with studies of the ISM
inside galaxies (Su et al., 2017, 2018c). At larger radii, thermal energy dominates
(by at least ∼ 1 dex). Note at very large radii (� 10 kpc), the magnetic energies are
simply dominated by the ICs, since the flow is approximately laminar so the classical
global dynamo amplification time is many orbital times (�Gyr). The same is true
for the CR, as it does not have a chance to diffuse or stream to� 10 kpc within the
simulation time.

5.4 Discussion: Why don’t we quench?
Here we briefly discuss why none of the mechanisms in § 5.2.1 produces quenching,
at any mass we survey.

5.4.1 Stellar feedback
Young/massive stars

Feedback from massive stars clearly reduces the rate at which gas within the galaxy
turns into stars, self-regulating to a gas consumption time ∼ 1 − 2 dex longer than
a case without feedback (bringing it into agreement with the observed Schmidt-
Kennicutt relation Kennicutt 1998, Schmidt 1959), and drives local outflows from
the disk (e.g., Faucher-Giguère et al., 2013, Hayward & Hopkins, 2017, Orr et al.,
2018). However, cooling from the hot halo onto the galaxy eventually builds up the
core gas mass and the SFR runs away.
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Stellar feedback fails to suppress cooling in massive haloes on long timescales for
three reasons. (1) Even with the elevated (much higher-than-observed) runaway
SFRs, the total energy input from SNe is ∼ 1/4 − 1/3 of the cooling rate (Fig. 5.5).
(2)The energy is injected locally in the galaxy core, either as slow-moving (sub-Vesc)
cool gas or fast-but-tenuous hot gas, so is rapidly decelerated and does not couple
outside the cooling radius (e.g., we verify that outflows in m14 rarely reach past
∼ 20 − 30 kpc; see also Anglés-Alcázar et al. 2017b, Muratov et al. 2015 for more
detail of the wind properties and the baryonic cycles in FIRE simulations). (3) As
is commonly seen in galactic fountains (e.g., Fraternali et al., 2013, Silk, 2009, Silk,
2010, Silk, 2011), the outflows carry relatively dense, metal-rich gas into the halo,
which increases the net cooling rate (Fig. 5.3 & Fig. 5.5) as it mixes with a larger
mass of less-dense and lower-metallicity gas. The effect of metal enrichment on the
cooling flows will be even clearer if the metal in the simulations were solely from
the stellar feedback, instead of partially from the initial conditions. In fact, we do
see a factor of 2 lower SFR and core baryonic mass in the run with negligible initial
metallicity (‘Low Metal’ run).

Fig. 5.7 explicitly compares three variations of m12 that have initial central (<
10 kpc) gas fractions fgas = n̄gas/nstar ≈ 0.05, 0.01, 0.004 (mean central densities
n̄/cm−3 = 0.1, 0.03, 0.002). If there is little or no initial gas inside < 10 kpc, then
(as expected) the initial SFR is suppressed strongly. More interestingly, we also see
the SFR from gas with initial r > 25 kpc is suppressed for ≈ 1Gyr: this partially
demonstrates how winds from SF in the disk (now absent) enhance cooling/inflow
through enriching the halo gas. After ≈ 1Gyr, however, cooling runs away and SF
is dominated by the newly-cooled gas.

SNe Ia & AGB winds

Considering just Ia’s or shock-heated AGB winds, we show in Fig. 5.5 that the
feedback energy injection rate is even lower compared to cooling (by more than
an order of magnitude), exacerbating problem (1) above, and problems (2) and (3)
remain. The explosions decelerate rapidly, and mixing the highly metal-rich gas13
promotes cooling.

13It is important to note that while AGB ejecta are much less metal-rich than pure Ia ejecta,
it is still approximately solar (the mass-weighted mean stellar metallicity in massive galaxies) or
somewhat more enriched in C and O (the primary coolants), and carries much larger mass, so it is
less rapidly diluted. In fact, for a ∼ 10Gyr old stellar population, the totalmetal return rate is higher
by a factor of ∼ 4 in AGB winds, compared to Ia SNe.
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Some previous studies (see § 5.2.1) appeared to reach different conclusions. How-
ever, these were largely based on simple analytic energetics arguments, so could not
follow the non-linear effects of (2) and (3) above. Moreover, even for (1), although
we find energy injection rates “per star” from SNe Ia and shocked AGB ejecta sim-
ilar to these previous estimates, we find that clumping in the gas, mixing of winds,
and cooling from larger radii enhances the central densities (and corresponding
cooling rates) beyond the relatively low values assumed in those papers, rendering
the heating insufficient.14 Even if the initial gas density within 10 kpc is lowered
to 0.002 cm−2 (as shown in Fig. 5.7) , the stellar feedback (mostly SNe Ia given the
SFR ∼ 0 within 1Gyr) can at most suppress the SFR for ∼ 1 Gyr, after which the
core gas density builds up and the cooling runs away.

We note that the supernovae implementation deal with the unresolved Sedov-Taylor
phases following Hopkins et al. (2018a), which assumes negligible surrounding
pressure (Cioffi et al., 1988). However, if a SN happens in CGM where the sur-
rounding pressure is potentially high, it has to do extra pdV work as the blast wave
expands, which lowers the coupling momentum. Therefore, assuming negligible
surrounding pressure only means overestimating the effect from SNe, but, even so,
the effect of SNe is still limited.

5.4.2 Magnetic fields, conduction, & viscosity
It is expected that magnetic fields alone cannot quench or suppress cooling flows:
since they do not (directly) alter cooling, magnetic pressure would have to “hold up”
the cooling gas in the halo, requiring un-physically strong fields (plasma β � 1,
while β � 1 is observed and expected).15 Moreover even in that case, in 3D all field
orientations are Rayleigh-Taylor unstable (see e.g., Stone & Gardiner, 2007). And
extensive previous work has shown the fields have a small effect on galaxy-scale SF
(Su et al., 2017, and references therein). Viscosity has equally small effect: it is
weak and, if anything, slows and mixes outflows, slightly enhancing cooling.

14Consider m12: Type Ia SNe and shocked AGB winds input energy at ∼ 1.5 × 1041erg s−1 and
∼ 5 × 1040erg s−1, respectively, roughly consistent with the value quoted in Conroy et al. (2015) for
a similar-mass galaxy. However, in m12, the average effective gas density within < 10 kpc can be
∼ 1 dex higher than the 0.01 cm−3 assumed in Conroy et al. (2015). Note that clumping matters here:
cooling rates scale ∝ n2, so the density that matters is n̄ ≡ 〈n2〉1/2, which is a factor of several higher
in our runs than 〈n〉 inside Rcool. Even assuming primordial gas (ignoring metal-cooling, (3) above),
and ignoring whether heating can reach large radii (2), the analytic scaling from Conroy et al. (2015)
then predicts Ûecool/ Ûeheat ∼ 40 ( fgas/0.01) (n̄/0.1 cm−3) within the galaxy.

15We confirm that we can, in principle, “quench” if we initialize enormously strong fields, but
this requires magnetic field strengths exceeding self-gravity which simply “explode” the halo gas in
a dynamical time.
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Because of its strong temperature dependence (diffusivity ∝ T5/2/ρ), Spitzer-
Braginskii conduction is expected to play a role only in the most massive haloes,
and we confirm this. The diffusion time for bulk heat transport across a distance ∼ R

is ∼ 0.3 Gyr (R/10 kpc)2 (n/0.01 cm−3) (T/107 K)−5/2 – only comparable to cooling
times (inside the cooling radius Rcool) in our most massive halo (m14). Moreover, in
a turbulent medium, eddies mix with approximate diffusivity ∼ veddy(λeddy) λeddy; if
we assume transsonic, Kolmogorov turbulence thenmicro-physical conduction dom-
inates over turbulent only at scales. 50 pc (λdriving/10 kpc)1/4 (T/106 K)3/2 (n/0.01 cm−3)−3/4.
This is only larger than our resolution (and correspondingly, microphysical conduc-
tion dominates over both turbulent and numerical conduction with κ ∼ cs ∆x only)
if T & 107 K (mg/104 M�)0.2 (n/0.01 cm−3)0.3. So except in the outer regions of our
most massive halo, the dominant heat transport/mixing is not Braginskii conduction.

In m14, conduction is not negligible, but it only lowers the inflow rates and SFR
from halo gas by a factor ∼ 2. The effect is modest because (1) Lower temperatures
and higher densities inside the core make conduction globally less efficient. (2)
Once something (e.g., dense outflows, turbulence) triggers thermal instability, cool
“clouds” radiate efficiently and develop sharp density contrasts with the ambient
medium so the conduction becomes saturated and can only out-compete cooling in
the very smallest clouds (McKee & Cowie, 1977) – in fact, recent work (Armillotta
et al. 2017, Brüggen & Scannapieco 2016; Hopkins et al., 2018, in prep) has shown
that conduction often actually increases cold cloud lifetimes via cloud compression
suppressing surface-mixing instabilities, in this limit. (3) Magnetic fields modestly
suppress perpendicular transport (quantified in Fig. 5.8, where in cores the conduc-
tivity is suppressed by a factor ∼ 2, and in outskirts a factor ∼ 3 − 10, levels (Voit
2011 and Wagh et al. 2014 argue will suppress many effects of conduction).

Conduction may still be important to unresolved small-scale thermal instabilities
in hot haloes (as noted above), but we note first that at finite resolution our nu-
merical diffusion dominates (so if anything we over-estimate true conductivities),
and second, most of the discussion in the literature on this question has focused
on the regime where there is some global heat source injecting energy sufficient to
offset cooling losses (where conduction plays the role of local heat transport into
unresolved clouds). When there is no heat input from feedback (or the heat input
is less than the cooling rate, as in our default case here), then conduction does not
significantly modify the consequences of the small-scale thermal instability (cold
clouds “absorb” the conducted heat, condense and rain out efficiently; see Voit &
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Donahue 2015 ).

5.4.3 Cosmic rays from stars & LSS (not AGN)
CRs from SNe have limited effect here: (1) Direct heating (from e.g., stream-
ing/hadronic interactions) cannot compete with cooling; the total CR energy in-
jection rate is ∼ 10% of SNe, so order-of-magnitude less than cooling rates
(Fig. 5.2, 5.5). (2) CR pressure is approximately in equipartition with magnetic
energy (Fig. 5.6), so does not have a dramatic dynamical effect “holding up” the
halo (though it can help accelerate some winds from massive stellar feedback at
the disk). (3) Like other feedback from massive stars, CRs do help suppress the
collapse/SFR from cold gas locally (see Fig. 5.3, ‘All+CR’ m14), but this leads
to a pile-up of that gas (Fig. 5.2) from large-scale cooling, which runs away. (4)
It requires some fine-tuning to make CRs do all their “work” around cooling-flow
radii, rather than diffusing out.16

16While not shown here, we have experimented with e.g., variations in the CR diffusivity. If it is
much lower (κcr . 1028 cm2 s−1), CRs are trapped in the inner regions (< 10 kpc) and suppress SF
from cold gas in the short-term more efficiently. But precisely because of this trapping and build-up
of cold gas the CR energy is then mostly lost to catastrophic hadronic interactions, so the CRs



104

Although we do not directly model it, CRs from structure formation will have all
these limitations as well. We find, for example, that we can “quench” via initializing
an enormous CR density, but only if this is so large it overcomes gravity and blows
out most of the halo gas. But this (a) does not resemble observed haloes, and (b)
is not possible from structure formation, since (by definition) only a fraction of the
gravitational energy (in e.g., shocks) goes into CRs.

5.4.4 Morphological quenching
Although galaxy colors and morphologies are correlated, that does not mean mor-
phology causes quenching; we find that changing the stellar morphology of the
galaxies here has very weak effects on their cooling/SF properties. (1) Changing
the morphology of stars has no direct effect on cooling rates, so even if it somehow
quenched SF within the galaxy, cool gas would still pile up. For m14, this would
give > 3× 1011 M� of molecular gas by the end of our simulation (Fig. 5.2), orders-
of-magnitude higher than usually observed (e.g., Popping et al., 2015, Salomé et al.,
2006) (reference added). (2) Moreover, if gas is self-shielding (i.e. reaches surface
densities & 10 M� pc−2, requiring just ∼ 3 × 109 M� of gas within < 10 kpc, vastly
less than that produced by the cooling flow), then it can cool to T � 104K, at which
point Toomre Q � 1 will always be true in the cold gas for any mass distribution
with a physically-plausible rotational velocity. Indeed, the few known BCGs with
large gas reservoirs > 1010 M�, as predicted by our simulations here, all have ob-
served SFRS ∼ 10 − 100 M� yr−1, like our m14, and obviously not quenched (see
O’Dea et al. 2008). (3) The effect of the stellar morphology on Q is quite weak:
somehow converting the entire MW stellar disk and all DM within < 10 kpc to a
compact bulge or point mass would only increase the Q at the solar circle by ∼ 50%
(see e.g., Romeo & Wiegert, 2011). In fact the stronger, but still weak, effect of
changing an initial stellar disk to a bulge in Fig. 5.3 comes from slightly reducing
the impact of stellar feedback on the inner halo (by making the stars older and less
extended, so they have weaker feedback that reaches less far into the halo). (4) All
our m13 and m14 runs, and, of course, observed massive galaxies, are completely
bulge-dominated, yet still feature a “cooling flow problem.”

have weaker long-term effects. For much higher diffusivity (κcr & 1030 cm2 s−1), CRs free-stream
completely out of the haloes with negligible interaction with gas.
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5.5 Conclusions
In this paper we used high-resolution, idealized, isolated galaxy simulations includ-
ing detailed physical treatments of star formation, stellar feedback, and ISM/CGM/ICM
microphysics (cooling, magnetic fields, conduction, cosmic rays, etc.) to explore and
quantify the quenching and cooling flow problems – in the absence of AGN feedback
– across a range of halo masses from ∼ 1012 − 1014 M�. We started the simulations
from the initial conditions resembling the observed cool-core clusters at low redshift
and tested whether any of them could maintain a stably quenched galaxy consistent
with the observations. We specifically explored several “non-AGN” quenching or
cooling-flow “solution” mechanisms, which have been previously proposed in the
literature (e.g., feedback from old stellar populations in Type Ia SNe or shocked
AGB ejecta, heat transport from the outer halo via conduction, cosmic rays from
Ia’s or structure formation, or “morphological quenching”). None of these mecha-
nisms resolve the fundamental problem of overcooling and excessive star formation
in massive galaxies, at any mass scale, that we simulate. The main effects of these
physics are as follow:

• Stellar feedback alters the balance of cold/warm gas and suppresses SFRs for
a given cold gas mass (i.e. controls the location of galaxies on the Kennicutt-
Schmidt relation). However, it has only weak effects on cooling from the
outer halo, and in fact tends to enhance cooling in the inner halo, as denser,
more metal-rich ejecta mix and promote cooling in halo gas. This applies to
all stellar feedback mechanisms (Ia’s, AGB ejecta, feedback from young stars
where present).

• Magnetic fields and Braginskii viscosity have minor effects on the global
cooling and inflow rates.

• Conduction is, as expected, only important to bulk cooling/inflow in the most
massive haloes (≥ 1014 M�). Even there, the effects are modest, reducing
inflow rates by a factor ∼ 2, owing to a combination of saturation effects,
suppression by magnetic fields, and inefficient conduction in the cores once
runaway cooling begins.

• Cosmic rays from SNe (and shocked stellar winds) alone can, like other stellar
feedback mechanisms, modestly reduce the SFR in cool gas already in/near
the central galaxy, but their bulk energetics are insufficient to suppress cooling
flows. We expect the same for CRs from structure formation.
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• Stellar morphology has essentially no effect on cooling rates and only weakly
alters star formation either in pre-existing gas disks or in gas disks formed
via runaway cooling. Making our galaxies entirely bulge-dominated does not
make them quenched.

Precisely because the effects of the above physics are weak, our summary of the
quenching “maintenance” and/or “cooling flow” problems is consistent with many
previous studies that treated some of the physics above in a more simplified manner:

• At all halo masses & 1012 M�, we find efficient cooling of halo gas in cores,
with cooling luminosities similar to observations (where available), but exces-
sive cooling/cold gas masses and SFRs in central galaxies (from ∼ 5 M� yr−1

in ∼ 1012−13 M� haloes, to ∼ 50 M� yr−1 by ∼ 1014 M�).

• The excess gas comes, in an immediate sense, from an overcooling core where
higher densities and metallicities (enhanced by earlier generations of recycled
galactic winds) produce rapid cooling and multi-phase CGM structure. Al-
though the “median” cooling times in this core can be large compared to
dynamical times (tcool/tdyn ∼ 100), the fastest-cooling (denser, more metal-
rich) material reaches tcool/tdyn � 10 − 30 – this is what rapidly forms stars.

• The core providing immediate fuel for SF can have a relatively small extent
. 30 kpc, but gas within this radius at later times originates from larger radii
(up to ∼ 100 kpc) and migrates slowly inwards before “runaway,” so it may be
possible to “starve” the cooling flow on longer timescales by suppressing just
cooling/inflow from ∼ 30 − 100 kpc.

• It is possible, in principle, to temporarily quench galaxies in this mass range
if one can remove all their dense gas within . 10 kpc. This will suppress
star formation for ≈ 1Gyr (surprisingly independent of halo mass), before
runaway cooling from the extended halo restores the excessive SFRs.

Our simulations have several limitations upon which future work could improve.
We wished to construct idealized, controlled experiments so did not evolve fully-
cosmological simulations – we do not expect this to alter the fundamental con-
clusions above, but it could introduce additional important effects (e.g., stirring
turbulence in haloes via structure formation). We of course have finite resolution,
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so micro-physical phase structure in the CGM remains unresolved and could al-
ter the effective large-scale cooling rates. Our treatment of some physics (SNe,
cosmic rays) is necessarily approximate (“sub-grid”) but it would require truly dra-
matic qualitative changes to our assumptions reverse our conclusions. We also did
not include rare events like hypernovae. However, as we have shown in Su et al.
(2018d), their net effects resemble overlapped supernovae, which readily happen in
simulations due to the clustered star formation.

Due to computational expense we could only run ∼ 20 high-resolution simulations,
which means we could not explore the potential diversity of properties of different
haloes at the same mass. We also did not explore various initial cosmic ray and
magnetic field configurations. For the cosmic rays, We refer the readers to Su et al.
(2018b), in which we explored how the cooling flows are affected by the cosmic
ray profiles caused by various CR injection rates. The magnetic fields at the core
region, are quickly amplified to the saturation values, independent of the seed values.
The initial magnetic field strength and configuration at a larger radius could depend
more on the seed magnetic fields, but we still do not expect them to alter any of our
conclusions.17

Most obviously, we neglect AGN feedback, in various forms (jets, bubbles, winds,
radiation, etc.). This work furthers the argument that something – perhaps AGN –
beyond the “known” physics we include here, must be at work. We emphasize that
many or all of the physics explored here (e.g., magnetic fields, cosmic rays, etc.)
may indeed play a critical role in AGN feedback, even if they do not dramatically
alter cooling flows absent an AGN. In future work, we will explore generic classes
of AGN feedback models proposed in the literature, in simulations incorporating the
additional physics here which must (in reality) be present as well, in order to better
understand the non-linear interactions of different feedback and ISM/CGM/ICM
physics.

17We have an m12 run accidental started with magnetic fields two orders of magnetic higher.
With a much higher value, the star formation becomes bursty but is still not quenched.
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C h a p t e r 6

COSMIC RAYS OR TURBULENCE CAN SUPPRESS COOLING
FLOWS (WHERE THERMAL HEATING OR MOMENTUM

INJECTION FAIL)

Kung-Yi Su, Philip F. Hopkins, Christopher C. Hayward, Claude-André Faucher-
Giguère, Dušan Kereš, Xiangcheng Ma, Matthew E. Orr, T. K. Chan, and
Victor H. Robles. Cosmic Rays or Turbulence can Suppress Cooling Flows
(Where Thermal Heating or Momentum Injection Fail). arXiv e-prints, art.
arXiv:1812.03997, December 2018.

The quenching “maintenance” and “cooling flow” problems are important from the
Milky Way through massive cluster elliptical galaxies. Previous work has shown
that some source of energy beyond that from stars and pure magnetohydrodynamic
processes is required, perhaps from AGN, but even the qualitative form of this
energetic input remains uncertain. Different scenarios include thermal “heating,”
direct wind or momentum injection, cosmic ray heating or pressure support, or
turbulent “stirring” of the intra-cluster medium (ICM).We investigate these in 1012−
1014 M� haloes using high-resolution non-cosmological simulations with the FIRE-
2 (Feedback In Realistic Environments) stellar feedback model, including simplified
toy energy-injection models, where we arbitrarily vary the strength, injection scale,
and physical form of the energy. We explore which scenarios can quench without
violating observational constraints on energetics or ICMgas. We show that turbulent
stirring in the central ∼ 100 kpc, or cosmic-ray injection, can both maintain a
stable low-SFR halo for >Gyr timescales with modest energy input, by providing
a non-thermal pressure which stably lowers the core density and cooling rates. In
both cases, associated thermal-heating processes are negligible. Turbulent stirring
preserves cool-core featureswhilemixing condensed core gas into the hotter halo and
is by far the most energy efficient model. Pure thermal heating or nuclear isotropic
momentum injection require vastly larger energy, are less efficient in lower-mass
haloes, easily over-heat cores, and require fine-tuning to avoid driving unphysical
temperature gradients or gas expulsion from the halo center.
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6.1 Introduction
How to “quench” the massive galaxies and keep them “red and dead” over a large
fraction of cosmic time, at stellar masses & 1011 M� (above ∼ L∗ in the galaxy
luminosity function), has been a major outstanding problem in galaxy formation for
decades (see e.g., Baldry et al., 2004, Bell et al., 2003, Blanton et al., 2005, Dekel
& Birnboim, 2006, Kauffmann et al., 2003, Kereš et al., 2005, 2009, Madgwick
et al., 2003, Pozzetti et al., 2010, Wetzel et al., 2012). The major difficulty lies
in the classic “cooling flow” problem — X-ray observations have found significant
radiative cooling in the hot gas of elliptical galaxies and clusters, indicating cooling
times shorter than a Hubble time (Fabian et al., 1994, Peterson & Fabian, 2006).
However, comparing the inferred cooling flow (reaching up to ∼ 1000 M�yr−1 in
clusters), neither sufficient cold gas from HI and CO observations (McDonald et al.,
2011, Werner et al., 2013) nor sufficient star formation (O’Dea et al., 2008, Rafferty
et al., 2008, Tamura et al., 2001) have been found in galaxies. Simulations and
semi-analytic models, which do not suppress cooling flow and simply allow gas to
cool into the galactic core, typically predict over an order of magnitude higher star
formation rates (SFRs) than observed (for recent examples, see e.g., the weak/no
feedback runs in Booth & Schaye, 2009, Choi et al., 2015, Li et al., 2015, Sijacki
et al., 2007).

To compensate for the observed cooling, there must be some sort of heat source
or pressure support. Moreover, the heat must still preserve the cool core structure
in the majority of galaxies according to the observations (Mittal et al., 2009, Peres
et al., 1998). One way to achieve this is to suppress the cooling flow and maintain
a very-low-SFR stable cool-core (CC) cluster. Another possibility is that clusters
undergo cool-core – non-cool-core (NCC) cycles: a stronger episode of feedback
overturns the cooling flows, resulting in a non-cool-core cluster, which gradually
recovers to a cool-core cluster and start another episode of feedback.

The various non-AGN solutions to the cooling flow problem proposed in the liter-
ature generally belong to the former case, as they are mostly steady heating mech-
anisms. These generally invoke physics that are un-ambiguously present, but play
an uncertain role in quenching and/or the cooling flow problem, including: stellar
feedback from shock-heated AGB winds (Conroy et al., 2015), Type Ia supernovae
(SNe) (e.g., Sharma et al., 2012, and references therein), or SNe-injected cosmic
rays (CRs) (Butsky & Quinn, 2018, Farber et al., 2018, Jacob et al., 2018, Pfrommer
et al., 2017a, Ruszkowski et al., 2017a); magnetic fields (Beck et al., 1996, 2012,
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Soker & Sarazin, 1990) and thermal conduction (Binney & Cowie, 1981, Fabian
et al., 2002, Tucker & Rosner, 1983, Voigt et al., 2002, Zakamska & Narayan, 2003)
in the circum-galactic medium (CGM) or intra-cluster medium (ICM); or “morpho-
logical quenching” via altering the galaxy morphology and gravitational stability
properties (Dekel et al., 2009, Martig et al., 2009). Although these processes can
slightly suppress the star formation, and “help” suppress the cooling flows, most
previous studies, including our own exhaustive survey studying each of these in
simulations similar to those presented here (Su et al., 2018a, hereafter Paper I), have
shown that they do not fundamentally alter the classic cooling flow picture. In the
end, the star formation is still cooling flow regulated, and the star formation rate is
orders of magnitude too high.

Consequently, AGN feedback seem to be the most promising possible solution to the
cooling flow problem, and there has been a tremendous amount of theoretical work
on the topic (for recent studies see Eisenreich et al. 2017, Gaspari & Sa̧dowski 2017,
Jacob & Pfrommer 2017a,b, Li et al. 2017, 2018, Martizzi et al. 2018, Pellegrini
et al. 2018, Weinberger et al. 2018, Yoon et al. 2018; and see e.g., Choi et al. 2012,
Ciotti & Ostriker 2001, Ciotti et al. 2009, Croton et al. 2006, Fabian 1999, Guo &
Oh 2008, Hopkins et al. 2005, 2006a, McNamara & Nulsen 2007, Ostriker et al.
2010, Pfrommer 2013, Silk & Rees 1998, Wiener et al. 2013 for earlier works).
Observations show that the available energy budget can easily be comparable to the
cooling rate, and un-ambiguous cases of AGN expelling gas from galaxies, injecting
thermal energy via shocks or sound waves or photoionization and Compton heating,
“stirring” the CGM and ICM, and creating “bubbles” of hot plasma with non-
negligible relativistic components, are ubiquitous (see e.g., Hickox & Alexander,
2018, for a detailed review).

However, despite its plausibility and the extensive work above, the detailed physics
of AGN feedback remains uncertain, as do the relevant “input parameters.” Unlike
stellar feedback, where we have strong theoretical and observational constraints
on supernovae event rates, energy inputs, metal yields, etc., AGN properties like
energetics, kinetic luminosities, duty cycles, geometries, and their dependence on
the black hole mass and accretion are much less well-constrained. Besides, even
with the same energy input rate, how and where the energy is coupled to the CGM
and ICM remain highly uncertain.

Therefore, instead of jumping into a specific (potentially more realistic) AGN feed-
back model, in this study we “take a step back” and explore various idealized AGN
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“toy models” with energy injection in different forms (e.g., direct isotropic momen-
tum injection, turbulent stirring, thermal heating, cosmic-ray injection), acting on
different spatial scales, and with different energetics. Our goal is to answer the
following simple questions: (a) What form[s] of energy input (if any) can possibly
quench a cooling flow, without generating un-realistic galaxy or halo properties
in obvious disagreement with observations? For example, one could easily imag-
ine scenarios which “quench” galaxies by simply expelling all the gas in the halo
– but this would violate the wealth of observations indicating massive haloes re-
tain most of the cosmological baryon fraction (e.g., Giodini et al., 2009, Gonzalez
et al., 2013, Sanderson et al., 2013) (let alone more detailed constraints on den-
sity/temperature/entropy profiles). (b) If any form of energy injection is viable, over
what (order-of-magnitude) spatial scales must it act? In other words, if the energy
is primarily deposited around the galactic nucleus, does this yield behavior that is
“too explosive”? Does the injection have to be fine-tuned to occur where the cooling
is occurring? (c) Likewise, what are the required energetics, and are they reason-
able compared to observational constraints and plausible accretion efficiencies of
supermassive black holes in these systems? (d) If a model quenches, what is the
actual mechanism? For example, turbulent stirring could suppress cooling flows via
heating through thermalized kinetic energy (viscous or shock-heating), or through
providing non-thermal pressure which “holds up” the halo despite its cooling, or
through bulk mixing of cold and hot gas. (e)Does the model quench by maintaining
a low-SFR stable cool-core cluster or turning it into a non-cool-core cluster? If it
is the latter case, how long (if ever) does it take to recover a cool-core after the
injection is turned off?

All of these questions have been studied to varying extent in the literature already
(see references above). And we will argue below that our conclusions are largely
consistent with this previous work. But this manuscript expands on these previ-
ous studies in at least three important ways. (a) We attempt a broader and more
comprehensive survey, across a variety of energy injection mechanisms, scales, and
energetics, in different halo masses, using an otherwise identical set of physics and
numerics, to enable fair comparisons. (b)We aim to implement all of these in fully
“live,” global simulations that self-consistently (and simultaneously) treat the entire
halo and star-forming galactic disk. For such global simulations, our survey also
reaches higher resolution compared to most previous work, allowing us to resolve
more detailed sub-structure in the CGM and galactic disk. (c) We include explicit,
detailed treatments of radiative cooling, the multi-phase ISM and CGM, star for-
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mation, and stellar feedback following the FIRE1 simulations (Hopkins et al., 2014,
2018b, Muratov et al., 2015), in order to more robustly model both the gas dynamics
and the response of galactic star formation rates to cooling flows.

In § 6.2 we summarize the AGN toy models considered here, and describe our
numerical simulations. Results are presented in § 6.3. We then discuss the effects
of each of these model in turn, in § 6.5.

6.2 Methodology
Our simulations use GIZMO (Hopkins, 2015), 2 in its meshless finite mass (MFM)
mode, which is a Lagrangian mesh-free Godunov method, capturing advantages
of grid-based and smoothed-particle hydrodynamics (SPH) methods. Numerical
implementation details and extensive tests are presented in Hopkins (2015).

Our default simulation uses the FIRE-2 implementation of the Feedback In Realistic
Environments (FIRE) physical treatments of the ISM and stellar feedback, the details
of which are given in Hopkins et al. (2018a,b) along with extensive numerical
tests. Cooling is followed from 10 − 1010K, including the effects of photoelectric
and photoionization heating, collisional, Compton, fine structure, recombination,
atomic, and molecular cooling. Star formation is treated via a sink particle method,
allowed only in molecular, self-shielding, locally self-gravitating (Hopkins et al.,
2013b) gas, above a density n > 100 cm−3. Star particles, once formed, are treated
as a single stellar population with metallicity inherited from their parent gas particle
at formation. All feedback rates (SNe and mass-loss rates, spectra, etc.) and
strengths are IMF-averaged values calculated from STARBURST99 (Leitherer et al.,
1999) with a Kroupa (2002) IMF. The feedback model includes: (1) Radiative
feedback including photoionization and photoelectric heating, as well as single and
multiple-scattering radiation pressure tracked in five bands (ionizing, FUV, NUV,
optical-NIR, IR). (2) Stellar particles continuously losemass and injectmass, metals,
energy, and momentum in the form of OB and AGB winds. (3) Type II and Ia SNe
(including both prompt and delayed populations) happen stochastically according
to the tabulated rate. Once they occur, the stellar particles lose mass and inject the
appropriate mass, metal, momentum and energy to the surrounding gas.

1FIRE project website: http://fire.northwestern.edu
2Apublic version of this code is available athttp://www.tapir.caltech.edu/∼phopkins/Site/GIZMO.html.

http://fire.northwestern.edu
http://www.tapir.caltech.edu/~phopkins/Site/GIZMO.html
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6.2.1 Initial conditions
The initial conditions studied here are presented and described in detail in Paper
I. Their properties are summarized in Table 6.1. In this paper, the bulk of our
study will initially focus on the m14 halo, which has the most dramatic (massive)
cooling flow (we will then consider the other haloes in turn). The dark matter
(DM) halo, bulge, black hole, and gas+stellar disk are initialized following Springel
(2000), Springel & White (1999). We assume a spherical, isotropic, Navarro et al.
(1996) profile DM halo; a Hernquist (1990) profile stellar bulge; an exponential,
rotation-supported disk of gas and stars (1010 and 2 × 1010M�) initialized with
Toomre Q ≈ 1; a BH with mass 1/300 of the bulge mass (e.g., Häring & Rix,
2004); and an extended spherical, hydrostatic gas halo with a β-profile (β = 1/2)
and rotation at twice the net DM spin (so ∼ 10− 15% of the support against gravity
comes from rotation, the rest thermal pressure resulting from the virial shock).
The initial metallicity drops from solar (Z = 0.02) to Z = 0.001 with radius as
Z = 0.02 (0.05 + 0.95/(1 + (r/20 kpc)1.5)). For the runs with CR injection, initial
magnetic fields are azimuthal with |B| = 0.3 µG/(1 + (r/20 kpc)0.375) (extending
throughout the ICM), and initial CR energy density is in equipartition with the local
initial magnetic energy density. The ICs are run adiabatically (no cooling or star
formation) to relax any initial transients before use.

The ICs are designed to be similar to observed cool-core systems of similar mass
wherever possible (see e.g., Humphrey & Buote, 2013, Humphrey et al., 2012a, Su
et al., 2013, 2015). Our m14 halo has initial cooling rate at ∼ 8 × 1043erg s−1, with
∼ 3 × 1043erg s−1 radiated in X-ray (0.5-7 kev).

Inm12 andm13 the mass resolution is constant; inm14 (given its much larger total
mass but the need to ensure fixed physical mass resolution in e.g., the star-forming
disk) the resolution here matches run “MR-MRS” in Paper I, adopting a radially-
dependent super-Lagrangian refinement scheme. The target gas mass resolution is
set to = 3 × 104 M� inside r < 10 kpc, and increases smoothly ∝ r outside outside
this radius up to a maximum = 2 × 106 M� at ∼ 300 kpc. Gas resolution elements
are automatically merged or split appropriately if they move inward/outward, to
maintain this mass resolution (to within a factor = 2 tolerance) at all times. A
resolution study is included in the appendix of Paper I.
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Table 6.1: Properties of Initial Conditions for the Simulations/haloes Studied Here

Resolution DM halo Stellar Bulge Stellar Disc Gas Disc Gas Halo
Model εg mg Mhalo rdh VMax Mbar Mb a Md rd Mgd rgd Mgh rgh

(pc) (M�) (M�) (kpc) (km/s) (M�) (M�) (kpc) (M�) (kpc) (M�) (kpc) (M�) (kpc)
m12 1 8e3 1.5e12 25 174 2.2e11 1.5e10 1.0 5.0e10 3.0 5.0e9 6.0 1.5e11 25
m13 3 5e4 1.0e13 100 240 7.2e11 1.0e11 2.8 1.4e10 2.8 5.0e9 2.8 6.0e11 10
m14 1 3e4 8.5e13 220 600 1.5e13 2.0e11 3.9 2.0e10 3.9 1e10 3.9 1.5e13 22

Parameters of the galaxy models studied here (§ 6.2.1): (1) Model name. The
number following ‘m’ labels the approximate logarithmic halo mass. (2) εg:
Minimum gravitational force softening for gas (the softening for gas in all
simulations is adaptive, and matched to the hydrodynamic resolution; here, we
quote the minimum Plummer equivalent softening). (3) mg: Gas mass (resolution
element). There is a resolution gradient for m14, so its mg is the mass of the
highest resolution elements. (4) Mhalo: Halo mass. (5) rdh: NFW halo scale radius
(the corresponding concentration of m12,m13,m14 is c = 12, 6, 5.5). (6) Vmax:
Halo maximum circular velocity. (7) Mbar: Total baryonic mass. (8) Mb: Bulge
mass. (9) a: Bulge Hernquist-profile scale-length. (10) Md : Stellar disc mass.
(11) rd : Stellar disc exponential scale-length. (12) Mgd: Gas disc mass. (13) rgd:
Gas disc exponential scale-length. (14) Mgh: Hydrostatic gas halo mass. (15) rgh:
Hydrostatic gas halo β = 1/2 profile scale-length.

6.2.2 Energy injection models surveyed
The toy models we investigate include momentum injection (simulations prefixed
“Momm”), turbulent stirring (“Turb”), thermal input (“Th”) and CR input (“CR”).
All the simulations are listed in Table 6.2, which also tabulate the energy and
momentum input within different ranges. The ‘Default’ run includes only ‘FIRE-2’
stellar feedback. The other runs have various AGN toy models implemented on top
of ‘FIRE-2’ stellar feedback. Only the runs with cosmic ray injection have magnetic
fields. The runs labeled as “BH” have energy (momentum) injected in the black
hole neighborhood, while the “core” runs have a wider-distributed injection with the
kernel functions listed in the last column of Table 6.2. The other runs labeled “uni”
have uniform input per unit gas mass (so most of the energy is deposited at large
radii). The detailed radial dependence of the energy and momentum input is shown
in Fig. 6.1. The simulation duration is also listed in Table 6.2. All runs are run to
2Gyr, unless either the halo is completely “blown out” or completely un-affected.

Although we will treat the energy/momentum injection rates as essentially arbitrary
in our survey, for context it is worth noting that for a ∼ 109 M� BH (about as massive
as we expect in ourm14 halo) the Eddington limit is ∼ 1047 erg s−1. The associated
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photon momentum flux is L/c ∼ 4×1036 g cm s−2. For more typical low-luminosity
AGN observed in massive galaxies, the energies associated with e.g., their jets reach
∼ 1044 − 1045erg s−1 (see Fabian 2012).

Thermal input (“pure heating”)

Any process that ultimately transfers some energy to gas thermal energy can be
said to have a “heating” component. This can occur via radiative (photoionization,
Compton), mechanical (shocked winds/jets, compression), viscous (damped sound
waves or turbulence), cosmic ray (collisions, streaming instabilities), and other
processes. Many models in the literature have invoked the idea that heating from
AGN can effectively offset cooling and drive strong pressure-driven outflows, if
roughly a few percent of the luminosity associated with near-Eddington phases can
couple thermally (Barai et al., 2014, Begelman, 2004, DiMatteo et al., 2005, Dubois
et al., 2013, Faucher-Giguère & Quataert, 2012, Hopkins & Elvis, 2010, Hopkins
et al., 2006a,b, 2007, 2008, Johansson et al., 2009, Ostriker et al., 2010, Pillepich
et al., 2018, Richings & Faucher-Giguère, 2018a,b, Springel et al., 2005,Weinberger
et al., 2017).

To mimic this in an intentionally idealized and simplified manner, we directly add
(to the usual self-consistent heating and cooling routines) an analytic heating rate
per unit mass Ûeinj(r) = ÛEtot M−1

0 f (r), where f (r) is a dimensionless spherically-
symmetric kernel function (centered on the BH at the galaxy center) normalized to
M−1

0

∫
ρ(x) f (|x|) d3x = 1. We vary both ÛEtot and f (r) systematically, as shown

in Table 6.2. In runs labeled “BH,” f (r) is a cubic spline with radius of compact
support enclosing the nearest ∼ 96 gas elements to the BH. In runs labeled “core,”
f (r) is a Gaussian (∝ exp [−(r/r0)2]) with dispersion approximately equal to the
β-profile scale-length (which is also approximately the critical cooling radius). And
in runs labeled “uni,” f (r) is constant out to approximately the virial radius. In the
“BH” cases, f (r) is updated at each time step, while in the “core” and “uni” cases,
f (r) is set at the beginning of the runs, and kept constant.3

Momentum input

Again many processes can transfer momentum/kinetic energy to gas, including
radiation pressure, mechanical feedback from AGN winds and jets, and “PdV”

3 This causes the evolution of energy input, especially in the more explosive runs, since the
density profiles also evolve.
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work from cosmic ray pressure gradients. Again many models have invoked kinetic
feedback to suppress cooling flows and SFRs in massive haloes (Choi et al., 2012,
2015, Gaspari et al., 2011, Li et al., 2015, Martizzi et al., 2018) and many have
argued it specifically provides a better match to observational constraints and is
more efficient compared to “pure heating” models, especially in the context of
“maintenance” or “radio mode” feedback (Barai et al., 2014, Begelman, 2004,
Dubois et al., 2013, Fabian, 2012, Martizzi et al., 2018, Meece et al., 2017, Pillepich
et al., 2018, Weinberger et al., 2017).

Since we will distinguish “random” or “non-oriented” driving below, we use this
term to refer specifically to models with kinetic feedback oriented strictly radially
away from the BH. Moreover because the coupling in the models above is primarily
local (and we are not interested for this model in e.g., the case of CRs or hot
thermally-pressurized gas driving outflows on large scales, since these should be
resolved in our “Thermal input” and “Cosmic ray” runs), we will primarily focus on
just the “BH” (local-kernel) models in this case. In that case a constant momentum
flux ÛP (directed radially away from the BH) is injected in a similar kernel-weighted
fashion among neighboring gas around the BH (as for thermal energy), but with the
kernel weights proportional to the solid angle subtended by each gas element (as
seen by the BH).4

Turbulent driving or “stirring”

Rather than simply “pushing outwards,” a variety of processes can instead transfer
energy to kinetic energy of bulk quasi-random motion, what we call “turbulent
stirring.” AGN bubbles may generate turbulence through Rayleigh-Taylor (RT) and
Richtmyer-Meshkov (RM) instabilities (Brüggen & Scannapieco, 2009, Dimonte &
Tipton, 2006, Scannapieco & Brüggen, 2008); jets (precessing or not) can drive
turbulence through changing bulk motion or secondary instabilities (e.g., Bourne &
Sijacki, 2017, Li & Bryan, 2014, Martizzi et al., 2018, Yang & Reynolds, 2016) with
driving scale ∼ 100 kpc (Hitomi Collaboration et al., 2018, ZuHone et al., 2016);
and non-AGN processes like halo mergers (e.g., Mitchell et al., 2009, Norman &
Bryan, 1999, Paul et al., 2011, Ricker & Sarazin, 2001, Roettiger et al., 1993,
1997, Vazza et al., 2011), sloshing of cold fronts (e.g., Fujita et al., 2004, ZuHone
et al., 2013, 2018), and winds from satellites can do likewise (Anglés-Alcázar et al.,
2017b). Studies have argued turbulence could suppress cooling flows by providing

4We emphasize that while this is launched at the BH, it is not a jet model. The scaling with solid
angle simply ensures that momentum is launched uniformly in all directions.
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direct pressure support to gas (Parrish et al., 2012a), or heating the gas “directly” via
viscous dissipation (Banerjee & Sharma, 2014, Zhuravleva et al., 2014), or mixing
cold structures back into hot gas in a thermally-unstable medium and so efficiently
re-distributing heat (e.g., Banerjee & Sharma, 2014, Kim&Narayan, 2003b, Parrish
et al., 2010, Ruszkowski & Oh, 2010, Vernaleo & Reynolds, 2006).

We represent “turbulent stirring” by driving turbulence directly following the “tur-
bulent box” simulations in Bauer & Springel (2012). Turbulence is driven in Fourier
space as an Ornstein-Uhlenbeck process (see Federrath et al., 2010, Price & Feder-
rath, 2010, Schmidt et al., 2009) with characteristic driving wavelength (λ = 2π/k)
set to 1/2 of the halo scale radius (experimenting with this, compared to the kernel
or total energy, makes little difference to our conclusions). The compressive part of
the acceleration is projected out via a Helmholtz decomposition in Fourier space so
that the driving is purely incompressible (solenoidal). After Fourier-transforming
back to real space, the stirring is applied as a continuous acceleration a(x) to each
element; at this stage, we apply the desired kernel function a(x) → a(x) f (r)V−1

0
(with V−1

0

∫
f (|x|) d3x = 1). In runs labeled “uni,” f (r) is constant out to approxi-

mately the virial radius. In the runs labeled “core,” f (r) is either a Gaussian function
or an exponential function as shown in Table 6.2. The energy and momentum in-
put rates labeled in Table 6.2 are calculated through ÛE ∼

∫
dm max(|a(x)|)|v| and

ÛP ∼
∫

dm max(|a(x)|), which estimate the upper bounds. 5

Cosmic ray injection

CRs arise generically from processes that result in fast shocks, so could come from
shocked winds or outflows, but are particularly associated with relativistic jets from
AGN (where they can make up the bulk of the jet energy; Berezinsky et al. 2006,
Ruszkowski et al. 2017b) and hot, relativistic plasma-filled “bubbles” or “cavities”
(perhaps inflated by jets in the first place) aroundAGN.Different authors have argued
that they could help suppress cooling flows via providing additional pressure support
to gas, driving pressure-driven outflows in the galaxy or CGM, or via heating the
CGM/ICM directly via collisional (hadronic & Coulomb) and streaming-instability
losses (Enßlin et al., 2011, Fujita & Ohira, 2011, Fujita et al., 2013, Guo & Oh,
2008, Jacob & Pfrommer, 2017a,b, Jacob et al., 2018, Pfrommer, 2013, Pfrommer
et al., 2017a, Ruszkowski et al., 2017a,b, Sharma et al., 2010, Wiener et al., 2013).

5Although the acceleration of the gas (as a function of space) is constant in time, the density
profiles change. Therefore, the total energy input rates also vary as a function of time.
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We treat this analogous to our “thermal heating” runs – simply injecting cosmic
ray energy at some fixed rate within a kernel. The CR physics and numerical
implementation are described in detail in Chan et al. (2018). Briefly, this treats
CRs including streaming (at the local Alfvén speed, with the appropriate streaming
loss term, which thermalizes, following Uhlig et al. 2012, but with vst = vA),
diffusion (with a fixed diffusivity κcr), adiabatic energy exchange with the gas and
cosmic ray pressure in the gas equation of motion, and hadronic and Coulomb
losses (following Guo & Oh 2008). We follow a single energy bin (i.e. GeV CRs,
which dominate the pressure), treated in the ultra-relativistic limit. Streaming and
diffusion are fully anisotropic along magnetic field lines. In Chan et al. (2018), we
show that matching observed γ-ray luminosities, in simulations with the physics
above requires κcr ∼ 1029 cm2 s−1, in good agreement with detailed CR transport
models that include an extended gaseous halo around the galaxy (see e.g., Strong &
Moskalenko, 1998, Strong et al., 2010, Trotta et al., 2011), so we adopt this as our
fiducial value.6 In practice, because of the large diffusivity, the CR energy density
rapidly converges to the same quasi-equilibrium profile regardless of the shape of
the injection kernel, so long as the injection scale is not extremely large (. 100 kpc),
so we simplify by focusing on the “BH” kernel choice and keeping the injection
isotropic.7

6.3 Results in our massive halo (m14) survey
As will be shown in the following subsections, ‘Th-core-44’ ( ÛEth ∼ ÛEcool), ‘Turb-
core-4’ ( ÛEturb < 1% ÛEcool), and ‘CR-BH-43’ ( ÛECR ∼ 10% ÛEcool) are the more suc-
cessful runs in the corresponding toy model scenario. We, therefore, highlight these
runs in the subsequent plots, while tuning down the contrast of the “explosive” runs.

6.3.1 Star formation history
The first row of Fig. 6.2 plots the baryonic mass (as a function of time) within 30
kpc (M30 kpc

baryon) excluding the pre-existing stars, which characterizes the cooling flow
rates. The second, third and bottom rows show SFRs, SFRs from gas initially sitting
outside 25 kpc (SFRs supplied by the cooling flows) and specific star formation
rates (sSFRs), averaged in rolling 10Myr bins. Momentum injection below ∼

6We caveat that we do not account for the possibility of different diffusion coefficient in different
environments.

7We also note that, in the runs including CR heating, CRs from SNe are not included, so we
have a clean test on the black hole CR injection. We showed in Paper I that CRs from SNe contribute
negligibly to quenching, and we note below that the total energy injection from SNe is a factor
∼ 102 − 104 below the analytically-input CR energy injection rate.
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Figure 6.1: Energy (top) or momentum (bottom) input rate per unit logarithmic
galacto-centric radius log r (time-averaged over the last 100Myr of each run), in a
subset of our halo m14 runs. Runs labeled “uni” inject these quantities uniformly
per unit mass over the whole halo, so large radii (containing most mass/volume)
receive most of the injection. Runs labeled “core” have injection in a Gaussian-like
kernel, so most of the energy/momentum ends up around the kernel scale radius.
Runs labeled “BH” inject everything in a kernel centered in the resolution elements
immediately surrounding the BH (� kpc, hence not shown).

1035g cm s−2 ∼ 0.03 LEdd/c does not suppress the cooling flow or star formation by
much, while an injection above 3 × 1036g cm s−2 ∼ LEdd/c blows everything away
within 50 Myr leaving almost no gas within 70 kpc.

With a lower momentum flux (1 − 2 × 1034g cm s−2; non-radial), turbulent stirring
can significantly suppress the cooling flows and star formation. When the turbulent
energy input within 100 kpc reaches 1.1−1.4×1041erg s−1 (‘Turb-core-4’), the core
baryonic mass is suppressed by a factor of 3-10. For turbulent energy input rates
above∼ 2×1041erg s−1 (‘Turb-core-5,6’), the SF is eventually completely quenched.

Uniform thermal heating has little effect on the SFRs and cooling flows even if
input rate reaches ∼ 1044erg s−1. Black hole thermal injection, on the other hand,
undergoes a sharp transition from having little effect to completely quenching the



121

galaxy by blowing everything away (through a Sedov-Taylor explosion), between
injection rates 1043 to 1044erg s−1 (10−4 − 10−3LEdd). The transition is milder if the
energy is smoothly injected within a Gaussian kernel of 30 kpc, in which case a
stable core baryonic mass and low star formation rate can be maintain by a heating
rate of∼ 1044erg s−1 (‘Th-Core-44’). However, with a similar cooling flow rate (e.g.,
‘Turb-core-1’ and ‘Th-core-43’), turbulent stirring suppresses SFR more efficiently
(with a lower energy input rate) than core thermal heating.

Unlike thermal heating, CR energy input can maintain a semi-stable core baryonic
mass and suppressed SFR even if all the energy is deposited in the vicinity of the
black hole. The SFR and cooling flows are significantly suppressed by an energy
input of 1043erg s−1, less than the rate required for a thermal heating run with
Gaussian kernel to quench. However, when the CR input reaches 1044erg s−1, the
resulting dramatic suppression of core baryonic mass becomes similar to what is
caused by the “explosive” BH-kernel thermal heating.

6.3.2 The resulting halo properties
Temperature, density, and entropy

Fig. 6.3 shows the average density, and luminosity-weighted density, temperature,
and entropy as a function of radius averaged over the last 100Myr of the runs. The
shaded regions in the second row indicate the observational density profiles (scaled)
for cool-core (blue) and non-core-core (red) clusters (McDonald et al., 2013).8 The
lightened curves in the bottom row indicate the observational entropy profiles for
cool-core (blue) and non-core-core (red) clusters (McDonald et al., 2013).9

Momentum injection does not affect the resulting halo profiles with an input rate
less than ∼ 1035g cm s−2, while it blows everything away when the input rate reaches
LEdd/c ∼ 3 × 1036g cm s−2.

With a lower momentum input at ∼ 1034g cm s−2, turbulent stirring can much more
efficiently suppress the core density. When the core (r < 100 kpc) energy input
reaches 1.1 − 1.4 × 1043erg s−1 (‘Turb-core-4’), the density suppression becomes
more significant. When it reaches 2 × 1043erg s−1 (‘Turb-core-5,6’), the core gas is
eventually completely heated up, and the entropy profile is flattened. If turbulent

8We use the panel for z < 0.1 in Fig.9 of McDonald et al. (2013) and assume ρcrit ∼ 9.2 ×
1030g cm−3 and r500 = 650 kpc (our m14 initial condition).

9The haloes in McDonald et al. (2013) have a mass range of ∼ 2 × 1014 < M500 < 20 ×
1014M�/h70. We use their Fig.2 and scale the average entropy at r = 700 kpc to 500 kev cm2 given
our halo is smaller (cooler).
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Figure 6.2: Top: Baryonic mass within 30 kpc (excluding pre-existing stars from
the ICs), as a function of time, in the halo-m14 runs from Table 6.2. This is a
proxy for the net amount of cooling-flow inflow. Second: SFRs averaged in 10Myr
intervals. Third: SFRs specifically from gas which was at r > 25 kpc in the ICs (gas
which comes in with the cooling flow). Bottom: Specific SFRs. The shaded regions
indicate the SFR or specific SFR that we define as quenched. For each, we compare
runs with momentum injection, turbulent stirring, thermal heating, and cosmic ray
injection (columns, as labeled). Momentum injection below ÛP . 1035g cm s−2 does
not suppress cooling flows, while ÛP & 3×1036g cm s−2 almost immediately ejects all
the gas in the halo. Uniform thermal heating has little effect on SF (most of the energy
is “wasted” at large-r), while nuclear (“BH”) injection transitions sharply between
doing nothing (the heat is radiated away) and driving a Sedov-Taylor explosion that
evacuates the halo around ÛE ∼ 3 × 1043 erg s−1. Heating with a semi-extended
∼ 30 kpc kernel can suppress SF without explosive ejection for ÛE carefully chosen
around ÛE ∼ 1044erg s−1. Turbulent stirring more efficiently suppresses SF: when the
driving ÛE within < 100 kpc reaches & 1041erg s−1, the core baryonic mass begins
to fall, and by 2× this SF is eventually completely quenched. CR energy input at
1043erg s−1 can maintain a low SFR and semi-stable core baryonic mass even if the
energy is deposited in the nucleus.
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stirring is not suppressed at large radii, the density beyond 100 kpc is also suppressed
by almost a factor of 10, i.e. the halo begins to expel/lose a significant amount of
gas. Among the runs with significantly suppressed SFRs, the density and entropy
profiles of ‘Turb-core-5’ and ‘Turb-core-6’ end up resembling those observed in non-
cool-core clusters (compare Hudson et al., 2010, McDonald et al., 2013, Sanderson
et al., 2006, 2009), while ‘Turb-core-4’ lives between cool-core and non-core. The
other turbulent stirring runs with moderately suppressed SFRs preserve the cool-
core features, although their densities in the core regions are slightly higher than
observational values.

The effects of thermal heating on the halo properties strongly correlate with the
kernel size of the injection. When concentrated in the black hole neighborhood,
∼ 1043erg s−1 is sufficient to significantly suppress the density within 5 kpc and
heat up the gas up to 108 K. Thermal injection rates in the BH neighborhood
& 1044erg s−1 blow out everything within 10 kpc, heat gas to & 1010K, and produce
a negative temperature slope out to > 100 kpc. If the injection is smoothed over
a Gaussian kernel of 30 kpc, then the core density is not suppressed until the total
energy input reaches & 1044erg s−1 (when the energy input is comparable to the
cooling). Although milder, a negative temperature gradient extending from 10 to
100 kpc is still hard to avoid in that case.

CR injection can significantly suppress the core density with ÛE & 1043erg s−1,
and produces an extended region with significant hot gas. If the input exceeds
1044erg s−1, the injection becomes explosive on large scales (similar to high- ÛE BH-
kernel thermal injection). Except for the explosive one, runs with CR injection
have density and entropy profiles resembling those observed in cool-core clusters.
The gas of the most successful CR injection run (‘CR-BH-43’) within ∼ 7 kpc is
dominated by the hot gas from stellar mass loss (and/or gas heated by CR) and is
less constrained by the observations.

The face-on projected density and average temperature (between ∆Z = ±1 kpc) of
the more successful runs (‘Th-core-44’, ‘Turb-core-4’ and ‘CR-BH-43’) are shown
in Fig. 6.4. Consistent with the aforementioned density and temperature profiles,
‘Th-core-44’ and ‘Turb-core-4’ have suppressed density up to a few 10 kpc, while
‘CR-BH-43’ has suppressed density only within 10 kpc. Thermal heating and CR
injection both lead to a heated region, but the heated region in the former case
extends to a larger radius.
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Figure 6.3: Density (top), X-ray cooling luminosity-weighted density (second),
luminosity-weighted temperature (third), and luminosity-weighted entropy (bottom)
versus radius averaged over the last ∼ 100Myr in the m14 runs from Fig. 6.2. The
shaded regions in the second row and the lightened curves in the bottom row indi-
cate the observational density and entropy profiles (scaled) for cool-core (blue) and
non-core-core (red) clusters (McDonald et al., 2013). At sufficiently low injection
rates, all models do little (as expected). In “Momentum,” “Thermal,” and “CR”
injection, we see that when the injection is nuclear (“BH”) and large enough, ex-
plosive behavior results (expelling nearly all gas within ∼ 30− 100 kpc, and leaving
what remains very hot), in stark contrast with observations. Quasi-stable interme-
diate cases do exist, for turbulent stirring and CR injection in particular. Among
the turbulent runs with suppressed SF, most preserve the initial cool-core features
(though they do suppress the density, heat up, and flatten the entropy profile in the
core), though “core-5/6” resemble non-cool-core clusters (but do not “explode”);
uniform turbulent driving suppresses densities even at � 100 kpc as well. The
‘Th-core-44’ run, which has non-explosively suppressed SFR, broadly resembles
non-cool-core clusters, but its negative temperature gradient is in tension with ob-
servations. The ‘CR-core-43’ run, which also has non-explosively suppressed SFR,
resembles cool-core clusters.
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Figure 6.4: The face-on projected density and average temperature (between ∆Z =
±1 kpc) of the more successful runs (‘Th-core-44’, ‘Turb-core-4’ and ‘CR-BH-43’).
Consistent with the density and temperature profiles in Fig. 6.3,‘Th-core-44’ and
‘Turb-core-4’ have suppressed density up to a few 10 kpc, while ‘CR-BH-43’ has
suppressed density only within 10 kpc. Thermal heating and CR injection both lead
to a heated region, but the heated region in the former case extends to a larger radius.

X-ray luminosities

The resultant X-ray luminosity of the gas halo is an important constraint for an
AGN feedback model (e.g., Choi et al., 2015, McCarthy et al., 2010). Fig. 6.5
shows the predicted X-ray cooling luminosity, integrated over all gas in the halo,
from 0.5 − 7 keV. The luminosity is calculated using the same methods in Ressler
et al. (2018), Schure et al. (2009), in which the cooling curve is calculated for
the photospheric solar abundances (Lodders, 2003), using the spectral analysis
code SPEX (Kaastra et al., 1996) and scaled according to the local hydrogen,
helium, and metal mass fractions. The shaded regions indicate the observed X-ray
luminosities in Reiprich & Böhringer (2002) and Stanek et al. (2006) for haloes with
mhalo ∼ 0.7 − 1.5 × 1014M�. Runs which quench by violently ejecting gas strongly
suppress their X-ray luminosities, as does the “uniform” turbulent stirring run (owing
to its suppression of gas densities everywhere in the halo). But interestingly, other
runs with suppressed SF/cooling flows maintain X-ray luminosities just a factor
∼ 1.5−3 lower, well within the observed range (Anderson et al., 2015, Balogh et al.,
2006, Kim & Fabbiano, 2013, Reiprich & Böhringer, 2002, Stanek et al., 2006).
This is because a large portion of the total X-ray luminosity is from larger radii,
although the surface brightness decays as a function of radius.
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Figure 6.5: X-ray cooling luminosity LX , integrated from 0.5− 7 keV, in the runs in
Fig. 6.3. The shaded regions indicate the observed X-ray luminosities in Reiprich
& Böhringer (2002) and Stanek et al. (2006) for haloes with mhalo ∼ 0.7 − 1.5 ×
1014M�. Runs which explosively eject core gas (e.g., ‘Momm-BH-36’, ‘Th-BH-
44,45’ and ‘CR-BH-44’) strongly suppress LX . Uniform turbulent stirring (‘Turb-
uni’) also suppresses LX strongly by ejecting gas (at larger radii). But other runs
with suppressed SF (‘Turb-core-X’,‘Th-Core-44’, ‘CR-BH-43’) have only factor
∼ 1.5 − 3 lower LX . This is because a large portion of the total X-ray luminosity is
from larger radii, although the surface brightness decays as a function of radius.

Turbulent Mach number

Fig. 6.6 shows the rms 1D turbulent velocity, defined as vturb/
√

3, and the 1D Mach
number for gas hotter than 107K as a function of radius, averaged over the last 100
Myr of the runs. Radial momentum injection does not alter turbulence much, as it
primarily drives coherent motion; likewise for thermal injection when it is weak or
spread over large radii. In the “explosive” regime of momentum/thermal/CR input,
all drive strong outflows at up to ∼ 1000 km s−1, though the higher shocked-gas
temperatures mean this corresponds to Mach∼ 0.4. At intermediate CR injection
rates, appreciable but modest bulk motions are driven at & 10 kpc.

By construction, turbulent stirring boosts turbulent velocities where injected. The
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√

3vthermal, in gas with T > 107 K,
averaged over the last 100Myr of the runs) as a function of radius for the runs
in Fig. 6.3. Bottom: 1D rms velocity dispersion vturb/

√
3. The ‘Default’ run

has turbulence driven by a combination of thermal instability and stellar feedback.
Weaker momentum/thermal/CR input does not alter this much; when those inputs
become “explosive” (see Fig. 6.3), strong shocks appear as jumps in vturb up to
& 1000 km s−1. Modest CR injection or distributed thermal injection contribute
∼ 200 km s−1 bulk motions at r & 10 kpc. Turbulent stirring runs (by construction)
produce Mach ∼ 0.2 − 0.4 turbulence over the radii of the chosen kernel, although
the strongest runs (e.g., ‘Turb-core-6’) exceed Mach & 1.

maximal turbulent velocities reach ∼ 200 − 400 km s−1 (Mach . 0.5) in the ‘Turb-
uni’ and ‘Turb-core-1-5’ runs, broadly consistent with observations (Hitomi Collab-
oration et al., 2016, 2018), but towards the higher end of the allowed range, while
‘Turb-core-6’ exceeds Mach > 1.

6.3.3 Cooling time and gas stability
Fig. 6.7 shows the cooling time (τc ≡ Ethermal/ ÛEcooling) versus radius for gas hotter
than 105 K. Momentum injection does not affect the cooling time strongly. Even in
our highest momentum flux run (∼ 1036g cm s−2), where everything within 70 kpc
is blown away, the cooling time at even larger radii still remains very similar to the
‘Default’ run.
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On the other hand, turbulent stirring, which effectively suppresses the gas density,
can also suppress the cooling rate (through turbulent mixing and pressure support).
The regions with boosted cooling time roughly coincide with the regions with strong
stirring. When the stirring injects ∼ ×1041erg s−1 (‘Turb-core-4’) within 100 kpc,
the average cooling time of gaswithT > 105 Kbeyond 10 kpc is boosted to & 10Gyr.
In ‘Turb-core-5 and 6’, almost all the gas becomes stably non-cooling, consistent
with their resulting non-cool-core halo properties.

Thermal heating can significantly boost the cooling time as long as the kernel of
injection is small enough ( only the ‘Th-BH’ runs and ‘Th-core’ runs). The increase
of the cooling time basically follows the increase in temperature discussed in § 6.3.2.

CR injection boosts the cooling time significantly within r ∼ 10 kpc, owing to
lower densities and higher temperatures inside these radii, when the injection rate is
& 1043erg s−1.

The ratio of cooling time to dynamical time (τc/τd , with τd ≡ (r3/GMenc)1/2) is
also plotted as an indication of gas stability. The runs suffering from the most
severe cooling flows in our suite (‘Default’, ‘Momm-BH-34,35’, ‘Th-uni-43,44’,
‘Th-core-43’, ‘Th-BH-43’ and ‘CR-BH-42’ ) have an extended region within 100
kpc at τc/τd . 20. In the runs with SFRs suppressed to . 1M�yr−1 (‘Turb-core-4’,
‘Th-core-44’ and ‘CR-BH-43’), most of the gas within this radius has τc/τd > 10.
In the runs which end up resembling non-cool-core clusters (‘Turb-core-4 & 5’),
τc/τd & 100 uniformly. Consistent with previous studies (e.g., Gaspari et al., 2015,
Sharma et al., 2012, Voit et al., 2017), we find that our simulations that avoid the
cooling catastrophe and also produce “realistic” cool-core profiles have τc/τd & 10.

6.3.4 Energy input vs. cooling
In Fig. 6.8, we compare cooling rates, energy input rates, and net energy gain/loss
of each run, integrated within a radius r . Here “energy input” sums stellar feedback
(adding SNe and stellar mass-loss kinetic luminosities) plus the input from our
analytic injection models. We also show where gas (above 105 K) has cooling times
exceeding the Hubble time.

Direct thermal heating, as expected, suppresses cooling in the core region only if
the injected heating rate is larger than cooling: this is why uniform or large-kernel
heating is inefficient (energy is “wasted” at large radii). When highly-concentrated,
this tends to result in explosive behavior, which reduces the cooling rate further out
not by direct heating but by ejecting the halo baryons. The only thermal heating
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Figure 6.7: Top: Gas cooling time (τc ≡ Ethermal/ ÛEcooling) versus radius (averaged
in the last 100Myr of the runs in Fig. 6.3). Gray dashed line labels the Hubble
time. Bottom: Cooling time over dynamical time (τd ≡ (r3/GMenc)1/2). With weak
injection these are not strongly modified. In explosive cases the cooling time interior
to the explosive shock is enormous (the “cutoff” to zero reflects cases where there
is no gas in the relevant temperature range inside some radius). CRs and turbulent
stirring suppresses cooling primarily by suppressing core gas densities; regions
with boosted τc correspond to regions with strong stirring. If the stirring exceeds
& 2 × 1041erg s−1 within 100 kpc (‘Turb-core-5 & 6’), or CR injection exceeds
� 1043 erg s−1, the gas has τc > tHubble and τc/τd & 100 – this is an excellent
predictor of when the system will resemble a non-cool-core-cluster.

run with heating roughly matched to cooling over the extended cooling region is the
(intentionally fine-tuned) ‘Th-core-44’ run.

Akin to the thermal runs, ‘CR-BH-42’ does little, ‘CR-BH-44’ is explosive, while
‘CR-BH-43’ is able to maintain quasi-stable equilibrium. A key difference is (as we
show below) this comes primarily from pressure support, where the CR pressure
profile (if diffusion is fast and the injection rate is constant, and losses are negligible)
is essentially a steady-state pcr ∼ ÛEcr/12π κ r . This makes the predictions less
sensitive to small variations in the cooling rates or gas densities.

Turbulent stirring can suppress cooling rates significantly without becoming “ex-
plosive” and with significantly lower energetic “cost.” We discuss the mechanisms
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for this in § 6.5.3.

6.3.5 The rejuvenation of non-cool-core clusters, and role of feedback from
old stellar populations

Given that ‘Turb-core-5’ and ‘Turb-core-6’ evolve fromcool-core to non-cool-core in
a relatively “gentle”manner, a natural question to ask iswhether the halowill become
cool-core again if the turbulent stirring is turned off. It turns out that rejuvenation
does not necessarily occur, at least in these idealized simulations (remember, our
simulations are non-cosmological, so do not include new gas accreting into the
halo).

We test this by restarting the ‘Turb-core-5’ run from the 1.4Gyr point and the 2.0Gyr
point, removing our injection (keeping e.g., stellar feedback and all other physics,
however). As shown in Fig. 6.9, the ‘1.4 Gyr’ run rejuvenates (core baryonic mass
slowly grows and star formation reoccurs) while the ‘2.0 Gyr’ one does not. The
reason is that once the density is lowered to a (very low) point where the residual
steady-state energy input from type 1a SNe and AGB winds surpasses cooling, the
halo remains quenched for a Hubble time. Fig. 6.10 shows the same comparison
of Fig. 6.8 for ‘Turb-core-5’ at 1.4 Gyr and 2.0 Gyr, but includes only the stellar
feedback contribution in “energy input.” It is clear that at 1.4 Gyr there is still an
extended region (r . 30 kpc) with sufficiently dense gas that stellar feedback from
old stars alone (SNe Ia & AGB mass-loss) can only marginally balance cooling,
while by 2.0 Gyr, the density has been depleted to the point where the old-star
stellar feedback (which is basically identical) now totally surpasses cooling.

If we restart this 2.0 Gyr run without stellar feedback from old stars (disabling Ia’s
and AGB mass-loss), then it does rapidly resume SF and “rejuvenate.” We have
confirmed it is the Ia population which dominates the energy injection and results
here. But in either case, it appears that stellar feedback can aid in maintaining
quenched systems, but only once they are well into the non-cool-core stage with
especially depleted central gas densities.

We focused on this case because it was only marginally a non-cool-core cluster.
In every simulation that produces “explosive” quenching, the central gas densities
are extremely low (much lower than our 2.0 Gyr run here) and so, unsurprisingly,
rejuvenation never occurs.
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Figure 6.8: Cumulative (integrated inside < r) cooling rate ( ÛEcool), total feedback
energy input rate ( ÛEinput), and difference (net loss/gain), in the runs from Fig. 6.3
averaged over their last 100Myr. Progressively darker red shading indicates re-
gions where 20/50/80% of gas (above T > 105 K) has cooling times greater than
the Hubble time. Weak input produces little change; “explosive” runs quench by
dramatically lowering heating and core gas densities. Several of the turbulent runs
suppress cooling significantly, ensuring τc > tHubble, without “exploding.” This is
also seen in intermediate CR runs (‘CR-BH-43’), more or less independent of the
injection kernel. In thermal runs this requires an injection kernel and energy fairly
carefully matched to the cooling radius/energy.
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Figure 6.9: Testing “rejuvenation.” We restart run ‘Turb-core-5’ which transitions
from cool-core to non-cool-core cluster, at either 1.4 Gyr (‘Re-1.4Gyr-SFB’) or 2.0
Gyr (‘Re-2.0Gyr-SFB’), keeping all physics identical but turning off the turbulent
“stirring” at the time of restart. We compare the baryonic mass within r < 30 kpc
(excluding pre-existing stars; top) and SFR (bottom) as Fig. 6.2. The earlier restart
“rejuvenates” after additional energy injection is disabled, and ÛMast slowly re-grows
over∼Gyr timescales. The later restart fails to rejuvenate, as in the intervening time,
continued driving has lowered the core gas density to the point where stellar feedback
from old stars (Ia & AGB) can keep it hot. We confirm the latter by re-running the
2.0 Gyr restart without this feedback (‘Turb-core-5-2.0Gyr-Re-NoAGN-NoSFB’),
which now rejuvenates.

6.4 Results as a function of halo mass
We now explore models in lower-mass haloes m12 and m13 at Mhalo ∼ 1012 and
1013 M�, respectively (see Table 6.1). We focus our attention on models motivated
by those that at least seem plausibly “successful” (able to have some effect, but
also not obviously in gross violation of observational constraints) – this includes
variations of the turbulent stirring “core-kernel” runs, cosmic ray injection with
appropriate energetics, and thermal heatingwith an appropriate-scaled spatial kernel
and energy scale. The survey at high resolution is listed in Table 6.3, though we
have run additional low-resolution tests of broader parameter space to confirm our
intuition from the m14 survey continues to hold.

For the thermal and CR injection cases, we scale the input energy from the m14 ‘Th-
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Figure 6.10: Cumulative cooling rate versus energy input (as Fig. 6.8, but includ-
ing only stellar feedback from old stellar populations in the ÛEinput budget), of the
“restarted” runs in Fig. 6.9. In the earlier restart, the higher core densities allow
cooling and rejuvenation after the turbulent injection is de-activated. In the later
restart, the stellar injection is identical (it comes from the same old stars) but the gas
density has been further lowered by the injection to the point where old stars can
maintain quenching for a Hubble time.

core-44’ and ‘CR-BH-43’ runs according to the total cooling rate of the halo. For
turbulent stirring, we scale the characteristic wavelength of the stirring in Fourier
space (λ) and kernel size (rk) from the m14 ‘Turb-core-4’ run according to the viral
radius, and the amplitude of particle acceleration according to the circular velocity
at the kernel size: ark ∼ v2

c ∼ GMenc/r . For them12 case, the above scaling makes
the kernel very narrow and confines the stirring or energy injection to the disk, so
we also included m12 runs with a wider kernel.

The resulting SFRs are plotted in Fig. 6.11. Turbulent stirring and CR injection
quench all haloes, while thermal heating is less efficient in m12. Fig. 6.12 shows
the density, temperature, and entropy profiles, while Fig. 6.13 compares the energy
injection to cooling luminosities as a function of radius.

Thermal heating has similar effects in m13 and m14: the galaxies are quenched
but inevitably have a mild negative temperature gradient. The energy input of both
matches the cooling in an extended region (by construction). However, in the m12
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Table 6.3: Physics variations (run at highest resolution) in our survey of lower-mass
(m12 & m13) haloes

Model λ ÛEtot ÛPtot kernel
(kpc) (erg s−1) (g cm s−2) (r in kpc)

m12-Turb-core 25 5.5-8.4 e39 4.0-4.2 e32 ar<20 ∼ 3 exp(−(r/15.8)2)
ar>20 ∼ exp(−r/39.6)

m12-Turb-core-wide 25 4.7-9.3 e39 4.6-4.9 e32 ar<50 ∼ 3 exp(−(r/39.6)2)
ar>50 ∼ exp(−r/100)

m13-Turb-core 57 13-7.5 e39 10-3.8 e32 ar<50 ∼ 3 exp(−(r/40)2)
ar>50 ∼ exp(−r/100)

m14-Turb-core-4 120 5.7-5.9 e41 3.1-2.0 e34 ar<100 ∼ 3 exp(−(r/79)2)
ar>100 ∼ exp(−r/200)

m12-Th-core-43 - 1.3-1.4 e43 - ÛE ∝ exp(−(r/6)2)
m12-Th-core-43-wide - 1.3-2.5 e43 - ÛE ∝ exp(−(r/14)2)
m13-Th-core-43 - 17 -7.8 e42 - ÛE ∝ exp(−(r/14)2)
m14-Th-core-44 - 2.0-0.5 e44 - ÛE ∝ exp(−(r/30)2)
m12-CR-BH-42 - 1.3e42 - BH neighbour
m13-CR-BH-42 - 1.8e42 - BH neighbour
m14-CR-BH-43 - 2.1e43 - BH neighbour

Partial list (including just simulations at “production” resolution) of runs in haloes
m12 and m13. Style is identical to Table 6.2, but we add one column λ, denoting
the wavelength of the turbulent driving modes. We focus only on models which
were successful without being “explosive” in the m14 suite, and scale the
energetics and kernel sizes with the cooling luminosities and virial radii,
respectively. We have run additional low-resolution tests akin to the suite in
Table 6.2 to confirm much larger/smaller injection produces similar results to what
is seen there.

case, the cooling rate is actually boosted by the additional thermal heating (because
the virial temperature is low and amount of gas at ∼ 104−105 K is large, this pushes
gas higher on the cooling curve), so the effect is much weaker. In lower-resolution
tests, this is not remedied by increasing the thermal energy injection rate: because
of the more violent thermal instability, all our thermal-heating runs in m12 either
produce no effect, or violent explosion of the entire halo.

Naively scaling the turbulent “stirring scale” with the viral radius (and strength with
the circular velocity) quenches m13, but the stirring at large radii > 50 kpc is too
strong and a substantial gas mass is thrown out of the halo completely, lowering
the density and X-ray luminosity, while the stirring at small radius makes the halo
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non-cool-core (akin to stronger stirring cases in m14). This can be moderated,
as expected, with a somewhat weaker stirring. In m12 these naive scalings lead to
stirring confined to∼ 16 kpc, which effectively stirs the galactic disk and ballistically
“launches” the whole disk into fountains, which produce a violently bursty star
formation history. Obviously, this is not realistic: increasing the “stirring kernel”
size to ∼ 40 kpc (‘m12-turb-core-wide’) produces a much smoother low SFR and
stable cool-core structure with slightly-lower core densities and cooling rates.

CR injection successfully and “smoothly” quenches m12 and m13. In m13 the
overall cooling rate is eventually also suppressed significantly as the gas within the
central few kpc is ejected.

6.5 Discussion: How do different physics quench (or not)?
The only injection models that result in a semi-stable quenched galaxy are thermal
heating with a Gaussian kernel chosen in the correct energy and size range, turbulent
stirring confined to radii below the halo scale radius, and cosmic ray heating in the
correct energy range. We briefly discuss how each surveyed model in § 6.2.2
operates.

6.5.1 Radial momentum injection
The actual kinetic energy (even if it all thermalized) of themomentum-injection runs
is less than the cooling luminosity.10 At low injection rates this just stirs small-scale
turbulence/fountains (e.g., in “Momm-BH-35,” 40% of the momentum and 20% of
the energy input is used to decelerate in-falling gas, and ∼ 1/2 of the gas acted
directly upon by the nuclear stirring still forms stars). At higher injection rates it
acts by dynamically altering halo structure, ejecting material from the core. Without
truly enormous energy input this is eventually decelerated in the outer halo, but in
e.g., “Momm-BH-36” almost all the gas within . 70 kpc is ejected.

Previous studies have similarly noted that pure isotropic kinetic input tends to fall
into burst-quench cycles where either it fails to alter the cooling flow, or explosively
ejects all the gas in the cooling radius (Ciotti et al., 2009, Shin et al., 2010). One
alternative is to inject energy in a completely different form (discussed below). A
second is to inject momentum at larger radii (distributing it away from the center),
in a spatially-localized-but-time-dependent manner (i.e. not in a simple radially-
outward-moving shell, which simply repeats this problem on larger scales; see

10The total kinetic energy input roughly matches the total cooling rate at the begin of the most
explosive “Momm-BH-36” case, but soon become subdominant.
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Ṁ
?

[M
�

yr
−

1 ]

m13

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

10−1

100

101

Ṁ
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Figure 6.11: Galaxy SFRs (as Fig. 6.2) in our suite of simulations of different mass
haloes (Table 6.3). The “wide” runs are only for m12. In m13 and m14, turbulent
stirring within the halo scale radius, or CR injection with appropriate energies, can
quench, as can somewhat fine-tuned thermal energy injection. m12 is more unstable
and we find no thermal-heating solutions that quench without explosive ejection of
halo baryons. Also, in m12 the ‘Turb-core’ run confines stirring to ∼ 16 kpc,
effectively “churning” the galactic disk and producing the bursty star formation; this
disappears with a more extended stirring (‘Turb-core-wide’).
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Figure 6.12: Density, temperature, & entropy profiles (as Fig. 6.3) averaged over the
last ∼ 100Myr of each run for the runs in Fig. 6.11. Even fine-tuned thermal
heating produces negative temperature gradients in m13 & m14 and has little
effect in m12. Turbulent stirring significantly depresses the density of m13 (and
raises its temperature), resembling the stronger-stirred m14 cases, but a weaker
stirring amplitude alleviates this. CR injection suppresses the core density inside
the central few kpc (leading to mostly hot gas inside this radius), but leaves a positive
temperature profile and intact density profile outside r > 5 − 10 kpc.
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Figure 6.13: Cumulative energy input vs. cooling (as Fig. 6.8) for the simulations in
Fig. 6.11. Turbulent stirring significantly decreases cooling inm13 (owing to lower
densities in Fig. 6.12; this is sensitive to the injection rate), but only suppresses
cooling in the core in m12. Thermal heating can marginally balance cooling in
m13 and m14 which have hotter, more stable gaseous haloes, but in m12 heating
puts more dense+enriched gas at ∼ 104 − 105.5 K, increasing its cooling rate. CR
injection substantially suppresses cooling rates in all cases.
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Bourne & Sijacki 2017, Gaspari et al. 2011, Li & Bryan 2014, Yang & Reynolds
2016 for kinetic jets) – this is much closer in practice to our “turbulent stirring”
runs below. A third alternative is to invoke a mix of isotropic kinetic feedback and
thermal feedback (as in Ciotti et al., 2010, Dubois et al., 2013, Pillepich et al., 2018,
Weinberger et al., 2017), a possibility we discuss below.

6.5.2 Thermal heating
In pure thermal heating models, nothing changes unless the overall heating rate is
larger than the cooling rate. However, unless these are carefully balanced, this tends
to produce a negative temperature gradient in direct contradiction with observed
systems (Brighenti &Mathews, 2002,Mathews et al., 2006), and can drive explosive
behavior which removes most of the gas in the halo. As a result, we must tune the
energy input to match the cooling rate. We must also tune the injection radius to
match the cooling radius, or else the energy is either “wasted” on gas at large radii
(not cooling efficiently), or it excessively heats gas in the center driving Sedov-
Taylor blastwaves that heat gas to very high temperature, eject gas in the central
halo, produce negative temperature gradients, and strong shocks.

This is also consistent with previous studies that have repeatedly found nuclear
energy injection alone tends to either fail to quench, or violently eject far too much
gas from haloes (Genel et al., 2014). The alternatives are typically to invoke either
(1) fine-tuning, or (2) some mix of other feedback mechanisms.

6.5.3 Turbulent stirring
In almost all of our turbulent stirring runs which produce suppressed cooling flows,
the turbulent energy injection rate ismuch lower than the total cooling rate (especially
pre-turbulence) – in other words, thermalized turbulent energy “heating” gas is not
the dominant channel. We have also directly confirmed this by measuring the
turbulent damping rate and comparing it to cooling. More important, turbulence
mixes gas to larger radius, which (a) lowers the central density, (b) lowers the density
of “up-welling” parcels (lowering their cooling rates), and (c) mixes them with hot
gas (providing a form of “bulk conduction”). Together this lowers the effective
cooling rate by an order of magnitude in the region with cooling times shorter than
the Hubble time.

Taking ‘Turb-core-4’ for instance, Fig. 6.14 tracks the evolution of gas which is cold
and dense at one initial time. After ∼ 0.5Gyr, less than half remains cold and dense
or forms stars: most is shifted to larger radius and mixed into with hot gas (e.g.,
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Figure 6.14: An example of what happens to rapidly cooling gas in the turbulent
stirring runs which suppress cooling flows. Here in ‘Turb-core-4’ from Fig. 6.3,
we track gas which is cold (T < 8000K) and dense (n > 1cm−3) at an early time
(20Myr) and follow its evolution. We first follow how much of the gas forms stars
– this stabilizes as ∼ 40% at late times. The majority of the gas is mixed to larger
radii (here > 30 kpc), and becomes warm (T > 105 K).

Banerjee & Sharma, 2014, Kim &Narayan, 2003b, Parrish et al., 2010, Ruszkowski
& Oh, 2010, 2011, Vernaleo & Reynolds, 2006).

6.5.4 Cosmic ray injection
Like turbulent stirring, CR injection provides another source of non-thermal pressure
support, so the gas density and the cooling rate can be suppressed without directly
heating up the gas. As shown in Fig. 6.15, CR energy does contribute as an important
pressure source, reaching at least equipartition to the thermal energy. Moreover,
CR diffusion spreads out the energy input and forms a quasi-steady-state isotropic
pressure gradient even if all the CR energy is injected in the vicinity of the black
hole.

Fig. 6.15 shows that only a small fraction of the CR energy is thermalized as the
CRs propagate in the ‘CR-BH-43/44’ models,11 and in all cases the heating from
CRs is well below total cooling rates. This is expected: the timescale for CRs to lose

11The total thermalized CR energy as indicated by the green and magenta lines in the second row
of Fig. 6.15 is less than 10% of the total CR input.
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Figure 6.15: Comparison of energetics in ourm14 cosmic ray runs. Top: CR, mag-
netic, and thermal energy densities (averaged in spherical shells in the last 100Myr of
each run), for the threem14CR runs (Table 6.2). CR energy is non-negligible within
< 30 kpc in each. Middle: Comparison of differential per-unit-radius (d ÛE/d log r)
and cumulative ( ÛE(< r)) gas cooling rates versus CR “heating” rates. The latter
includes collisional (hadronic+Coulomb) and streaming losses which transfer en-
ergy from CRs to thermal gas energy. CR heating is always much smaller than gas
cooling except where the gas is almost completely evacuated in the central few kpc
(and ÛEcool is extremely small). In CR-BH-42, which retains dense central gas where
CR losses are large, ∼ 60% of the injected CR energy is thermalized, but in the CR-
BH-43/44 runs where the central few kpc are lower-density, only ∼ 1−5% of the CR
energy is ever thermalized. Bottom: Gravitational acceleration Fg/M ≈ ∂Φ/∂r vs.
acceleration from the CR pressure gradient (ρ−1 ∂Pcr/∂r). CR pressure dominates
and pushes material out from the central cooling-core, to larger-r at larger ÛEcr.
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energy to hadronic+Coulomb processes is ∼ 30 Myr (n/cm−3)−1 while the diffusion
timescale is ∼ r2/κcr, so for our parameters losses in the core are only significant
if its mean density exceeds n & 0.1 cm−3 (rcore/10 kpc)−2.12 However, in ‘CR-BH-
43/44,’ the temperature in the very center (. 5 − 10 kpc) does become large: this
owes to CR pressure gradients suppressing the nuclear gas density sufficiently so
that the low-density gas is heated efficiently by stellar feedback from the bulge and
CR streaming heating.

On the other hand, the CR pressure gradient in Fig. 6.15 is able to offset gravity.
If losses are negligible and diffusion dominates transport, around a point source
with constant ÛEcr, the equilibrium pressure profile (assuming CRs are a γ = 4/3
ultra-relativistic fluid) is Pcr = ÛEcr/12π κ r , which agrees well with the inner parts
of our CR runs (outside the “holes” in ‘CR-BH-43/44’ within the central few kpc,
where stellar feedback dominates).13 Comparing this to the gravitational force we
have:

FCR

FG
=

1
3ρ

∂eCR/∂r
GMenc/r2

∼2
( ÛE
1043erg s−1

) ( κ

1029cm2 s−1

)−1
(

r
10 kpc

)−1

( vc

500km s−1

)−2 ( n
0.01cm−3

)−1
. (6.1)

This is consistentwith our result thatwhen theCRenergy input reaches∼ 1043erg s−1,
the CR pressure gradient starts to surpass the gravitational force in the core region
and the core density and cooling rate start to be suppressed.

We emphasize that, as shown in Fig. 6.15, the heating from streaming loss does
exceed the cooling rate in the core region in ‘CR-BH-43’ (the most stably quenched
CR injection case), which is consistent with the previous studies (e.g., Ruszkowski
et al., 2017b). However, we argue that the quenching is majorly caused by CR
pressure lowering the gas density and therefore also the cooling rate instead of CR

12This explains why the run ‘CR-BH-42’, which does not quench and maintains dense gas in
the center, does lose a non-negligible fraction ∼ 1/2 of its CR energy to collisional+streaming
losses. For ‘CR-BH-43’ and ‘CR-BH-44’, the collisional loss is more significant initially, but it
drops to a lower value after the core density is suppressed. The competition between CR energy
and gas densities being larger at small r , and diffusion times longer at large r , also explains why the
collisional+streaming losses have the broad radial structure seen in Fig. 6.15.

13At large radii, if the streaming is at a quasi-constant Alfvén speed, streaming will dominate
over diffusion at r & κcr/vstream ∼ 30 kpc (κcr/1029 cm2 s−1) (30 km s−1/vstream), which also defines
the radius where streaming losses ∝ vstream ∂Pcr/∂r will be largest. Note in the simulations here the
“cutoffs” in the CR profiles at r ∼ 100 − 1000 kpc owe to the simulations only having finite time for
CRs to propagate from the nucleus to large radii.
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heating overcoming cooling because a) the cooling rate of ‘CR-BH-43’ is much
lower than the ‘Default’ run; b) the heating from stellar feedback can be at least
comparable to the CR heating in the core region; and c) the black hole thermal
heating run with exactly the same energy input does not quench the galaxy.

Given that we are not directly balancing the cooling rate by CR heating, the total
CR energy in the halo does not need to be excessively high. The estimated > GeV
gamma-ray luminosity of ‘CR-BH-43’ (from hadronic loss) is Lγ ∼ 1041erg s−1,
which is lower than the observational upper bounds (Ackermann et al., 2016,Wiener
& Zweibel, 2018). Besides, the estimated ∼ GHz radio luminosity of ‘CR-BH-43’
from the secondary CR electrons (from CR protons), which contributes as part of
the overall radio luminosity, is Lradio ∼ 1039erg s−1, again within the observational
constraint from the radio flux (e.g., Bravi et al., 2016, Giacintucci et al., 2014).14

6.6 Conclusions
In this paper, we have attempted a systematic exploration of different qualitative
physical mechanisms by which energy can be injected into massive haloes to
quench galaxies and suppress cooling flows. We specifically considered models
with radial momentum injection (e.g., “wind” or “radiation pressure” or “isotropic
kinetic”models), thermal heating (e.g., “shockedwind” or “isotropic soundwave” or
“photo/Compton-heating” or “blastwave” models), turbulent “stirring” (e.g., “con-
vective/buoyant bubble” or “precessing jet” or “jet/bubble instability-driven” or
“subhalo/merger/satellite wind-driven” models), and cosmic ray injection (e.g., CRs
from compact or extended radio jets/lobes, shocked disk winds, or inflated bubbles).
We vary the associated energetics and/or momentum fluxes, spatial coupling/driving
scales, and halo mass scale from ∼ 1012 − 1014 M�. These were studied in fully
global but non-cosmological simulations including radiative heating and cooling,
self-gravity, star formation, and stellar feedback from supernovae, stellar mass-loss,
and radiation, enabling a truly “live” response of star formation and the multi-phase
ISM to cooling flows; we used a hierarchical super-Lagrangian refinement scheme
to reach ∼ 104 M� mass resolution, much higher than many previous global studies.

Of the cases surveyed, only turbulent stirring within a radius of order the halo
scale radius, or cosmic ray injection (with appropriate energetics) were able to
maintain a stable, cool-core, low-SFR halo for extended periods of time, across all
halo masses surveyed, without obviously violating observational constraints on halo

14We assume that all the secondary CR electrons decay via synchrotron emission.
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gas properties or exceeding plausible energy budgets for low-luminosity AGN in
massive galaxies.

• Isotropic momentum injection with momentum flux lower than
∼ 1036g cm s−2 (Mhalo/1014 M�)1/3 has little effect on cooling flows or star
formation, while larger momentum fluxes simply generate an “explosion”
that evacuates gas from the halo core, drives strong shocks in the outer halo,
generates steep negative temperature gradients out to > 100 kpc, and heats
gas to enormous temperatures (all in conflict with observations).

• Thermal heating, if concentrated in the halo core, similarly transitions sharply
from doing nothing when the input is below cooling rates, to generating
an explosive Sedov-Taylor blastwave when the input exceeds cooling rates
(again, in conflict with observations). Thermal heating extended over too
large a radius “wastes” all its energy at very large radii and does little in
the core. It is possible to fine-tune thermal heating (by setting energy input
equal to cooling rates, and the coupling scale equal to the cooling radius),
but this (a) requires thermal heating rates & 1044 erg s−1 in & 1014 M� haloes
(corresponding to bright quasars if the heating efficiency is ∼ 1%), (b) still
generates mild negative temperature gradients to ∼ 100 kpc, and (c) fails in
less massive haloes . 1012.5 M� where virial temperatures are lower.

• Cosmic rays can suppress cooling and SFRs by supporting non-thermal pres-
sure gradients which are comparable to or exceed gravity in the core, with
modest energetics in an order-of-magnitude range around
ÛEcr ∼ 1043 erg s−1 (Mhalo/1014 M�). CR “heating” (via streaming or colli-
sional terms) is negligible as modeled here in the interesting regime. For
reasonable diffusivities, the injection scale/kernel also does not matter sen-
sitively since CRs form an equilibrium diffusion profile, unless the injection
scale is very large & 30 − 100 kpc. The central few kpc tend to be “hot”
because they are eventually depleted of all dense gas, but the larger-scale den-
sity/temperature/entropy structure of the cool-core halo can be stably main-
tained for extended periods of time, despite suppressed SFRs and actual
cooling flow rates onto the galaxy.

• Turbulent stirring can also suppress star formation, through a combination
of suppressing the core gas density (by providing non-thermal pressure and
“lofting” parcels up the potential where they buoyantly expand), and mixing
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cold and dense gas into the hot halo (providing “bulk conduction”), with even
lower energetics in ÛEturb ∼ 1041−42 erg s−1 (Mhalo/1014 M�) or (equivalently)
momentum flux ÛPturb ∼ 1034 g cm s−2 (Mhalo/1014 M�) within a radius of
order the halo scale radius (. 100 kpc). Towards the low end of this range,
haloes maintain cool-core features, while towards the high end, they evolve
from cool-core to non-cool-core. Strong stirring at r & 100 kpc tends to
remove significant gas from the halo and suppresses the X-ray luminosity
below observations; stirring confined only to . 10 − 20 kpc acts more like
galactic fountains and fails to efficiently suppress cooling. Turbulent “heating”
(via compression or shocks or viscosity) is never dominant.

• If injection transforms a halo into a non-cool-core, then if the core density is
suppressed to an extent that the energy input from old stellar populations (SNe
Ia and AGB mass-loss) exceeds cooling rates, the halo never “rejuvenates”
even if the feedback injection shuts off.

In summary, our study supports the idea that quenching – at least of observed z ∼ 0
massive haloes – is not dominated by single violent or “explosive” events, but by
lowering densities and suppressing cooling via mechanisms that involve relatively
mild energetics and non-thermal pressure. Turbulence and cosmic rays represent
promising avenues to this, either of which has the potential to quench the models
surveyed here without obviously contradicting basic observational constraints. Both
operate very efficiently, with required energetics comparable to those expected in
jets of low-luminosity AGN.

We emphasize that we are not saying it is impossible to devise models of feedback
using a combination of thermal and radial mechanical energy input which produce
quenching and plausible massive halo properties (in fact, we explore a couple
such models here). However, consistent with most previous studies, we find that
these classes of models (a) require fine-tuning, in energetics and coupling scale
as a function of halo mass, (b) generally require optimistically high energetics (at
least order-of-magnitude larger than the CR models, and two orders of magnitude
higher than the turbulent models favored here), and (c) may still have difficulty
reproducing more subtle observational properties (e.g., distributions of temperature
profile slopes).

We should also emphasize that we are not implying that AGN feedback is represented
by any one of these mechanisms (especially as we model them). Real feedback is
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a mix of many different processes operating at once, often simultaneously on very
different scales (e.g., radiation and accretion-disk winds and jets may be coupling to
the gas all on different spatial scales). Our goal was simply to focus on an (intention-
ally) highly-idealized model of each form of injection, to understand the constraints
and different qualitative behaviors of different types of energy injection. This paper
was a follow-up to Paper I, where we also surveyed a large number of simulations to
emphasize that something beyond the “default” physics of cooling, self-gravity and
gravitational stability, magnetic fields, conduction, viscosity, star formation, and
feedback from stars (radiative and supernovae and stellar mass-loss), was required
to resolve the cooling flow problem. Here we identify plausible classes of physical
candidates for that “something” (e.g., enhanced turbulence and CR from AGN). In
our next study, we intend to model these classes more realistically: for example, ex-
plicitly modeling a narrow jet which simultaneously carries kinetic luminosity and
cosmic rays. This raises a host of questions we have (again, intentionally) not tried
to address here: for example, what happens if the injection is highly anisotropic?
And can turbulence actually be driven by physical processes originating from an
AGN? And what is the ratio of energy in radial momentum flux, thermal heating,
cosmic ray injection, and turbulent stirring which comes from e.g., nuclear winds
vs. compact jets vs. “bubbles”? These and many more questions remain open and
critical for progress in this field.
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C h a p t e r 7

SUMMARY AND FUTURE DIRECTIONS

In this thesis, I investigated the effects of stellar feedback (especially the discrete
processes), AGN feedback, and fluid microphysics (including magnetic fields, con-
duction, and viscosity), on the properties and the evolution of a wide variety of
galaxies. These physics are built and explored on top of the state-of-the-art high-
resolution cosmological hydrodynamic zoom-in simulations from the FIRE-2 suite,
and isolated galaxy simulations that utilize the FIRE-2 stellar feedback. The FIRE
stellar feedback naturally generates a multi-phase ISM and CGM, a realistic envi-
ronment to test these uncertainties in baryonic physics.

In the first part of the thesis, I discussed the discrete effects of stellar feedback
including the discretized individual SNe, IMF sampling and extreme events like
hypernovae. I concluded that discretizing SNe injection is crucial (which is in-
cluded in standard FIRE physics) is absolutely crucial. Treating SNe as continuous
energy/momentum sources with time-averaged rates (instead of individual events)
smears the energy in time and space, which allows it to radiate away far too ef-
ficiently – the “overcooling problem”. Partially because of strong clustering of
star formation, the IMF sampling has a relatively small effect on galaxy properties,
within the stochastic uncertainties of galaxy simulations. Hypernovae with a total
energy of 100 supernovae are powerful enough to temporarily shut down the star
formation, but the effects have no fundamental difference from those of overlapping
SNe, which naturally happen. Even in the small ultra-faint galaxy that we explored,
a hypernova only quenches the galaxy for ∼ Gyr , and will not permanently shut
down the star formation. Therefore, it should be possible to observe HNe yields in
next-generation stars in faint dwarfs.

In the second part of the thesis, I explored the effect of fluid microphysics in galaxies
of 1010−1013M� (majorly sub-L* galaxies). Stellar feedback is shown to be the dom-
inant factor in predicting galactic properties. Once the stellar feedback is explicitly
implemented with FIRE stellar feedback model, magnetic fields, conduction, and
viscosity only have minor effects on the galaxy properties like SFR, phase structure,
or outflows. It also strongly alters the amplifications and morphology of magnetic
fields. FIRE stellar feedback results in much more randomly oriented magnetic
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fields, while sub-grid feedback models generally predict more coherent large sched-
ule magnetic structure. However, despite the stellar feedback, the amplification of
magnetic fields in ISM gas is largely dominated by flux-freezing compression.

In the final part of my thesis, I focus on the massive galaxies of 1012 − 1014M�,
where the physical mechanisms that regulate the observation inferred cooling flows
are highly uncertain – the classic “cooling flow problem”. I showed that non-AGN
feedback type solutions in the literature, including stellar feedback, the cosmic ray
from stellar feedback, magnetic fields, conduction, and morphological quenching
cannot possibly quench the galaxies. Owing to the insufficient energy, stellar feed-
back (including cosmic rays from SNe) only alters the balance of cold/warm gas
and the rate at which the cooled gas within the galaxy turns into stars, but not the
net baryonic inflows. Conduction is most effective in the hot gas and is therefore
important only in the most massive halo. However, even in a 1014M� halo, conduc-
tion only suppresses the cooling flows by at most a factor of ∼ 2. Magnetic pressure
and stellar morphology also do not affect the cooling flows because the former never
reach equipartition with the thermal or turbulent energy in CGM, and the latter has
a negligible effect to the gas stability as cooling flows continuously enhance the gas
surface density in the star forming regions.

After ruling out the non-AGN solution to the cooling flow problem, I explored
the most popular, and perhaps promising solution – “AGN feedback”. Since the
qualitative form of this energetic input still remains uncertain, I explore generic
classes of AGN feedback models proposed in the literature. I showed that enhancing
turbulence and injecting cosmic ray are probably the most important aspects of AGN
feedback in quenching of galaxies. Since they provide non-thermal pressure support
that stably suppresses the core density, they can stably suppressed the cooling flows
without overheating the galactic core. The enhanced turbulence also effectively
mixes the cold gas into the hot halo, which also reduces the overall cooling flows.

Althoughwe have explored these baryonic physics in galaxy evolution to great detail,
there is still many questions left unanswered. The largest uncertainty probably lies in
AGN feedback. We explored a various form of energy injection trying to understand
the effect from each possible aspect ofAGN feedback, but howAGN feedback should
be modeled realistically is unknown. Furthermore, to model AGN feedback self-
consistently, the accretion of black holes, which is the physical original of AGN
feedback, is also highly relevant. Finally, how does AGN feedback interacts with
the magnetic fields and other fluid microphysics to affect the CGM should also be
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Table 7.1: Parameters for the preliminary suite of jet simulations.

model ÛM vinitial Tinitial ÛEkinetic ÛEthermal
M� s−1 km s−1 K erg s−1 erg s−1

Kin-6e42+Th-1.6e41 2.0 3000 1e7 6e42 1.6e41
Kin-6e42+Th-1.6e42 2.0 3000 1e8 6e42 1.6e42
Kin-6e42+Th-1.6e43 2.0 3000 1e9 6e42 1.6e43
Kin-6e44+Th-1.6e41 2.0 30000 1e7 6e42 1.6e41

(1) Model name. (2) Mass flux. (3) Initial velocity. (4) Initial temperature. (5)
Initial kinetic energy input rate. (6) Initial thermal energy input rate.

explored. In the following, I will briefly review these possible directions for future
study and planned projects aligned with my thesis work.

7.1 The physics of AGN jets
One possible realistic form of AGN feedback that can naturally stir up turbulence
and carry cosmic ray energy is jets, frequently observed in massive ellipticals and
clusters. I will perform a set of isolated simulations from L* galaxies to massive
cluster ellipticals (Mhalo ∼ 1012 − 1014M�), with different jet models (on top of
stellar feedback) of constant energy flux, by systematically varying the opening an-
gle, the level of precession, the strength, and the energy composition of each form
(thermal, kinetic, and cosmic ray). By incorporating the “Feedback in Realistic
Environment” ( FIRE;Hopkins et al. 2018b) stellar feedback model, jets are ensured
to be simulated in a realistic environment. Additionally, fluid microphysics (mag-
netic fields, conduction, and viscosity) will be included to realistically capture its
non-linear interactions with jet models. Although some aspects of jets have been
explored individually to some extent in the current state-of-the-art simulations (e.g.,
Bourne & Sijacki, 2017, Gaspari et al., 2012a,b, Li & Bryan, 2014, Li et al., 2017,
Martizzi et al., 2018, Ruszkowski et al., 2017b, Yang & Reynolds, 2016), this set
simulations will be the first to test all the variations of jet models on top of stellar
feedback and fluid microphysics over a wide range of halo mass. They will provide
a complete and unbiased picture for how jets interact with gas in the ISM/CGM.
Fig. 7.1 shows the edge-on temperature and projected density of a subset of the
preliminary suite of jet simulations with different kinetic and thermal input rate (as
described in Table 7.1).

This new, state-of-the-art simulations could help us investigate the following ques-
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Figure 7.1: The edge-on average temperature and projected density of the central
2kpc slice (|y | < 1 kpc) of simulation with different jet models. The plots are all
made at 200 Myr after the start of thr simulations. The parameters of the jet modeld
are shown in Table 7.1. The hotter the jet is, the more thermal pressure widen
the chimney. Despite the same launching speed, the wider the jet is, the slower it
propagate given the larger volume of gas above to lift up. The expansion of the
shock fronts, especially in the hotter or faster jet cases, have a huge effect in heating
up the CGM.

tions:

• Turbulent structure: As discussed above in § 6, turbulence can effectively
regulate the cooling flow in massive galaxies, but the source of the turbulence
is left undefined in that work. Many authors have suggested that jets can
drive turbulence in the CGM (e.g., Bourne & Sijacki, 2017, Li & Bryan,
2014, Martizzi et al., 2018, Yang & Reynolds, 2016), but it unclear exactly
how the turbulence is generated, whether the amount is sufficient to prevent
a cooling flow, and how the detailed structure of that turbulence depends on
the properties of the jets. Fortunately, it may be possible to constrain the
latter by observations taken with X-ray telescopes such as Hitomi (Hitomi
Collaboration et al., 2016, 2018), which provide tight restrictions on the
turbulent velocity in the clusters. The relationships between the jet properties
discussed above and the resultant turbulent structure in the CGM can be
predicted.

• Energy balance in different phases and regions: Besides turbulent energy,
the distribution of CR energy and thermal energy in different regions of a halo,
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and in the gas of different phases is also important. The distributions will be
affected not only by the jet models, but also largely by the fluid microphysics
and the detailed CR modeling (CR streaming, diffusion, and cooling loss).
With a better understanding of the energy distribution, I can tell whether jets
quench the galaxy through heating (whether directly or thermalizing the other
form of energy) or through generating pressure support, which lowers the gas
density and cooling rate.

7.2 Interplay of AGN model and fluid microphysics
Both AGN feedback and fluid microphysics affect the local thermal instability, and
hence the rate at which gas precipitates out of the CGM, which contributes to the
cooling flow (e.g., Gaspari et al., 2017, Voit et al., 2015, 2017). In addition, magnetic
fields, conduction, viscosity, can interact non-linearly with the AGN feedback by
altering how energy propagates in the CGM. Specifically, the following two topics
can be explored.

• The impact of AGN over magnetic amplification: In Chapter 4, I showed
that stellar feedback strongly alters magnetic field strength and morphology;
particularly the adiabatic compression (with the magnetic flux frozen) domi-
nates the amplification of field strength in stellar-feedback-only simulations.
However, that work primarily focused on the ISM where the gas density and
magnetic field strength are high. The aforementioned set of simulations can
generalize these explorations from ISM to the CGM, where gas densities and
field strengths are much lower, and to do so in the presence of jets. Specifi-
cally, the magnetic field amplification mechanism can be better understood by
analyzing turbulent/magnetic power spectrum, and the relationship between
magnetic curvature and field strength.

• The interplay among conduction, viscosity, and AGN: In Chapter 3 and
Chapter 5, I showed that conduction and viscosity independently have minor
effects on ISM properties and cooling flows. However, they may still exert
indirect influences. Some literature suggests that the impact of the AGN on
the galaxy and halo can be affected by conduction, which alters the AGN
energy transport in the CGM (e.g., Kannan et al., 2016, Yang & Reynolds,
2016). Furthermore, viscosity may have an impact on the effective turbulent
injection scale of the jet, the turbulent power spectrum, and the organization
and evolution of the associated Fermi bubbles (e.g., Guo et al., 2012). Be-
sides the galaxy-scale simulations, small-scale simulations of a patch of the
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circum-galactic/intracluster medium also show that magnetic field and fluid
microphysics have an impact on local thermal (and other) instabilities (e.g.,
Ji et al., 2018, Kunz et al., 2012, McCourt et al., 2012, Sharma et al., 2010).
The insights from smaller scale simulations could be utilized to conduct a
thorough investigation of the interplay between conduction, viscosity, and
various jet models in galaxy-scale simulation.

7.3 Black hole accretion
Tradition accretion models (e.g., Bondi-Hoyle (Bondi, 1952, Springel et al., 2005)
and the gravitational torque accretionmodels (Anglés-Alcázar et al., 2017a, Hopkins
& Quataert, 2011)) make simplifying assumptions about the ∼ kpc environment
around the black hole, leading to predicted accretion rates that differ by orders
of magnitude. The assumptions can be tested in the aforementioned simulations.
The inferred accretion rate can also be compared to the required AGN energy for
maintaining a stable quenched simulation in the simulations.

Moreover, with the super-Lagrangian refinement scheme, which enforces higher
resolution through particle splitting at the designated region, resolving the gravita-
tional capture of gas by a black hole in galaxy simulations become possible. This
can potentially lead to a more realistic implementation of black hole accretion than
the traditionally sub-grid accretion models.

A combination of my thesis work and the planned future direction and projects can
lead to a more physically motivated self-consistent AGN feedback model.
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A p p e n d i x A

RESOLUTION STUDY

A.1 Resolution study for Chapter 2
The resolution-dependence and convergence properties of our simulations (aswell as
other numerical properties, e.g., sensitivity to the numerical hydrodynamicmethods)
– including specifically the three dwarf galaxies studied here – have been studied
extensively over several orders ofmagnitude in resolution (involvingmany additional
galaxy properties) in Hopkins et al. (2018b) and Hopkins et al. (2018a). We refer
to those papers for much more extensive analysis.

However, we have briefly considered resolution studies of our “new physics” IMF-
SMP runs, for each of our haloes. The conclusions are identical so we focus on
m10q here, and compare a run with ∼ 10 times higher particle mass – i.e. 30 M�
resolution (we have also varied the resolution by a factor of ∼ 10 towards lower
resolution, and again find consistent results, but these are less interesting).

The run list is included in Table A.1.1. The MR runs match the resolution of
the corresponding m10q runs in the main text. The two “Default” runs from the
main text are also included, indicating the range of stochastic variations of different
physical quantities.

Fig. A.1.1 shows the total stellar mass, star formation rate, outflow rate, and outflow
mass loading of the “IMF-SMP” runswith different resolutions. Fig.A.1.2 shows the
escape fractions. Fig. A.1.3 shows the masses of gas in different phases, including
cold-neutral, warm-ionized, and hot, and in outflows as a function of density at
different redshifts. For all plotted quantities, the difference between the “IMF-
SMP” HR and MR runs are within the stochastic range characterized by the two
“Default” runs. This indicates that our results are reasonably converged at the
fiducial resolution.

This higher-resolution run, as well as similar runs at ultra-high resolution (∼ 10 −
50 M� mass resolution), will be studied systematically in future work (Wheeler et
al., in prep).
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Table A.1.1: Particle resolutions used in our convergence tests for the default m10q
run

Resolution Physics mi,1000 md,1000
MR Default 0.25 1.3
MR Default 0.25 1.3
MR IMF-SMP 0.25 1.3
HR IMF-SMP 0.03 0.16

(1) Resolution name. MR: Medium resolution. HR: High resolution. (2) Physics:
The variants are described in § 2.2. (3) mi,1000: Baryonic (star and gas) mass
resolution in units of 1000 M�. (4) md,1000: Dark matter mass resolution in units of
1000 M�.
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Figure A.1.1: Comparison of the total stellar mass (upper left), SFR (bottom
left), outflow rate (upper right), and outflow mass loading (bottom right). The
differences between the “IMF-SMP” HR and MR runs are within the stochastic
range characterized by the two “Default” runs.



174

0 2 4 6 8 10 12

Time [Gyr]

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

E
sc

ap
e

Fr
ac

tio
n

5 3 2 1 0.6 0.4 0.2 0
Redshift

Default MR
Default MR 2
IMF-SMP MR
IMF-SMP HR

Figure A.1.2: Comparison of the photon escape fractions. The “IMF-SMP” runs
with different resolutions have similar photon escape fractions.

A.2 Resolution study for Chapter 3
We performed convergence tests using our isolated SMCmodel, varying the particle
mass by two orders of magnitude (see Table A.2.1). The HR run in Table A.2.1
matches the resolution of the standard SMC runs in the main text.

The resulting SFRs are shown in Fig. A.2.1, the phase structure and radial velocity
distribution are shown in Fig. A.2.2 and Fig. A.2.3, respectively, and the turbulent
and magnetic energies are shown in Fig. A.2.4. The star formation rate inFig. A.2.1
converges most rapidly with resolution. Among the inspected resolutions, there is
little difference. As for the phase structure Fig. A.2.2, the cold neutral and warm
ionized gas have very similar density distributions at all the resolutions tested. The
hot gas and outflow density distributions converge more slowly but appear to be
converged when at the MR resolution (i.e. resolution elements of a few thousand
solar masses), as does the radial velocity distribution of gas particles Fig. A.2.3.
Above this resolution, individual SN remnants begin to have their Sedov-Taylor
phases resolved, and therefore generation of hot gas and outflows can be captured
more robustly. The turbulent and magnetic energies similarly appear converged at
the MR resolution. As the resolution increases, minor increases in the magnetic
energy and minor decreases in the turbulent energy are found. This is because the
small-scale shear field, which can dissipate turbulent kinetic energy and enhance
the magnetic energy through field-line stretching, is suppressed at low resolution
(Jun et al., 1995).
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Figure A.1.3: Gas density distributions for m10q. Rows show the properties at
different redshifts; columns show different phases, including cold-neutral (left),
warm-ionized (middle left), hot (middle right), and outflows (right). The differ-
ences between the “IMF-SMP” HR and MR runs are within the stochastic range
characterized by the two “Default” runs.

The convergence tests imply that our simulations of the more-massive galaxies,
such as HiZ, Ell and CosmoMW, might not have sufficient resolution for all of their
properties to be fully converged, especially their hot gas and outflow properties.
Moreover, it is worth noting that, although we do not expect this to be the case,
we cannot exclude the possibility of false convergence. The best resolution that we
can achieve for galaxy simulations is inevitably many orders of magnitude coarser
than the natural viscosity scale (the Kolmogorov length scale). Thus, it is possible
that some important effects of fluid microphysics will appear only at much higher
resolutions than these thatwill be achievable for galaxy simulations in the foreseeable
future.
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Figure A.2.1: Convergence of the star formation rate of the SMC model. The star
formation rate converges quickly. Even at a resolution two orders of magnitude
lower than the standard resolution, the SFR has a similar quasi-equilibrium value,
∼ 0.01M�/yr .

Table A.2.1: Galaxy models used in our convergence tests

Initial Condition Physics Resolution mg mh md mb
SMC FB+MHD+Micro LLR 3.6e4 2.9e5 6.2e4 4.8e4
SMC FB+MHD+Micro LR 3.6e3 2.9e4 6.2e3 4.8e3
SMC FB+MHD+Micro MR 1.1e3 8.6e3 1.9e3 1.4e3
SMC FB+MHD+Micro HR 3.6e2 2.9e3 6.2e2 4.8e2

(1) Initial Condition: Galaxy model used. These all adopt our SMC IC. (2)
Physics: These all consider FB+MHD+Micro, the most demanding case. (3)
Resolution name. LLR: The lowest resolution. LR: Low resolution. MR: Medium
resolution. HR: High resolution. (4) mg: Gas particle mass. (5) mh: Halo particle
mass. (6) md: Stellar disc particle mass. (7) mb: Bulge particle mass.
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Figure A.2.2: Convergence of the density distribution of gas in different phases in
the SMC model. The cold neutral and warm ionized gas have very similar density
distributions at all of the resolutions inspected. The properties of the hot gas and
outflows, on the other hand, appear to require resolution elements of ∼ 1000 M�
per gas particle, which roughly separates whether SNe are individually resolved.
Nevertheless, the density distributions of the hot gas and outflows in the lower-
resolution runs do not differ drastically from the converged values.
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Figure A.2.3: Convergence of the radial velocity distribution of the gas particles
in the SMC model. For all of the tested resolutions, the gas particles have almost
identical radial velocity distributions.



178

0.0 0.1 0.2 0.3 0.4 0.5

Time [Gyr]

7

8

9

10

11

12

lo
g
(E

n
e
rg

y
 /

 M
a
ss

) 
[e

rg
/g

]

SMC
Turbulent
LLR
LR
MR
HR

Magnetic
LLR
LR
MR
HR

Figure A.2.4: The total turbulent kinetic energy (thick lines; defined in § 3.4.4) and
magnetic energy (thin lines) per unit mass of the non-outflowing disc gas in the
SMC model. Both the magnetic and turbulent energies appear converged once the
gas mass resolution is ∼ 1000 M�.

Table A.3.1: Mass resolutions used in our studies for the default m14 Run

Resolution mg mh md mb
HR-HRS 8e3-2e6 4e7 8e3 8e3

HR 8e3-2e6 4e7 2.5e6 2.5e6
MR-MRS 3e4-2e6 4e7 3e4 3e4

MR 3e4-2e6 4e7 2.5e6 2.5e6
LR 2e6 4e7 1e7 1e7

(1) Resolution name. LR: Low resolution. MR: Medium resolution. HR: High
resolution. MRS(HRS):Medium (High) resolution initial stellar particles. (2) mg:
Gas particle mass. (3) mh: Dark matter halo particle mass. (4) md: Pre-existing
stellar disc particle mass. (5) mb: Pre-existing bulge particle mass. Note: All runs
use the m14 halo with ‘Default’ FIRE physics.

A.3 Resolution study for Chapter 5
Extensive resolution studies of the FIRE-2 feedback and physics models used in
this paper are presented in Hopkins et al. (2018b). However, since these did not
address all of the specific questions in this paper, we performed a series resolution
studies using our “Default” m14 halo, varying the mass resolution by a factor ∼ 300
(Table A.3.1). The “HR” (“MR”) run in Table A.3.1 matches the m14-HR (m14-
MR) resolution in the text.

Fig. A.3.1 shows the evolution of the total core (r < 30 kpc) baryonic, hot gas
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Figure A.3.1: The comparison of (a) core (< 30kpc) baryonic mass, (b) hot gas
(> 106K) mass, (c) warm gas (8000 − 106K) mass, (d) cold gas (< 8000K) mass,
and (e) stellar mass, for ‘Default’ m14 runs at different resolutions. ‘MR’ and ‘HR’
runs behave very similarly. ‘LR’ run, on the other hand has more gas accumulated
in the warm phase.
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properties. ‘LR’ run, has slightly shorter cooling time at small radius.
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(> 106K), warm gas (8000 − 106K), cold gas (< 8000K), and stellar masses at
different resolutions. Fig. A.3.2 shows the comparison of total SFR, and SFR
from gas initially outside 25kpc. Fig. A.3.3 shows the comparison of cooling time
and cooling time over dynamical time for gas within 30 kpc. Fig. A.3.4 shows
the evolution of cooling and energy input rates within 30 kpc, and the total X-ray
luminosity of the whole halo. In these calculated properties, runs with resolution
equal to or higher than that of our ‘MR’ run do not differ significantly. The ‘LR’
run on the other hand, exhibits more gas buildup in the warm phase at small radius,
which leads to the shorter cooling time there. This, and the more detailed resolution
studies referenced above, suggest the results are here are robust to resolution, at least
over the dynamical range, that we explore here.
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A p p e n d i x B

EFFECTS OF MAGNETIC FIELDS, CONDUCTION, AND
VISCOSITY ON TURBULENT “STIRRING” MODELS

Given that turbulent stirring can (a) amplify magnetic fields, (b) be damped by
viscosity from the hot gas, and (c) acts to mix hot and cold gas in a manner similar
to physical conductivity, it is reasonable to ask what the impact of including or
excluding explicit treatment of magnetic fields and physical (anisotropic) Braginskii
conduction and viscosity in the hot gas might be. We explored these physics in
Paper I in detail so only briefly note their effects here. Fig. B1 shows the SFRs of
the ‘Turb-core-1’ run with and without explicit inclusion of these fluid microphysics
in the simulations. Magnetic fields and conduction mildly suppress the SFR at the
beginning of the ‘Turb-core-1’ run, and suppress the core baryonic mass by a factor
of ∼ 2, which is roughly consistent with their effect on the ‘Default’ run, but the
systematic effects are small and get smaller as time goes on and the systems become
more steady-state. Because viscosity and conduction are strongly temperature-
dependent, their effects are even weaker in the smaller halo masses. Accordingly,
the treatment of these physics does not substantially alter our conclusions.
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FigureB1: SFR (as Fig. 6.2) in our ‘Default’ and ‘Turb-core-1’m14 runs, comparing
runs which treat the gas as pure-hydrodynamic, to runs which include magnetic
fields and fully-anisotropic Spitzer-Braginski conduction and viscosity following
Su et al. (2017) (“All Micro”). Consistent with our study in Paper I, these additional
microphysics (mostly conduction) suppress the SFRs by a factor ∼ 2, but do not
qualitatively change any of our conclusions.
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