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Abstract 

This thesis presents an investigation of many known polynomial invariants 

of knots and links. Following Alexander's original idea, we define another multi

indeterminant polynomial for links and show that it satisfies some of Torres' 

conditions. We conjecture that they are equivalent. 

Conway polynomials have been known since the sixties. In this paper, we 

show that the polynomials of various orientations of a link are related, at least in 

the first and second coefficients. The relationship can be expressed as a function 

of the Conway polynomials of all sublinks. 

A new invariant polynomial of knots and links has been discovered which is 

independent of the orientation. This polynomial is also invariant of link inverses. 

Moreover, it is different from the Conway polynomial and the newly discovered 

HOMFLY polynomial. It distinguishes the trivial 3-unlink and the Borremean 

ring of 3 components. Various properties of the polynomial are studied. 
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Chapter 1. Development of polynomial invariants of knots and links. 

1. Introduction. 

The aim of this chapter is to give a brief account of the development of polynomial 

invariants of knots and links. We will also discuss a possible next step in the 

combinatorial study of the knot problem. For a survey of the knot problem, 

we recommend the articles of Fox [F4], MeA Gordon [M2], Thistlethwaite [T2], 

and Rolfsen [R2]. Bibliographies in those articles are fairly complete up to the 

current development of knot theory with the exception of the newly discovered 

polynomials. 

2. Preliminaries. 

A knot is a homeomorphic image of 8 1 in 8 3 . It is oriented if 8 1 and 8 3 are 

oriented. Two oriented knots K and L are ambient equivalent if there exists 

an orientation preserving homeomorphism of 8 3 mapping K onto L, preserving 

their orientations. K is then said to be isotopic to L. Weaker equivalences are 

defined when the orientation of 8 1 or 8 3 is dropped. 

If K is isotopic to its mirror image, then K is amphicheiral. The figure 

eight knot is amphicheiral but the trefoil is not. Let K' be K with the orientation 

reversed. If K is isotopic to K', the knot K is said to be invertible. Figure-eight 

knot and trefoil are both invertible. The existence of non-invertible knots was 

found by Trotter [T4]. 

The equivalent class, m any sense of equivalence, of K is its knot type. 

There are two main streams of knot types in the course of knot theory, the tame 

knots and the wild knots. A tame knot is one which is equivalent to a piecewise 
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linear knot, while a wild knot is not equivalent to any piecewise linear knot. We 

shall consider exclusively the tame knots. 

Regard S3 as R 3 + oo. Any knot can be assumed to lie in R 3 • Take any 

projection of R 3 onto a plane. Under an arbitrarily small perturbation, the 

image of K contains no triple points, i.e., no three points of K are mapped into 

a single point. This projection is referred as a regular projectt'on or a diagram. 

A double point, image of two points of K, is sometimes called a crossing. 

For links, we have essentially the same definitions. 

3. Knot tables. 

It seems that the first systematic study on knots was made in the middle of 

eighteen century by Tait [Tl], Little [14,15,16,17], and Kirkman [K3]. 

Inspired by the theory of vortex atoms, Tait imitiated a study of knots, 

using the following algebraic description of a knot projection. Trace the knot 

projection in any direction and put down in order the sequence of crossings 

encountered. If a crossing is passed over, the symbol, V, of the crossing is put 

down; if it is passed under, we put down the inverse of the symbol, v- 1 . The 

resulting word represents the knot. It is not difficult to reconstruct the knot if 

a word is given. Word representation of a knot is not unique for we can trace 

in the reversed direction, or starting from any point of the knot. Therefore, we 

can define an equivalence among all possible word representations of knots. 

Because of the structure of knot diagrams, not every word of crossing sym

bols comes from a knot. Between V and V - 1 there must be an even number of 

symbols. Also, certain patterns in the word can be eliminated. If vv- 1 appears 

in the word, we have the figure 1.1 and the link is equivalent to a simpler one 

with a simpler word. If the word is of form PVQV- 1 where P and Q are sub

words that have no symbol in common, we have a nullgitory loop (fig. 1.2) and 
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fig.l.l 
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fig . l.2 

For any finite number of crossings, there is only a finite number of words. 

One can eliminate inadmissible words and those that can be simplified. For the 

rest, construct the knot, if possible, and eliminate those representing equivalent 

knots. This is essentially the method used by Tait and Little in constructing their 

knot tables. However, their tables contain only prime knots up to 10 crossings 

and alternating prime knots of 11 crossings. Their tables contain very few errors. 

4. Alexander polynomials and knot groups. 

During the early twentieth century, Alexander and Reidemeister made major 

contribution to the study of knots and links. 

- ~ -A-~;)(\ 
( 1) 

(2) (3) 

fig . 1.3 

One sees that the operations in figure 1.3 do not change the knot type of 

a diagram. These are the Reidemeister 's moves. Reidemeister proved that if 

two diagrams correspond to an equivalent knot, one of them can be obtained 

by a finite number of moves applied to the other. This gives a combinatorial 

definition of knot equivalence. 

Using Reidemeister's combinatorial definition, Alexander [A2] discovered a 

polynomial invariant of knots. For any diagram of n crossings, number the n + 2 
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regions, into which the knot projection divides the plane, and form an Alexander 

matrix A. Assign at each crossing the symbol structure (fig. 1.4), and define Aii 

to be the symbol of region i incident with crossing J. If the crossing is met more 

than once, Aii would be the sum of the symbols. A is an n x n + 2 matrix of 

polynomials in t. For a diagram of a link, we may not have n + 2 regions unless 

the diagram is connected. In that case, either use Reidemeister's move of type 

2 to make the diagram connected, or simply add columns of zero entries so that 

A has n + 2 columns. 

fig. 1.4 

~-I 
t K 

-t ~ 

Delete two columns corresponding to two adjacent regions from A, compute 

the determinant, and multiply by a suitable power of t so that the result is an 

integral polynomial with non-zero constant. This polynomial is the Alexander 

polynomial of K. In general, if K is a link, it is the reduced Alexander polynomial. 

This polynomial distinguishes all knots up to 8 crossings and all except 6 

pairs up to 9 crossings. It remained one of the most powerful tool in distinguish

ing knots until the appearance of the HOMFLY polynomial. 

In his paper, Alexander showed that his polynomial can also be obtained 

from the fundamental group of the knot complement, which is always referred 

as the knot group. 
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5. Fox's algebra. 

Fox is probably the most influential mathematician in the study of knot group. 

His theory dominated the study of the knot problem for thirty years. Exposition 

of his work can be found in [C3], [Nl], [Fl,F2,F3], [T3], etc. We will give just a 

very brief account of his algebra. 

Let ¢ be the knot group of K, (A, ~t) E ¢ be the longitude-meridian pair. 

The triple (¢,A, ~t) is the knot group with peripheral structure of K. Using this 

additional peripheral information, Dehn [D 1] showed that the trefoil is not equiv

alent to its mirror-image. In fact with a suitable choice of peripheral structure, 

Conway [C2] showed that the knot is uniquely determined. 

If we consider the Q-module of H1 (X00 ; Q) where Xoo is the infinite cyclic 

cover of K, we can find [C3] the elementary £deals and the ith Alexander polyno

mial. The first Alexander polynomial is the conventional Alexander polynomial. 

The other polynomials provide additional information. They distinguish the 

knots 946 and 61 which have same Alexander polynomial. 

Another study is that of the finite cyclic cover and the differential calculus 

[Fl] [F2] [F3] of the knot group. It gives a better understanding the algebraic 

nature of the group which reflects some geometric features of the knot. 
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6. Conway polynomial and tangles. 

Conway invented a new approach to knots. In [C3], he introduced a notion called 

tangle. A tangle (fig. 1.5) is a pair (D , t) where D is a 3-ball and t is a union of 

two strings in D intersecting the boundary of D at four points. Conway showed 

that any link is a combination of tangles. With this notion, he constructed a 

table of knots and links up to 11 crossings. 

fig. 1.5 

Besides tangles, Conway also defined recursively a polynomial invariant 

\7 K ( z), of knots and links as follows . 

1. \7 unknot(z) = 1, 

2. If K 1 , K 2 and L are knots with diagrams differing only at a crossing indi

cated in figure 1.6, then 

\7 K 1 (z)- \7 K 2 (z) = z\7 L(z). 

X 
fig. 1.6 

This definition is purely combinatorial. Like the discovery of Reidemeister's 

moves, a totally new approach toward the study of knots and links was under way. 

The existence of the polynomial is in fact not an accident. A similar recursive 

nature of the Alexander polynomial had been known already. The Alexander 

polynmial satisfies t 112 ~K1 (t)- t- 112 ~K2 (t) = t~L(t), where K1, K2 and L are 
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as in figure 1.5. It turns out that Conway polynomial is equivalent up to sign to 

the reduced Alexander polynomial under a change of variable. 

Although the two polynomials are equivalent, the philosophies behind each 

are very different. First, the Conway polynomial is combinatorial in nature and 

can be computed by a recursive procedure suggested by the definition. Second, 

the geometric meanings of some coefficients of the polynomial are easier to un

derstand. For example, the linking number and Arf invariant are reflected in the 

first and second coefficients. Moreover, when we turn to the study of braids, one 

can find bounds on the coefficients [H2]. The situation in Alexander polynomials 

is much more complicated. Murasugi [M3] computed the Alexander polynomials 

for 3-braids, but there are no known bounds on the polynomial for an arbitrary 

braid. 

7. New polynomials. 

Since the introduction of Conway polynomial and the tangle algebra, a combi

natorial study of knots and links has taken place. At the end of 1984, Jone [J1] 

found another polynomial invariant for knots and links through the Von Neu

mann algebra applied to braids. A combinatorial version of his polynomial is 

the following. There is a polynomial Q K ( x) for each link K such that 

1. Qunknot(x) = 1, 

2. xQK
1 
(x)- x- 1QK

2
(x) = (x 112 - x- 112)QL(x). 

where K 1 , K 2 and L are as in figure 1.5. 

Jones polynomial was found to be different from the Conway polynomial. 

The similarity of the Jones and Conway polynomials fascinated four differ

ent groups of mathematicians. During the Topology workshop held in Berkeley 

in 1985, they announced a new two-variable polynomial invariant. It is some

times referred as the HOMFLY polynomial. If FK(x,y) denotes the polynomial 
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forK, then Funknot(x, y) is 1, as before. But for the recursive relation, we have 

This polynomial contains the Conway and Jone's polynomials as special cases. 

The real power of the new polynomial is demonstrated by its ability to distinguish 

the left hand trefoil from the right hand trefoil, which has the same knot group. 

However, all polynomial invariants discovered so far depend heavily on the 

orientation of the knot or link. Though the polynomials for the two different 

orientations of a knot are the same, the corresponding statement is false for 

links with more than one component. In fact, if the link has c components, there 

are in general zc - 1 different polynomials for the zc possible orientations of the 

link. 

Suppose K is not oriented, and consider a crossing and figure 1.6. We can 

switch v from K 1 to K 2 as in the figure. When we split, there are two possible 

ways L 1 (X ) and L 2 ( ) ( ) . If we define a polynomial H K ( x) such that 

Hunknot(x) = 1 and HK 1 (x) + HK 2 (x) = x(HL 1 (x) + HL 2 (x)). This defines a 

polynomial invariant for knots and links which is independent of the orientation. 

This invariant is different from the HOMFL Y polynomial. 

These new polynomial invariants have a common feature: they are defined 

using combinatorial properties of knot and link projection. Unlike the Alexander 

polynomial which can be derived from the knot group, there is no known rela

tionship between the polynomials and the group, although the new polynomials 

are found not to be obtainable from the group. An obstacle in studying these 

invariants is the lack of any geometric interpretation of them. Although some 

geometric invariant such as the Arf invariant and the signature can be obtained 

from the polynomial, the geometric nature of the invariants is yet to be studied. 

Although we have many invariants of knots and links, they do not com

pletely solve the basic knot classification problem. They fail to distinguish com-
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posite links . If L = K1#K2, P(L) = P(Kt)P(K2) for any polynomial P. Even 

with prime knots and links considered, they fail to distinguish all different types. 

Links within a mutant class have the same polynomial. If A is a tangle embedded 

in a diagram of K , rotate A by 180 degree and let L be the resulting link. Then 

P(K) = P(L). This is understandable, forK and L have essentially the same 

abelian properties [T2]; in particular, they have the same 2-branched covering. 

Another interesting phenomenon is that there are infinitely many knots 

with Conway polynomial 1, which is the polynomial for the unknot. But there 

is no known non-trivial knot with HOMFLY or H polynomial 1. I suspect that 

there is no such knot. These new polynomials seem to be more complicated than 

the Conway polynomial. For split links, the Conway polynomial is always zero, 

while the new polynomials are non-zero unless the link is a union of separated 

unknots. The degrees of the new polynomials are much greater than the corre

sponding Conway polynomial. The degree of the Conway polynomial is bounded 

above by the rank of the homology group of a spanning surface, whereas that of 

the H polynomial is bounded above by 1 less than the crossing number. Prime 

alternating links seem to be the only class that achieves the upper bound. 
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8. Computability of the polynomials. 

One can easily compute by hand the polynomial by a recursive procedure. How

ever, the complexity of the procedure will be a main issue if one uses a computer. 

An algorithm for computing these polynomials is to unlink a given link. At each 

switching or splitting, the link becomes simpler and we can apply the proce

dure recursively. But there is no known smart unlinking algorithm. A general 

algorithm requires at most n/2 switchings if the diagram has n crossings with 

the worst case requiring exactly n/2 switchings. In the worst case, a link di

agram with 10 crossings needs approximately 500 switchings in computing the 

HOM FLY polynomial, and more than a million switchings for the H polyno

mial. This is an exponential algorithm, and a very undesirable one. 

However, the Alexander polynomial is the determinant of some matrix with 

polynomial entries. Since the maximum degree of the Alexander polynomial is 

known, say d, we can plug in d + 1 values for the in determinant and calculate the 

determinant in n 3 time, where n is the size of the matrix, or number of crossings. 

As d ~ n, to find the Alexander polynomial, we interpolate on the d + 1 values 

for a best fit polynomial of degree d. This is another d3 algorithm. Alexander 

polynomial has integral coefficients, so we can allow fairly rough accuracy for 

the interpolation. Thus, for the Alexander polynomial, there is an n4 algorithm, 

but the described ones for HOMFLY and Hare exponential. 

It would be nice to find a polynomial algorithm for the new polynomials 

but it seems very difficult. Conway [C1] claimed he had an efficient algorithm 

for his polynomial. But it depends heavily on the tangle representation of a link 

diagram. In general, to apply his method, one needs to write manually a link 

into a tangle form, which is of course another issue. 
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9. Next step towards the knot problem. 

Since the discovery of the new polynomial invariants, we might hope that more 

invariants can be found along the line of manipulating the diagrams as in figures 

1.5, and that sufficiently many invariants will solve the classification problem. 

This is unlikely until more is understood about those existing invariants, espe

cially how they reflect both the geometric and algebraic properties of links. To 

achieve a complete classification along this line, one must find something to at

tack the mutancy problem. This seems impossible by considering only the local 

structure of a crossing. A global picture must be put into consideration. 

A good invariant is one that can be easily calculated. It is better if there 

is an efficient algorithm that can be implemented by a computer. The new poly

nomials lack this capability; at least no good algorithm is yet known. Efficiency 

should be a main factor if we hope to solve the knot problem practically. 

There is another fundamental problem associated with knots - the enu

meration problem. Since Tait 's table, not much effort was spent on construction 

of a larger table until Dowker and Thistlewaite [T2]. They use a similar method 

to Tait and have employed a computer to generate all possible knots and links 

of a given number of crossings. So far, a table of knots up to 13 crossings is 

found, but it is not known whether it is complete. The number of knots of a 

given number of crossings seems to grow exponentially. Although it may be too 

early to say, the enumeration problem is also a very difficult problem. 
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Chapter 2. Alexander Polynomials 

1. Introduction. 

In this chapter we introduce a multi-variable polynomial invariant for links. The 

definition is a modification of Alexander's original definition of his polynomial 

of knots. We verify part of Torres' conditions. In fact, we believe that our poly

nomial is the same as Torres' Alexander polynomial. Although Torres used the 

link group to define his polynomial, our definition is combinatorial and simpler. 

2. Definition of Alexander polynomials. 

Following Alexander's idea of assigning symbols to crossings, we will define a 

multi-indeterminant integral polynomial for a link. 

Let L be an oriented link of c > 1 components K1, ... , Kc, and D be a 

diagram of L. We assign to each crossing of D symbols according to the following 

scheme (fig. 2.1) 

or 

fig. 2.1 

~I 
t~ ~ 

-t~ '\., 

where the underneath segment belongs to Ki. Construct an Alexander matrix A 

as usual. Delete columns i and j of A which correspond to adjacent regions of D. 

Let Aii be the resulting matrix and p(t1, ... , tc) the greatest common divisor of 

det(Aii) where (i,j) varies over all pairs of columns of adjacent regions. Extract 

all factors t1, . . . , tc from p, and denote the resulting polynomial by ~L(t1, ... , tc) 
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and call it an Alexander polynomz"al of L. Two observations immediately follow 

from the definition. First, D.L(t 1 , •.. , tc) is an integral polynomial. Second, 

since -p( t 1 , ... , tc) is also a greatest common divisor of those determinants, 

D.L(t1, ... , tc) is defined only up to a sign. Let us agree that our polynomial 

means either D.L(t1, ... , tc) or -D.L(t1, . .. , tc). 

We defer the proof of the invariance of D.L(t1, ... , tc) under Reidemeister's 

moves and the following theorem to later sections, and we would like to examine 

some of their consequences here. 

Theorem 2.2.1. p(t 1 , ••• , tc) ~ det(Aii)j(tk- 1) where regions corresponding 

to columns i and j share a common edge belonging to the kth component. Here 

~ means equal up to a product of powers of ti 's. 

If lL(t) denotes the reduced Alexander polynomial, then 

Hence we deduce 

Corollary 2.2.2. Suppose L has more than one component, then 

L5.L(t) ~ D.L(t, ... ,t)(t- 1). 

Next we will prove 

Theorem 2.2.3. Let L 1 be an oriented link with more than one component, 

and L2 be the link obtained by reversing the orientation of the ith component 

of L 1 . Then 

E = ±1. 

Proof. £ 1 and £ 2 have the same diagram except for the ith component of 

both links. Let D 1 , D2 be diagrams of £1 and L2 respectively. Then symbols 
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assigned to the crossings of D2 are the same as those of D 1 except when the 

under segment belongs to Ki, the ith component of both L 1 and L 2 . In that 

case, 1 is replaced by ti and ti is replaced by 1. Let A1 and A2 be the Alexander 

matrices of D1 and D2 respectively. In A2, for the rows corresponding to those 

crossings, divide by ti and let A' be the resulting matrix. So A1 = A'lt i=t-:-1. 
1 

Hence det(A~1 ) = det((A')ii)lti=t~l = t;det(A~· )Iti=Cl. I 
1 1 

Returning to the reduced Alexander polynomial, we have 

Theorem 2.2.4. Suppose Lis an oriented link and ~L(t 1 , ... , tc) its Alexander 

polynomial. Suppose L' is equivalent to L except that the orientation of L' differs 

from L in the i 1 , ... , im components. Then 

where t is replaced by t- 1 in the ij ordinates, 1 :S J :Sm. 

Proof. This follows immediately from Corollary 2.2.2 and Theorem 2.2.3 . I 

Corollary 2.2.5. If L has c components then L has 2c- 1 reduced Alexander 

polynomials. 

Proof. L has 2c reduced Alexander polynomials by Theorem 2.2.4. But 

we know from Alexander [A1] that .lL(t) ~ .lL(t- 1). So if L 1 and L 2 are 

equivalent links with reversed orientation, then they have the same reduced 

Alexander polynomial. Hence L has only 2c- 1 reduced polynomials. I 

Corollary 2.2.5 explains why we obtain more than one reduced polynomial 

for some examples in section 1. We conclude this section by computing the 

Alexander polynomials of some oriented links. 
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Examples. 



- 16-

3. Proof of Theorem 2.2.1. 

In this section our main concern is to prove 

Theorem 2.2.1. p(t1, ... ,tc) ~ det(Aii)j(tk- 1) where · means equal up to 

powers of t 1 , ... , tc and sign, and regions corresponding to columns i and j 

sharing a common edge belonged to Kk. 

To each region R of a diagram D, we associate a c-tuple ( a 1 , ... , ac), called 

the £ndex of R, as followed: 

( 1) The exterior region is indexed with ( 0, ... , 0). 

(2) If two regions Rz and Rm share a common edge as indicated by figure 2.2, 

then Rz has index ( a1, ... , ac) iff Rm has index ( a1, ... , aj - 1, ... , ac). 

K · J 

l 
fig. 2.2 

The theorem can be restated: 

Theorem 2.2.1'. p(t 1 , ••• , tc) ~ det(Aii)j(tk -1) where regions corresponding 

to columns i and j have indices differed only in the kth ordinate by 1. 

Before we continue, we need some notations. Let Aij be the determinant 

of A ij, Ci be the ith column of A and Ri the region corresponding to Ci. We 

can assume R 1 is the exterior region. Denote the index of Ri or Ci by L(Ri) or 

L(Ci) = (ai,l, ... ,ai,c)· 

We also need some lemmas. 



Lemma 2.3.1. 

(aJ L:~12 ci = o, 

(b) '\'n+2 t-a;,1 ... t-a;,cC· _ O 
Di= 1 1 c ~ - • 
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Proof. (a) follows immediately from the fact that all row sums of A are zero. 

Multiply all symbols in region Ri by t~a;, 1 · · · t";ai,c. Then the sum of all 

four symbols of a crossing is zero, that is, row sums of the resulting matrix are 

zero. I 

Lemma 2.3.2. Ala(t~a/3, 1 · · · t";af3,c - 1) 

E = ±1. 

A (t -aa,1 t-aa,c 1) h 
E 1(3 1 • • • c - w ere 

Proof. By C, we mean column C is deleted from a matrix. So by definition, 

Ala= det(Cl, c2, ... 'Ca-l' Ca, ... 'cf3, ... 'Cn+2) 
1 _.... _.... 

= r f3 det ( c 1, ... , c a, ... , r f3 c f3, ... ) 

where r f3 = t~a13 ' 1 · · · t";af3,c -1. Add to fbCf3 all multiples Ci by t~a;, 1 · · · t;ai ,c-

1 where i 1- 1, a or {3. Using Lemma 2.3.1, we obtain 

If we consider the plane as a 2-sphere omitting a point, we can redraw our 

diagram so that any region of the initial diagram can be made into the exterior 

region in the new diagram. So if region R of which the index was (r1 , .•. , r c), 

is made into the exterior region with new index (0, ... ,0), a region Q with old 
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index ( q1, ... , qc) has new index ( q1 - r1, ... , qc - rc). Following from Lemma 

2.3.2, we get 

Thus if 

then 

So if regions corresponding to a and 1 have indices differing in the ith ordinate 

and those of {3 and b have indices differing in the jth ordinate and both differences 

are 1, then 
t·- 1 

Aet,.., ~ As13 _t __ 

tj - 1 

Thus (tj - 1)Aet,.., ~ (ti - 1)Aof3· Therefore the greatest common divisor of Aet/3 

where ~(Get) and ~(C13) differ only in the same ordinate by one is equal up to a 

product of powers of ti's to Aij/(tk- 1) where ~(Ci) and ~(Cj) differ in the kth 

ordinate by 1. This completes the proof of Theorem 2.2.1. I 
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4. Invariance of Alexander polynomials. 

So far the Alexander polynomial is defined for a link diagram. In this section 

we will convince ourselves that it is invariant under ambient equivalence. To 

do this, recall in Section 1 that two links are ambient equivalent iff there is a 

finite number of Reidemeister's moves transforming a diagram of one link into 

a diagram of the other. So it suffices to show that after a Reidemeister's move, 

the two diagrams produce the same polynomial, up to sign. 

For the move To and its inverse, there is nothing to prove since both dia

grams are essentially the same, thus give the same Alexander matrix. 

For the moves T1 , T2 and T3 , there are many cases. We will only consider 

one case from each type. The other cases can be easily verified similarly. 

Case 1. T1. 

Let A = (C1 , •.. , Cn+ 2 ) denote an Alexander matrix obtained from the 

diagram before the move. Then 

A'= ( -t1 
c1 

-1 
0 

where B = (C3 , ... , Cn+ 2 ) is an Alexander matrix for the diagram after the 

move. Delete any two columns of B, 

-1 
0 

E = ±1. 



-20-

So, by Theorem 2.2 .1, both polynomials coincide. 

Case 2. T2. 

v, 
-l 

L I 

R~r -t-~ 

Let D 1 be the diagram before the move and D 2 after. Suppose A = 

(C1,C2 ,C3 ,B) is an Alexander matrix of D 1 and Ci corresponds toRi. Then 

-1 0 
0 1 
u v 

where U, V are some column vectors summed to C3 , is an Alexander matrix of 

D 2 • Delete two columns from B . 

ti -1 0 
-ti 0 1 
c2 u v 

0 ) 0 . 
Bii 

In A~· , add the fifth column to the second, and divide it by ti and add to the 

first. Next add the fourth column to the third and subtract the resulting column 

by the fifth. 

Hence we are done. 

0 
1 
v 
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Case 3. T3. 

Suppose we have 

\• R,/ 1-=< / 

R/ 6 

-1; l<, 
v;, 

R, R ~ -7 ~ -t 1 R: 
-I '2-K 'R~{ t -t I 

R., 
1 I 

~~3 
R<+ 

K:z. ~ k2. 

Suppose also D 1 is the diagram before the move and D 2 the diagram after, 

A1 is an Alexander matrix of D1 and A2 that of D2. Let 

v, c 0 0 0 t2 -t2 -1 

i) Al = V2 -1 tl -tl 0 0 0 1 
V3 0 0 tl -tl 1 0 -1 

c1 c2 c3 c4 Cs Ce 0 

and .. c 1 -1 t2 0 0 -t2 

D· A 2 = v2 0 0 0 -tl 1 -1 tl 
V3 -1 tl 0 0 0 1 -tl 

c1 c2 c3 c4 Cs Ce 0 

Delete two columns i, J from columns containing B, we have 

det(A;;) = det ( ~~ 
0 0 0 t2 -t2 -1 

JJ tl -tl 0 0 0 1 
0 tl -tl 1 0 -1 

c1 c2 c3 c4 Cs Ce 0 

Adding various multiples of the seventh column to others, 
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= det ul 0 0 0 0 0 -1 

1) tl -tl 0 tz -tz 1 
0 tl -tl 1- t2 tz -1 

c1 Cz c3 c4 Cs c6 0 

= -det (~I tl -tl 0 tz -tz 
0 ) 0 tl -tl 1- t 2 tz 0 . 

c1 Cz c3 c4 Cs c6 Bii 

Also, 

det(A1) = det (~I 
1 -1 tz 0 0 -tz 

jJ 0 0 -tl 1 -1 tl 
tl 0 0 0 1 -tl 

cl Cz c3 c4 Cs c6 0 

Add suitable multiples of the seventh column to other columns to clear out the 

second row, 

= _l:_det ( ~ 
1 -1 0 tz -tz -tz 

0 ) 0 0 0 0 0 tl 0 
t 2 -1 tl 0 -tl tl 0 -tl 0 . 
1 

c1 Cz c3 c4 t1 Cs t1C6 0 Bii 

Expand along second row 

= _l:_det (~I 1 -1 0 tz -tz 
0 ) tl 0 -tl tl 0 0 . 

tl cl Cz c3 c4 t1Cs t1C6 Bii 

Multiply all columns except the fifth and the sixth by t 1 and extract a factor of 

t 1 from the second row onward. We get 

det(A1) = ttdet (~I tl -tl 0 tz -tz ;; ) tl 0 -tl 1 0 = t~det(A~i). 
c1 Cz c3 c4 Cs c6 

for some integer >.. 

Hence both polynomials are similar. I 
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4. Torres' conditions. 

Torres [T3] established two properties for his polynomial. Although we cannot 

prove these two properties here, we will obtain some partial results which are 

special cases of those properties. However, examples show that the properties 

also are held by our polynomials. 

Theorem 2.5.1. Let L be an oriented link with c > 1 components. Then 

.6. L( t 1, ... , tc) satisfies : 

(1) .6.L(t1, 1, ... , 1) ~ .6.K1 (ti)(ti2 
- 1) ···(tic - 1)/(t1- 1) where K1 is the 

first component of L and li, , i E {2, .. . , c }, is the linking number between 

K 1 and the ith component of L. Here, linking numbers are positive. 

(2) .6.L'(t1, .. . ,tc-d is a factor of .6.L(t1, ... ,tc-1,1) where L' is the proper 

sublink of L by deleting the cth component. 

(3) .6.£(1, ... , 1) = 0 if c > 2 and [.6.£(1, 1)1 = l2 if c = 2. 

Proof. Observe that (3) is a consequence of (1) and the fact that [.6-K (1) I = 1 

for any knot K . 

Suppose K is a proper sublink of L. Let D be a diagram of L and D1 

be part of D corresponding to K. Any region of D is contained in some region 

of D 1. Let A be the Alexander matrix of D and A1 the matrix of D 1. For 

each region Ri in D 1 , sum all columns of A which correspond to regions in D 

contained in Ri and replace one of them by the sum in A. Renumber regions in 

D or permute rows in A if necessary and leave the summed column in the ith 

column. Observe that a region of D cannot be in two different regions of D1. 

Calling the new matrix A*, we have 

* ( -111_0_) 
A= ~ ;c 

{ rows correspond to crossings of D1 
{ rows correspond to crossings not involving D 1 

{ other crossings 
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where B is a 0 matrix if ti = 1 and the ith component of L is not a component 

of K. 

Observe also that C does not depend on the structure of crossings of D 1 , 

that is, does not change if we change a crossing from to in D 1 • So det(C) 

is independent of the link type of K. Therefore 

Assume K = K 1 , and t2 = t3 = · · · = tc = 1, then B is the 0 matrix. So 

det(A 12
) = det(A~ 2 ) det( C) lt2 = · .. =tc=1 

= D..K 1 (ti) det(C)It 2 =···=tc=1· 

Since t2 = · · · = tc = 1, det(C)It 2 =···=tc=1 does not depend on the link type of 

L- K 1 . From a previous remark, it does not depend on knot type of K 1 neither. 

Thus det(C) = (det(A 12 )j det(AF))It 2 =···=tc=l, where L- K and K1 can be 

any link type. Using Reidemeister's moves and allowing ourselves to switch any 

crossing, from 'l to )( which does not involve either L- K or K 1 , we can deform 

any diagram of L into figure 2.3. with K 1 and Ki having linking number li. 

fig. 2.3 

This link has Alexander polynomial IT~= 2 (ti; t~; -1)/(t 1 -1). As D..K1 (t) = 1 

det(C) = I1~= 2 (ti; -1)/(tl- 1) and b..L{t1, 1, ... , 1) = b..K 1 (t) X (ti2 -1) ···(tic-

1) / (t 1 - 1). This proves ( 1). 
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To prove (2), let K be the sublink of L by removing the cth component; 

we get 

and thus det(A~ 2 ) is a factor of det(A 12 ). I 
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Chapter 3. Conway Polynomials. 

1. Introduction. 

Since Conway's discovery, a lot of effort has spent to understand his polynomial. 

Although Conway polynomial is found to be equivalent to the reduced Alexander 

polynomial, study of the polynomial is not at all futile. For example, Conway 

polynomials of braids are easier to compute than their Alexander polynomials. 

Alexander polynomial is known to depend on the orientation of the link. 

Relationship among the polynomials correspond to various orientations of a link 

was not known. In this chapter, we study the effect on the Conway polynomial by 

a change of the orientation of a link. We obtain an explicit relationship between 

the first and second coefficients of the Conway polynomials of two similar links 

differed by the orientation of one component. This relation is a combination of 

the Conway polynomials of all proper sublinks of the given link. We prove the 

result when c, the number of components, is 2 or 3. Similar results are obtained 

when c is 4 or 5, but the proof is lengthy and is not included. I believe a simpler 

proof can be found and the result is true for any c. Moreover I think it is true 

that the polynomials of two similar links with different orientations are related 

explicitly. 
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2. Definition of Conway polynomials. 

The following is an axiomatic definition of the polynomial. 

Axioms for the Conway Polynomial. 

1. If L is an unknotted circle, then \7 L(z) = 1. 

2. Suppose K1 and K2 are two oriented links and D 1 , D 2 are some diagrams 

of K1 and K2 respectively. Let L be a link with a diagram D such that D 1 , 

D2 and D are similar but differ only at a crossing as indicated (fig. 3.1): 

Then \7 K 1 ( z) - \7 K 2 ( z) = z \7 L( z). 

/ 
/ 

D 

fig. 3 .1 

By switching a crossing v, we mean by changing v from ;\ to X , 
or X to X ; by unknotting a knot we mean changing a knot diagram to a 

diagram of an unknotted circle by switching crossings; by unlinking a link we 

mean changing a link diagram to a diagram of a spl£t link, a separated union of 

knotted components, by switching crossings. It is well known that we can always 

unknot or unlink a diagram. An algorithm is as follows. 

Let L be an oriented link and D its diagram. Order the components. On 

each component choose a starting point. Starting from the first component, 

traverse the ith component from the starting point along the direction of the 

orientation. When a crossing v is encountered, do nothing if v has been travelled 

before or if it is an overpass, that is, when the travelled segment lies above 

the other segment. Do nothing if it is an inter-crossing, a crossing involving 
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two different components, with the other component having a smaller subscript. 

Otherwise switch v. Let n be the number of crossings of D, and r the number 

of switchings of the process. Call the pair ( n, r) the complexity of D. 

This procedure provides an inductive procedure to compute the Conway 

polynomial of a diagram. Denote the diagram D in Axiom 2 as the split of 

the switching and L as its link type. And denote the diagram D 2 the switched 

diagram of the switching. It should be clear from the context what we mean by 

a split and a switched diagram. 

If L is a split link, a separated union of its sublinks, \7 L(z) = 0 [K2]. 

Diagrams with complexity (0, r) or (n, 0) are split links and have zero polynomial. 

Order the complexities lexicographically; we can, by induction of the complexity, 

compute the polynomial of a link L as follows. Unlink L as described and let v 

be the first switched crossing. Let D' be the switched diagram and E the split 

diagram. Let L' and K be their link types respectively. Then by Axiom 2, we 

have 

where E = 1 if v is of structure X and E = -1 if v IS X . By induction 

on the complexity, \7 L' ( z) and \7 K ( z) are known and therefore \7 L( z) can be 

computed. 

Remarks. 

1. In Axiom 1, we define \7 unknot(z) = 1. Suppose we replace 1 by any other 

arbitrary polynomial p( z); we still obtain a unique polynomial V£ ( z) for 

each oriented link L. Indeed, we have V£(z) = p(z)\7 L(z). 

2. In practice we will apply Reidemeister's moves to reduce the number of 

crossings to find an efficient way to unlink a diagram. However, there 

is no known algorithm to minimize the number of switchings to unlink a 
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diagram. It would be nice if we could find an efficient way to program a 

computer to compute the polynomial. 

3. First coefficient of the polynomial. 

Let D be a diagram of an oriented link L. Associate to each crossing 1 or -1, 

called the £ndex, according to whether it has structure X or X . Let K 1 and 

K 2 be two proper sublinks of L. A self-crossing of K 1 is a crossing belonging 

to the projected image of K 1 in D. An inter-crossing between K 1 and K 2 is 

a crossing in D involving both images of K 1 and K 2 • If we add indices of all 

inter-crossings between K1 and K2 when they are knotted components of L, the 

sum is twice their linking number [K2]. 

Suppose K' is a link obtained by a crossing switch of a diagram of K, and 

L is the split of the switch. If s is the index of the crossing, by Axiom 2, 

(3.1) 

Denote by \7 ( K) the Conway polynomial of K instead of using \7 K ( z). 

Define the co degree of \7 ( K), cod( K), to be the order of zero of \7 ( K), that 

is, the minimal index of z such that its coefficient is nonzero. We also consider 

the zero polynomial being an odd and even polynomial with codegree oo. The 

following theorem is known [K2]. 

Theorem 3.3.1. Let K be a c-link. \7(K) is even if cis odd, and is odd if cis 

even. Moreover, cod(K) ~ c- 1. If c =1, cod(K) = 0 and the constant term of 

\7(K) is 1. 

Since cod(\7(K)) :::; c- 1, define the order of \7(K) to be c- 1 and the ith 

coefficient of \7(K), coefi(\7(K)) to be the coefficient of zc-1+2(i-l). The first 

coefficient, coef 1(\7(K)) is the coefficient of zc-l. The previous theorem states 
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that if K is a knot, coe/ 1 (\l(K)) = 1. We will compute coef 1(\l(K)) when c 

2:1. 

For convenience, we will describe another procedure to unlink a link K of 

c components. If c = 1 unlink as usual. If c > 1, order the components and 

choose starting points as usual. When we traverse component Ci, do nothing on 

all self-crossings but switch as usual on inter-crossings. When all components 

are traversed, the resulting link K * is a separated union of knotted components. 

K* has Conway polynomial 0 if c > 1 and 1 if c = 1 regardless of the orientation. 

Moreover, 
m 

\l(K) = \l(K*) + z L Si"V(Li) (3.2) 
i=l 

where si is the index of the ith switched crossing, and m is the total number of 

switchings. 

Theorem 3.3.2 [K2]. If c = 2, then coef 1 (\l(K)) is the linking number. 

Suppose K has c 2: 2 components K 1 , K 2 , • • • ,Kc· Denote lij(K) or lij be 

the linking number between Ki and Kj. Notice that lij = lji· 

Define the linking number matrix A by Aij = lij if i -=/= j and Aii = 

- Li:;i:j lij· A is symmetric and all column sums and row sums are 0. If (A)ij is 

any minor of A then (-1)i+idet(A)ij is independent of i and j and we have 

Theorem 3.3.3. coef 1(\l(K)) = (-1)c-l+i+idet(A)ij if c > 1 and equals 1 if 

c = 1. 

Proof. First we use induction on c. If c=1 or 2 the result follows from 

Theorems 3.3.1 and 3.3.2. 

Suppose K has c > 2 components. We next use induction on Li<i llij I· 
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First assume all linking numbers are zero. Let K 1, · · ·, K e be the knot 

components of K. Push K1 above K2 and let M2 be the resulting link. At 

the split of each switching, if K' denotes the link, all linking numbers of K' 

are zero and since K' has only c- 1 components, coef 1 (V(K')) = 0. Thus 

coefdV(K)) = coef 1 (\7(M2)). 

For each i > 1, push K 1 above Ki+ 1 in Mi and let the resulting link be 

Mi+ 1. The split at each switching has zero linking numbers and hence we get 

coefd\7(Mi)) = coef 1 (\7(Mi+I)). But in Me, K1 lies above all other compo

nents and is separable from them. Thus Me is a split link and V(Me) = 0. Hence 

coef 1 (\7(K)) = coef1 (\7(Me)) = 0. 

Suppose coef 1 (V(K)) is given by the Theorem. Let M be a link of c 

components with same linking numbers asK except that lij(M) = lij(K) + E, 

E = ±1. We can assume, without loss of generality, l 1e(M) = l1e(K) + E, and 

l1e(M) and E are of the same sign. Denote lij(K) by lij· Switch an inter-crossing 

between K1 and Ke in M with index E. Such a crossing exists since lle(M) is of 

same sign as E. Let K' and K" be the switched and split link types respectively. 

Then 

K' has same linking numbers asK. K" has c-1 components K~, K 2, ... , Ke_ 1, 

and l1i(K") = hi +lie, i =/= 1 and lijL11 = lij, i =/= 1. Hence 

- L.:i~2l2i 
123 

(A(M))I,l = 

l2e 

- L.:i~2 l2i 
123 

(A(K'))I,l = 

l2e 

123 
- Li~3t3i 

123 
- Li~3l3i 

- Li~e lei- E 

l2e 
l3e 



and 

(A(K"))I,l = 
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l2,c-l 

l3,c-1 

( -l) c-1+ 2 det(A(M)h,I = ( -lr+1det(A(K')h,I- E( -l)c+ 1det(A(K")h,I 

= ( -l)c+ldet(A(K') h,l + E( -l)cdet(A(K"))I,l 

= coef 1(\1(K')) + Ecoef 1(\1(K")) 

= coef 1 (\1(K)). I 

Remark. This result was also .discovered independently by Hoste [H3]. 

4. Second coefficient of the polynomial. 

Definition of the Conway polynomial depends heavily on the orientation. Our 

next task is to investigate this dependence. 

Examples show that a link of c components has 2c-l polynomials for various 

orientations, and the polynomial for any orientation is identical to the one of 

reversed orientation, that is, if orientation of each component is reversed. The 

last statement is in fact true. 

Theorem 3.4.1. If K 1 and K 2 are equivalent links with reversed orientations, 

Proof. This can be easily proved by induction on the complexity of a diagram. 

If D 1 is a diagram of K 1 then a diagram of K 2 is D 2 which is similar to D 1 except 

all arrows of D1 are reversed. Let ( n, r) be the complexity of D 1 . If n = 0 or 

r = 0 then the theorem is trivial since both K 1 and K 2 are trivial unlinks or 

unknots. 



-33-

Otherwise, let v be the any crossing to be switched when we unlink D 1 • 

Let Di and E1 be the switched and split diagrams, and K~ and £ 1 their link 

types respectively. Let K~ and £ 2 be the reversed oriented links of K~ and £ 1 

respectively. Then as the complexities of Di and E 1 are simpler than that of 

D1 , 'V(K~) = 'V(Ki) and V'(L2) = 'V(Lt). Also if v' is the crossing in D2 

corresponding to v, then v' has the same index as v. Let D~ and E 2 be switched 

and split diagrams of D~ at v'. By Axiom (3), 'V(Kt) = 'V(K2). I 

There are , as follows from the above theorem, 2c- 1 polynomials for a link of 

c components. It is natural to ask whether these polynomials are related. Theo

rems 3.3.2, 3.3.3 provide some partial answer. Suppose L 1 and £ 2 are equivalent 

links of c components with same orientation except the first component. Con

sider coef 1 ('V(Lt)) and coef 1 (V'(£2)). We have the following relation between 

them for different values of c, all linking numbers involved are linking numbers 

among compnents of L 1 • 

c = 2, 

c = 3, 

c = 4, 

etc. 

coef 1('V(Lt))- coej 1('V(L2)) = 2112 

coef1('V(Lr))- coef 1('V(L2)) = 2123(112 +113) 

coef r('V(Lr))- coef 1 (V'(£2)) = 2((112 + 113 + 114) 

(l23124 + l23l34 + 124134) + l12113l14) 

As we just saw, at least the first coefficients of all polynomials of any 

link are related in some way. How about the other coefficients? The following 

theorems provide an answer when c = 2 or 3. 

Before we state our theorems, we need some notations. Let D be a diagram 

of a 2-component link Land K 1 , K 2 be the components of L. A segmentS of 

K 1 is an interval of K 1 and PS is, a segment of D, the image of S of the 

projection. Suppose S 1 and 8 2 are two segments of some link. We say that we 
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push 5 1 above 5 2 if we switch all necessary inter-crossings between 5 1 and 52 so 

that every inter-crossing between them is of the types 1 and 3, or 2 and 4 as in 

figure 3.2. 

Suppose we switch an inter-crossing between 5 1 and 5 2 and let D 1 be 

the split diagram. So for each i = 1, 2, 5i is cut into two segments 5i1 and 

5i2 • Although strictly speaking, 5i1 and 5i 2 do not union to form 5i, by abuse 

of language we would say so (fig. 3.3). The readers are advised to draw some 

pictures to understand our notations. 

fig. 3.2 

All links and knots are considered oriented for the rest of the chapter. If 

K is a knot, K denotes the same knot with reversed orientation. 

X 
s'2. xs, s \AI itc~ 

s, '\s 
I 

v 'Z //~ 
_, 2-:l 

(\ t~r \s,~ 
I :l. l 

fig. 3.3 

Theorem 3.4.2. Suppose M 1 and M 2 are two equivalent 2- component Jinks 
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with components K1, Kz and K1, Kz respectively, and let l be the linking 

number between K 1 and K2, so -l is the linking number between K 1 and K 2 • 

Then 

Proof. Without loss of generality, we can assume l ~ 0 for if not, we inter-

change the role of M 1 and Mz. 

We will prove by induction on l. Suppose l = 0. We need to show 

coef 2 (V'(MI)) = coe/2 (\i'(Mz)). Let D1 be a diagram of M 1 . First we claim 

that if we permit ourselves to switch any self-crossing of projected image of K 1 

or K 2 in D 1 , we can unlink M 1 • The same process certainly unlinks M 2 . 

First unknot K 1 and we can then assume it has an image of a circle in D 1 . 

Then traverse K 2 starting from any point in either direction and write down 

the indices of encountered inter-crossings into a sequence S. Since l is 0, the 

sum of the sequence is 0. So S either alternates between -1 and 1 or has two 

consecutive similar index entries. In the latter case, the two crossings have the 

following diagram (fig. 3.4), where 8 1 and 8 2 are the two arcs . involved. 

Switch all necessary crossings on 82 so that we can apply Reidemeister's 
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move of type inverse of T2 and obtain the diagram (fig. 3.5). 

)_(-c) 
- _ ....... 

fig . 3.4 

--- --- __ _) 

fig. 3.5 

Notice that crossings on 5 2 are all self-crossings, for the two inter-crossings 

are consecutive in sequence. The new link has similar linking number as the 

initial one but has two less inter-crossings. Proceeding inductively on the number 

of crossings, we can assume S is alternating between 1 and -1. But then all 

inter-crossings are of type 1 and 4, or type 2 and 3 as in (fig. 3.2), hence K 1 1s 

separable from K 2. 

Now, unlink M 1 and M2 using the described algorithm, by (3.2) we have 

and 

where Si = s~ since corresponding self-crossings between diagrams of M1 and M2 

bear the same indices; Mt and M2 are the resulting split links. Thus V'(M;) = 
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\7(M2) = 0. So 

as each Li has 3 components. At the ith switch Li has components Kj, obtained 

from Ki, A1i, and A2i where A1i and A 2i union to form Kk, obtained from Kk, 

k i- j, k, j E {1,2 }. SoL~ has components Kj, A 1i, and A2i if j = 1, or Ki, 

A1i and A2i if j = 2. Let lim be the linking number between Kj and Ami, and 

lai the linking number between A1i and A2i· So linking numbers of L~ are -li 1 , 

- li2 and la i and thus 

But li 1 + li 2 = l = 0. Hence for each i, coef 1 (\7(Li)) = coef 1 (\7(L~)) and we 

conclude that coef 2(\7(MI)) = coef2(\7(M2)). 

Next, suppose we have proved the theorem when K 1 is an unknotted circle. 

Then we can show that the theorem holds in general. Assume K 1 is an arbitrary 

knot. Unknot K 1 and K 1 with a same process. We have 

and 

where 

coef2(\7(M;))- coef2(\7(M;)) = 2lcoef2(\7(K2)) + l(l 2 - 1)/6 

by assumption since first components of M { and M; are unknotted circles. 

Each Li has three components K 2 , Ali and A 2i where the union Ali and A2i 

forms Ki . SoL~ has components K2, Ali and A2i· Thus as seen previously, 
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coef 1 (V'(Li))- coef 1 (V'(L~)) = 2la,i(lj,l + lj,2) = 2lla,i· Consider the knot K1, 

unknotting it to get 

where Ni has precisely components Ali and A 2i. So 

Thus 

and so 

coef2(\i'(MI))- coeJ2(\i'(M2)) = 2l(coef2(V'(KI)) + coef2(V'(K2))) 

+ l(l 2
- 1)/6. 

Lastly we need to show that the theorem is true when K 1 is an unknotted 

circle. Let D 1 be a diagram for M 1 with projection of K 1 being a cicle, D 2 be the 

corresponding diagram for M 2 • Suppose we are done when the linking number is 

less than l and l > 0. There is an inter-crossing v with index 1 in D 1 . Switch v. 

Let M 11 be the resulting link and £ 1 be the split. Similarly, switching v in D 2 

gives M21 and £ 2 • Note that in M 2 , v has index -1. Mu has linking number 

l-1. By induction hypothesis, we can compute coef 2 (V'(M11 )) -coef 2 (V'(M2 I)). 

Moreover, we have 

coef 2 (V'(Mt))- coef2(\i'(M2)) = coe/2 (\i'(Mu))- coe/2 (V'(M21)) 

+ coef2(V'(Ll)) + coeJ2(\i'(L2)) 

since £ 1 and £ 2 are knots and v in D 2 has index -1. As 

l 2 l- 1 (( 2 ) l ( ) 6(l - 1)- -6- l- 1) - 1 = 2 l- 1 ' 
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it suffices to show that coef2(Y'(LI))- coef2(Y'(L2)) = ~(l-1) to conclude the 

proof of the theorem. 

Let Si, i = 1, 2 be the segment of L 1 corresponding to Ki in M 1 ( S 1 , 52 in 

case of L2) and PSi be their projections (PS 1 ,PS2 in L2) (fig. 3.6). Push S2 

above S 1 according to the following procedure so that the resulting knot Li is 

equivalent to K 1#K2 and thus Y'(Li) = Y'(KI)Y'(K2) = "V(K2). Similarly, we 

have "V(L;) = "V(K I)Y'(K2) = "V(K2) by the same procedure. 

I 
t' 

fig. 3.6 

First traverse from x (fig. 3.6) along PS2 on L1 (L2) according to the 

orientation and list indices of all inter-crossings between SI{ S I) and 82 in se

quence. Switch those crossings with positive (negative) indices and then switch 

alternately starting from the first inter-crossing. The resulting knot Li (L;) has 

required property, that is, 82 lies totally above sl (below s 1). 

Suppose there are 2( n + l) inter-crossings in D 1 , then there are 2( n + l) -

1 intercrossings between PS1 and PS2, n + 21 - 1 positively indexed and n 

negatively indexed. Let Ni (N[) be the split at the ith switch of L 1 (L 2 ), then 

n+2l-1 2n+3l-1 

Y'(LI) = Y'(Li) + z L "V(Ni)- z L "V(Ni) 
i=l i=n+2l 

and 
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n+21-l 2n+31-l 
\7(L2 ) = \7(L;)- z L \7(N[) + z L \7(N[). 

i=l i=n+21 

In Ni(Ni), Sj (81 in case) is cut into two segments Sjl and Sj2 (Sj 1 and Sj2 

in the case of S!) and there are 2 ( n + l - 1) inter-crossings between P S 1 j and 

PS2k· Among these crossings, there are n + 2l- i- 1 positively (negatively) 

indexed and n + i- 1 negatively (positively) indexed when 1 S iS n + sl- 1. If 

n + 2l S i S 2n + 3l- 1 then there are i- 1- (n + 2l- 1) positively (negatively) 

indexed and 3n + 4l - i - 2 negatively (positively) indexed. Without loss of 

generality, Ni (Ni) is composed of the two components Su U 821 (S 11 USn) and 

812 USn (S 12 U 82!). Denote IIA nEll be the sum of indices of all inter-crossings 

between A and B. The linking number l i ( l ~) of Ni ( NI) equals 

1 
- (IIPSu n PS12II + IIPSu n Snll + IIPS21 n PS12II + IIPS21 n PS22II) 
2 

or 

~ (IIPSu n PS12II + IIPSu n PS2I!I + IIPS12 n PS22II + IIPS21 n PSnll) 
2 

in the case of Nf. But IIPSu n PS12II = IIPSu n PS12II = 0. As K 1 is a circle, 

for all possible values of j, k, IIPS1j n PS2kll = -IIPSlj n PSzkii· Therefore, 

Hence 

coef 1(\7(Ni))- coef1 (\7(Nf)) 

1 
=2(IIPSu n PSzd + IIPSu n PSzzll 

+ IIPS12 n PSz1ll + IIPS12 n PSnii) 

{ 
l - i if 0 S i S n + 2l - 1; 

- i- (2n + 3l) if n + 2l S i S 2n- 3l- 1. 

2n+31-l n+21-1 . n+l 

L si(coef 1(\7(Ni))- coef1 (\7(Nf))) = L (l- i)- L(i- (n + l)) 
i=l i=l 

l 
=-(l-1). 

2 

i=l 
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Therefore, 

coef2(Y'(Lt))- coej 2 (Y'(L2)) = coef2(Y'(Li))- coef2(Y'(L;)) + ~(l- 1) 
2 

l 
= 2coe/2(Y'(K2)) + 2(1-1). 

This completes the proof of the Theorem. I 

Suppose now M 1 , M 2 are two equivalent 3-component links with compo

nents K1, K2, K3 for M1 and K1, K2 and K3 for M2. Suppose also K2 1s 

separable from K3. We want to study coe/2(Y'(MI))- coej2 (Y'(M2)). 

Let D 1 be a diagram of M 1 such that the image of K 2 does not intersect 

that of K 3 , and D2 the corresponding diagram for Mz. Push K2 above K1 (K I), 

we get 

and 

(3.7) 

since corresponding inter-crossings between K 1 and K 2 in D 1 and D 2 have oppo

site indices. Mi and M; are split links since K 2 is separable from the other two 

components. Also, each Li (L~) has two components K3 and S1 u S2 (S 1 u Bz) 

where Sj corresponds to Kj, J = 1, 2 of M 1 . Consider Li(L~), push S2 above 

S1 (S I), and get 

Y'(Li) = Y'(Li) + z :L>i,1Y'(Lij), 

Y'(L~) = Y'(L~*)- z l:tii'V(L~1 ) 
(3.8) 

By construction, Li (L:*) is equivalent to Kz#(Kl UKa) (Kz#(K 1 UKa)) where 

AUB denotes the sublink composed of A and B. Let Mi(j,k) be the sublink of Mi 

by deleting all components except Kj and Kk. Then Y'(Li) = Y'(K2 ) Y'(Mi1'3)) 

and Y'(L:*) = Y'(K2)Y'(MJI'3)). 
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Moreover, each Lij (L~i) has three components K 3 , 8 11 U 8 21 and 5 12 U 5 22 

(Ka, 8u U 822, 812 U 821) where 8u, 812, 821, and 822 are as in the proof of 

previous theorem. But in this case K 1 is arbitrary instead. Let a 1 = ~ll511 n512 ll, 

a2 = ~ll821 n 82211, b1m = ~ll5u n 82mll, and b2m = ~ll812 n 82mll, and Cm = 
~IIKa n 81mll for each m = 1, 2. So c1 + c2 = l1a· The linking numbers of Lij 

are a1 +a2+b12+ b21, ell c2 and those of L~i are a1 + a2- bu- b22, -c1, and 

-c2 • By Theorem 3.3.2, 

coef 1 (''V(Lij))- coef 1 (''v(L~j)) = (c1c2 + (c1 + c2)(a1 + a2 + b12 + b2I)) 

- (c1c2- (c1 + c2)(a1 + a2- bu- bn)) 

= (c1 + c2)(2a1 + 2a2- bu + b12 + b21- b22) 

= l1a(2a1 + 2a2- bu + b12 + b21 - bn) 

where Nij (Nfi) is the link of which the components are 811 U 821 (8 11 U 822) 

and 5 12 U 8 22 (8 12 U 82!). Combining (3.7) and (3.8), we have 

coef2 (\7(MI))- coef2(\7(M2)) 

coef2 (\7(M;))- coef2 (\7(M;)) + Lsi(coef 2 (\7(Li)) + coef 2 (\7(L~))) 

coef 2 (\7(M;)) - coef 2 (\7(M;)) +Lsi( coef 2(\7(Li)) + coef 2(\7(£: *)) 

+ 2.:sitij(coef 1 (\7(Lij))- coeft(\7(L~j))) 
ij 

Lsi( coef 2 (\7 (K2) \7 (Mi
1
'
3
))) + coef 2 (\7(K2) \7(MJ

1
'
3
)))) 

+ l13 L sitij ( coef 1 (\7 (Nij)) + coef 1 (\7 (Nfi))) 

l12(coef 2(\7(Mi 1'3))) + coef2(\7(MJ
1
'
3
)))) 

+ l13 L sitij ( coef 1 (\7(Nij)) - coef 1 (\7 (Nfi))). 

Now consider M?'2
) and MJI'2

). Apply same procedure to them. It is 
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easy to check that 

Therefore, 

coef 2 (V' (Mi 1
'
2))) +coef 2 (V' (MJ 1

'
2
))) 

= Lsitij(coef 1 (Y'(Nij)) + coef 1 (Y'(Nij))). 

Thus 

coef 2(\i'(M!))- coef 2(V'(M2)) =l12(coej 2(V'(MP'3))) + coef 2(V'(MJ1'3)))) 

+ l13(coeJ2(Y'(MP'2))) + coef2(V'(MJI' 2
)))). 

Next suppose K2 and K3 are not separable. Let D 1 be a diagram for 

M1 and D 2 the corresponding diagram for M2. Push K 2 above K 3 with same 

procedure applied to both D 1 and D2. Then 

and 

where Ni and Nf are equivalent links with different orientations for K 1 . So 

coef 2 (\i'(Ni))- coef2 (V'(NI)) is given by Theorem 3.4.2, 2l(coef 2 (Y'(Kr)) + 
coef 2 (\i'(Li))) + l(l 2 

- 1)/6 where l is the linking number of Ni, and Li is the 

other component. But l=l 12+l 13. Push K2 above K 3 in Mi2'3 ), we obtain 

V'(M?'3)) = zl:si\i'(Li)· Therefore, 

coef2(Y'(Mt))- coej2(V'(M2)) 

=coef2(V'(M;))- coef2(V'(M;)) + l:si(coef 2 (V'(Ni))- coef2 (V'(NI))) 
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=l12 ( coef 2 (V' (Mi1'3))) + coef 2 (Y' (MJI'3)))) 

+ lla(coef2(Y'(MP'2))) + coef2(Y'(MJ1
'
2
)))) 

+2(ll2 +l1a) L:si(coef 2 (Y'(KI)) +coef2 (Y'(Li))) 

l23 
+ 6(l12 + l1a)(l12 + l1a- 1)(l12 + l1a + 1) 

=l12(coej2(Y'(Mi1'3))) + coef2(Y'(MJ1'3)))) 

+ ll3(coef2(Y'(MP'2))) + coe/2(Y'(MJI'2)))) 

+ 2(l12 + l13)coej 2(Y'(Mi2
'
3
))) + 2t23(l12 + l13)coej 2(Y'(KI)) 

[23 
+ 6(ll2 + ll3)(ll2 + ll3- 1)(ll2 + ll3 + 1). (3.9) 

Hence we have proved 

Theorem 3.4.3. If M 1 and M 2 are equivalent 3-component links with same 

orientation except the first component, then (3.9) holds. 

Theorem 3.4.2 and 3.4.3 show polynomials of equivalent links with different 

orientations are related at least when c is small. In fact a similar result is found 

when c = 4, 5. The relation is a combination of the first and second coefficients of 

all of its sublinks. The proof is tedious and extremely technical. Nevertheless, we 

believe that an explicit relation can be found for all c, and that the polynomials 

are in fact related in some explicit way. 
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Chapter 4. A new polynomial invariant for knots and links 

1. Introduction. 

The classical theory of knots and links has concentrated on oriented links. For 

the Alexander or the HOMFLY polynomial, different orientations of a link yield 

different polynomials. For knots, all polynomial invariants produce the same 

results for the two distinct orientations. However, the following definition re

sults in a polynomial invariant for knots and links which is indifferent to the 

orientation of the link. 

Suppose K 1 is not oriented, that is, all arrows of the diagram are removed. 

We can switch a crossing as usual. But when we split at v, there are two 

possibilities L 1 and L 2 (fig. 4.1). Suppose a polynomial function F is defined on 

knots and links satisfying 

1. Hunknot(x) = 1. 

This indeed defines a non-trivial polynomial invariant for non-oriented 

knots and links. Properties and proofs will be discussed in later sections. First 

we compute some examples. These examples show that the trivial 3-unlink is 

different from the Borremean ring of 3 components. 

X X 
fig. 4.1 
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Examples. 

1. Let Tc denote the trivial c-unlink. 

00 
unknot unknot unknot 

H(unknot) + H(unknot) = x(H(unknot) + H(T2)), 

H(T2 ) = 2x- 1 - 1. 

2. 

O··· OOCJ 

Tc-1 

H(Tc-d + H(Tc-d = x(H(Tc-d + H(Tc)), 

H(Tc) = (2x- 1 
- l)H(Tc-d· 

) ( -1 l)c-1 By induction on c, H(Tc = 2x - · 

0 ·"000 
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3. Borremean ring. 

H(B) = 4x- 2
- 4x- 1 - 3 +lOx- 6x- 16x2 + 12x4 + 4x5 

::/= H(T3). 

Thus F distinguishes B from the trivial 3-unlink. 
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2. Existence of the invariant polynomial. 

In this section we will prove the existence of an invariant polynomial for non

oriented links that satisfies equation ( 4) of section 1. All links will not be oriented 

in this chapter. 

Let D be a diagram of some link K. D can be changed to a diagram of a 

trivial unlink by switching some crossings from underpasses to overpasses. We 

wiii use the following procedure to unlink D. 

Order the components of K. For each component C choose a point a, 

called the starting point of C, and a direction from a to traverse C. Starting 

from the first component, traverse the ith component ci from the starting point 

in the chosen direction. Switch all inter-crossings, those with segments from two 

different components, when Ci underpasses the other component which is of a 

higher order; but switch all self-crossings, segments from the same component, 

from an underpass to an overpass if the crossing has not been encountered before. 

After the last component is traversed, the diagram is that of a trivial unlink and 

the components are in descending order. 

Let n be the number of crossings of D and R be the number of switchings 

required to unlink D. If, for some choice of component order and starting points, 

r is 0, Dis said to be descending. The order pair (n, r) will denote the complexity 

of D. It depends on the choice of component order and starting points. Observe 

that r < n. 

We first define a polynomial function on diagrams with certain choice of 

component order, directions and starting points. 

In case of a descending diagram D, define the polynomial Hv(x) = J.tc-I 

where c is the number of components and J.t = 2x- 1 -1. Suppose we have assigned 

to each diagram with n crossings with a polynomial and let D have complexity 

(n + 1, r). If r = 0, Dis descending and hence Hv(x) is defined. If r > 0, unlink 
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D and let v be the first crossing switched. Let D' be the switched diagram, E 1 

and E 2 be the two splits at v as in figure 4.2. D' has complexity (n + 1, r- 1) 

with same choice of component order, direction and starting points; and each Ei 

has n crossings, i = 1, 2. So by induction on r and n, Hv' (x), HE 1 (x), HE2 (x) 

are known. Hv(x) is defined by 

(4.1) 

In order to show F is indeed a link invariant we need to verify that it is 

independent of the choice of component order, starting points and directions, and 

diagrams of the same link type. To proceed, we first show F is independent of the 

choice of starting points. Then we prove F is invariant under any Reidemeister's 

moves. Also we will show that the polynomials for trivial unlinks (link type of 

descending diagrams) are consistent with equation ( 4) of section 1. 

For convenience we also denote H D ( x) by H (D). 

First we show that His independent of the sequence of switchings applied. 

To do so we will show that same polynomial is obtained if we reverse the order 

of two immediate switchings. Let u and v be the two crossings involved, and 

6x denotes the switching at crossing x. If u = v there is nothing to prove. So 

assume u and v are distinct. Let a 1x and a2x deonte the two splits at x (fig. 4.2). 

First apply 6u before 6v. To compute Hv(x), we employ (4.1), 

\ v 
\ (\ 

D DxD O"!xD 0"2xD 

fig. 4.2 
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H(D) = -H(8uD) + x(H(uluD) + H(u2uD)) 

= H(8v8uD)- x(H(ulv8uD) + H(u2v8vD)) + x(H(uluD) + H(u2uD)) 

Let G(D) be the polynomial obtained by applying 8v before 8u. 

G(D) = -H(8vD) + x(H(uivD) + H(u2vD)) 

= H(8u8vD)- x(H(ulu8vD)- H(u2u8vD)) + x(H(ulvD) + H(u2vD)). 

Since 8u8v = 8v8u the first two terms are equal. For each O"ixD, we apply equation 

(4.1) to find 

and 

Substituting these expressions into H(D) and G(D) and noticing that for all 

i,i,8xO"iyD = O"iy8xD and O"ixO"jyD = O"jyO"ixD as long as x =/= y, we see that 

H(D) = G(D). 

Next, we show that H(D) is independent of the choice of the point we 

start with on Ci, the ith component. Suppose a and bare two choices of starting 

points on Ci, H(D) and G(D) are the corresponding polynomials obtained. It 

suffices to show that if a and bare on a crossing, then H(D) = G(D). There are 

two cases. 

Case 1. i i i. 

C· L 

Suppose i > i, v will not be switched and H(D) G(D). If i < i, v 
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will be switched despite the choice of starting point. Since both polynomials are 

independent of the switching order and switchings needed for both choices of 

starting points are the same, H(D) = G(D). 

Case2.~=7. 

The crossing v will be switched for one choice of starting point and not 

for the other. Except this crossing, both choices require similar switchings on 

other crossings. Since the polynomial is independent of switching order, we can 

assume v is switched last. Without loss, let E be the diagram with starting point 

b, H(E) the polynomial of E, and E' the diagram just before vis switched. Let x 

and y be the preimages of v on the component C, S the segment on C joining x 

and y by traversing along the given direction, and T be the remaining segment. 

By construction, S always lies above T. If we consider S and T as knots by 

joining x and y with a vertical line segment, they form a trivial 2-unlink. Hence 

the two splits of C at v are an unknot and a trivial 2-unlink. Thus one of aivE', 

say a 1 vE' is a trivial c-unlink and the other a trivial ( c + 1 )-unlink. We then 

have 

H(D) = eH(E') + Q(x) 

and 

H(E) = -e(H(8vE') - x(H(alvE') + Fa2vE')) + Q(x), 

where E = ±1 and Q(x) is some Laurent polynomial in x. But E' and 8vE' 

are trivial c-unlinks, they have polynomials J-Lc-l. Also, H(a2vE') = J-Lc and 
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H(u 1uE') = J1c-l. Substituting into above two equations, we get H(D) = H(E). 

Next we will show that H(D) is invariant under Reidemeister moves. 

Two diagrams are n-equivalent if there is a finite sequence of Reidemeister 

moves which, when applied to a diagram, will result in the other, such that no 

diagram before or after each move has more than n crossings. Note that two 

diagrams of n crossing, can be equivalent, that is, correspond to the same link 

type, but not n-equivalent. We will show that H(D) = H(E) if D and E are 

n-equivalent for some n. 

Since any two diagrams of a link are n-equivalent for some n, we can verify 

that F is an invariant of the link type, up to choice of component order and 

directions. As descending diagrams receive polynomials which are independent of 

component order and directions, a simple induction argument on the complexity 

of a diagram will conclude that the polynomial of any diagram is independent of 

the component order and directions. This completes the proof of existence and 

uniqueness of the polynomial F for any link type. 

We will use induction on n. If n = 0 there is nothing to prove. Suppose 

we are done for diagrams with n crossings and let D have n + 1 crossings. 

Case 1. 

~ 
( 

We start at the indicated point and the traversing direction. 



Case 2. 

D 

(· 
J 
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t. 

In the case i :=:; J, we start at a point such that no switching occurs at u 

or v. If i > j, both crossings will be switched. We have the following diagrams 

(fig. 4.3) and equations, and find that H(D) is independent of the move. 

v 

X 
E 

fig. 4.3 

But a2v8u = a1u,H(a1v8uE) = H(a2uE) by case 1, and H(D) = H(8v8uE) by 

case 2(i < j). Hence H(D) = H(E). 



Case 3. 

cj 0 

\ 

(-
1. 
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I fig. 4.4.a 

c 't: J 

fig. 4.4.b 

E 

Choose a component order of D such that either i :S J :S k, or i < J 

and i = k. In the first case, no switching on u, x, y is needed for both D and 

E. In the later case, y and y' of figure 4.4.a, and u and u' of figure 4.4.b 

will be switched. Other than this crossing, both D and E require the same 

set of crossings to be switched. Independence of switching order allows us to 

switch them last. Let 1r D and 1r E denote the resulting diagrams of D and E 

just before the switching. By induction hypothesis on the number of crossings, 

H(D) = H(E) iff H(1rD)=H(1rE). Following pictures (fig. 4.5) should convince 

the readers that H(1rD) = H(1rE) for the case of figure 4.4.a. The other case is 
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similar. 

/ I 

/0 -- ___/ 
;-

81rD U11rD u21rD 

I -vL + 
/ / 

81rE U11rE U27rE 

fig . 4.5 

and 

But by assumption 81r D and 01r E are trivial unlinks. u 11r E can be obtained 

from u11r D by two Tz moves and by case 2, they have same polynomials. Also, 

u21rE = u21rD. Hence H(1rD) = H(1rE). 
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3. Basic properties of the polynomial. 

The recursive definition of Conway polynomial provides an inductive argument 

to prove properties about the polynomial. This argument arrives from the fact 

that a link can be unlinked by switching some set of vertices, and the switched 

links have smaller unlinking numbers while the splits have less crossing numbers. 

If (n, r) , the complexity of a diagram of some choices of component order, orien

tation, and starting points is ordered lexicographically, then both the switched 

and the split diagrams have simpler complexity than the initial diagram if the 

crossing is chosen to be one of the required switched crossing of the unlinking 

process . This induction argument can be easily employed in proving properties 

of both the Conway and the F polynomials. 

Denote Ci the coefficient of xi in HK(x). 

Proposition 4.3.1. Let K be a link of c components, 

1. If K is a trivial link, then HK(x) = J.tc- 1 . 

3. If K is a separated union of K1 and K2 then HK(x) = J.LHK 1 (x)HK 2 (x). 

4. If L is the inverse of K, that is, inverting all crossings of K, then H L ( x) = 

HK(x). 

5. HK(x)- 1 is divisible by 2(x- 1). 

6. HK(x)- J.tc- 1 is divisible by HT(x)- 1 where Tis the trefoil. 

7. The minimum power of x of HK(x) is 1- c. 

8. Deg(HK(x)) ::; m- 1 where m is the crossing number of K. 
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Proof. Use induction on the complexity pair (n, r) and regard the unknot 

and the trivial unlinks as the base cases. We prove (5) to illustrate the method 

of induction. This property also leads to another interesting result. 

Certainly, (5) is true for a trivial unlink since its polynomial is 1-lc-I. Let 

K be a diagram with complexity ( n, r), and switched a crossing v which reduces 

complexities of the switched and splitted diagrams. Suppose these new diagrams 

satisfy (5), then define QL(x) the quotient of HL(x)- 1 by 2(x -1), 

HK(x) -1 = -(HK2 (x) -1) + x(HL 1 (x) -1 + HL 2 (x) -1) + 2(x -1) 

= 2(x -1)(-QK2 (x) + x(QL 1 (x) + QL 2 (x)) + 1). 

Thus H K ( x) - 1 is divisible by 2( x - 1) and the quotient, Q K ( x), satisfies 

Notice that Qunknot(x) = 0 and Q can be derived from F, hence we proved 

Theorem 4.3.2. There is a uniquely defined polynomial for each link type such 

that 

1. Qunknot(x) = 0, 

Property 4 gives us some idea about the coefficients. The constant term is 

odd while others are even. In fact, we have 

Property 4.3.1.10. If l denote the sum of all linking numbers of K, 

a. c0 = ( -1)1+c+l mod 4 where l = 0 if K is a knot. 

b. c_i is divisible by 2i+l, for 1 ~ i ~ c - 1. 

c. c_ 1 = 0 mod 4 if cis odd and c_l = 1 mod 4 if cis even. 
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d. All other coefficients are even. 

Proof. 0 bserve that for all 0 ~ i ~ c - 1, 

where K 1, Kz, L1, and Lz are diagrams differing only at crossing v. The property 

can be proved by induction on number of crossings. If n = 0, the conclusion 

is trivial, since the polynomial is (2x- 1 - 1)c-l and the coefficient of x-i is 

(-1)i(~~:)2i+l. If c = 1, then one of £ 1 or £ 2 is a link and the other is a knot 

and by property (c), and Proposition 4.3.1.7, we are done. If c > 1, there are 

two cases to be considered. First if v is a self-crossing, then say £ 1 has c + 1 

components and Lz has c components. Either c_i_I(£2 ) is 0, or is divisible by 

2i . Thus 

If v is an inter-crossing, then both £ 1 and £ 2 have c - 1 components and each 

c_i_I(L) is divisible by 2i and so 

In either case, the result follows from the base case when the number of crossings 

is 0. 

(d) follows from Property 4.3.1.5. I 

Other than the ten properties listed above, there are nice features that 

relate the polynomial and some geometric and algebraic properties of the link. 

Following properties are found by [13] and [Ml]. The first one gives the signature 

of a link. Though the proof is elementary, I am not able to find a proof that 

does not use a spanning surface of a link. The second result gives a lower bound 

for the unknotting number of a knot. Also, the proof requires an understanding 

of the fundamental group of the knot complement. A combinatorial proof has 

not been found. 
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Property 4.3.2.11. FK(2) = (oK) 2
, where OK is the signature of K. 

Proof. See [13]. 

Property 4.3.2.12. 

(a) FK(-1) = (-3)d, where d =dim HI(M;Z3 ) and M is the double cover of 

8 3 branched over K. 

(b) u(K) ;?: d- c + 1, where u(K) is the unknotting number of K. 

Proof. For (a), see [13], and for (b) see Murakami[M1]. 

4. Arf invariant. 

The Arf invariant of a knot K, Arf(K), can be defined by the coefficient of x 2 of 

its Conway polynomial. In fact, Ar f(K) = d2 (K) mod 2 where d2 (K) denotes 

the coefficient of z2 [K1]. Let K be oriented and v a crossing of some diagram 

of K. Switch v to obtain another knot K' and a link L (fig. 4.1) . As d2 (K) 

satisfies 

where Lk(L) is the linking number of L, we have 

Proposition 4.4.1. Ar f(K) + Ar f(K') - Lk(L) mod 2. 

Returning to our polynomial FK, we have 

Theorem 4.4.2. ~(co- 1) = T = Ar f(K) mod 2 if K is a knot. 

Proof. Again our proof will be based on an induction on (n, r), the complexity 

of a diagram. If r = 0 or n = 0, then 

1 C1 
-(c0 - 1) =- = 0 = Arf(unknot). 
4 2 
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Otherwise let v be a crossing and K', L1, and L2 be the link types of 

the switched and the two split diagrams respectively. Suppose further that L 1 

has two components and so L 2 has only one. All three diagrams have simpler 

complexities than that of K. Moreover, by (5.1) 

co(K) + c0 (K') = c_I(LI), 

c1(K) + ci(K') = co(L!) + co(L2). 

Consider any two component link L with components Nand M. Unlink L 

by pushing N above M, that is, switch all inter-crossings between Nand M from 

underpasses to overpasses. If m is the number of switchings, as the resulting link 

is a separated union of N and M, by Theorem 4.2.3, 

where q(x) E Z[x]. So c_I(L) = (-1)m2 mod 8. Since c0 (unknot) = 1 mod 4. 

As m = Lk(L) mod 2, and by induction hypothesis on the complexity, 

~(c0 (K')- 1) = ci(K') = Ar f(K') mod 2, 
4 2 

c0 (K') = 1 + 4Ar f(K') + 8k, 

and 

ci(K') = 2Ar f(K') + 4k'. 

So 

co(K) = (-1)m2 + 8[-1- 4Arf(K')- 8k 

_ { 1- 4Ar f(K') - 8l', if m is even; 
- 1- 4(Ar f(K') + 1) + 8[1

, if m is odd. 

Hence, 

~(c (K) _ 1) = { Arf(K') mod 2, if Lk(Lt) is even; 
4 ° - Ar f(K') + 1 mod 2, if Lk(LI) is odd. 

implying 
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!(c0 (K)- 1) + Arf(K') = Lk(L!) mod 2. 
4 

Thus ~ ( c0 ( K) - 1) _ Ar f ( K) mod 2. This gives part of the Theorem. 

Suppose N1 and N2 are the two knot components of L 1 , then 

As ci(Ni) is even and co(Ni) = 1 + 4ki, i = 1, 2, we have 

co(LI) = ( -1)m (4k"- (1 + 4kl + 4k2 + 16k1k2)) 

= ( -1) m ( -1 + 4k3) 

= (-1)m+l +4k4, 

co(L2) = 1 + 4ks 

for £ 2 is a knot. Hence 

ci(K) 1 + ( -1)m+l c!(K') 
2 - 2 - 2 + 2k6 

= m + Ar f ( K') mod 2 

:= Lk(LI) + Ar f(K') mod 2. 

So c 1 ~K) = Ar f(K) mod 2. I 
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5. Polynomials of tangles . 

In this section, we will show another property enjoyed by both HOMFLY and 

our polynomial. 

In our discussion, the definition of a tangle is different from the usual notion 

of a tangle [Ll, Cl]. A tangle, A, is a portion of a link diagram that can be 

drawn in a disc with four intersections on the boundary. As different from the 

usual notion of tangles , we do not require that there are only two strings in the 

disc. In fact, we allow knot components inscribed in the disc. 

If A is a tangle, let AD and AN denote the links (fig. 4.6): 

fig. 4.6 

Ao 

If B is another tangle, then (A+ B)N is the link (fig. 4.7): 

fig. 4.7 

Denote the link polynomial also by the tangle link. The following property 

is satisfied by F and HOMFLY polynomial [13]. 

Theorem 4.5.1. If J.-t is the polynomial of a separated union of two unknots, 

then 
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Let A be a tangle with n crossings. Orient A and order its components, 

treating the two loose strings as individual components (fig. 4.3). Choose a 

starting point on each component, except on the two strings; starting points 

will always be a and c or b depending on whether a and c are in the same 

string (fig. 4.8). Unlink A as usual. The resulting tangle is a separated union of 

two unknotted strings and some unknotted components. Let (n , r) denote the 

complexity of A where r is the number of switchings of the unlinking process. 

fig . 4 .8 

We will prove the Theorem by inducting on ( n, r) ordered lexicographically. 

Suppose A has c components. 

The base case of the induction consists of two cases : 

Case 1. a is connected to b. 

If n = 0 orr= 0, then AN and AD are trivial (c- I)-unlink and c-unlink, 

(A+ E)N is a separated union of ED and c- 2 unknots. So 

and 

AN ED+ AD EN- JL(AN EN+ AD ED) 

JLc-2 ED+ JLc-1 EN _ JLc-1 EN_ JLc BD 

(l _ JL2)JLc-2 ED 

(1 - JL 2 )(A + E)N. 

Case 2. a is connected to d. 
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If n = 0 orr= 0, then AD and AN are trivial (c- I)-unlink and c-unlink, 

(A+ B)N is a separated union of EN and c- 2 unknots. So 

and 

(1 _ J.L2)J.Lc-2 EN 

(1 - J.L 2 )(A + E)N. 

If A has complexity (n, r), where none of n norris zero. Let v be a crossing 

switched in the unlinking process. Let M be switched tangle, M 1 and M 2 be the 

two split tangles. The by induction hypothesis, these tangles satisfy ( 4.2) when 

they are added to E. Hence 

(1 - J.L 2) (A+ E)N 

(1- J.L 2) ( -(M + E)N + x((M1 + E)N + (M2 + E)N)) 

ED(-MN + x(M[" + M£"')) + EN(-MD + x(Mf + Mf)) 

- J.L( (EN ( -MN + x(M[" + M£"')) +ED( -MD+ x(Mf + Mf))) 
AN ED+ AD EN- J.L(AN EN+ AD ED). 

This completes our proof of the Theorem. I 
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6 . Degree of the polynomial. 

One of the properties in Section 3 gives an upper bound of the degree. In this 

section , we will improve the bound. 

Let D be a diagram of a link K with n crossings. On D, each non-broken 

arc contains a certain number of crossings , or overpasses. Let m be the maximum 

number and S be such an arc. 

Theorem 4 .6.1. Deg(HK(x))::; n- m. 

Proof. Let (n, r) be a complexity of D and use induction on the complexity. 

Certainly this is true when n = 0 or r = 0 for K is a trivial unlink which 

has degree zero for its polynomial. 

The choice of complexity depends on the ordering of components, orien

tation and starting points. Let us choose the component containing S as the 

first component and one of the terminal points of S as the starting point; the 

orientation of the component will be from the starting point towards the other 

terminal point of S . Choices for other components are arbitrary. 

D 

(.ct) 

fig. 4.9 

Let v be the first switching occurring in the unlinking process. If v is on S, 

then we have the situation as in figure 4.9a. SoD represents the same link type 
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as some diagram D' split at v (fig. 4.9b). D' has n -1 crossings and m(D') is at 

least m(D) -1. Hence HK(x) has degree at most n -1- m(D') -1 :::;; n- m(D). 

If v is not on S, let D', E 1 and E2 be the switched and the two split 

diagrams respectively. We have m(D') > m(D), and each m(Ei) 2: m(D). Also 

Ei has n - 1 crossings. By induction hypothesis on the complexity of diagrams, 

deg(Hv' (x)) < n- m(D), and deg(HE, (x)) :::;; n- 1- m(Ei) :::;; n- 1 - m(D). 

Hence deg(HK(x)) :::;; n- m(D) as Hv(x) = -Hv,(x) + x(HE 1 (x) + HE2 (x)). 

I 

Other than the degree of the polynomial, we would like to investigate the 

leading coefficient of the polynomial. Suppose K has maximal degree, that is, for 

some diagram D of K, deg(HK(x)) = n(D)- m(D). If K is a separated union 

of unknots, then the leading coefficient is clearly ( -1)c-l where c is the number 

of components of K. 

Suppose K is not a union of separated unknots but it has p separated 

unknotted components. If C is the diagram of a separated unknotted component 

in D, then C cannot have any overpass crossing. For if it has, let G be a disk 

spanned by C in R 3 such that G does not intersect with the rest of the link. 

Shrink C on G to a circle intersecting no part of the rest of the diagram. The 

resulting diagram D' has n(D') < n(D) and m(D') :::;; m(D), and so K cannot 

have maximal degree since by Theorem 4.6.1, deg(HK(x)) :::;; n(D') - m(D'). 

This means that C does not have any self-crossing and it lies below all other 

components. Without loss of generality, all separated unknotted components 

are non-intersecting in D. 

Let S be the longest non-broken arc on D and unlink D as in the proof of 

the previous theorem. Let v be the first underpass encountered. If v is already 

on S then we can reduce v to obtain an equivalent diagram D' of K which has 

fewer crossings but m(D') 2: m(D). This contradicts that K has maximal degree 
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in D. 

Otherwise switch v and let E 1 and E 2 be the two split diagrams and L 1 and 

£ 2 be their link types respectively. Certainly every non-intersecting unknot in 

Dis non-intersecting in Ei. If Ei has a new unknotted component C', and if C' 

has any overpass, then deg ( H L; ( x)) :::; n (D) - m (D) - 1, and so the polynomial 

does not contribute to the leading coefficient of HK(x). Thus C' has a diagram 

of a circle in Li and all of its crossings are underpasses. If C' does not involve 

the two arcs at v, then it is also a separated unknotted component in K and so 

C' is non-intersecting in D. Otherwise let G be a disk in 3-space spanned by C' 

such that G does not intersect with the rest of the diagram of Li. Connect the 

two preimages of v in K by a vertical line segment; G is also a non-intersecting 

disk in K (fig. 4.10). We can then assume C' is the boundary of Gin K. Shrink 

C' on G to a small non-intersecting circle near v (fig. 4.10) and we can reduce 

fig . 4.10 

Otherwise, £ 1 and £ 2 do not introduce any separated unknotted compo

nent. If K has maximal degree in D then one or both of Li has maximal degree 

in their diagrams. Hence a simple induction proof on a complexity of a diagram 

will give the following theorem. 

Theorem 4.6.2. Let K be a link of c components and have p separated un

knotted components and D a diagram in which deg(HK(x)) = n(D) - m(D). 

Then the leading coefficient of HK(x) has a sign of (-1)P, i.e., positive if pis 
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even, negative if p is odd; except when p = c, the leading coefficient is ( -1 )P-l. 

Proof. The case when n = 0 orr= 0 is trivial. In the general case, as L 1 and 

L 2 have the same number of separated unknot components, the result follows 

immediately by applying the recursive relation of their polynomials. I 
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Chapter 5. Alternating knots and links 

1. Introduction. 

The main result of this chapter is to show that a certain type of link achieves 

the maximal degree for its H polynomial. 

The notation used in this chapter can be traced back to Tait [Tl]. 

Let L be a link of c components and D a diagram of L with n crossings. 

We will identify D with L. When we say a link we refer also to some diagram 

of it. 

Order and orient all components C 1 , ... , C c, and choose starting points on 

each component as usual. Label the crossings by V1 , •.• , Vn. For each component 

Ci associate a word Wi in {V/ 1
} by recording the crossing symbol V or V - 1 

according to whether it is an overpass or underpass, by traversing the component 

starting from the chosen point along the given orientation. A non-intersecting 

unknotted component, one that has no crossing with itself or with other compo

nents, will receive a null word. The set {W 1 , ... , We} is called a cycloton of L. 

Figure 5.1 is a cycloton of some link. 

fig. 5.1 

W1: V1-
1V2 

W2 : v5-
1V4 V1 V2-

1V3-
1Vs V4-

1V3. 
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Suppose a different starting point is chosen on Ci, the new word Wf is 

a cyclic permutation of wi. If ci is reversedly oriented, then w: is obtained 

by reversing the order of symbols of Wi, which we will denote by the reverse 

of Wi or denoted by wi-l. If components are ordered differently, we get a 

permutation of the set of words W1, ... , We. Hence cycloton of a link is defined 

up to permutation of words, reverses and cyclic permutations of the words. 

Imagine that each word of a component is written on a closed ribbon. The 

word can be read starting from any symbol in any direction. 

Introduction on an non-intersecting unknotted component will increase the 

degree of H(L) by one, and removal of such a component decreases the degree by 

one. As we are interested only in the degree of the polynomial in this chapter, 

we can assume that L has no non-intersecting unknotted component. In this 

case the cycloton of L contains no null word. 

A set {W1 , ... , We} of words of symbols V1, .•• , Vn is a cycloton if each 

V and V -l occurs exactly once in one of Wi and none of the words is null. A 

cycloton is defined up to equivalence of permutation of all words, reverse and 

cyclic permutation of each word. 

From the definition, not every cycloton is a cycloton of a link. For exam

ple, {V1V2V3-
1V2-

1V3 V1-
1

} is not a cycloton of any knot. In fact, if a cycloton 

originates from a link, then if V and V -l occur in the same word, there must 

be an even number of symbols between them. Also each word is of even length. 

Definitions 

1) Two words W1 and W2 are the same, W1 

sequence of symbols. 

w2, if they have the same 

2) wl is a prefix of w2 if w2 = wlw3 for some word w3. 

3) wl is a suffix of w2 if w2 = w3wl for some word w3. 
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4) w1 = w2 if w1 is a cyclic permutation of w2 or its reverse. 

5) W1 is a subword of W2, W1.SW2, if W2 = W 1W 3 for some word W3 • W1 is 

proper if Ws is non-null. 

6) If S = {W1 , ... ,WJL} and S' = {Z1 , ... ,Zv} are cyclotons, S' is a sub

cycloton of S, S'.SS, if there is a 1-1 mapping f: {1, ... ,J.t} ---t {1, ... ,v} 

such that Zi.SWJ(i)' and either Jt < v, or when Jt = v there is uniquely an 

i such that zi a proper subword of wf(i). 

(7) w1 is related to w2 if there is some symbol in w1 whose inverse is in 

w2. w1 is eventually related to w2 if there there is a finite sequence 

W1 = Z1, ... , Zn = W2 so that Zi is related to Zi+ 1. If P is a word in 

cycloton S then Rp is the set of all words except P in S eventually related 

toP. 

2. Degree of polynomials of alternating diagrams. 

A cycloton is loop free if {vv- 1 } does not occur in any word of the cycloton. 

If L is alternating, then the words in its cycloton alternate in symbols and 

their inverses. If L has an alternating cycloton then L is certainly alternating. 

Denote H(L) by H(S) where S is the cycloton of L. 

Theorem 5.2.1. If S is alternating and loop free and has no sub-cycloton, then 

deg(H(S)) = n- 1 where n is the number of crossings of L. 

Proof. We will induct on n. 

Since L has no non-intersecting unknotted component, it is at least one 

crossing. When n = 1, S has a loop since S = {vv- 1 }. When n = 2, there is 
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only one alternating , loop free cycloton (fig. 5.2) and its polynomial has degree 1. 

Hence we are done in this case. 

L 

fig . 5 .2 

Suppose n > 2, and let V be any crossing. Switch at V (fig. 5.3). 

X 
fig . 5 .3 

Let L' be the switched link and S' be its cycloton. L 1 and L 2 are the 

split link type at V , S1 and S2 , their cyclotons respectively. Without loss of 

generality, all four cyclotons use the same set of crossing symbols. 

L' has a non-broken arc of 2 overpasses. By Theorem 5.6.1 the degree of 

its polynomial is less than n - 1. Thus deg ( H ( L)) = n - 1 if and only if one 

or both of H(LI) and H(L 2 ) has degree n - 2 and sum of the coefficients of 

xn-Z is not zero. But in Section 5.6, both L 1 and L2 have the same number of 

non-intersecting unknot components and hence their leading coefficients are of 

the same sign. Hence deg(H(L)) = n- 1 if and only if one or both of H(LI)) 

and H(L 2 )) has degree n- 2. 

Since L1 and L 2 are alternating, S1 and S2 are both alternating. Each L1 

or L 2 has n-1 ?: 2 crossings. Since a diagram free of sub-cycloton cannot contain 
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any loop, and as either 81 or 82 has no sub-cycloton, the induction hypothesis 

would imply the conclusion. Assume now both 81 and 82 have sub-cyclotons T1 

and T2 respectively. 

Since orientation is irrelevant, we can assume V has structure ~· There 

are two cases. 

Case 1. V is a self-crossing. 

/ - ... \Q ,.. ........ 
I '\. 

\ 'Q \ I 
\ I 

~ \J' 
,I\ I \ 

\ I 1 I p 
,_/p ' I --

We: V PV- 1 Q Ue: P 

Ue+l: Q 

and wi = ui = zi for each 1 ::; i < c. 

,....- -' 
I 
\ 

/ 
' 
~;( 

I \ 

-I 
Q 

I I 
\ ) p 

T2 must have a proper subword Y of Ze or else T2 or T2 \ {Y} U {We} 

is a sub-cycloton of S. Y cannot be a subword of P or Q or else T2 is a sub

cycloton of S. Hence we must have Y = PIQ!I where PI and QI are suffixes 

of P and Q respectively; or they are prefixes of P and Q. If PI = P then 

T2 \ {Y} U {VPV-IQ!I} is a sub-cycloton of S. Similarly QI = Q implies 

T2 \ {Y} U {PI v-IQV} is a sub-cycloton of S. Thus PI and QI are proper in 

P and Q. 

Moreover, TI has subwords XI, X 2 , possibly null, of Ue and Ue+I re

spectively. One of the X's must be proper or null. If one of them is null 

then the other is not proper, for if not, T or TI \ {XI, X2} U {We} is a sub

cycloton of S. Suppose XI = P, and X 2 is proper. Then TI has no other 

proper subwords of SI. If X2 = Q2Q3 where Q2 is a suffix and Q 3 a prefix 
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of Q, then {Q 2VPV- 1Q 3 } U T1 \ {X1,X2 } is a sub-cycloton of 8. Other-

wise choose Q2 a suffix, if Q 1 is a suffix, and Q2 a prefix if Q1 is a prefix, 

of Q containing X 2 and Q 1 such that Q 2 is proper in Q. Then the cycloton 

{Q 2V pv- 1 } u T1 \ {X1 , X 2 } U T2 \ Y is a sub-cycloton of 8. 

Similarly if X 2 = Q and X 1 is proper, we get a contradiction. 

Therefore one of X 1 or X 2 is null and without loss of generality, X 2 is 

null and X 1 = P. Consider Rp, the set of words in 5 1 eventually related to P, 

Rp
1 
~ Rp ~ 8 since P 1 is a subword of P. Let Ui in T1 be the proper subword 

of Ui. Then Rp ~ T1 \ {Ui} U {Ui} and Rp1 ~ T2. If Rp1 is a proper subset 

of Rp, then Rp
1 

U {PI} is a sub-cycloton of 82, hence a sub-cycloton of 82. If 

Rp
1 

= Rp then Rp U { P 1 } is a sub-cycloton of 8. 

Case 2. V is an intercrossing of Ce and Ce-1 · 

,/-..._ 

('~ 
/" ...... / v \ \ I 

ly I G. 
I\ 

l 
I I 

I 
\ \ I I \ I \. ..._\ .- / I \ I ,_ ./ ' " / / 

- ..:>-/ 

/ _,._ / ' I 

)~ 
\ 

I 
I 

I \ I \ 
\ I I 
' \ 

, 
/ ./ 

...... ~ ./ ....... -
We-1: VP Ue-1: PQ Ze-1: PQ- 1 

We: v- 1Q 

and wi = ui = zi for each 1 s i < c - 1. 

T1 and T2 must have non-null subwords X, Y of Uc-l and Zc-1 repectively, 

for if not, T1 or T2 is a sub-cycloton of 8. 

If X is not proper, then T1 \{X} U {We-1, We} is a sub-cycloton of 8. If 

PSX then X = Q 1PQ2 where Q2 is a prefix of Q and Q 1 a suffix of Q, and 

T1 \{X} U {We_ 1 ,Q2 V- 1 QI} is a sub-cycloton of 8. Similarly QfX induces a 

su b-cycloton of 8. 
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Hence X = P 1 Q 1 where P1 is a suffix of P and Q 1 is a prefix of Q or 

X= Q 1P 1 where P 1 is a prefix of P and Q1 a suffix of Q. 

Similarly Y = P2Q"2 1 where P2 and Q2 are suffixes of P and Q respectively, 

or Y = Q2 1 P2 where P2 and Q2 are prefixes of P and Q respectively. 

Since P 1 and P 2 are both suffixes of P, one of them is a suffix of the other. 

We can assume P 1 SP2. Then Rp1 ~ T1, T2 and Rp2 • Choose T1 among all 

possible sub-cyclotons of S1 containing P 1 and no other symbol of P with Q 1 

having the shortest length. 

Q 1 cannot be null for this gives a sub-cycloton of S as explained before. 

So some symbol of P 1 or words in Rp1 has its inverse in Q 1 and hence in Q2 1. 

Thus Q1 and Q2 1 has symbols in common. But Q1 is a prefix and Q2 is a suffix 

of Q. Hence Q1 U Q2 = Q and so T1 \{PI QI} U T2 \ {P2Q2 1} U {P2 V, v- 1Q} 

is a sub-cycloton of S, a contradiction. 

Q1 and Q2 are both prefixes of Q and so we can assume Q1 is a prefix of 

Q 2. Therefore Rq 1 ~ Rq2 n T1 n T2. Choose T1 among all sub-cyclotons of S1 

containing Q 1 but no other symbol of Q with P1 having the shortest length. So 

some symbol in Q1 or words in Rq
1 

has its inverse in P 1 and hence in P 2 . But 

P 1 is a suffix and P2 is a prefix of P, P1 U P2 = P. Thus, T1 \ {P1QI} U T2 \ 

{Q2 1 P 2} U {PV, v-1Q2} is a sub-cycloton of S, a contradiction. I 

On a diagram, if there is a simple closed curve intersecting the link in two 

points and the segments in the interior and exterior are both knotted, then the 

link has sub-cyclotons, namely, the cyclotons corresponding to the link factors. 

In this case the link does not achieve a maximal degree. Experience shows that 

if a link is prime and alternating, it has no sub-cycloton. It is conjected that 
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alternating and pnme links achieve maximal degrees. When a braid has an 

alternating diagram, it has maximal degree. 

An alternating diagram with maximal degree is minimal, since any diagram 

with less crossing number has a smaller degree. The theorem provides a crude 

test for minimal diagrams. An alternating braid is minimal. 

If L 1 and L 2 are two alternating and prime links, the connected sum 

L=L 1 #L2 has degree deg(H(LI)) + deg(H(L 2 )) and so the crossing number, 

c(L) of Lis at least c(L!) + c(L2)- 1 and is bounded above by c(L!) + c(L 2 ). 

Since it is an open problem whether crossing numbers are additive, in case of 

alternating and prime links, when we connecte two such links, the best we can 

do is reduce one crossing in the sum from given links. 

3. Remarks. 

It is not true that any alternating link achieves the maximal degree, for a com

posite link of two alternating links does not have a maximal degree. However, 

from all examples known so far, including those in the table in this paper, all 

prime alternating links do not possess subcycloton, and hence have maximal 

degree. We suspect that primeness is the same as there is a subcycloton free 

diagram. If this is true, there is a way to test for primeness. 

Unlike the Conway polynomial, the degree of the H polynomial is bounded 

above by 1 less than the crossing number. Thus we can get a lower bound of the 

crossing number if we know the polynomial. In particular, let L = K 1 #K 2 , a 

composite sum of two prime links. It is a conjecture that crossing numbers are 

additive with respect to composite sum. If the summands are both alternating 

and subcycloton free and their crossing numbers are n and m respectively, the 

degree of H L is n + m - 2 and so L has a crossing number of at least n + m - 1. 

If a diagram for L has that many crossings, it must be alternating, or else H L 
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does not have the given degree. The general case is more complicated, for the 

degree of the polynomial does not reflect much information. 
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H polynomial of knots with 9 or fewer crossings 

and links with 8 or fewer crossings. 

The following knots and links are ordered as in Rolfsen's book [R2]. Only 

the coefficients of the polynomial are displayed. They are written in ascending 

order of the index of x . The first coefficient is the constant term for a knot, and 

it is that of x- 1 if it is a 2-component link. Those starred knots and links are 

non-alternating. The two daggered knots, 92 5 and 926 are the only pair that 

have the same polynomial. 

Knots with 9 or fewer crossings: 

31 -3 2 2 

41 -3 -2 4 2 

51 5-2 -6 2 2 

52 1 -4 -2 4 2 

61 14-6-442 

62 5-2 -10 0 6 2 

63 5-6-12 4 8 2 

71 -7 4 16 -6 -10 2 2 

72 -3 6 8 -10 -6 4 2 

73 -3 2 6 -6 -4 4 2 

74 1 8 -4 -12 0 6 2 

7s 10-4-6262 

76 5 2 -12 -10 6 8 2 
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77 56-18-1410102 

81 -3 -6 14 12 -14 -8 4 2 

82 -7 0 22 2 -20 -4 6 2 

83 1 -8 4 12 -8 -6 4 2 

84 -3 2 14 -2 -16 -2 6 2 

8s -11 14 26 -16 -24 2 8 2 

86 1 0 0 -8 -8 6 8 2 

87 -7 4 20 -8 -20 2 8 2 

8s 1 4 6 -10 -14 4 8 2 

8g -7 4 16 -10 -16 4 8 2 

810 -11 14 22 -22 -22 8 10 2 

8u -3 6 4 -12 -10 6 8 2 

812 5 2 -8 -12 -4 8 8 2 

813 -3 10 10 -22 -16 10 10 2 

814 1 8 0 -22 -10 12 10 2 

815 -7 16 10 -32 -16 16 12 2 

816 -3 10 18 -22 -30 8 16 4 

817 -3 6 12 -20 -24 10 16 4 

818 5 2 12 -26 -36 14 24 6 

819* -11 10 20 -10 -12 2 2 

82o* -7 12 12 -14 -8 4 2 

821* -7 8 6 -12 -2 6 2 

91 9 -4 -32 14 34 -10 -14 2 2 
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92 1 -8 -12 24 18 -18 -10 4 2 

93 5 -6 -12 16 14 -14 -8 4 2 

94 5 -2 -18 12 18 -12 -8 4 2 

9s 1 -12 2 28 0 -22 -4 6 2 

96 -3 -2 4 14 -2 -16 -2 6 2 

97 5 -6 -8 14 4 -14 -2 6 2 

9s 1 -8 8 22 -12 -22 2 8 2 

9g 1 0 0 4 -2 -10 0 6 2 

9w 1 0 -4 2 -6 -8 6 8 2 

9u -7 0 18 12 -18 -18 4 8 2 

912 -3 -6 10 14 -12 -16 4 8 2 

913 -3 -2 12 6 -16 -12 6 8 2 

914 -3 -10 20 24 -26 -24 8 10 2 

915 1 4 2 -4 -18 -8 12 10 2 

916 -7 12 16 -12 -20 -6 8 8 2 

917 -7 4 24 6 -30 -18 10 10 2 

918 1 4 2 -8 -12 -4 8 8 2 

919 1 -4 10 18 -22 -22 8 10 2 

92o -7 4 28 0 34 -14 12 10 2 

921 -3 -2 16 4 -26 -12 12 10 2 

922 -11 -2 42 12 -48 -22 16 12 2 

923 -3 10 14 -12 -28 -6 14 10 2 

924 -11 10 24 -12 -30 -6 14 10 2 

92st -7 0 30 2 -42 -14 18 12 2 
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92d -7 0 30 2 -42 -14 18 12 2 

927 -7 8 30 -12 -44 -8 20 12 2 

928 -11 18 32 -26 -46 -2 22 12 2 

929 -11 10 40 4 -50 -30 16 18 4 

930 -11 6 42 -10 -58 -10 26 14 2 

931 -7 12 36 -22 -58 -4 28 14 2 

932 -3 2 30 6 -52 -28 22 20 4 

933 -3 2 26 0 -50 -22 24 20 4 

934 -3 -2 28 18 -58 -42 26 28 6 

935 -3 -18 28 34 -24 -28 2 8 2 

936 -11 -2 38 14 -38 -22 10 10 2 

937 -3 -14 30 18 -40 -20 16 12 2 

938 -7 4 24 2 -40 -22 18 18 4 

939 -7 -4 28 14 -40 -28 16 18 4 

940 1 8 16 10 -54 -48 26 34 8 

941 -7 -8 38 32 -46 -42 12 18 4 

942* -7 -4 24 12 -20 -10 4 2 

943* -11 2 32 2 -26 -6 6 2 

944* -7 0 22 2 -20 -4 6 2 

945* -7 4 20 -8 -20 2 8 2 

946* 1 -12 18 16 -18 -10 4 2 

947* -3 -10 28 8 -32 -6 12 4 

948* 5 -10 2 0 -10 4 8 2 

949* -7 -4 16 0 -16 2 8 2 
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Links with 8 or fewer crossings: 

22 
1 -2 1 2 

42 
1 2 -1 -4 2 2 

52 
1 2 -1 -8 0 6 2 

62 
1 -2 1 10 -4 -8 2 2 

6~ -2 1 2 -4 -2 4 2 

62 
3 2 -1 -4 -6 2 6 2 

72 
1 -2 1 10 0 -14 -2 6 2 

72 2 -2 1 10 -8 -14 4 8 2 

72 
3 2 -1 0 0 -8 0 6 2 

72 
4 -6 7 18 -10 -20 2 8 2 

72 
5 -6 7 14 -16 -18 8 10 2 

72 
6 2 -1 8 -8 -22 4 14 4 

72* 7 -6 7 14 -8 -10 2 2 

72* 8 -6 7 10 -10 -6 4 2 

82 
1 2 -1 -16 8 24 -8 -12 2 2 

82 2 2 -1 -8 8 10 -10 -6 4 2 

82 
3 2 -1 2 4 -2 -10 0 6 2 

82 
4 2 -1 0 0 -4 -6 2 6 2 

82 
5 -2 1 10 4 -16 -12 6 8 2 

82 
6 2 -1 -4 10 2 -14 -2 6 2 

82 
7 -2 1 18 0 -28 -12 12 10 2 
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82 
8 -2 1 18 0 -36 -12 18 12 2 

82 
9 -6 -1 22 10 -28 -18 10 10 2 

8Io -6 -1 26 4 -32 -14 12 10 2 

8il -6 7 14 -8 -18 -6 8 8 2 

Biz -6 7 18 -10 -28 -6 14 10 2 

8i3 2 -1 8 8 -30 -24 16 18 4 

8i4 -6 7 14 8 -26 -26 10 16 4 

8Is* -6 -1 18 8 -16 -8 4 2 

si6* -6 -1 22 2 -20 -4 6 2 



-84-

References 

[AI J J. W. Alexander, Topological Invariants of Knots and Links, Tran. 

Amer. Math. Soc. 30 (1923), 275-306. 

[A2] J. W. Alexander, G. B. Briggs, On types of knotted curves, Annals of 

Math. 28 (1927), 562-586. 

[A3] E. Artin, Theorie der Zopfe, Hamb. Abh. 4 (1925), 47-72. 

[A4] E. Artin, Theory of Braids, Annals of Math. 48 (1947), 101-126. 

[Bl] J. S. Birman, Braids, Links, and Mapping Class Groups, Annals of 

Math. Studies. Princeton Univ. Press. 

[B2] W. Burau, Uber Zopfgruppen und gleichsinning verdrillte Verket

tungen, Abh. Math. Sem. Hanischen Univ. 11, 171-178. 

[Cl] J. H. Conway, An enumeration of knots and links, and some of 

their algebraic properties, Computational Problems in Abstract Alge

bra, 329-358. 

[C2] J. H. Conway and C. MeA Gordon, A group to classify knots, Bull. 

London Math. Soc. 7(1975) 84-86. 

[C3] R. H. Crowell and R. H. Fox, Introduction to Knot Theory, Springer

Verlag. 

[Dl] M. Dehn, Die heiden Kleeblattschlingen, Math. Ann. 75(1914), 402-

413. 

[Fl] R. H. Fox, Free Differential Calculus I, Annals of Math. 57 (1953), 

547-560. 

[F2] R. H. Fox, Free Differential Calculus II, Annals of Math. 59 (1954), 

196-210. 



-85-

[F3] R . H. Fox, Free Differential Calculus III, Annals of Math. 64 (1956), 

407-419. 

[F4] R. H. Fox, A quick trip through knot theory, Topology of 3-Manifolds 

and Related Topics, Prentice-Hall, Englewood Cliffs, New Jersey, 1962, 

120-167. 

[F5] P. Freyd; D. Yetter, J. Hoste; W. B. R. Lickorish, K. C. Millett; and 

A. Ocneanu, A new polynomial invariant of knots and links, Bull. 

Amer. Math. Soc. 12 (1985), 239-246. 

[Gl) C. A. Giller, A Family of Links and the Conway Calculus, Tran. 

Amer. Math. Soc. 270 (1982), 75-109. 

[Hl] R. Hartley, The Conway potential functions for links, Comment. 

Math. Helvetici 58 (1983), 365-378. 

[H2] C. F. Ho, On the second coefficient of the Conway polynomial, 

preprint. 

[H3] J. Hoste, The first coefficient of the Conway polynomial, Proc. 

Amer. Math. Soc. 95 (1985), No. 2, 299-302. 

[Jl] V. F. R. Jones, A polynomial invariant for knots via von Neumann 

algebras, Bull. Amer. Math. Soc. 12 (1985), 103-111. 

[Kl) L. H. Kauffman, The Conway Polynomial, Topology 20 (1980), No. 1, 

101-108. 

[K2) L. H. Kauffman, Formal Knot Theory, Mathematical Notes. Princeton 

Univ. Press. 

[K3) T. P. Kirkman, The enumeration, description, and construction of 

knots with fewer than 10 crossings, Tran. Roy. Soc. Edin. 32(1885), 

281-309. 



-86-

[Ll] W. B. R. L£ckorish, Prime knots and tangles, Tran. Amer. Math. Soc. 

267 {1981), No. 1, 321-332. 

[L2] W. B. R. Lickorish, K. C. M£llett, A polynomial invariant of oriented 

link, preprint. 

[L3] W. B. R. Lickorish, K. C. Millett, and R. D. Brandt, A polynomial 

invariant for unoriented knots and links, preprint. 

[L4] C. N. L£ttle, On knots, with a census for order ten, Trans. Conn. 

Acad. Sci. 18(1885), 374-378. 

[L5] C. N. Little, Non-alternate ± knots of order eight and nine, Trans. 

Roy. Soc. Edin. 35(1889), 663-664. 

[L6] C. N. Little, Non-alternate ±knots of order eleven, Trans. Roy. Soc. 

Edin. 36(1890), 253-255. 

[L7] C. N. Little, Non-alternate ± knots, Trans. Roy. Soc. Edin. 39(1900), 

771-778.0n knots, with a census for order ten Trans. Conn. Acad. Sci. 

18(1885), 374-378 

[Ml] H. Marusami, Unknotting number and polynomial invariants of a 

link, preprint. 

[M2] C. MeA Gordon, Some aspects of classical knot theory, Springer lec

ture nots in math. 685(1978), 1-60. 

[M3] K. Murasugi, On closed 3-braids, Memoirs Amer. Math. Soc. No. 151, 

1974. 

[Nl] L. Neuwirth, Knot Groups, Ann. of Math. Studies 56, Princeton Univ. 

Press, 1965. 

[Rl] K. Reidemeister, Knotentheorie, (1984) Chelsea. 

[R2] D. Rolfsen, Knots and links, (1976) Publish or Perish Inc .. 



-87-

[Sl] H. Setfert, Uber das Geschlecht von Knoten, Math. AnnalllO (1934), 

571-592. 

[Tl] P. G. Tait, On knots I, II, III, Scientific Papers Vol. I, Cambridge 

University Press, London, 1898, 273-347. 

[T2] M. B. Thistlewaite, Knot tabulations and related topics, . 

[T3] G. Torres, On the Alexander polynomial, Annals of Math. 57 (1953), 

57-89. 

[T4] H. F. Trotter, Noninvertible knots exist, Topology 2(1964), 275-280. 


