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ABSTRACT 

We explore gauge fields in the functional Schr6dinger representation. We 

first consider perturbatively solving quantum electrodynamics using known free 

field wave functionals . Failures of ordinary perturbative techniques force us to 

develop techniques to solve nontrivial functional differential equations . These 

techniques can also be used for Yang-Mills as we also demonstrate. We regular

ize QED in a new fashion using functional directional derivatives . This may also 

be generalized to Yang- Mills. We carry out mass renormalization in QED using 

wave functionals since no one has explicitly done it before. We briefly look at 

magnetic flux tubes in the Abelian Higgs model to illustrate renormalization in a 

variational calculation. We also perform a variational calculation using wave 

functionals in Yang- Mills to see if quantum fluctuations can produce electric 

flux tubes . 
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Chapter 1 Introduction 

The Schr6dinger representation for field theory is a natural extension of 

nonrelativistic quantum mechanics familar from atomic physics . As is usuaL we 

start with a Hamiltonian. We canonically quantize by postulating commutation 

relations between coordinates and their conjugate momenta. We represent 

either the coordinates or their conjugate momenta as derivatives . The 

Schr6dinger equation then becomes a differential equation and we search for 

eigenfunctions of this operator. These eigenfunctions represent possible states 

of the system. For field theory in the Schr6dinger representation, we must sub

stitute the word functional for function. By functional. we mean "you give me a 

function and I give a number." The Schr6dinger equation then becomes a func

tional di.ft'erential equation and we seek eigenfunctionals as solutions. The tran

sition from function to functional is, of course, nontrivial. 

We are faced today with nonlinear field theories where perturbative tech

niques fail. These techniques have not been easily extended to do nonperturba

tive problems. The search for nonperturbative techniques has led to lattices 

where much progress has been made. While the lattice is successful numeri

cally, the numerical results have not provided sufficient insight to really under

stand deeply the fundamental properties of non-Abelian gauge theories. Lat

tices have also presented some new questions such as what is the nature of fer

mion doubling on the lattice. Is it only a lattice artifact or is it a property of all 

regulated field theories? 

Since we haven't been able to adequately understand non-Abelian theories 

analytically with the known techniques and representations, we are justified in 

developing new ones and redeveloping old ones. The possible value of developing 

the Schrodinger functional representation goes beyond non-Abelian field 
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theories, however. Recently, more interest in wave functionals has developed 

from the work of Hawking and Hartle [ 1] on the wave function of the universe 

and by others in formulating quantum field theory on curved spacetimes [2]. 

One value of the Schrodinger representation is that it facilitates the writing 

down of the quantized theories. Some of the techniques we develop will carry 

over to other field theories. 

The Schrodinger representation requires us to solve functional differential 

equations to obtain the stationary states . These functional differential equa

tions involve functional derivatives and are, therefore, different from ordinary 

functional differential equations which only involve time-delayed ordinary 

derivatives. We present here a new technique to solve perturbatively those 

functional equations arising in gauge theories . 

Since this representation has been ignored until recently we must also 

"catch up" with other formalisms and develop techniques to regularize and 

renormalize . We apply this representation to a nonperturbative problem using a 

variational calculation to illustrate its value . 

Chapter 2 reviews the formalism of the Schrodinger representation for free 

fields . We can exactly solve these functional differential equations so we use 

these known wavefunctionals to perturbatively solve quantum electrodynamics 

in Chapter 3. In Chapter 3, we also illustrate the technique we have developed 

to solve functional differential equations for interacting fields. We regularize in 

a new fashion using directional functional derivatives and carry out renormali

zation (since this hasn't been done before for gauge fields in this representation 

[3].) In Chapter 4, we briefly explore the Abelian Higgs model and use the 

Schrodinger representation to show how to do a nonperturbative variational 

calculation involving magnetic flux tubes. This example also serves to show how 
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renormalization should be carried out in a variational calculation using wave 

!unctionals [ 4]. In Chapter 5, we examine Yang-Mills and solve the functional 

differential equation to first order for the vacuum state . We then suggest how to 

regularize and finish with a variational calculation to see how quantum fiuctua

tions may produce an electric ftux tube. 
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Chapter 2 Free Fields 

We begin by reviewing the formalism of the Schr6dinger representation for 

free .fields. In this case we have exact solutions . The free fields, of course, pro-

vide a basis from which we may perturbatively explore interactive .field theories. 

The free fields also offer the simplest environment in which to see the difference 

between fermionic and bosonic wave functionals. 

As an example of a bosonic theory, let us consider free photons in the tern-

poral gauge . 

In the temporal gauge we set A0 = 0. The Hamiltonian for free photons in 

this gauge is 

1 J ..... ...... 
H = 2 E·E+B-Bd. 3x (2.1) 

where 

and .. ( .. ) .... ( .. ) B x = 'ilxA x. (2 .2) 

Canonical quantization gives the equal time commutator 

(2 .3) 

Working in the Schr6dinger representation where A(x) is diagonal means that we 

may set 

(2.4) 

The Schrodinger equation now becomes the functional differential equation 
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where the eigenfunctions are now eigenfunctionals . 

In the temporal gauge there is no Hamiltonian equation of motion for 

Gauss's Law. Gauss's Law must be added as a constraint on the wave function-

als. The wave functionals, 'IJtn[A], must also satisfy 

(2 .6) 

which means that the eigenfunctionals cannot depend on the longitudinal com

ponent of the vector potentials, A(x). 

The vacuum state wave functional, '1Jt0 [A], is the lowest energy solution of 

equation (2.5). It is given by 

'IJt [A] = (--1 -J (VxA(x))·(VxA(y)) ds ds ) 
o exp (211')2 lx-y 12 :z: Y . (2.7) 

This less familiar wave functional becomes transparent when we switch to the 

momentum representation defined by 

l(z) = 1 
5

ja(k)eik·ldsk and 
(2rr) 2 

where '1Jt0 [A] becomes 

(2.9) 

which is the familiar product of harmonic oscillator ground state wave func-

tions. 

The remaining eigenfunctionals of eq. (2.5) may be generated by applying 

the operator 
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1 .. 6 .. .. 
_ r--... - t:(k),)·[- ~ .. ( ) + JkJ a(-k)] 
~2JkJ ua k 

(2 .10) 

[ .. .. 
to 'lr0 A]. Here, e(k,X), X=1,2 are the polarization vectors orthogonal to k. Equa-

tion (2.10) is, of course, just the functional form of the raising operator. 

Expectation values are now functional integrals. For example, the vacuum 

expectation value of the gauge invariant operator Tis given by 

((b~J~> = j<OIA')(A'ITIA)(AJO)DA'DA I j(OIAXAJO)DA 

= f'~ro[A] T(A)'Iro[A]DA I f'~ro[A]'Iro[A]DA (2.11) 

where Tis represented in terms of A so that its matrix, (A' I TIA), is diagonal. In 

the integral we are integrating over the transverse and longitudinal components 

of the vector potential. Since the eigenfunctionals satisfy the Gauss's Law con-

straint, they will not depend on the longitudinal component. This means that 

the eigenfunctionals, 'lrn[A], will not be normalizable . Expectation values of 

gauge invariant operators will be meaningful, however, since neither integrands 

in ( 0 I Tl 0) nor ( 0 I 0) depend on the longitudinal component. We can cancel the 

"gauge" volume J DAL appearing in ( 0 I Tl 0) with the one in ( 0 I 0). Alternatively, 

we may integrate only over gauge inequivalent configurations by inserting a 

6(AL) functional in the measure . 

Now let us consider fermion wavefunctionals [5]. The Hamiltonian for free 

Dirac fermions is 

(2 .12) 

Each component of the spinor 1/l(x) will be represented as a Grassmann function 

[6]. This means that 
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and (2 .13) 

Since i,Pl(i) is conjugate to ,P11 (i), canonical quantization implies that 

(2.14) 

so we may represent 'tf'l(i) as ~,P:(i) . In the momentum representation defined 

by 

(2.15) 

the Hamiltonian becomes 

H = E J d. 3k tr r.J~ebt(k,r)b (k,r) 
r=l 

(2 .16) 

Since the reader is probably tamilar with the conventions set by Bjorken 

and Drell [7] we list the correspondence between our convention (left-hand side 

below) and the convention of BJD (right~hand side). 

b (k,l) = b (k,+) 

b(k,2) = b(k,-) 

b (k,3) = rJ.t(-k,-) 

b(k,4) = dt(-k,+). 
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For the spinors, 

w((l) = u(k,+) 

w(k,2) = u(k,-) 

w(k,3) = v(-k,-) 

w(k,4) = v(-k,+). 

The ground state is where all the negative energy states are filled and all of 

the positive energy states are empty. To determine the ground state wave func-

tional. let us recall the wave functions for a single fermion mode. For a single 

mode there are two states, I 0) and Jl), corresponding to the mode being unoc

cupied or occupied. The wave functions ( b (k,r) I 0) and ( b (k,r) Jl) are given by 

(b(k,r)JO) = b(k,r) and (b(.(r)J1)=1. (2.1 7) 

To construct the ground state wave functional. 00 , for the Hamiltonian eq. 

(2 .16), we fill negative energy states and leave positive energy states empty. 

Thus 

(2.18) 

For Grassmann functions, 1/l~(i), the product TI'I/I~(i) = 6[1/l~(i)]. is the 6-
1 

functional. This can be easily seen from the formal integration rules for 

Grassmann functions [ 6] 

(2.19) 

Therefore, the ground state wave functional is a o-functional. 0 0 = o[ '1/1+], where 
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1f+ is the positive energy part of 1/J . Excited state wave functionals may be 

created by filling the desired modes . 
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Chapter 3. Quantum Electrodynamics with Wave Functionals 

A. The Temporal Gauge 

Now that we have a complete wave functional description of free photons 

and electrons we may now represent quantum electrodynamics (QED) in the 

temporal gauge in the same way. The Hamiltonian is 

If 0 0 .. ... J o ..... 
H = 2 d

3
x(- oA(i) · oA(x) +B(i) ·B(x)) + dsx o?f(x) (-ia·V+fJm)?f(x) 

(3 .1) 

The eigenfunctionals, ~[A,?f ], satisfy Hir[A,'If] = Eir[A,'¢'] . They also must satisfy 

the Gauss's Law constraint 

(V·E- ep)ir[A,'!f] = o 

or 

(3 .2) 

We will develop a perturbative expansion in e to solve Hi'= Eir using the 

standard Rayleigh-Schr6dinger time-independent perturbation theory. Namely, 

we write eq.(3.1) as H1 +eH1 where H1 is the third term. H1 describes free pho

tons and electrons so we know the eigenfunctionals, ir}Y), that satisfy 

H1 ~}.9) = Ejflir}S'l . We expand irN[A,'¢1] and the energy eigenvalue, EN, in a power 

series in e , 

~N = ir}S'l + e ~_})) + · · · 
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(3 .3) 

and place this expansion in H'lrN = EN'lrN· Equating both sides of this equation 

order by order in e we obtain as usual 

(3 .4) 

(3 .5) 

Two problems arise . The first is that eq. (3.4) fails to give the correct form 

for the perturbed wave functional in the temporal gauge . Eq. (3.5) fails even 

after the correct perturbed wave functionals are found. Secondly, we must face 

the additional problem of point particle field theory which is renormalization. 

Eq. (3 .4) fails because of the Gauss's Law constraint we must impose on the 

wave functionals in the temporal gauge . The perturbed wave functionals gen-

erated by eq. (3 .4) do not obey the Gauss's Law constraint to first order. We 

could circumvent this problem by switching to the Coulomb gauge. In the 

Coulomb gauge we have no extra constraints on the wave functionals, so eq. 

(3 .4) yields the correct answer. It is instructive, however, to stick to the tern-

poral gauge . To obtain the correct perturbed wave functionals we will instead 

solve the functional Schrodinger equation directly. The technique we will use 

will also work for perturbed wave functionals for Yang-Mills . For Yang- Mills we 

prefer to work in the temporal gauge because of the simplicity of the Hamil-

tonian in this gauge . The Yang-Mills Coulomb gauge Hamiltonian contains func-

tional determinants which are harder to handle. Also, as is well known, these 

determinants are actually zero making the Coulomb gauge ambiguous. The 

determinants present no real problem in perturbation theory but we are 
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interested in non-perturbative variational calculations where we must deal with 

them. This makes the temporal gauge far more attractive . 

Physically interesting quantities are expectation values of gauge invariant 

operators. Since we will find that some of these diverge we will have to renor-

malize . As far as we know, no one has perturbatively carried out renormaliza-

lion using wave functionals. We will do mass renormalization to lowest order 

here . If for some reason we were to find that we could not make everything 

finite by rescaling . then we would have to scrap the Schrodinger representation. 

But this appears not to be the case . 

To renormalize we usually regularize first . We will regularize in a new 

fashion, one which we can generalize to Yang-Mills. Then we can renormalize by 

introducing counter terms to the Hamiltonian and suitably modifying the wave 

functionals. Alternatively, we may calculate the effective potential and use this 

for renormalization. The effective potential method will be useful for variational 

calculations so we will briefly discuss it here. 

B. Perturbed Wave Functionals 

To begin, let us consider a state, -.fif. containing one free electron of 

momentum q with spin up. To lowest order this state is given by 

(3.6) 

where the normalization~ = l}[ l!lli and 

(3.7) 

and 
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trn 
0 (.0) - r=l P b (.;t ) 

q -uo•pt(P=q,r=l) \J'•T · (3 .8) 

We will calculate the lowest-order correction to the energy of the state. The 

correction to the energy to first order in e will involve the matrix element of the 

interaction part of the Hamiltonian, H1, in the state given by eq. (3 .6) above . 

Since eq. (3.6) is gaussian in ri(k) and H1 contains a single factor of ri(k), the 

matrix element will be zero. Thus the lowest- order correction will be of order 

e 2 . To calculate this we will need the wave functional to first order in e. 

It is easier to solve the functional Schrodinger equation in the momentum 

representation give by eqs . (2.8) and (2 .15). Let us write H as II,.+ .U. + eH1 

where 

1 J 6 6 ... .. .. ... ... ... II,.= - - · + (kxa(k))·(kxa(-k))d3k z 6a(k) 6a(-k) 
(3.9) 

(3.10) 

[&1
1 

_ _ d3k d3p m2 2 t .. ... , . .. ... .. 6 .. 
H1 - t J 3 li' li' W (ft + k , T ) a a ( k) w (ft , T) (:fi , ) b (ft , T) . 

r,r'=I ( 2rr)2 .._,+A:.._, 6b +k,r 

(3.11) 

... 
The Gauss's Law operator, G = 'V · E- ep, becomes 

(3.12) 
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We seek the functional, {'~0 > + e t~l)· that satisfies the Schrodinger equation 

and Gauss's Law to first order in e. For notational convenience we will write 

R = _.!..J (kxa(k))·(kxa(-k)) d 3k 
2 lkl (3.13) 

and 0~0 > is given by eq. (3 .8). Let us assume that t~1 > has the form 

t~l) = F[a,b] exp(R). 

Since H1 contains one factor of a(k) we expect that F[a,b] will be similar. 

Including exp(R) in the form for t~1 ) will allow us to insert the Gauss's Law con

straint in the functional differential equation at the appropriate place. We then 

-solve the new functional differential equation. The solution will satisfy both the 

original differential equation and the Gauss's Law constraint. To insert Gauss's 

Law, however, we must c:.ssume that a(k) in R is no longer purely transverse. 

Gauss's Law to zeroth order tells us otherwise. 

In summary, the technique we will use to solve the functional differential 

equation and satisfy Gauss's Law will be to place the assumed form for t~1 ) in 

the differential equation, separate out the terms to order e, assume that ci(k) in 

R contains a longitudinal component, insert the Gauss's Law constraint in the 

equation where it is needed, and solve the resulting new functional differential 

equation. 

Letting H operate on t~0) + et~l)· we find that the zeroth order terms disap

pear as they should. Keeping terms to order e only we find that 

oF + 2 oR 
oa(k) oa(-k) 

oF 
oa(k) 

(3.14a) 
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(3 .14b) 

(3.14c) 

We expect that EJ1> will be zero, so for now we will assume it. We also expect 

F[a ,b] to contain one factor of a(k) so that 

o oF 
___;;_;~ = 0 . 

6d(-k) oa(k) 
(3.15) 

Another way to arrive at eq. (3 .15) is to note that oa~~k) contains one factor of 

a(k) so the only term that could give a pure number ( no a(k) 's or b (ft,r) 's ) 

would be the left-hand side of eq. (3 .15) . So if EJ1l is assumed to be zero, we 

must set eq. (3.15) to zero. 

Let us examine the remaining term in eq. (3.14a) . Since 

... ... .. 
6R _ kx(kxa(k)) 

oa(-k) - If! (3 .16) 

this term becomes 

... ... ... ... 6F 
(kxa(k))·(kx cSa(k)) 

J d'3k \kl (3 .1 7) 

Now we assume that a(k) is no longer purely transverse even though Gauss's 

Law to lowest order tells us that it should be . Applying a vector identity, eq. 

(3 .17) becomes 
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.. ... ... oF 
(k·a(k))·(k· ) 

f dak lkl (ci(k) · oF ) - " oa(k) 
6a(k) ik I (3 .18) 

Now we note that 

We do not know. however, what the second term in eq. (3.18) is. We cannot set it 

to zero because of Gauss's Law. But Gauss's Law dictates the exact form of 

k· 6:~) in terms of known functionals . Thus, since ~bt) must satisfy the Gauss's 

Law constraint, we can use the constraint to rewrite the second term in eq. 

(3.18) in terms of known functionals . Gauss's Law to first order in e states that 

[~
1 

· .... 6F 4 d 3p m 2 2 t ... , ... 6 ... o) _ 
k ( ) - 2: J 3 1i' 1i' w (jJ+k,r )w(ji,r) (j5 ') b(ji ,r)O~ -0. 

6a k r.r '=l (2rr) 2 ~+A:~ ob +k .r 

(3.19) 

We insert this into the functional differential equation. Next we rewrite eqs . 

(3 .14) with the unknown functional. F[a,b] on the left-hand side and known 

functionals on the right. We obtain 

(3 .20b) 

Notice that H1 and Gauss's Law operating on 0~0) give the same form. namely, 
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(3.21) 

This is the only place where the fermionic variables occur on the right- hand 

side of eq. (3 .20) so F[a ,b] must have the same form as eq. (3 .21) 

This observation allows us to determine the contribution of the second term in 

eq. (3.20a) . 

+ E r.>q+k 0 ( .. 
6 

.. ') b(ij,l)Ob0
) . 

r'=l b q+k,r 

Thus eq. (3 .20a) becomes (r.>k = Ek) 

(3.22) 

The factors multiplying the two terms of F[a,b] above can be recognized as the 

"energy denominator" in eq. (3.4). To bring it over to the right-hand side of eq. 

(3.20), we take the functional derivative ·Of eq. (3 .20), using eq. (3.22) for eq. 

(3.20a), with respect to ri(k), divide matching fermion terms on both sides by 

their energy denominator, dot with ri(k) and integrate over f . The result is 
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[&1
1 ...... 

cf.Sk cf.S m2 2 1 ... ... k·a k 
F[a,b] = t ~ J '2..p 1i' 1i' lkl Ep Ep wt(p+k,r ')(cx ·il(k) + I J

1 
) )w(fi ,r) 

r=Sr'=l (Zrr) 2 '-']1+1:'-']1 + + +A: k 

(3 .23) 

The first term in eq. (3.23) is essentially independent of q and represents a 

disconnected vacuum process. A term almost identical to this appears in the 

vacuum wave functional to first order. The second term in eq. (3 .23) represents 

the interaction of the electron with momentum q with a photon of momentum k. 

We may easily verify that F given by eq. (3 .23) does indeed satisfy the 

Gauss's Law constraint, eq. (3.12), and the Schr6dinger equation (3 .14) if we 

note the identity 

(3 .24) 

Now that we have the correct t~l) we may compare it with eq. (3 .4). We can 

see that eq. (3.4) would give us the ex· il term in eq. (3.23) but would miss the k· il 

term. Eq. (3 .4) would give the correct form if we modified the Hamiltonian, eq. 

(3 .1), by adding the term 

(
... ... .. 6 ... 

-
V·A(x)) · 61/l(fj) '1/J(y) 

e J I% - gj2- a.sz a.sy , (3 .25) 
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assumed that the vector potential everywhere contains a longitudinal com-

ponent, and did the functional integrals over all configurations (including gauge 

equivalent ones). The added interaction to the Hamiltonian, eq. (3.25), is not 

gauge invariant. 

Since we know how to repair eq. (3 .4) we may wonder if the same procedure 

will cure eq. (3 .5). We will see that it does . To do this we will calculate to 

second-order correction to the energy by computing part of the second order 

perturbed wave functional. the part that contributes to the energy. We will 

compute this portion using the same procedure that worked for the first-order 

functional. We then obtain the energy by functionally differentiating this term 

twice . 

To determine what part of the second-order functional contributes to the 

computation of the energy we examine the Schr6dinger equation to second 

order. We write 

'Iff)= S[a ,b ]exp(R) . 

Then the second-order piece of the Schr6dinger equation gives 

lf 6S 
-2 (2 oa(k) 

oR + o . 6S ) dsk + H.S + HIF =c.; S + £(2)Qf..O). 
oa(-k) oa(k) oa(-k) q q q 

(3.26) 

Since the energy, Ej2>, is a pure number it cannot contain any factors of a(k). 

The form of Gauss's Law and H1F indicates that all of the terms inS will contain 

two factors of ci, say ci(k) and ri(k'), and fermion wavefunctionals for states con-

taining 1. 3 , and 5 electrons and positrons . The only term on the left- hand side 

of eq. (3 .26) that may possibly contain no factors of ci is 
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os 
oa(k) oa(-k) 

We also see that Ej_2l multiplies 0~0) in eq. (3 .26), a state with one electron. Thus 

the terms in ~V> that contribute to Eq2l are those with fermion wavefuctionals 

that describe states with one electron. 

Sparing the reader of most of the details, we solve eq. (3 .26) for the terms 

we want by inserting Gauss's Law into the first term of eq. (3 .26) after we have 

expanded this term into transverse and longitudinal parts . We can then read otT 

the fermion dependence from Gauss's Law and the term H1F. It is 

S"""s[a]~ 0 bf.;t•s) 
.f.=l ob (p'+k',s') \1'' 

4~ trn 2 rin 
... r"=l P" -+, ,. r " =l " .... , " ~ b (p,T) ~~U&pt (jhk.r ')and(~.l) b (p ,T ) + ~ szcspt l+k,r') b (p ,T ) 

r=3r'=l r'=l 
. (3.27) 

When s =r', p' =p+k. s' =r, andp'+k' =p. the first term in eq. (3.27) will be 

proportional to 0~0 ) . When s = 1. p' = q, s' = T, andp'+k' = p, the first term will 

be proportional to 0~0};. When s = r', p' = q +k, and s' = 1, the second term 

above will be proportional to 0~91;. . These conditions determine the remaining 

factors in the desired terms of S to be 

$, ~ J d3k ~3 ~2 tf.;t )( ... ( ... ) k·ri(-k)) (.;t k ... ') 
Sv = ~ ~ -

1 
I ( )3 li' li' w \l'•T a·a -k lk"'l w\1'+ ,T 

r=3r'=l k 2rr ~+"~ 
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(3.28) 

When we take the second functional derivative of the last two terms, we find 

p +k = q in S 1 and jJ' +k' = q in S2 . Upon differentiation, these terms become 

proportional to o~o> . 

The second-order correction to the energy is half the second derivative 

with respect to ri(k) of the previous expression. 

.. k; .. .. .. .. k; ) .. } 
wt(p,r) (a;-lkJ)w (p+k,r ')wt(p+k ,r')(a;+lkT w (p ,r 

(3 .29) 
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The first term in eq. (3 .29) is just the vacuum energy at second order . The 

second and third terms are more interesting . Using the projection operator 

(3.30) 

and completeness 

(3 .31) 

it is easy to reduce the second and third terms in eq. (3 .29) to 

(3.32) 

For ij-* 0, EJ0> + e 2 Ei2> is the mass of the electron to second order. 

(3 .33) 

The mass to second order is divergent. 

The computation of the S matrix in the Schrodinger representation is con-

ceptually straight forward. If the initial stale is Ji) and the final slate is If), 

then the S matrix element for the process is Sf! = (f Ji). The initial and final 

states are represented by wave functionals derived from the functional 

Schrodinger equation and the mat rix element is a functional integral. 

As an example let us calculate the S matrix for electron-proton scattering 

to second order (tree level) . For this we need the wave functional representing 

a state with one electron of momentum ij and one proton of momentum Q to 

first order. To compute this functional we follow the same technique as we did 

for the single electron case. The Hamiltonian now contains terms for the 
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proton. We will use capital letters for the coordinates representing the proton. 

The relevant part of the first-order functional is 

(3.34) 

Let the initial state be an electron with momentum q and a proton with 

~ ~ 

momentum Q, and let the final state be an electron with momentum q', and a 

proton with momentum Q'. Suppose all are spin up. Let the momentum 

transferred by the photon be f. The matrix element at second order is 

S)f> = (FV>(q',Q',k')IF~i)(q,Q,k)). When we do this functional integral, the 

integral over the vector potential, ii(k), will be proportional to o(k-k'). The fer

mionic functional integrals will be proportional to o(q-q'-k) o( Q+k-Q') or 1 Or· 1 . 

The delta functions provide momentum conservation. The result for the func-

tional integral is 

(3 .35) 

This expression agrees with the standard result computed with the propagator · 

formalism [7], once the k 0 momentum integral is done in [7]. 
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C. Regularization and Renormalization 

We will regularize in a gauge invariant, nonperturbative way by using a 

functional directional derivative [8]. The directional derivative of a functional 

F[A] in the direction of the function tis defined as [9] 

(3.36) 

The functional derivatives oA;,o(%) , and o'ifl~x) appearing in the previous section 

are just directional functional derivatives in the direction of the 6- function, 

6A(x) -

6 

66(a:) . 0 
06(a:)A(x). Smce 6A(x) A(y) = o(x-y) , the meaning of (3.36} is then, 

o,A(x) A(y) = ~(x-y) · 

We will regularize the theories by replacing some of the functional deriva-

tives that appear in the Schrodinger representation by directional functional 

derivatives, and by modifying the fermionic part of the Hamiltonian. We choose 

~(x) in eq (3 .36) to be a sequence of functions, 6A(.X), where 6A(.X) ... 6(x) as X ... 0, 

6 
and denote these directional derivatives as ~ .. ) 

6AA X 

In the momentum representation, the replacement above implies that we 

6 OA O)o. .. 6 . .. . . 
replace oc1(k) with oAc1(k) where t5Ac1(k) =! A(k) t5c1(k) and! A(k) lS the Founer 

transform of t5A(.X) so that f A(k) ... 1 as X ... 0 . 

We could replace all the functional derivatives appearing in the Hamiltonian 

and Gauss's Law as we have done earlier [10]. The eigenfunctionals in the regu-

lated theory will depend on X and will be a solution to HA -¥A = EA -liA where HA is 

0 
the Hamiltonian with functional derivatives c5AA~%) 

0). 
and . We will 

OA"f'(%) 



- 25-

regularize here in a slightly different way by only replacing the functional 

derivatives in llr· eq. (3.9), and by modifying a in :0. and H1. Thus 1Ir becomes 

(3 .37} 

In the fermionic parts of the Hamiltonian we replace a with 

a(ll) = lrll! a .. ]. 
(J II(] 

(3.37a} 

For 11 = 0 we recover the original Hamiltonian. To regularize , we will take 11 = 1 

tor spin up and 11 = -1 for spin down solutions of the free Hamiltonian. The rea-

son that this will regularize fermion loops is that this modification to the free 

Dirac Hamiltonian modifies the energy eigenvalues to be 

1 

E(11) = ±((p2 + m 2} 2 - j11jjpi) 

and E(±1) -+ 0 as jpj-+oo. Since we are modifying only a, we preserve gauge 

in variance . 

The eigenfunctionals, .Y.x now satisfy 

(3 .38) 

The Gauss Law operator is unchanged and it is easy to check that the 

modification to H preserves gauge invariance, [G,H.x] = 0. 

Consider the state with one electron with momentum q again. To lowest 

order the wave functional obeying eq. (3 .38) is 
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lfJ !. 
where771 = (l>..(k)rr) 4

. That is, R, eq. (3 .13) becomes 

(3.40) 

It still satisfies Gauss's Law to lowest order. Ei~> = Eq still, but a single photon of 

momentum know has energy f >..(k) lkl above the ground state . We may solve the 

functional differential equation, eq.(3.38) for the first-order regulated func-

tional in the same manner we used earlier for F. The result is 

1 
2 1 

.. .. rrrr 
tf~ .. ')( ( ) .. , .. ) 1 >-(k)k·a(k)) (~ ) ( ) (~ ) •=l 1. ~~· ) 

W 11 \J"+k,r a 11 ·a. k + Jk I w 11\J",r exp R>.. b \J"•r szcept(jhi.r·)and(q.l) b \1' ,s 

1 
2 1 

t( .. k .. ')( <) .. <.- !>.(k)k·a(k)) < .. ) (R) .u,D bf~· ),3 ) 
W 11 q+ ,r a v·a. .'C )+ !kl W 11 q,1 exp >.. szcspt( +i,r•) \J"•s .41 

It is easy to check that eq. (3.41) still obeys the Gauss's Law constraint. (This is 

equivalent to checking that the Ward identities are still satisfied in other for-

malisms.) This shows that the regularization preserves gauge invariance . 

S>.. requires the same replacement in eq. (3 .28) as F .... F>.. and the factor lfl 

multiplying everything becomes I>..(:) lk I . To find the energy to second order 

0>., 6>. 
we compute ~6 ~s>-. The result is 

>.A 6>-A 



(3.42) 

where we have already taken the limit v-.Q since the mass will still be regulated. 

The mass is 

(3.43) 

We are free to choose f ~(k) at this point . For example, the choice 

f >..(k) = e->..21:
2 will make the mass finite. We may also use f >..(k) as a cutoff. 

The reason that the energy is regulated by this method is that the wave 

functionals pick up only one factor off i 1 (k) so that the potential terms will be 

eN'>. t5'1{r,_ 62 '1{1,_ 
canceled by f >.. ~ f >.. ~· The eigenvalues arise from the term f ~ oa. 2 , so 

there is an extra factor off >..(k) left over. For matrix elements, the functional 

integral introduces f ~ (k) because of the gaussian nature of R>..· 

To complete mass renormalization we introduce a counter term in the 

Hamiltonian that looks like 6m o1{!~x) 1/l(x) where om is equal to 

(throw away the finite part). We now interpret the quantity m wherever it 

appears to be the physical mass. The mass to second order is now m
8

_ = m . We 

renormalize 1/1 and 0~ by rescaling the w(:P,r)'s. They are rescaled to remove 

the infinite part of eq. (3.42) after subtracting the mass (and throwing away any 

finite part) . We can rescale the charge in a similar manner. 
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Another way to carry out renormalization would be to compute the 

efi'ective action. The etl'ective action is the minimum of (H) in a state such that 

(A)= Ao. ( 1{;) = 1{1, [11]. A way to calculate this is to find the perturbed vacuum 

wave functional. (We have essentially done that. It is very similar to the first 

term in F.) Then replace A with A+Ao, 1/1 with 1{1+1{1,, and 0~ with 0~ +1/16 . Then 

compute (H) in this state. Alternatively, we could quantize in a background 

field, (Ao.'l/1,.1/16) and find (H) in the normal vacuum state . Either way the renor-

o2(H) 
malized mass is found by m = o1{1,o1{1l, 1-;&=-;J=At=O and the renormalized charge 

o2(H) 
by oAoo'l/1, o1/J6 1 "& =-;J=At =o · 

We may regularize in the same way as above. 
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Chapter 4 . The Abelian Higgs Model 

A. The Temporal Gauge and Choice of Coordinates 

One advantage of working with the functional Schrodinger representation is 

that we have available a nonperturbative technique. We can construct trial 

wave functionals with parameters to be varied and compute the expectation of 

say, the energy, and minimize. This is a natural way to compute the effective 

action nonperturbatively. As an example to show that the application of the 

technique is unrestrictive, we show how to compute the string tension of a mag-

netic fiux tube in the Abelian Higgs model. There is no restriction on whether 

the coupling is large or small. 

The Lagrangian density used by Nielsen and Olesen [12], 

(4.1) 

yields the following Hamiltonian in the temporal gauge ( A0 =0), 

(4.2) 

Canonical quantization implies that at equal times 

[Til(.i) ,Ai(y)J = -ioii6(x-y) 

[II,(x).~(y)J = -io(x-y) 

[TI .(x).~•(y)J = -i6(x-y) . , (4.3) 

For the Lagrangian, eq (4.1), Til= -E', TI, = rp•, and TI, . = ip . In the Schrodinger 
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representation we represent the conjugate momenta as the functional deriva-

lives, 

Stationary states represented by the wave functionals, ~[A,\1'.\1'•] satisfy the 

functional equation 

As usual, in the temporal gauge we must add Gauss's Law as a constraint. 

Using eq. (4 .4) , the wave functionals ~[A.~.IJ'·] must also satisfy 

(4.6) 

Since Gauss's Law generates infinitesimal time-independent gauge transfer-

mations, eq. (4 .6) implies that ~[A.\I'.IJ'•] must be gauge invariant under time-

independent transformations . The first term alone in eq. (4.6) simply means 

that the wave functional cannot depend on the longitudinal component of A(x) . 

The second term alone tells us that It' and 9'• must appear "locally" symmetric in 

We want to construct realistic trial wave functionals tor a variational calcula-

tion and these functionals should involve "nonlocal" functionals of It' and rp• . 

One way would be to combine the longitudinal part of A with the gauge- depen-

dent part of a nonlocal functional of It' and It'• so that eq. (4 .6) is satisfied. For 

example, one way to do this is to parallel transport lt'(Y) to x and combine with 



(4 .7) 

This form, however, is impractical and requires us to choose a path 9ver which 

to transport. In short, construction of eauge invariant trial functionals which 

are fairly easy to use in calculations yet realistic is difficult With rp,rp• coordi

nates, especially it you want a gaussian trial functional that gives ( rp)j~tQ. 

To overcome this difficulty we will change coordinates . Ideally, we want a 

coordinate system where some of the coordinates are gauge invariant. This is 

easy to accomplish in this case. We will use "polar" coordinates, (((x).x(x)), 

where 

9'(.%) = t(x)etxCI> . (4.8) 

Under a gauge transformation, rp(%) = ewA(I)rp(i), t is invariant and 

X .. X+ eA(%) . 

For our purposes it will be convenient to quantize in a background field. 

Thus we write 

1 .. ..i.(z) + ..i(z) (4 .9) 

where tb(z) and ..i.(z) are background fields and t(z) and A(z) fluctuate . 

The Hamiltonian reexpressed in these coordinates becomes 

- s _1 6 . 6 - 6 _.!.. 1 6 .!.. .... 2 [~ [~
2 

H- f d. z 2 6A(x) 6A(z) 6((.%) 2 {t+(b)2 6x(z) + 2 (B+Bb) 
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(4 .10) 

where we have represented n1 = ( by -i :t and nx = t2 x by -i :x.. The Gauss's 

Law constraint now becomes transparent 

6 6 
(V· 6A(i) -I 6x.(i)) i'[A.t.x.] = 0. (4 .11) 

If + does not depend on AL or x.. then it will be gauge invariant. We may con

struct wave functionals that do depend on AL and x. and still satisfy Gauss's Law 

but they will not be useful tor our present purposes . 

When we compute matrix elements in the Schrodinger representation, we 

must compute functional integrals. For example, the norm of a state i'[A.t.x.] is 

(4 .12) 

Once again, if i' satisfies Gauss's Law, then this integral will not be finite; the 

states satisfying Gauss's Law are not normalizable . What we really want to do is 

only integrate over gauge inequivalent configurations . In the present situation 

... 
this is easily accomplished by inserting a c5-functional for x. and AL , the lon.gitu-

dinal component. When we compute expectation values, we now assume that 

these 6-functionals are present. 

Now it is a simple task to construct gauge invariant wave functionals that 

are realistic and gaussian. 



I . Trial •••• J\azu,UoD&ll ud 1111uUc Plua '~\abet 

Tbt cholct of trial wavt funelional• 11. of courat, tht heart of t.h• matter 

for a variational calculation of thl1 kind . We art Umiled 1n our choice by our 

ability to aolve functional differential tquallon•. tven approximately. and by 

evaluatin£ functional lntearala . Since we only know bow to exactly lntearate 

aaussians and 6 functtonals we wtU cbooae our trial 1tates here to be aau11tan 

ao that we may evaluate the functionalinteerals Without approximation. 

For our trial state we w111 take 

( 4 .12) 

where ~ is tbe no rmaliz a tio n. T} : [ h (;,) J'" 
11 

tk )' 

The expectation of the Hamiltonian in the background fields, eq. (4.10), is 

now readily evaluated. When we minimize 1l with respect to the variational 

parameters, we have an effective action [11]. In practice we do this by tlrst 

minimizing with respect to h(k) and g(k). and then with respect to A..(,. 

'We can carry out renorm.e.lization in a manner similar to Ref. [B]. First we 

vary (H) with respect to h(k), solve for h(k), and note that the form of h(k) is 

similar to the free field case, namely, h 2(k) = k2 + m. 2 . The constant, m.2 (which 

depends on the other variational parameters) is interpreted as the renormal

ized mass of the vector particle . Next we vary g(k) and look for the same 

behavior. For the case above, however, g(k) does not look like the free field 

case . This is not a surprise since we are deali.ng with a nonperturbative calcula-

lion . Instead we define the scalar mass to be g(k=O) . Inverting the above 

expressions for the mass will require regularization which we can, with direc-

tional functional derivatives as in Chapter 3. 
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To renormalize the charae we take the second derivative of (H) with 

respect to A. followed by the second derivative with respect to (,, ~~( ~ . This 
6( 6 

represents the renormalized charae as a function of A. and (, . We determine A. 

and t~ by minimizing (H) with respect tO- them and insert the results into the 

expression for 1 . 

If we want to treat magnetic ftux tubes, then all we have to do is to con

strain A. such that j(Vx.A.)rJ.zd.y, the magnetic ftux in the z direction, is equal 

to unity (in terms of e). 

It we want to see if ftux tubes attract or repel (depending on our choice of 

parameters), then we can compare the energy when we constrain A. so that two 

units of ftux are present and compare it to twice the energy when one unit of 

-ftux is present. If the energy for two units is larger than twice the energy for 

one unit, then they repel. 

The above program is difficult analytically to carry out in practice but is 

possible on a computer. Nothing restricts the size of the couplings so we have a 

method of studying the behavior of nontrivial theories in nonperturbative 

regions . 
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Chapter V. Y ang-llills 

A. Temporal Gauge 

The Lagrangian for SU(2) Yang- Mills theory is given by 

L = _.!_tr J d. 4 :r p.v F 4 J.W (5 .1) 

where 

FJ.W = B~Av-BvA~+g[A~,Av] (5 .2) 

and 

7'a 
(5 .3) A -Aa-

~- JA 2i 

where 7'a is the usual Pauli matrix. a..,fJ,"Y will always be used as color indices 

which may take on the values a ,b,c for the color axes a,b,c. If we choose the 

temporal gauge, A0 = 0, the Hamiltonian is 

(5 .4) 

where 

Ef(x) = -At(x) (5 .5) 

and 

(5 .6) 

where tllflc = 1. Canonical quantization gives the equal time commutator 
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[er(x). Af(ii)] = io"b o(j 6(x-Y) . (5 .7) 

We will work in the .Ja(.X) representation so we may take 

(5.8) 

The ground state wave functional, ~0[A], is the vacuum state in the Af(x) 

representation and satisfies the functional Schrodinger equation 

(5 .9) 

As in QED, there is no Hamiltonian equation of motion for Gauss's Law in 

the temporal gauge. Gauss's Law must be added as a constraint on the wave 

functional. So the wave functional that satisfies eq (5 .9) must also satisfy 

(5 .1 0) 

where D, = 8;. + g [A;., is the covariant derivative. The operator (D· E) a is also the 

generator of time-independent gauge transformations so the Gauss's Law con

straint amounts to requiring ~0 [A] to be gauge invariant under time

independent gauge transformations . 

Since >fo[A] satisfies the Gauss's Law constraint, it is gauge invariant under 

time-independent gauge transformations, so ~0 [A] will not be normalizable . We 

may still find the vacuum expectation values for operators gauge invariant 

under time-independent gauge transformations by integrating only over gauge 

inequivalent configurations of .Ja(%). 
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B. The Vacuum Wave :f'unctional to First Ordering 

The structure of the ground state of Yang- Mills is generally thought of as 

bringing about confinement. The determination of the ground state, however, is 

not a trivial problem. Part of the difficulty lies in that the true ground state is 

not reachable by perturbative calculations [13]. Presently, no one knows how 

to do reliable nonperturbative approximations. 

Even though the perturbative vacuum may not confine, its structure is still 

interesting since it antiscreens and it is a result of a nonlinear field theory. The 

perturbative ground state is taken to be the vacuum inside the "bag" defining a 

hadron [14]. The perturbative wave functional may also be used as the "short 

distance" limit of the true ground state [15]. With a suitable choice for a long-

distance wave fuctional [ 16 ], a functional that interpolates between the limits 

may be used as a starting point for a variational trial functional for the nonper-

turbative vacuum. 

Once again we find that the standard formula for the perturbed wave func-

tionals fail. We instead will solve the functional Schr6dinger equation directly 

using the same technique we used in Chapter 3. 

If we set g =0 we have a system of 3 independent fields that describe free 

photons . The ground state wave functional for g =0, \f6°>[A], satisfies 

(5 .11) 

and 

(5 .12) 
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and is given by 

'iro0>[A) = exp(R) 

where 

(5.13) 

If we attempt to apply the standard perturbative formulas we run into trou

ble . Formally, the first-order correction to the vacuum energy, Eol), is given by 

(5 .14) 

where 

(5 .1 5) 

Integrating only over gauge inequivalent configurations in eq. (5.14), we find 

that Eo1> from equation (5 .14) is infinite since 'iro0>[A] only involves the 

transverse potentials, H 1 contains longitudinal potentials, and we are integrat-

ing over both tranverse and longitudinal potentials . We expect Eo1> to be zero . 

Similarly, applying perturbative corrections to the wave functional, 'iro0>[A] , 

we find that the first order correction, 'iro1>[A]. is also infinite. The first-order 

correction is given by 

where 
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and 'lf)Sl>[A] is a state containing N longitudinal and transverse photons. As 

before, the functional integration over the longitudinal component of the poten-

tials diverges since 'lf60>[A] does not depend on the longitudinal potentials and 

'lf)Sl>[A] depends on the longitudinal components in an oscillatory manner. 

To obtain the first-order correction, we will solve the functional 

Schrodinger equation directly. Since 'lf0 [A] is the lowest energy eigenfunctional 

of Schrodinger equation, eq. (5.9) , we believe that 'lf0[A] has no nodes [3] so that 

we may write 'lf0[A] as exp( V[A]) . Ir we set g =0 , then 

V[A]g=O = R. 

We seek the functional, F, such that the wave functional 'lf0 [A]=exp(R+gF) will 

satisfy equations (5.9) and (5 .10) to first order in g. Placing exp(R+gF) into 

equation (5.9) and keeping terms up to first order in g we find that F must 

satisfy 

oF oF oR 
oA«(x) -

2 
oA«(x) oA«(x) 

(5.16) 

since R satisfies 

To satisfy the Gauss's Law constraint F must also satisfy 

(5 .1 7) 
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To find the functional F. we assume F will be of the form 

(5 .18) 

with tabc = 1. so that 

(5.19) 

and 

The functional F must then satisfy 

(5 .20) 

where H1 is given by equation (5.15) . 

It is easier to solve the functional differential equation in the momentum 

representation. Let , as usual. 

(5 .21) 

so 

(5 .22) 

Equation (5 .20) then becomes 

(5 .23) 

with 
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(5 .24) 

and 

(5 .25) 

The first term in equation (5.23) may be rewritten using vector identities as 

(5 .26) 

The second term in equation (5 .26) involves the longitudinal part of the 

vector potential. a.a(f). and the (yet unknown) longitudinal part of the func-

tional derivative of F. However, F must satisfy the Gauss's Law constraint, eq. 

(5.1 7) . This constraint dictates the exact form of the longitudinal part of the 

functional derivative of F. By transforming (5 .17) we find 

.. .. ... ~ ... 
k· 6F =. mp-,J-.n(-(k k'))·(k'x(k'~a (k'))) d5k, 

6ii"(k) u a + lk 'l · (5 .27) 

From the form of (5.27) and (5 .24), we can see that F will be an integral over k 

andk' . 

Now examine the first term in equation (5.26) . First observe that 

{no sum on a ) . (5 .28) 

6F 
From our assumption of the form of F. equation (5.18), ocim(k) will not depend 

upon a.m(k) . So the result of functionally differentiating F with respect to ciG(k) , 

dotting the result with ciG(k), and integrating over k returns F as an expression 

with the momentum space coordinate of a.m as f. If we di!Ierentiate with respect 
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to i111 (k), dot with Q.b(f). and integrate over k, we will obtain the same functional 

as above except that now the momentum space coordinate of a.b will be k and 

the momentum space coordinate of ilm will be either k' or -(k +k'). It we adopt 

the convention that the momentum coordinate of a.m is k, the momentum coor-

dinate of a11 is k', and that of de is -(k +k'), then 

dm(f) oF _ ... b (k') 6F _ de ( (k k')) 6F 
. oa.ta(k) - (1 • 6a. 11 (k') - - + . oa.c(-(k +k ')) (5 .29) 

6F 
where tiam(k) will be an integral over 

integrals over over k. With this convention we can see that 

(no sum on a,b) (5 .30) 

and similiarly 

(no sum on a., c) (5 .31) 

so the first term in expression (5 .26) is -

(5 .32) 

The factor (ikl + lk'l + lk+k' l) is the "energy denominator," Ej.p>-Eo0>. that 

appears in the standard formula for the perturbed wave function . 

Now substitute expressions (5 .24), (5 .26) , (5.27), and (5 .32) into equation 

(5.23). Solving for the term containing F we obtain 



- 43-

(5 .33) 

To eliminate the "energy denominator" from the left-hand side of equation 

(5 .33), we differentiate both sides of (5.33) by ila.(q). then by ilb(q'), and divide 

both sides by (!ql +If! +lq+q'l). To recover F. we dot both sides by cib(f) and 

il"(q) and integrate over q and ij'. The left-hand side will be F. The result is 

(5 .34) 

One may easily check that F satisfies equation (5.23) and constraint (5.27). This 

justifies the assumptions we made through the calculation. The first term in 

(5 .34) is similar in form to the standard perturbative formula for the wave func-

tion except that we are also including the longitudinal component of the poten-

tial. The second term must be added to the first to satisfy (5 .23) and Gauss's 

Law. 

The correct first-order functional in the temporal gauge, which is only a 

phase in momentum space, has been found by requiring that the longitudinal 

part of its functional derivative, V· ~~ . be given by the Gauss 's Law constraint, 

a separate condition. The Gauss's Law constraint is compatible with the 
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Schrodinger equation to first order in that we may insert the constraint into the 

functional differential equation, solve the resulting new functional differential 

equation, and obtain a solution that satisfies both the constraint and the origi-

nal Schrodinger equation. This reflects the fact that the vacuum state should 

automatically be gauge invariant [15]. 

The success of inserting Gauss's Law into the Schrodinger equation leads us 

to suggest that if we write 

ir0 [A] = exp(R+Q) (5.35) 

where R is given by (5 .13) and Q is a solution of 

where H1 is given by expression (5.24), then 'i'0 [A] will be a solution of the origi-

nal functional Schrodinger equation (5.9) and 'i'0 [A] will satisfy the Gauss's Law 

constraint (5 .10). We have not proven that if Q satisfies (5 .36), then 'i'0 [A] given 

by (5 .35) will be the solution of (5 .9) and (5 .10). We have shown, however, that 

this is true to first order in g , so we believe it may hold true to higher orders. 

We have used eq. (5.36) to solve for the vacuum functional to second order 

in g . To do this we note from the terms in eq. (5 .36) that the second-order func

tional. S[A]. must contain terms with 4 "a's" in them. z
6

F · z
6

F is an example of 
ua 01 uaa 

one . There must also be terms with 2 only "a. 's ." 6c1a~-k) 
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terms will produce some of them. We solve for S by computing the 4a terms. 

using the 4a terms to complete the functional equation for the 2a terms, com-

pute the 2a terms and use these to determine the energy to second order. 

Since the "4a" part of S contains over 81 terms , we have left out the result. 

The form of F. eq. (5.34), suggests that we may repair the perturbative for-

mula 

as we did for QED in Chapter 3 by adding to the Hamiltonian a term 

and by assuming that a(k) appearing in R contains a longitudinal component. 

While this change will produce the correct '~>61 >[A]. it won't fix higher-order 

corrections . This is due to the fact that we must add another term to the Ham-

iltonian proportional to g 2 since the Hamiltonian already contains a g 2 term. 

The perturbative wave functional should be a short distance approximation 

to the true ground state functional [ 15]. The functional 

(5 .37) 

has been suggested [18] as a long-distance approximation. We may construct a 

trial variational functional by interpolating between the two limits . The 

difficulty will be in satisfying the Gauss's Law constraint beyond first order in g . 

By examining the result for F. equation (5.36), we can see that if we 

transformed back to x-space , no pair of potentials will be labeled by the same 

space coordinate. This implies that we will not be able to naturally express the 
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perturbative functional in terms of the color magnetic fields . Also, it is 

incorrect perturbatively to replace the vx.A (ordinary magnetic field) in R, 

expression (5.13), by covariant curls, DxA (color magnetic fields), even if we 

include parallel transport factors to maintain Gauss's Law. It appears that we 

should instead find a gauge invariant combination of Rand A11 (z).Jb(y)Ac(z) that 

matches the perturbative result when g is small and use this functional for 

interpolation. 

C. Regularization 

Up until now, the only nonperturbative gauge invariant regularization of 

quantum chromodynamics was provided by placing the theory on a lattice. 

Much progress has been made towards obtaining reliable nonperturbative quan-

titative results using the lattice[17). But the lattice formulation has difficulty 

handling topological effects that depend, for example, on the vacuum angle and 

suffers from the problem of "fermion doubling." If we regularize in a different 

fashion, we may be able to avoid these difficulties. 

If the fermion doubling is somehow intrinsic and unavoidable, we certainly 

need to see how it arises with other regulators to understand it. 

Recall that in Chapter 3 we used the functional directional derivative 

defined as [ 9] 

~F(A] =lim F[A +t((x)]-F[A] 
6~A c--o t 

(5.36) 

to regularize QED. We replaced the kinetic term in the free photon Hamiltonian 

with directional functional derivatives and chose the derivative to be in the 

direction of a delta sequence, 6).(%). 
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To regularize Yang- Mills we could replace every functional derivative with a 

directional functional derivative [10]. Instead we leave Gauss's Law alone (it is 

easier to construct trial wave functionals this way) and spread out the kinetic 

term in the Hamiltonian. In QED, we did this by replacing just the derivatives . 

For Yang-Mills, however, we must do a little more since the color electric field is 

gauge covariant, not gauge invariant like the o.rdinary electric field. 

To spread out the kinetic term we parallel transport the electric field at y 

to the point x along, say , a straight path between the two points. We then dot 

the transported electric field with the electric field at x. This is a gauge invari-

ant quantity when we take the trace . We then weight this operator by t5~(x-y) 

and integrate over x andy. That is, we replace 

with 

where 

l 
P(x,y) = p exp(g J A(i) . dz) 

v 

(5.39) 

(5.40) 

In the Abelian limit, this reduces to what we did in Chapter 3. The reason it 

will regularize is the same as for QED. Only one factor of I >.(k) is introduced in 

t5t ot . 
the wave functional so that I>. oA 1 >. oA w11l cancel the potential term. This 

leaves an extra factor of I,._ in the eigenvalues, the physical measurements, 
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from I~ 62~2 , or an extra factor of I x in expectation values from doing the func-
6A 

tional integrals . 

D. Do Fluctuations Produce Electric Ji1.u:z: Tubes? 

Yang- Mills is supposed to confine . The strong coupling limit of Yang- Mills 

on the lattice does confine. Numerical simulations indicate that there is no 

phase transition as g 4 0 but as Shuryak [18] has stated, "an analytic proof is 

badly needed, as well as a better understanding ." 

Using the Schrodinger representation we may gain a better understanding 

of what produces confinement by investigating what types of wave functionals 

confine. If we had the exact groun:i state functional. we could see which 

configurations are most likely and compute the gluon condensate , ( B2). Since 

we don't have the exact vacuum wave functional we can attempt to find a good 

approximation by using a variational approach. The variational also allows us 

to try different features in trial wave functionals and test them, so in the end 

perhaps we can get a feeling for what the vacuum wave functional looks like . 

For example, the QCD vacuum has been argued to be a magnetic superconduc-

tor composed of color magnetic monopole pairs (color magnetic Cooper pairs) . 

We can build trial functionals that allow magnetic monopoles or we may "cut" 

them out by disallowing long-range color magnetic fields . We can then test to 

see which produces better results . 

Another approach to constructing trial states is to use the perturbative 

vacuum functional that we computed in section B. It should be a short- distance 

approximation to the true ground state . A suitable choice could be made for a 

long-distance approximation and we could interpolate between the two limits . 
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The long-distance approximation should at least mimic the low energy pro-

perties of Yang- Mills we want . The functional 

1 J... ... \f"" exp(-- D"(x) ·UX(x)d3:z:) 
2}-L (5 .41) 

has been used by many people [ 19]. It is simple enough so that computations 

are not immensely difficult. It satisfies Gauss's Law. It gives a nonzero gluon 

condensate . It also gives area law behavior when used to compute an expecta-

tion value of a Wilson loop. This is because there is no correlation between the 

color magnetic field at two different points in the functional. This permits mag-

netic disordered configurations to enter with nonzero weight which leads to 

area law behavior. The functional, eq. (5.41) , has been used in some lattice stu-

. dies where it is called the "independent plaquette" state . It does give behavior 

as expected for Yang- Mills for long distances but the results do not scale prop-

erly for short distances . this is not at all surprising since we know from section 

B that the perturbed wave functional does not contain the color magnetic field 

in any simple fashion . 

Even though eq. (5.41) is not valid over all distances, it is still useful as a 

trial functional to test ideas. Since it does give area law behavior, it should pro-

duce electric fiux tubes . That is, if we looked at the color electric field between 

two widely separated quarks we should find, using eq. (5 .41) , that the electric 

fiux does not want to spread out or collapse but instead to be concentrated on a 

line between the two quarks. Unlike the Abelian Higgs case, the fiux tube is not 

a topological soliton or a solution to the classical field equations . It must be 

built from quantum fluctuations . The wave functional. eq. (5 .41), allows for 

magnetic disorder and this should produce an electric fiux tube . 
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To try to test this we will do a variational calculation of the energy of a 

state for pure Yang- Mills with one unit of electric flux in the z direction. This is 

equivalent to having 2 quarks separated by a large distance . To do the varia

tional calculation we construct a trial wave functional to represent this state in 

which we incorporate a variational parameter corresponding to the radius of 

the electric flux tube. We then compute the expectation value of the Hamil

tonian in this state and minimze the energy with respect to the variational 

parameter. It the electric ftux wants to spread out, indicating no confinement, 

then the value of the radius of the tube will be infinite. A nonzero finite value will 

indicate that a flux tube is present. 

Computing the expectation value of the energy involves doing a functional 

integral which we won't be able to do exactly. We will only try to see if it looks 

as though a flux tube is present within the approximation we make . The calcu

lation is meant to illustrate how the Schrodinger representation can be used to 

do nonperturbative calculations to try to understand some of the features of 

nonlinear theories. We are able to do the Abelian case exactly and we do find 

that the ftux spreads out as we expected. 

To begin, we must construct a trial wave functional that represents a state 

with one unit of electric ftux running in the z direction. This will be easy to do if 

we employ the formalism developed by 't Hooft [20] and work with Yang-Mills in 

a box with periodic boundary conditions (up to a gauge transformation) . 

Since the theory is really invariant under transformations from the group 

SU(2) divided by its center, Z2 , then there are topologically distinct gauge 

transformations, di.trerent from those associated with instantons, that leave the 

boundary conditions on the walls of the box invariant . In particular, consider a 

gauge transformation, O(.X), such that O(z ,y ,z =a) = -O(z ,y ,z =0) . This gauge 
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transformation cannot be continuously deformed to the identity. We can asso-

ciate a winding number in the t-z direction with these 0 . 

Now let us transform a state, >li, under O(i) . If 

0'>¥ = ->¥' 

then there is a unit of electric fiux travelling in the z direction through the box. 

If 'If is invariant under 0, then there is no electric fiux. Since 0 applied to eq. 

(5.41) gives (5.41) back again, then eq. (5.41) represents a state with no electric 

fiux . We expected this since we want eq. (5 .41) to represent a long-distance 

approximation to the vacuum. 

Next consider 0 applied to the trace of a parallel transport factor, eq. 

(5.40) . 

OP(i:g) = Ot(.X)P(i,Y)O(y) 

Thus for yon the z=O face of the box and ion the z=a face, 

OP(i,y) = Ot(z=a)P(i,y)O(z=O) . 

Taking the trace of both sides we get 

trOP(i ,y} = -tr P(i,y): 

thus P(i,y) represents an operator that creates a unit of electric fiux running 

from y to i . In particular, if we choose the path in eq. (5 .40) to be from (0,0 ,0) 

to (O,O,a) , then 

(J 

L(C) = tr Pexp(-g J -t(O,O,z')dz') 
0 

(5 .42) 
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creates a string of unit electric ftux along the z axis from one face of the box to 

the opposite face . We can also see that L( C) creates a unit of tlux in the z direc

tion by operating on it with J E·d.S, the electric field normal to a plane (a func

tional derivative). If the plane is parallel to the z axis, this yields zero . If it is 

not , then we get g. 

So for our trial state we will take L(C)t0 where L(C) is given by eq. (5.42) 

and t 0 is given by eq. (5 .41). We want to use eq. {5.41) because far from the ftux 

tube created by L( C) the state should again look like the vacuum, which t 0 

represents. t 0 should also be the confining vacuum to produce finite-sized ftux 

tubes. We have not, however, incorporated any variational parameter 

representing the width of the ftux tube . L(C), eq. (5.42), creates an infinitely 

. narrow tube which will require renormalization. We modify L( C) to be 

L(C) = tr Pexp(-g J f(x' ,y')~(x',y',z')d 3x'). (5 .43) 

Applying J E·d.S to eq. (5 .43) we find that the electric ftux ftowing in the z direc

tion is J f(x,y)d.xdy . We want this to be unity, so f(x,y) must obey the con

straint 

J f(x,y)dx dy = 1 . (5.44) 

To complete the variational calculation we compute (H) using the wave 

functional L(C)t0 and minimize the result with respect to f(x,y). (The resulting 

energy will be the string tension.) 

Let us first consider the Abelian case. Our trial state is 

exp(-ie J f(x,y)Aa(i)d 3x) t 0 [A] (5 .45) 
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where '1'0 [A] is eq. (2.7), the vacuum state for free photons . The wave func-· 

tional, eq. (5 .45), represents a state with unit electric tlux ( in terms of e) trav

elling in the z direction if J f(x,y)d.:xdy = 1. 

The expectation of the Hamiltonian, ~· eq. (3.9), in this state, eq. (5 .45), is 

e2 J E[!] ==(By)= 2 / 2 (x ,y)d.:xdy + E0 (5.46) 

where E0 is the usual ground state energy for free photons . The term arising 

from 
0~;) · 0

0
:

0 
involves only one factor of A(x) multiplying a gaussian in A(x) 

and vanishes when we do the functional integral. This term would also vanish if 

we used 

instead of '1'0 [A]. 

1 J .... '~'a"' exp(--- B·Bd3x) 
(2rr)2 

Minimizing E[j]-Xj f 2(x,y)d.:xdy with respect to f(x,y) gives f(x ,y) = a 

constant . Thus the Abelian tlux tube spreads out and disappears as expected. 

For Yang-Mills, the expectation value of the Hamiltonian is 

(5 .47) 

(5 .48) 

(5.49) 

We can do the first functional integral, eq. (5 .47) , exactly since 
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(5 .50) 

so eq. (5 .47) is 

(5.51) 

We will approximately compute the remaining two functional integrals, eqs . 

(5.48) and (5.49), by replacing L(C) with 

2 
exp(-~(j J(x',y ')A:(x')d3x•)2) (5 .52) 

and using the saddle point method. Eq. (5 .52) is good through second order in 9 

and sums a number of terms of L(C) at higher orders. 

Using eq. (5 .52) 

6L( C) 11 2 

oAd(i) = -2f(x,y)(j f(x',y')A:(x ')d3x')L(C), (5.53) 

6L(C) 6-lre 
the term t5Aa(x) · oAa(x) tells us to replace , one at a time, each A;'(x) that 

appears in !Ja.!Ja (the exponent of ~B) by J f(x',y')A:(x')d 3x' . When we do the 

functional integraL eq. (5.48), a 6 function , 6(x-x') will arise since ~B is gaus-

sian. The integrand for eq. (5 .49) is a straightforward computation. 

The normalized expectation for the energy determined from eqs . (5 .47)-

(5 .49) divided by a, the length of the box in the z direction, is 
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Now when we vary E[/] we can see that f(x,y) = constant (/(k) = constant 

6(k)) is no longer a solution. For 6(k) to be a solution, then the equation for f 

must be of the form f (k )· ( something never zero unless k =0) = 0. This form 

cannot result from the expressions above. Thus a large tlux tube will want to 

shrink. It will not completely collapse because f (k) = constant is also not a 

solution. 'f (k) = constant is too large for large k to minimize the energy. Thus a 

small tube will expand. The net result is that a flux tube has formed whose 

cross section is approximately given by the function f (x ,y ) . 
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Chapter 6 Conclusion 

We have demonstrated the usefulness of the Schrodinger representation for 

nonperturbative variational calculations in nonlinear field theory. A large 

variety of problems can be treated and the formalism is easy to set up. It is 

clear, however, that even the simplest assumptions lead to complicated answers 

(analytically) . Most numerical calculations will require the computer. The 

Schrodinger representation may also be regularized with a lattice. The same 

variational calculations can then be done with traditional lattice techniques. 

This is an area relatively untouched so far [21]. A balance between numerical 

computation of functional integrals and analytic approximation for finding the 

trial wave functionals would be best. 

Many improvements could be made in the fiux tube calculations we have 

described. Better trial functionals could be found and, more importantly, a 

better representation of path order exponentials should be used. We could write 

L(C) as an integral over fermionic fields [22]. This will improve the evaluation of 

the functional integrals involved. 

There is a strong need to develop techniques in functional calculus to aid in 

the use of the Schrodinger representation. We have presented one technique to 

solve functional difierential equations _but more are badly needed. Variational 

calculations involve trial wave functionals and functional integrals. If we learn 

to solve, at least approximately, functional differential equations, then our abil

ity to choose wave functionals greatly increases. If we learn to approximately 

compute functional integrals better, then we will be able to use a wider variety 

of forms of trial functionals . Our ability to solve functional differential equa

tions and evaluate functional integrals is presently very limited, so any new 

techniques would be valuable, not only for the functional Schrodinger 
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representation, but also for other formalisms and branches of physics . 
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