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ABSTRACT

Tip vortices occur wherever a lifting surface terminates in a fluid. An understanding of tip vortices is salient to the solution of many engineering problems, including lift induced drag tip inefficiency, the overturning of small planes flown into the tip wake of larger aircraft, and marine propeller tip cavitation.

The tip vortex shed by several rectangular planform wings, fitted with three different tips, was studied in a water tunnel. Four techniques were employed to examine the tip vortex:

(i) Surface flow visualization to reveal the early stages of vortex rollup.

(ii) Double pulsed holography of buoyant, Lagrangian particle tracers for detailed tangential and axial velocity data around the vortex core. Holograms were also a source of instantaneous core structure information.

(iii) Single pulse holography of air bubbles, of uniform, measured, original size. The size of the bubbles is related to the instantaneous local static pressure. The bubbles are driven by the centripetal pressure gradient forces into the vortex core, providing a means of measuring the average and transient vortex core pressure non-intrusively.

(iv) Direct observation of vortex cavitation. These measurements are useful in their own right because of the considerable technological significance of tip vortex cavitation. In addition, many single phase tip flow characteristics have cavitating flow counterparts.

The present study has shown that one chord downstream of the wing trailing edge virtually all the foil bound vorticity has rolled up into the trailing vortex. Armed with this knowledge one may a priori evaluate, in the near field, the tangential velocity distribution, the core axial velocity excess, and the core mean pressure. These predictions are in agreement with the experimental measurements. Three aspects of the core flow, first observed in the present study, remain analytically inexplicable:
(i) The trend towards a Reynolds number dependent, axial velocity deficit with downstream distance.

(ii) The unsteady core velocity, particularly immediately downstream of the foil.

(iii) The vortex kinking which is coincident with highly unsteady axial core flow.

As a first approximation, cavitation inception occurs when the core pressure is reduced to the vapour pressure. The large measured fluctuating core pressure explains the occurrence of inception at core pressures somewhat above $p_v$, and the dependence of $\sigma_i$ on the dissolved air content.

Modifying the tip geometry profoundly affects the trailing vortex. Installation of a ring wing tip can reduce the inception index relative to that of a normal rounded tip foil by a factor of three. The reduction was caused primarily by the redistribution, in the Trefftz plane, of the shed vorticity about a line and circle. Fortuitously, this redistribution caused most of the wing bound vorticity to be shed from the ring, decreasing the tip effect lift loss over the foil body.
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NOMENCLATURE

A = bubble surface area \([m^2]\)
AR = aspect ratio = \(2s/c\) [1]
c = foil chord \([m]\)
c_D = drag coefficient of 2D wing [1]
c_L = lift coefficient [1]
c_p = specific heat at constant pressure \([m^2/K\cdot s^2]\)
c_v = specific heat at constant volume \([m^2/K\cdot s^2]\)
d\Gamma/dy = rate of change of bound circulation with \(y\) \([m/s]\)
DAC = dissolved air content [ppm]
F = force \([kg\cdot m/s^2]\)
g = gravitational acceleration \([m/s^2]\)
h = heat transfer coefficient \([kg/K\cdot s^3]\)
i.d. = internal diameter \([m]\)
k = \(U_\theta)_{max}/U_\infty\) for a Rankine vortex [1]
l = spanwise unit length \([m]\)
L = wing lift \([kg\cdot m/s^2]\)
L_L = lost wing lift due to tip downwash \([kg\cdot m/s^2]\)
LTWT = Low Turbulence Water Tunnel
n = polytropic exponent (=1:isothermal; =\(\gamma\):adiabatic) [1]
N = number of data points, or computational grid points [1]
p = pressure \([kg/m\cdot s^2]\)
p_v = vapour pressure \([kg/m\cdot s^2]\)
p^* = \(p_\infty - p)/(0.5\rho U_\infty^2\) [1]
\("p_v\)^* = \((1/\sqrt{N})[\sum_1^N(p - \bar{p})^2/(0.5\rho U_\infty^2)]^{0.5\} \) [1]
r = radius \([m]\)
R = radius \([m]\)
Re = Reynolds number [1]
s = semispan of foil \([m]\)
S = surface tension \([kg/s^2]\)
SFV = Surface Flow Visualization

:t = time [s]

u = flow velocity in x-direction (computations) [m/s]

U = flow velocity in x-direction (freestream direction) [m/s]

U_L = freestream velocity above plate in Figure V.6 [m/s]

\( \overline{U_{xc}} = \frac{1}{N} \sum_{1}^{N} U_{xc} \) [m/s]

U_\theta = tangential velocity around vortex core [m/s]

U_\infty = local freestream velocity [m/s]

note that U_\infty varies slightly from the test section to the foil

v = flow velocity in y-direction (computations) [m/s]

V = flow velocity in y-direction (spanwise direction) [m/s]

w = flow velocity in z-direction [m/s]

x = distance from leading edge along chord line [m]

X = distance in freestream direction from leading edge [m]

y = spanwise distance from reflection plane mount [m]

z = distance orthogonal to x-y plane [m]

\( \alpha = \) angle of attack [degrees]

\( \alpha_0 = \) zero lift angle of attack of 2D foil [degrees]

\( \beta = \) pseudocompressibility used in numerical simulation [kg/m-s^2]

\( \gamma = \frac{c_p}{\gamma v} \) [1]

\( \Gamma = \) vorticity [m^2/s]

\( \Gamma_B = \) bound circulation on the foil [m^2/s]

\( \Gamma_v = \) circulation around the trailing vortex [m^2/s]

\( \Gamma^* = \frac{d\Gamma}{dy}[1/U_\infty(\alpha - \alpha_0)] \) [1]

\( \Delta t = \) change in time [s]

\( \epsilon' = \) downwash angle at the tip [degrees]

\( \epsilon^* = \epsilon'/(\alpha - \alpha_0) = \) normalized downwash angle [1]

\( \kappa = \) constant [1]

\( \mu = \) fluid dynamic viscosity [kg/m-s]

\( \nu = \) fluid kinematic viscosity [m^2/s]
\( \phi \) = bubble diameter \([\text{m}]\)
\( \phi \) = inboard flow angle (refer to Figure IV.1) \([\text{degrees}]\)
\( \rho \) = fluid density \([\text{kg/m}^3]\)
\( \sigma_i \) = \( [(p_{\infty})_i - p_v]/0.5\rho(U_{\infty})^2 \) = cavitation inception index \([1]\)
\( \sigma_d \) = \( [(p_{\infty})_d - p_v]/0.5\rho(U_{\infty})^2 \) = desinent cavitation index \([1]\)
\( \tau \) = bubble thermal response time \([\text{s}]\)

**Subscripts**
- \( 1 \) = location ‘1’
- \( B \) = bubble
- \( c \) = core
- \( d \) = desinence condition
- \( D \) = drag
- \( g \) = gas
- \( i \) = inception condition
- \( \text{le} \) = leading edge
- \( \text{max} \) = maximum
- \( \text{min} \) = minimum
- \( o \) = reference location
- \( p \) = pressure
- \( \text{rs} \) = radial slip
- \( \text{tv} \) = tip vortex
- \( \infty \) = farfield

**Superscripts**
- \( * \) = non-dimensionalized quantity
- \( ' \) = derivative with respect to time
- \( ' \) = fluctuating quantity = (instantaneous - mean)
- \( - \) = time averaged quantity

Note: British spelling and punctuation are employed throughout the thesis
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Chapter I–INTRODUCTION

Tip vortices form wherever a lifting surface terminates in a fluid moving relative to it. Two classic examples of tip vortex formation are the tip vortices generated by aircraft wings (which may occasionally be seen in the motion of the white airplane contrails formed by engine exhaust water vapour), and propellor tip vortices (which may be made visible by cavitation of fluid in their cores).

As a form of preface, the question “Why?”—“Why do tip vortices exist?” will be answered in part 1 of this introductory chapter. The follow up question “How?”—“How are tip vortices relevant to engineering?” will be considered in part 2. The third and final portions of this introduction concern the question “What?”—“What aspects of tip vortices are already understood, and in what ways does this thesis extend our knowledge?”

I.1 Nature of Tip Vortex Formation

Three different interpretations of why tip vortices occur will be outlined. The first mode of understanding tip vortices is in terms of pressure fields. A lifting surface (hereinafter referred to as a ‘wing’ or ‘foil’ for simplicity) moving through a fluid generates lift by hydrodynamically producing larger static pressures below the wing than above it. Since fluid accelerates in the direction of a favourable pressure gradient, fluid tends to flow from the pressure surface to the suction surface around the tip, and thus produces a tip vortex (refer to Figure I.1).

A second explanation of tip vortex flows is in terms of a shear layer. Figure I.2 is an inboard view of a wing terminating in a fluid. The parallel lines in the direction of \( U_\infty \) represent the undisturbed flow at some spanwise distance away from the wing, and the arrows parallel to the wing represent the in-plane flow inboard of the tip. The non-parallelism of the two implies vorticity oriented between the two directions. This explication allows for two tip vortices of opposite sign behind a symmetric airfoil at \( \alpha = 0^\circ \) (which has been observed through the use of SFV).
The third explication of trailing vortices involves Helmholtz Vortex Laws. Consider a finite length wing impulsively started from rest. The difference in velocity between the pressure and suction surfaces implies a net circulation around the wing (the "bound vortex"). Helmholtz vortex laws demand that this circulation be matched by an equal and opposite circulation shed by the wing (the "starting vortex"), and since vortex lines never end in the fluid, these two vortices must be connected by tip vortices (refer to Figure I.3).

I.2 Importance of Tip Vortices

Tip vortices are surprisingly important in engineering applications. Problems associated with tip vortices may be conveniently grouped into three categories: vortex-structure interactions, "vortex-fluid" interactions, and the tip vortex as an inefficiency.

The interaction of vortices with structures is an active topic. For example, each helicopter main rotor blade sheds vortices which may interact with following blades (Martin et al. 1984, Summa 1982, Mosher and Peterson 1983, Lewy and Caplot 1982, Widnall and Wolf 1980) and the tail rotor blades (Schreier 1982), producing undesirable noise, and fatigue inducing-vibration of the impinged-on structure. If one airplane accidentally flies into the tip wake of another, the following craft may experience a dangerous rolling moment (Donaldson 1971, Kantha et al. 1971, Snedeker 1972, Barber et al. 1975). Chigier (1974) reported that "accidents involving loss of life or serious injury [due to encounters with vortex wake turbulence] have now exceeded 100." This has prompted the FAA to impose a minimum time of several minutes between successive controlled aircraft landings at a runway. Concern about this problem resulted in a workshop held specifically to address it (Vortex 1980). Finally, vortex breakdown of F-18 Hornet wingstrake-generated vortices causes instantaneous accelerations of up to 1500g at the back fin of the aircraft (Brown 1988), which is undesirable in terms of both structural integrity and fighter maneuverability.
Tip vortices may “interact” with the fluid in the sense that tip vortices are the dominant feature of aircraft wakes, producing, among other things, a non-uniform dispersion of agricultural aerial sprays (Hackett 1981 and Wickens 1980). Furthermore, the pressure in the core of a tip vortex may be sufficiently low to trigger cavitation, which is important in turbomachinery impellers (Gostelow and Wong 1985) and inducers (Arndt 1987), and in marine propulsion (Huang 1987, Sponagle and Leggat 1984, Noordzij 1977, Kuiper 1981). In both these applications the cavitation may cause undesirable noise, structural vibration, and cavitation erosion. Tip vortices tend to be unsteady and hence strong noise sources. This is particularly problematic in helicopters (George et al. 1980) where the noise source is close to the passengers, and airplanes (McInerny et al. 1986, Brooks and Marcoloni 1984; refer to Hanson 1986 for a study of propfan tip noise).

In every application tip vortices act as lifting surface inefficiencies by decreasing the lift per unit length of the wing (because the flow downwash angle decreases the effective incidence angle of the wing near the tip). Tip vortex inefficiency is particularly consequential when the wing aspect ratio is small, as is often the case for military aircraft, small planes, and ship propellers. Tip clearance flow in axial flow fans (Ruden 1947) and compressors (Raines 1954) decrease their efficiency. An understanding of the tip vortex flow is also salient to the design of propfan blades (Vaczy and McCormick 1987). Even commercial aircraft may benefit from a “total drag reduction [of] ... 3-6%” when the tip vortex is alleviated (Webber and Dansby 1983)—adequate explanation of the active research into tip vortex modification (refer to Chapter IV). In fact, tip flow even plays an important role in the design of America’s Cup yacht keels (Devoss 1986).

A final raison d’être of tip vortex research is the existence of regions of concentrated vorticity in many different engineering flows (e.g. wakes, meteorological flows, jets, some combustion processes, etc.). A reasonable expectation is that furthering our understanding of tip vortex flows will provide insight into other vortical flows.
I.3 Review of Pertinent Tip Vortex Research

A complete review of the tip vortex literature is impossible here—over 1000 papers have been published on the topic. Rather, this brief section outlines some of the more outstanding contributions to the field. Fairly complete reviews of the literature may be found in Donaldson and Bilanin (1975), Platzer and Sounders (1979), and Hoeijmakers (1983).

Tip vortices are a very well established field. Prandtl (1920 a,b) developed lifting surface theory, which describes the two dimensional flow over a finite aspect ratio wing. An analytical description of the inviscid rollup† process was formulated in the 1930’s (Betz 1933).

The presence of axial flow in the trailing vortex affects the trailing vortex stability, including the possible occurrence of vortex breakdown (Hall 1972), and thus is worthy of study. Consider a streamline in the vortex core which originates upstream of a wing. If viscous and unsteady effects are neglected, the application of Bernoulli’s equation from upstream of the wing where the pressure and velocity are $p_\infty$ and $U_\infty$, to the core where the pressure is $p < p_\infty$ (to maintain the centripetal acceleration) requires $U_c > U_\infty$. Batchelor (1964), who made this analysis, showed that a Rankine vortex with maximum tangential velocity $U_\theta = kU_\infty$ has $(U_c)_{max} = U_\infty\sqrt{1+2k^2}$. Batchelor also demonstrated through the use of an asymptotic analysis that viscous diffusion of the trailing vortex, which causes the core pressure to rise with downstream distance and hence imposes an adverse pressure gradient on the core fluid, decelerates the core fluid such that its velocity varies as $x^{-1}\log x$.

On the grounds that Batchelor’s analysis is only valid hundreds of chords downstream of the foil (roughly 200-2000c for the experimental work done in this thesis),

† In recent aerodynamics papers the expression “roll-up” has become increasingly prevalent. The author is here merely carrying the language evolution to its logical next step.
a small perturbation study was undertaken by Moore and Saffman (1973) on the effect of core viscosity. They showed that either an axial velocity excess or deficit may exist in the core, depending on the tip loading, Reynolds number, and downstream distance. In view of their mathematical requirement that $|U_{xc} - U_{\infty}| \ll U_{\infty}$ and that the flow be steady and laminar (c.f. Chapter IV), one suspects their results have only limited applicability.

Numerical simulations of the rollup were done crudely at first (Westwater 1935), and then with progressively more care (Takami 1964 and Moore 1974). Moore in particular found that the trailing vortex (of an elliptical lift distribution wing) is elliptical in cross-section after substantial rollup. Many more recent numerical simulations have been performed. A summary of several of these is given in Chapter VI. Although a marked improvement in the quality of these simulations with time is evident, none of the simulations has provided as detailed a picture of the trailing vortex as that measured experimentally.

Attempts have been made to measure the tangential and axial velocity distributions around trailing vortices using LDV (Orloff and Grant 1973, Baker et al. 1974, Higuchi et al. 1986a), hot wire anemometry (Corsiglia et al. 1973, Chigier and Corsiglia 1972, Zalay 1976), and five-hole probes (McCormick 1968, Logan 1971). Although these techniques have the fairly severe limitations discussed in Chapter III, several characteristics of trailing vortices are known:

(i) The maximum tangential velocity around the vortex core at $x/c=5$ is on the order of $0.8U_{\infty}$ for $\alpha = 10^\circ$.

(ii) The vortex core is not axisymmetric, and meanders in time—presumably due to freestream turbulence in the tunnel.

(iii) The core radius increases and $(U_\theta)_{\text{max}}$ decreases as $x/c$ increases.

(iv) Well downstream of the foil an axial velocity deficit exists in the core.

Tip vortex cavitation is even less well understood than single phase tip flow, primarily because freestream (Arndt 1981, Gates and Acosta 1978) and surface (Holl...
nuclei are additional parameters in the problem, and because two-phase effects are important when the cavitation number is reduced much below $\sigma_i$ (for example, this explains why cavitation desinence occurs at $\sigma > \sigma_i$, and why vapour-filled trailing vortices are more stable than single phase vortices).

McCormick (1962) found experimentally that:

(i) $\sigma_1$ increases weakly with Re ($\approx$ as Re$^{0.35}$).

(ii) $\sigma_1$ increases as $\alpha$ increases.

(iii) $\sigma_1$ is virtually independent of the aspect ratio when $AR > 1.5$.

Perhaps his most important finding was that roughening the pressure surface of a wing near its tip reduced the inception index, $\sigma_i$. No similar effect was seen for suction surface roughening. From this behaviour he inferred that, since $\sigma_1$ is dependent on the vortex core size, the core size is substantially dependent on the pressure side boundary layer thickness. It is interesting to note that roughening the suction surface of a marine propeller (Arndt 1976) decreases $\sigma_1$, which suggests that centrifugal effects in propellor flow cause suction surface fluid to be incorporated in the trailing vortex. Readers interested in a discussion of propellor tip cavitation may refer to the recent study by Kuiper (1981).

Recently Katz (1984) and Arakeri and Acosta (1979) have demonstrated the importance of laminar separation on cavitation. Elliptical planform hydrofoils experience separation at low attack angles; it has been shown for these hydrofoils that the tip vortex inception behaviour can be partially understood by allowing for the effect of laminar separation (Arakeri et al. 1986, Arndt et al. 1985). Rectangular planform foils do not have separated flow regions at normal $\alpha$ (Green 1987), and consequently their inception characteristics cannot be explained in the same way.
I.4 Scope of the Present Work

Although tip vortices have been studied for many years, surprisingly much remains unknown about them. For example, the transient static pressure inside a tip vortex core has not been measured previously. The mean static pressure has only been measured using intrusive probes. An understanding of both of these quantities is clearly necessary to determine when cavitation may occur. The fluctuating velocity of the tip vortex has similarly never been measured prior to the present work. Knowledge thereof is certainly germane to an understanding of tip vortex cavitation, vortex breakdown, and vortex-structure interactions. This thesis is the first systematic treatise on tip vortex flow Reynolds number effects. As discussed in Chapter IV, many different proposals have been made for tip vortex alleviation devices, though few have found practical application. A novel ring wing tip vortex modification device which has potential for both marine propellor cavitation avoidance and aircraft wing efficiency improvement is described in Chapter IV. These are the main contributions of this thesis to scientific knowledge.

Chapter II is devoted to a description of the apparatus used during the experimental phase. Chapter III sets forth the techniques used to examine the tip vortex. Chapter IV is a presentation of most of the results of the present research, and a discussion of these results is given in Chapter V. Finally, Chapter VI recounts an unsuccessful attempt to simulate the flow numerically, and a summary and conclusions are the topics of Chapter VII.
Figure I.1 Pressure Field Interpretation of Tip Vortices.

Figure I.2 Shear Layer Interpretation of Tip Vortices.

Figure I.3 Helmholtz Vortex Laws Interpretation of Tip Vortices.
Chapter II—EXPERIMENTAL APPARATUS

This chapter describes the three main components of the experimental apparatus: the Low Turbulence Water Tunnel (LTWT), the different hydrofoils and the hydrofoil mount, and the holocamera and bubble injection system which was used in much of the experimentation. Equipment used only during limited tests is documented in Chapter III.

II.1 Low Turbulence Water Tunnel

Gates (1977) has described in detail the LTWT—only a short overview is given here. The LTWT, a schematic of which is given as Figure II.1, possesses the following characteristics:

A/ Test Section Velocity

A mixed flow pump driven by a 30 HP DC motor pushes water around guide vanes at the tunnel bends, through two honeycombs and three screens, and then through a 14.5:1 contraction ratio nozzle prior to entry into the test section. These measures ensure that the freestream turbulence level in the test section does not exceed 0.04% (Gates 1977). The test section, 2.5m long, expands from a 0.3m × 0.3m cross-section at the inlet to a 0.3m × 0.36m high cross-section at the outlet. The test section velocity is variable in the range 0-10 m/s, and may be measured using a Hg — H₂O manometer, or a pressure transducer connected to the manometer.

B/ Test Section Pressure

The test section pressure may be adjusted by using the vacuum pump to apply a partial vacuum to the pressure vessel. Test section pressures of from 20-120 kPa are attainable; both a Hg — H₂O manometer and an attached pressure transducer may be used for its measurement.

C/ Water Quality

The dissolved air content of the tunnel water may be reduced from 15 ppm (saturation) to 3 ppm using the deaeration system. Because the tunnel contains
no resorber, the 30 second recirculation time of the tunnel (at maximum velocity) is an important restriction in view of the effect of freestream nuclei on cavitation. The dissolved air content is measured using a van Slyke Blood Gas Analyzer. Particulates suspended in the water during operation are filtered out using a diatomaceous earth filter. Several different metals are simultaneously present in the tunnel, which necessitates the use of dilute concentrations of Na$_2$CrO$_4$ (700 ppm) and KOH (pH=9–10) for corrosion control. These chemicals are not believed to affect the water’s physical properties.

II.2 Hydrofoils and Mount

Four different hydrofoils were used over the course of the experimental work. Most testing was carried out on two foils: a NACA 66-209 hydrofoil with c=0.152m, s=0.175m; and a NACA 64-309 hydrofoil with c=0.152m, s=0.178m. Both foils have a design attack angle of 7.1°. The former foil was aluminum coated with smooth epoxy paint to preclude corrosion, and the latter was a smooth stainless steel foil with a flap (set at 0°) at x/c = 0.75. The other two foils were a symmetric brass Joukowski 12% thick foil with c=0.102m, s=0.190m (a portion of the foil was removable to give b=0.111m), and an epoxy-painted steel 0.0032m-thick, flat plate foil (having semicircular leading and trailing edges) with c=0.152m, s=0.169m. These foils were mounted by means of a long spindle passing through a false floor and the tunnel floor, which permitted attack angle adjustment with the test section filled. The attack angle could be measured with an error of ±0.1°. The 0.032m-thick false floor was necessary to accommodate the 0.019m-thick disk in which the hydrofoils were potted, and also served to both disrupt the test section floor boundary layer, and, more significantly, reduce the attainable cavitation number in the tunnel.

II.3 Holocamera and Bubble Injection System

The holographic system has been described in considerable detail previously
(O'Hern 1987, Katz et al. 1984, Katz 1979); only basic attributes will be described herein.

Figure II.2 is a schematic of the holocamera system. Triggering the flashlamp at high voltage causes it to emit intense light for \( \approx 1500\mu s \). If the Pockels cell is removed from the optical cavity, this light pulse will cause continuous lasing to occur roughly 200-700\( \mu s \) after triggering. The Pockels cell allows for Q-switching of the laser to produce either one (single pulse lasing for pressure measurements only) or two (double pulsed lasing for both pressure and velocity measurement) pulses of very short duration—typically 20ns-50ns— which are brief enough to freeze the motion of bubbles in the sample volume. A pulse spacing of 150\( \mu s \) was used while double pulsed lasing. These light pulses pass through the front mirror and neutral density filters (for hologram exposure control), and a small percentage of the light is directed by a beamsplitter onto a photodiode to obtain a crude record of the light intensity. The majority of the light is spatially filtered and then collimated before passage through the sample volume. Some of the light is diffracted by bubbles in the sample volume prior to reaching the recording medium. The interference formed by the interaction of the diffracted light ("the subject beam") with the majority, undiffracted light ("the reference beam"), is recorded on holographic film (Agfa-Gevaert 10E75 roll film) as a Fraunhofer, or "in-line," hologram. A photograph of the holographic system in position near the tunnel is labelled as Figure II. 3. After development of the film the hologram is reconstructed by illuminating it with collimated He-Ne laser light (refer to Figure II. 4). Measurements were made on a highly magnified portion of the real reconstructed image. The difference in the wavelength of He-Ne (633nm) and ruby (694nm) laser light causes distances normal to the hologram plane to be contracted on reconstruction, an effect which is allowed for in the data manipulation.

The holographic system was used for recording bubbles, and, in a limited set of runs, heptane droplets, injected into the tunnel. For accurate pressure measurement it was crucial that the injected bubbles be of uniform size. It was also necessary that the concentration be low enough to avoid bubble interactions but high enough
to clearly define the trailing vortex core. After considerable effort a good solution was found—when uniform bubbles were required, bubble injection was done in the settling chamber just upstream of the LTWT nozzle†; when this was not a constraint, injection was carried out 0.25m upstream of the foil in the LTWT test section (the latter injection site chosen because the injector's tendency to clog made a readily accessible site useful). The bubble injector consisted of a 0.0064m o.d. stainless steel tube to which was silver-soldered a 0.0032m o.d. tube with a small machined brass tip. Glass nozzles consisting of 0.0016m o.d. glass capillary tubes pulled to a sharp point and then broken to yield an opening of ≈ 20μm i.d. were installed on this brass tip, and sealed using 0.0016m i.d. Tygon tubing and wire (refer to Figure II.5). The injector was held in the settling tank in a relatively unintrusive H-frame; a pitot probe holder held the injector in the test section. Pressurized filtered dry air at 100-200kPa absolute, controllable by a regulator, was forced through the glass tip to produce bubbles. The flow rate was adjusted with a needle valve.

† It is thought that bubbles injected in the test section were not sufficiently uniform for pressure measurement because of the unsteady wake generated by the bubbles themselves at the local Reynolds number in the test section. The factor of 15 lower velocities that exist in the settling chamber are one explanation for the uniform bubbles produced by an injector located there. Injecting bubbles in the settling tank has a significant shortcoming. Number continuity implies the test section bubbles will be spaced 15 times farther apart than bubbles injected in the test section. Intuitively, it is reasonable to anticipate that 150μm bubbles can be spaced no closer than 200μm apart at the injection site. These bubbles would be 3mm apart in the test section. Since the holographic sample length is only 45mm, a maximum of 15 bubbles would be recorded in each hologram— a severe limitation in the data-taking rate.
Figure II.1 Low Turbulence Water Tunnel – schematic.
Figure II.2 In-line Holographic System.
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Figure II.3 Installation of the Holographic System near the LTWT (the hydrofoil is visible in the test section).
Figure II.4 Holographic Reconstruction System.
Figure 11.5 The Bubble Injector.
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Chapter III—EXPERIMENTAL TECHNIQUES

Several different experimental techniques were used to examine the trailing vortices. A qualitative impression of the vortex rollup process was gleaned from surface flow visualization photographs. Double pulsed holograms provided detailed quantitative information about the velocity field around the trailing vortex. Pressure field information was obtained from single pulse holograms of initially uniform bubbles. Photographs of the tip vortex cavitation and cavitation inception measurement round out the experimental techniques listing.

Before delving into a detailed discussion of the different techniques, some characteristics of trailing vortices which dictate the choice of measurement method will be described.

It has been known for many years (Holl et al. 1972, Holman and Moore 1961) that vortices are sensitive to even very small intrusive probes. Consequently, only non-intrusive techniques (holography, LDV, speckle photography, etc.) yield consistently reliable data. Measurements taken by previous investigators using 5-hole probes (e.g. Snedeker 1972, Logan 1971, McCormick et al. 1968), vortex meters (Zalay 1976, Jarvinen 1973), and hot wire probes (e.g. Corsiglia et al. 1973, Chigier and Corsiglia 1972, Chigier and Corsiglia 1971. Possibly acceptable when the vortex is not near breakdown.) are subject to doubt on these grounds.

Vortex meandering, the tendency for vortices to chaotically move about some mean location, was also observed long ago (e.g. Baker et al. 1974, Corsiglia et al. 1973). The meandering, which is thought to be due to freestream turbulence, causes the trailing vortex to move randomly across a fixed probe (or LDV “probe volume”). This means that at one instant in time the probe may reside in the vortex core while at subsequent times it may lie in the irrotational flow surrounding the core. The author has observed, for example, that in the low turbulence facility used in this study trailing vortices meander laterally by 0.01m or 0.02m (roughly 2-4 R_c) about a mean location for x/c > 3. The meander is smaller for x/c < 3. When hot wire, pressure probe, or LDV data is temporally averaged at a fixed location, the result is
equivalent to spatially averaging over several \( R_c \). Baker et al. (1974) attempted to allow for this meandering analytically, but with questionable effect (they measured maximum tangential velocities of \( \approx 0.22U_\infty \) at \( x/c=10 \) for a foil at \( \alpha = 10^\circ \), which is wrong by at least a factor of 3). Two reasonable methodologies exist for coping with the vortex meandering problem – scanning across the approximate vortex location very rapidly and discarding all scans which do not pass through the vortex center (Corsiglia et al. 1973), or accurately recording the exact vortex location whenever data is acquired (the tack taken in this study).

Three other characteristics of trailing vortices have only been discovered recently (Green 1988) – strong unsteadiness of the core flow, very small core dimension \( O(10^{-3}c) \), and vortex core structure. The poor spatial resolution, susceptibility to vortex meander, and the fact that they are only point – not global – measurements all mitigated against the detection of these phenomena by the above techniques.

III.1 Surface Flow Visualization

The first step in surface flow visualization (SFV) was the removal of the hydrofoil from the tunnel. A grid was drawn on the foil, and a viscous oil-based paint/linseed oil mixture was dotted on the grid markings. Dot uniformity was adequate for the purposes of this study. The precise linseed oil concentration required to produce good results was dependent on the flow velocity, angle of attack, foil surface finish, and oil-based paint used. Typically 1 part oil in 8 parts Pictor oil-based white paint was appropriate. The paint mixture was found to be highly non-Newtonian, not deforming substantially until a high shearing stress was applied. The foil thus dotted (see Figure III.1) was returned to the tunnel, the \( 0^\circ \) attack angle was remeasured, and the desired attack angle chosen. After tunnel refilling excess air was bled off and the tunnel water was rapidly accelerated up to a set speed. Due to the highly thixotropic behaviour of the dot mixture, and its slow motion, virtually all dot movement occurred at very nearly the set tunnel velocity. The foil with its smeared dots was subsequently removed from the tunnel and
photographed. Photographic enlargements were used to measure flow downwash angles.

SFV is a useful technique because it is non-intrusive and a good source of global flow information. Squires (in Maltby 1962) has analytically demonstrated that the paint flow direction matches the local boundary layer flow direction, except near points of small skin friction (e.g. near separation). The smear line length is a very rough measure of the local shearing stress magnitude (the length depends, in addition, on the flow history, the paint viscosity, and the foil surface condition).

III.2 Double Pulsed Holographic Measurement of Instantaneous Velocity

Consider injecting microbubbles, or any other buoyant particles such as oil drops, upstream of a hydrofoil mounted in a water tunnel. In this research phase the injector was located 0.25m upstream of the foil. The bubbles (70μm-400μm in diameter for this study) act principally as Lagrangian flow markers, but, because a net centripetal force (due to the imposed pressure field) slowly drives some of the bubbles into the vortex core, they very accurately define the instantaneous vortex core location. Double pulsed in-line holograms – two holograms of a specified volume taken in quick (150μs time separation) succession – were recorded on holographic film. On reconstruction of the holograms the displacement of each bubble between the two instants in time was measured (refer to Figure III.2), from which the in-plane velocity could be inferred. This velocimetry technique was validated by determining the velocity distribution near the leading edge of the NACA 66-209 foil (refer to Figure III.3). Theoretically, one should be able to obtain complete three-dimensional particle location information from a hologram. However, even on the best holograms out-of-plane displacements could be measured to only ±130μm, which is not surprising given the typical bubble size and the Fraunhofer holography method used. This shortcoming limited the data to accurate in-plane (2D) velocities located accurately in 3D space. The 2D velocity, in conjunction with precise knowledge of the instantaneous location of the vortex core, yielded the radial and axial velocity of each bubble about the core (and the radial distance of the bubble
from the core). Figure III.4 illustrates this process. Only values of \( \theta \) near 0° or 180° will produce accurate tangential velocity measurements; small errors in \( U_y \) are greatly magnified by the \( \sec \theta \) factor when \( \mid \theta \pm \pi/2 \mid \) is small. The author has found that restricting tangential velocity data to \( \mid \theta \pm \pi/2 \mid \) gives sufficiently accurate results. Limiting the data in this fashion also reduces the small contribution of the radial velocity to the measured \( U_y \) (and hence to the inferred \( U_\theta \)). An estimate of the maximum radial velocity relative to the water, which is a measure of how closely the bubbles behave as Lagrangian tracers, is given in Appendix B.

III.3 Single Pulse Holography Determination of Instantaneous Pressure

Ooi (1981) introduced the use of air bubbles as Lagrangian static pressure sensors. Consider a spherically symmetric (for all time) bubble exposed to a far field pressure \( p_\infty(t) \). The bubble responds to the pressure field by changing its radius as:

\[
\rho R \frac{\ddot{R}}{R} + \frac{3}{2} \rho \dot{R}^2 = p_g - p_\infty + p_V - \frac{2S}{R} - \frac{4 \nu \dot{R}}{R} \tag{III.3.1}
\]

If the bubble response time is small compared with typical pressure fluctuation times, then the bubble responds quasistatically to the external pressure as:

\[
p_\infty(t) = p_g + p_V - \frac{2S}{R} \tag{III.3.2}
\]

where \( p_g \) is the internal gas pressure and \( p_V \) is the vapour pressure. Provided that the bubble deformation is not too large, the appropriate response time is approximately \( 1/(\text{bubble natural frequency}) \) (Ooi and Acosta 1983), which for a 100\( \mu \)m radius bubble is about 100\( \mu \)s. Smaller bubbles respond more quickly; the response time varies as \( R^{1.6} \) (Arndt and George 1979).

If the bubble undergoes a polytropic expansion from an initial radius \( R_o \) and external pressure \( p_o \), to a final radius \( R_1 \) (at the location '1'), then \( p_g \) may be expressed as:

\[
p_g = \left( p_o + \frac{2S}{R_o} \right) \left( \frac{R_o}{R_1} \right)^{3n} \tag{III.3.3}
\]
This equation is predicated on the assumption that none of the gas passes into solution. Holl (1970) has invoked the theoretical results of Epstein and Plesset (1950) to show that the time for a 100μm radius bubble to be reduced to 50μm by dissolution is 5000 s. Clearly the bubble radius reduction in the up to 0.4 s (for \( x/c=10, U_\infty = 5m/s \)) between the time when measurements of \( p_o \) and \( p_1 \) are made, is negligible.

The injected air bubbles are essentially dry, and very little evaporation of water into the bubbles occurs over the short time between injection and measurement, so the contribution of \( p_v \) may be neglected. Then, III.3.2 and III.3.3 together imply:

\[
p_1 = \left( p_o + \frac{2S}{R_o} \right) \left( \frac{R_o}{R_1} \right)^{3n} - \frac{2S}{R_1}
\]

which means that if at a reference location (the test section entrance) \( p_o \) and \( R_o \) are measured, a measurement of the bubble radius, \( R_1 \), at a second location is implicitly a measure of the local static pressure, \( p_1 \), there. It remains to determine the value of \( n \). If the time from when the bubble was last in thermal equilibrium to the present is large relative to the bubble thermal response time, then the bubble gas behaves isothermally. We may crudely calculate the bubble thermal response time as:

\[
\tau = \frac{\rho c_p R}{3h}
\]

Since the speed of the gas within the bubble is small, a reasonable guess of the heat transfer coefficient is \( h=10W/m^2K \). Using properties for a 100μm radius bubble, this gives \( \tau \approx 3 \times 10^{-3}s \). Apparently, the bubbles respond isothermally to the generally lower mean pressure in the trailing vortex core, but cannot be assumed to have an isothermal response to the very brief pressure transients that occur in the core (refer to Chapter IV). To summarize, then, \( n=1 \) will be assumed when analyzing the results, but it is recognized that an error will be incurred in this approximation when the core pressure is quickly varying.

Rather than follow the motion of an individual bubble downstream as suggested by Equation III.3.4, bubbles of uniform size were continuously injected upstream of
the test section. Measurements of their radii, \( R_1 \), in the region of interest, and the uniform radius \( R_o \) (determined by taking several holograms of the bubbles at the test section entrance and averaging their measured sizes) and \( p_o \), determined the local pressures \( p_1 \) (refer to Figure III.5). The difficulty with this approach is that bubble uniformity is crucial. Much effort was expended before a final acceptable injection site in the settling tank upstream of the tunnel nozzle was found. Figure III.6 is evidence that uniform bubbles were attained – 95% of the bubbles had radii within 3% of the mean value.

No previous author has calculated the error involved in measuring static pressures using this technique. Such a calculation is, if not invaluable, certainly instructive. For a typical injected 150\( \mu \)m diameter bubble, the surface tension term may be neglected relative to the external pressure term in Equation III.3.4, whence it may be rewritten as:

\[ p_1 = p_o \left( \frac{R_o}{R_1} \right)^{3n} \]  

(III.3.6)

The finite resolution of the holographic system limits the accuracy of measurements of bubble diameter to \( \pm 5\mu \)m (O'Hern 1987) (this corresponds with \( \pm 1\)mm on the monitor at normal magnification), so the error in \( R_1 \) is \( \approx 3\% \). Similarly, the error in \( R_o \) is \( \approx 3\% \) (if not higher, due to the initial slight non-uniformity in the bubble sizes). If isothermal bubble growth is assumed, then the error in \( p_1 \) is 7%. If adiabatic bubble growth is assumed, and a slightly higher error in \( R_o \) \( \approx 5\% \) is postulated, then the error in \( p_1 \) is a substantial 12%. Consider measuring \( p_o = 100 \) kPa, and \( R_o \) and \( R_1 \) such that \( p_1 = 90 \) kPa. The error in \( p_1 \) (6 or 11 kPa depending on the scheme) is so large that the quantity of interest, \( p_o - p_1 = 10 \pm (6 \text{ or } 11) \) kPa is meaningless. To clarify this point, what we wish to measure is the difference between two large quantities, one of which is known precisely and the other of which is subject to considerable error. Performing the subtraction amplifies the relative error.

This problem may be addressed in two ways (the bubble radius is fixed by the aforementioned bubble response time limitations). By increasing \( U_\infty \), \( p_o - p_1 \) is
increased, which reduces the relative error (e.g. $p_o = 100$ kPa, $p_1 = 30$ kPa implies $p_o - p_1 = 70 \pm (2$ or $4)$kPa). A related but subtly different approach is to reduce $p_o$ so that $p_1$ is very small, which also reduces the relative error (e.g. $p_o = 20$ kPa, $p_1 = 4$ kPa implies $p_o - p_1 = 16 \pm (0.3$ or $0.5)$kPa). Both schemes were utilized to yield the results of Chapter IV.

III.4 Cavitation Measurements

With the foil in the tunnel, gradually $U_\infty$ was increased and $p_\infty$ decreased. At the moment of cavitation inception (as evidenced by the sudden appearance of at least one macroscopic bubble per second in the trailing vortex core under stroboscopic illumination) $U_\infty$ and $p_\infty$ were measured. The LTWT water was circulated for at least 5 minutes at high pressure and low velocity between measurements to return the freestream nuclei concentration to its steady state value (see Katz 1984). This procedure is necessary due to the lack of a tunnel resorber.

The range over which tunnel pressure may be changed is nowhere near sufficient to reduce $\sigma$ by the factor of 5 necessary to cover the "cavitation bucket" extremes. Consequently, the tunnel velocity was also altered between different measurements. The Reynolds number at which $\sigma_1$ was measured varies by as much as a factor of 1.5 over each plot in Chapter IV. However, at this Reynolds number McCormick (1962) has found that $\sigma_1$ is not a strong function of $Re$, and is certainly much more strongly dependent on $\alpha$ and the dissolved air content.

Flash and time exposure photographs of both inception and more developed cavitation were taken for reference purposes.
Figure III.1 Hydrofoil Dotted for SFV in the LTWT.

Figure III.2 A Typical Double Pulsed Hologram Pair.
Figure III.3 Validating the Double Pulsed Holography Technique. In plane velocity vectors near the foil leading edge. $U_\infty$ was measured manometrically.
Figure III.4 Geometry of Tangential Velocity Measurement.
Figure III.5 Single Pulse Holographic System for Pressure Measurement.
Figure III.6 Injected Bubble Size Distribution in the Tunnel Test Section.
Chapter IV—RESULTS

This chapter is devoted to a presentation of the experimental results. The first section of this chapter displays the results of SFV (described in III.1) carried out on two basic wings – the 66-209 wing with a rounded tip, and the 64-309 rounded tip wing. An exposition of the double pulsed holography results (refer to III.2) for the 66-209 wing is given in section two, and of the single pulse holography results (refer to III.3) in section three. Section four contains the cavitation inception results, and section five is the repository of wing tip modification results.

IV.1 Vortex Rollup

Surface flow visualization is a particularly graphic technique for revealing the flow pattern near the foil surface. SFV photographs thus prove helpful in qualitatively understanding early stages of the vortex rollup process. A surprising amount of hard data may also be gleaned from these pictures.

All of the SFV photos (with the sole exception of Figure IV.8) were taken at Reynolds numbers of $1.2 - 1.5 \times 10^6$. For all cases the flow is right to left on the pressure side, left to right on the suction side, and right to left on the inboard view. Additional SFV photographs are included in Chapter IV.5 and Appendix A.

Figure IV.1(a,b,c) is a series of SFV photographs of the 64-309 foil at $\alpha = 7^\circ$, the design angle of attack. A wing/wall interaction on the suction side is apparent in the region $x/c > 0.5$, $y/s < 0.2$, which precedes the wake formation occurring at higher $\alpha$ (refer to Figure IV.4). No equivalent interaction is seen on the pressure surface. Substantially different shearing stress magnitudes on the suction surface exist at $y/s = 0.5$ and $x/c = 0.1$ (small), $x/c = 0.3$ (large), and $x/c = 0.7$ (moderate) – in qualitative agreement with two-dimensional potential flow predictions. The pressure surface shearing stress magnitude is low near the leading edge and much higher for $x/c > 0.3$.

Strong indications of the initial vortex core rollup are apparent at $y/s = 0.95$, $x/c = 0.5$; an observation that will be referred to in Chapter V. A physical interpreta-
tion of the smear lines in the vicinity of the tip (Figure A.2.1 is particularly graphic in this respect) is presented as Figure IV.2. Significant inboard and outboard flow due to the tip is apparent in the photographs. The flow angles are quantified in Figure IV.3(a) (refer to Figure IV.1 for the definition of $\phi$). It is evident that whereas the pressure side displays the strong tip loading one would anticipate from a rectangular planform wing, the suction side has a much less pronounced tip effect, even in regions where the tip vortex rollup influence is slight. The reason for this load distribution is not understood, though it does agree fairly well with the X-wire measurements of Francis and Kennedy (1979).

The downwash angle at the tip is the angle made by the smear lines with respect to the chordline, measured on the chordline at the tip. This angle (Figure IV.3(b)) is on the order of 40°, and increases along the chord length. The measured large downwash angles are interesting because they imply tangential velocities around the trailing vortex up to $2U_\infty$.

Figure IV.4 reflects the surface flow pattern at $\alpha = 12^\circ$. All of the features present in Figure IV.1 are enhanced here: the wing/wall interaction is stronger, with some signs of unsteady wake formation, and the vortex rollup is more pronounced and has moved upstream on the wing to $x/c=0.3$. Francis and Kennedy (1979) speculated on the upstream motion of the vortex rollup position—"one would expect vortex spillover with increasing incidence," and cite the higher tip lift increment measured experimentally (Pearson 1937) and confirmed computationally (Maskew 1976) as support. This is the first time this behaviour has been directly observed. A very small unsteady separated flow region is indicated by the upstream motion of some of the dots near $y/s < 0.3$, $x/c=0.08$.

The surface flow at $\alpha = 3^\circ$ is documented in Figure IV.5. Relative to $\alpha = 7^\circ$ the vortex rollup location is farther back on the foil (near $x/c=0.7$), and all of the downwash and inboard flow angles are much smaller than for $\alpha = 7^\circ$ as a result of the smaller total lift.

A sequence of SFV images of the NACA 66-209 round tip foil at increasing $\alpha$
are to be found in Figures IV.6 – IV.10. A comparison of Figures IV.7 and IV.8 reveals that Reynolds number effects on the rollup process \((5 \times 10^5 \leq \text{Re} \leq 1.5 \times 10^6)\) are slight. This observation is borne out by a quantitative comparison of downwash angles at the tip (Figure IV.11). The similarities between the surface flow patterns on the 66-209 and 64-209 foils are manifest. One difference is the 66-209 foil does not show suction surface leading edge separation below \(\alpha = 13^\circ\), in contrast with the 64-209 separated flow occurring at \(\alpha = 12^\circ\).

The downwash angle (unrelated to the lifting line theory “downwash angle”) at the tip (Figure IV.12) scales as \(\alpha - \alpha_o\) for \(x/c < 0.6\), but at larger values of \(x/c\), \(\epsilon'\) no longer does so (Figure IV.13). The former observation is in accord with linear wing theory, whereas the latter observation is thought to disagree with linear theory because of tip vortex rollup.

In summary, examination of various surface flow visualization photographs has shown:

1. a strong wing/wall interaction for \(y/s < 0.2\), particularly for higher \(\alpha\).
2. highly three dimensional flow near the tip. When \(\alpha \geq 8^\circ\) the flow is significantly three dimensional everywhere on the span.
3. rollup is only weakly dependent on \(\text{Re}\).
4. the load distribution on the suction side is qualitatively not as concentrated near the tip as one might expect from experience with lifting line computations.
5. the location of vortex rollup moves forward (to smaller \(x/c\)) as \(\alpha\) increases.
6. the downwash angle at the tip, for \(x/c < 0.6\), is proportional to the wing lift angle.

**IV.2 Trailing Vortex Velocity Distribution**

This section is divided into two major parts – the first devoted to justifying the air bubble injection/double pulsed holography technique for velocity measurement, and the second to presenting the multitudinous data acquired around the NACA
66-209 rounded tip foil vortex core.

IV.2.1 Validating the Air Bubble Injection/Holography Technique

Typical air bubble injection velocity results are displayed in Figure IV.14. Different symbols in the figure represent data acquired from 5 holograms taken over a span of two hours. The excellent correspondence of the data implies both that the gross flow behaviour (e.g. \( \overline{U_{xc}} \), \( \overline{U_\theta(R)} \), \( \overline{U_{xc}} \), etc.) is invariant with time, and that the velocity distribution of the bubbles may be accurately inferred from holograms.

A natural question arises—Is the velocity distribution of the bubbles equivalent to that of the single phase fluid around the core? Three different phenomena might reasonably be expected to cause the bubble motion to differ from that of the single phase vortex – bubble/vortex interactions causing gross overall changes in the flow pattern, bubble/flow field interactions producing a bubble velocity which differs from that of the surrounding fluid, and bubble/bubble interactions which have the same effect.

It is highly unlikely that bubble/vortex interactions could produce overall changes in the flow pattern because outside the vortex core the bubble void fraction was on the order of \( 10^{-6} \), a level well below that at which the flow would exhibit significant two phase behaviour. The bubble density in the core is typically much larger than in the surrounding fluid. However, all of the unusual core behaviour described in this section has been observed at inter-bubble spacings of from \( 3R_B \) to 20 or more \( R_B \), which strongly suggests that gross interactions of bubbles with the vortex do not play a role in the core either.

The second possible cause of bubble velocity error is now considered. Bubbles may have a relative velocity with respect to the surrounding fluid if a pressure gradient exists within the fluid. As discussed in Appendix B, this relative (or “slip”) velocity increases as \( R_B \) increases (it varies roughly as \( (R_B)^2 \)). Thus, if relative motion of the bubbles were a factor in the results, the observed velocity of large bubbles would be significantly different from that of smaller bubbles. Figure
IV.15, which includes data from bubbles of 40μm to 200μm in radius, shows the slip velocity is inconsequential to within experimental error.

“Bubble/bubble interactions” refers to the possibility that oscillations of one bubble may cause nearby bubbles to move relative to the fluid. It is highly improbable that these interactions are important because the inter-bubble spacing is fairly large (the intensity of these interactions falls off approximately as the square of the distance between the bubbles), and the bubble oscillations are themselves relatively weak.

In order to dispel any lingering doubts that the bubbles are not representative of the surrounding fluid motion, different buoyant fluid droplets – a heptane/azobenzene mixture – were used as Lagrangian flow markers. Heptane was chosen for this study because it is substantially less dense than water (specific gravity = 0.66) and hence adequately marks the vortex core. Heptane is also insoluble in water. Azobenzene, which is soluble in heptane but not in water was used to dye the heptane deep orange, making it more visible both during the experiment and in holograms. Since this mixture is a liquid, the possibility of two-phase effects no longer exists. Furthermore, the smaller density difference between the mixture and the water (than between air and water) produces comparatively less relative motion of the droplets. Finally, the interfacial tension existing at the heptane/water interface is less than that between air and water, which causes small droplets to form at the nozzle (R_B as small as 20μm). As discussed previously, these smaller markers move slowly relative to the surrounding fluid, thus providing a more accurate measure of the local velocity.*

Figure IV.16 is a comparison of the results of air bubble and heptane injection. These figures demonstrate that, as anticipated, the type of injected particle has no effect on the measured velocity.

It bears mention that the radial and axial pressure gradients in the flow corresponding with Figures IV.14-IV.16 are the largest encountered in any of the ex-

* Heptane was not used for all measurements because it contaminates the LTWT.
periments. They are, therefore, a severe test of the no relative-motion assumption. Consequently, by establishing that the air bubbles are in fact good indicators of the local single phase flow velocity for this particular flow, one may infer that the bubbles are at least equally good markers for all the flows studied.

Before beginning a detailed presentation of the results, certain very basic features of the velocity distributions must be described. The most glaring attribute of the axial velocity distribution is the substantial difference in mean axial velocity between the vortex centerline and the freestream. Associated with this axial velocity difference (for this flow an excess, in other cases a velocity deficit) is a significant axial velocity unsteadiness. Some of the flow unsteadiness manifests itself outside the core. The out-of-core unsteadiness is almost certainly being driven by in-core unsteadiness rather than the opposite causal relation, as a comparison of the magnitude of the fluctuations makes clear. There is no unequivocal evidence of tangential velocity unsteadiness.

Indisputable photographic evidence of both axial core velocity excesses and deficits is displayed in Figures IV.17 and IV.18. These are photographs of reconstructed double pulsed holograms. In Figure IV.17 the bubble pair in focus lies in the core and has an axial velocity of $1.52U_\infty$, whereas the out of focus bubble pair to the left represents a bubble $2.8\text{cm}$ out of the core travelling at $0.95U_\infty$. The in focus bubble pair in Figure IV.18 lies in the vortex core and has an axial velocity of $0.64U_\infty$; the out of focus bubble is $3.0\text{cm}$ from the core and is travelling at $1.05U_\infty$.

The tangential velocity distribution around the vortex consists of two basic regions – a solid body rotation region ("the core") in the vicinity of the vortex axis (in this case for $R \leq 0.5\text{cm}$*, though the precise value is not readily discernible on the plot), and a monotonically decreasing tangential velocity region away from the core. The decaying tangential velocity region is well described numerically by a $1/R$ distribution outside a specific radius ($R=2.5\text{cm}$ for this case). The implication is most of the axial vorticity is confined within $R \leq 2.5\text{cm}$, leaving an external, near

* i.e. $R_c/s \approx 0.03$, in rough agreement with Orloff and Grant (1973).
potential, flow. These features of the trailing vortex will be mentioned repeatedly in this section.

Three different parameters were varied in this study of trailing vortex velocity: downstream distance \((x/c)\), Reynolds number \((Re)\), and attack angle \((\alpha)\). It is helpful to present the data organized first by downstream distance and then further differentiated by attack angle and Reynolds number. Data taken at \(x/c=10\) comprises the “farfield” section. The “transition region” data \((x/c=2,4)\) may be found in the subsection that follows it. “Near field” \((x/c=1)\) data is grouped in the last subsection.

IV.2.2 The Far Field Trailing Vortex

The finite length of the LTWT test section precluded measurements beyond \(x/c=10\). Moore (1974) has shown numerically that 85% of the elliptical lift distribution bound vorticity is rolled up into the trailing vortex at this distance. An even higher percentage rollup should exist at the same distance behind a rectangular planform wing because such a wing concentrates the shedding of its bound vorticity near the tip. In addition, Spreiter and Sacks (1951) write: “(for) low-aspect-ratio wings, the trailing vortex sheet may become essentially rolled up into two trailing vortex cores within a chordlength of the trailing edge.” Consequently, it seems reasonable to refer to this portion of the flow as “far field”.

At an attack angle of \(5^\circ\) Reynolds number effects are examined by comparing three different Re flows against a basic flow \((Re=4.31 \times 10^5)\). In each of plots IV.19-IV.21 the basic flow is denoted by an open box. Note in Figure IV.19(a) that reducing Re (to \(Re=1.79 \times 10^5\)) has reduced the mean core velocity \((\overline{U_{xc}}=0.773U_\infty)\) to \(\overline{U_{xc}}=0.595U_\infty\). Figure IV.20(a) shows that increasing Re to \(7.61 \times 10^5\) has only a small effect on the mean core velocity. By way of contrast,†

† When a location is referred to as “\(x/c=10\),” this means the center of the hologram lay at \(x/c=10\). Data were taken over a range of \(\pm 2\)cm around the hologram center; in this case \(9.87 \leq x/c \leq 10.13\).
further increases in Re (to Re= 1.04 × 10^6, see Figure IV.21(a)) very substantially decrease the mean core velocity (to \( \overline{U_{xc}} = 0.462 \)). Two conclusions may be drawn from these comparisons:

1. The core flow is strongly Re dependent
2. The Re effect is not monotonic

It is interesting to compare these results with the LDV measurement of Orloff and Grant (1973) that \( \overline{U_{xc}} \approx U_\infty \) for a similar wing at \( \alpha = 11.1^\circ, \text{Re} = 7.5 \times 10^5, x/c = 7.0 \). In the vortex shed by a comparable wing at \( x/c = 27 \) and \( 83 \), for \( \text{Re} = 2.78 \times 10^5 \), \( \alpha = 8^\circ \), Corsiglia et al. (1973) measured \( \overline{U_{xc}} = 0.8U_\infty \).

The corresponding tangential velocity distribution data (Figures IV.19(b)-IV.21(b)) are now considered. No change in the tangential velocity distribution between the four Reynolds numbers in Figures IV.19 – IV.21 is apparent. Thus, one concludes that the variation in \( \overline{U_{xc}} \) is not related to the local tangential velocity distribution. As mentioned previously, one may deduce the trailing vortex circulation by fitting the tangential velocity distribution with a curve: \( U_\theta = \Gamma/2\pi R \), for \( R > 2.5\text{cm} \). The calculated values of \( \Gamma \) are displayed in Table IV.1.

The next few paragraphs repeat the presentation just completed of results at \( \alpha = 5^\circ \), but now the focus is on \( \alpha = 10^\circ \).

At \( \text{Re} = 1.44 \times 10^5 \) (Figure IV.22) a distinct axial velocity deficit exists within the core (\( \overline{U_{xc}} = 0.818U_\infty \)). If the Reynolds number is increased to \( 4.31 \times 10^5 \) (Figure IV.23), the deficit becomes an axial velocity excess (\( \overline{U_{xc}} = 1.14U_\infty \)). Further increasing \( \text{Re} \) to \( 7.76 \times 10^5 \) increases the core velocity excess to \( \overline{U_{xc}} = 1.23U_\infty \) (Figure IV.24). The increased core axial velocity has associated with it an increased core unsteadiness. In particular, \( \overline{U_{xc}} \) increases from 0.03 to 0.13 as \( \overline{U_{xc}} \) changes from 0.82 to 1.23. Figure IV.24 contains sufficient data to make a histogram of \( U_{xc} \) meaningful (Figure IV.25). \( U_{xc}/U_\infty \) has a nearly Poissonian distribution, biased heavily towards \( U_{xc}/U_\infty = 1 \). Similar histograms exist for many of the Re and \( x/c \) values studied. Normalized tangential velocity distributions are again Reynolds number independent.
IV.2.3 The Transition Region Trailing Vortex

The data acquired at $x/c=2$ and 4 will be discussed together in this subsection. Two underlying reasons exist for delineating this region – cavitation inception typically occurs here, and (without intending to be flippant) something must bridge the gap between the near and far fields.

Consider Figures IV.26-IV.28, which display the results at $x/c=4$, $\alpha = 5^\circ$ for increasing $Re$. The most important observation to be made is that for these $x/c$ and $\alpha$ values the $U_{xc}$ dependence on Reynolds number is again not monotonic; first increasing with $Re$, and then decreasing ($Re = 2.14 \times 10^5 : U_{xc}/U_\infty = 0.78; Re = 8.19 \times 10^5 : U_{xc}/U_\infty = 1.16; Re = 1.08 \times 10^6 : U_{xc}/U_\infty = 0.69$). The normalized tangential velocity distribution is $Re$ independent, and, in accord with the behaviour at $x/c=10$, $U^*_c/U_\infty$ is largest when an axial velocity excess exists within the core.

Velocity distributions at $x/c=2$, $\alpha = 5^\circ$ for three Reynolds numbers are presented as Figure IV.29. Neither the axial nor the tangential velocity distributions displays a $Re$ dependence.

Figure IV.30 exhibits the velocity distributions at three Reynolds numbers, at $x/c=2$ and $\alpha = 10^\circ$. Once again, the axial and tangential velocity data display no $Re$ dependence. The tangential velocity reaches a maximum of at least $0.8U_\infty$, somewhat higher than $(U_\theta)_{max} \approx 0.6U_\infty$ for $\alpha = 5^\circ$.

At $x/c=2$, for both $\alpha = 5^\circ$ and $\alpha = 10^\circ$, and for all of the Reynolds numbers tested, $U_{xc}/U_\infty > 1$. Associated with this high core velocity is a great deal of axial velocity unsteadiness (e.g. for $x/c=2$, $\alpha = 10^\circ$, $Re = 5.16 \times 10^5 : U_{xc}/U_\infty = 0.17$). A physical feature observable in all of these high axial velocity flows has been given the name “vortex kink” by the author. Photographs of two vortex kinks are labelled as Figure IV.31. Two photos have been included to substantiate the author’s claim that this kinking is not caused by bubble-bubble interactions. Figure 32 is a vortex kink schematic. A second global flow instability – which has been tentatively
labelled "vortex stutter" – has also been photographed (refer to Figure IV.33, a reconstructed double pulsed hologram). This phenomenon consists of fairly unsteady, non-axial motion in the core, bounded up and downstream by regions of relatively steady motion – similar to some forms of macroscopic vortex breakdown.* Macroscopic vortex breakdown was never observed experimentally. "Vortex stutter" is thought to be associated with vortex kinking (refer to Chapter V). The kinking and stutter account for much of the high core axial velocity unsteadiness.

A necessary requirement for the core axial velocity to be unsteady is that core fluid accelerations and decelerations occur. The double pulsed hologram reconstruction in Figure IV.34 is a graphic example of strong local deceleration of the core fluid. Each first exposure of a bubble in the core is labelled with a number and the second exposure is labelled with the same number primed. Between 1 and 1' the bubble average velocity is 8.6 m/s. Between 3 and 3' the bubble average velocity is 5.3 m/s. Assuming that the deceleration is approximately fixed in Eulerian space (relative to the axial velocity of the core), this observation implies that fluid between positions 1 and 3 decelerates by 3.3 m/s in 330μs, or a remarkable 1000g! This rough calculation is corroborated by the severely deformed (285μm height normal to the flow direction; 160μm length parallel to the flow direction) appearance of bubble 2', and the low velocity of bubble 4. These axial decelerations are comparable in magnitude to the maximum centripetal acceleration of fluid around the core = (Uθ)max/R = 340g.

**IV.2.4 The Near Field Trailing Vortex**

The "near field" of a trailing vortex consists of the highly three dimensional portion of the flow immediately downstream of the foil. The three dimensionality

* N.B. This vortex breakdown is not necessarily in any way related to macroscopic vortex breakdown. The author was tempted to use the expression "vortex breakdown" to describe this phenomenon because of the similarities that exist between this structure and structures labelled by other authors (see V.1.7) as "breakdown."
is a manifestation of the wing wake and the rapid movement of vorticity into the core. The near field is a particularly difficult region to study experimentally due to its 3D character; presentation of tangential velocity data is of limited value due to the absence of axial symmetry.

Figure IV.35(a) \((\alpha = 5^\circ, \text{Re}= 1.86 \times 10^5)\) shows that \(\overline{U_{xc}}\) is, like all of the \(x/c=2\) results, elevated above \(U_\infty\). An axial velocity excess is also observed both at a higher Reynolds number (Figure IV.36(a)) and at a different angle of attack (Figure IV.37(a) and Figure IV.38(a)). The low axial velocity data points on several of the figures arise from bubbles moving in the wing wake; the extent of the wing wake may be estimated from bubble motions in the holograms. One estimates the viscous (low velocity) wake of the foil ceases to be discernible 0.05 chords downstream of the trailing edge.

The tangential velocity plots are much more abstruse due to the flow three dimensionality. Very large tangential velocities, perhaps as great as \(U_\infty\), exist at this location. Large scatter of the results confirms that the flow is not cylindrically symmetric. The data are not sufficiently detailed to allow for more insightful observations.

IV.2.5 Summary of Velocity Results

An attempt to convey a great deal of information has been made in this section. Before beginning a description of the pressure field results, a brief listing of the salient velocity field results is given:

1. The validity of the double pulsed holographic measurements of flow velocities using bubble tracers has been confirmed.
2. \(U_\theta/U_\infty\) is \(\text{Re}\) independent.
3. \(U_\theta/U_\infty\) can be as large as \(0.8U_\infty\), or even higher.
4. The mean core axial velocity is much higher than \(U_\infty\) for small \(x/c\), and tends towards \(\overline{U_{xc}} < U_\infty\) as the downstream distance increases. This is in agreement with the results of Corsiglia et al. (1973) and Chigier and Corsiglia (1972).
5. $\overline{U_{xc}}/U_\infty$ as high as 1.5 and as low as 0.5 has been measured.

6. $\overline{U_{xc}}/U_\infty$ is a non-monotonic, strong function of Re in the far field.

7. Points 2. and 7. together imply that $\overline{U_{xc}}$ is not solely driven by variations in $U_\theta$.

8. For all cases the axial flow in the trailing vortex is unsteady. The unsteadiness increases, generally, as $\overline{U_{xc}}$ increases. $\overline{U'_{xc}}$ can be as large as $0.2U_\infty$ with peak-to-peak variations of $U_\infty$!

9. When the core axial velocity is high and flow unsteadiness is substantial, two physical structures of the core have been observed—"vortex kinking" and "vortex stutter."

10. Maximum fluid decelerations of on the order of 1000g have been inferred from measurements in the trailing vortex core.

11. The readily quantifiable data are tabulated in Table IV.1.
<table>
<thead>
<tr>
<th>$\alpha$ (deg)</th>
<th>$x/c$</th>
<th>Re</th>
<th>$\overline{U_{xc}}/U_\infty$</th>
<th>$\overline{U'<em>{xc}}/U</em>\infty$</th>
<th>$\Gamma$ (m$^2$/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>10</td>
<td>$1.79 \times 10^5$</td>
<td>0.60</td>
<td>0.04</td>
<td>0.034</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>$4.31 \times 10^5$</td>
<td>0.77</td>
<td>0.08</td>
<td>0.083</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>$7.61 \times 10^5$</td>
<td>0.77</td>
<td>0.04</td>
<td>0.158</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>$1.04 \times 10^6$</td>
<td>0.47</td>
<td>0.05</td>
<td>0.207</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>$1.44 \times 10^5$</td>
<td>0.82</td>
<td>0.03</td>
<td>0.050</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>$4.31 \times 10^5$</td>
<td>1.14</td>
<td>0.11</td>
<td>0.139</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>$7.76 \times 10^5$</td>
<td>1.23</td>
<td>0.13</td>
<td>0.283</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>$2.14 \times 10^5$</td>
<td>0.78</td>
<td>0.07</td>
<td>0.040</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>$8.19 \times 10^5$</td>
<td>1.16</td>
<td>0.12</td>
<td>0.133</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>$1.08 \times 10^6$</td>
<td>0.70</td>
<td>0.08</td>
<td>0.184</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>$2.88 \times 10^5$</td>
<td>1.23</td>
<td>0.11</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>$4.58 \times 10^5$</td>
<td>1.26</td>
<td>0.21</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>$5.79 \times 10^5$</td>
<td>1.23</td>
<td>0.13</td>
<td>0.110</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>$7.85 \times 10^5$</td>
<td>1.27</td>
<td>0.12</td>
<td>0.140</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>$1.03 \times 10^6$</td>
<td>1.16</td>
<td>0.21</td>
<td>—</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>$1.54 \times 10^5$</td>
<td>1.55</td>
<td>0.07</td>
<td>0.044</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>$5.16 \times 10^5$</td>
<td>1.53</td>
<td>0.17</td>
<td>0.168</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>$7.72 \times 10^5$</td>
<td>1.53</td>
<td>0.09</td>
<td>0.229</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>$1.86 \times 10^5$</td>
<td>1.43</td>
<td>0.09</td>
<td>—</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>$8.06 \times 10^5$</td>
<td>1.68</td>
<td>0.13</td>
<td>—</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>$1.86 \times 10^5$</td>
<td>1.54</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>$8.06 \times 10^5$</td>
<td>1.31</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

Table IV.1 Trailing Vortex Double Pulsed Holography Velocity Results
IV.3 Trailing Vortex Pressure Distribution

As mentioned in Chapter III, the instantaneous core static pressure, at isolated points, can be inferred from measurements of the sizes of bubbles, initially uniform in size, which had been forced into the core. Due to the experimental constraints discussed in Chapter III, very few bubbles were recorded on each hologram; far too few to develop meaningful \( p(R) \) information. For this reason, only core results will be presented. Nonetheless, because trailing vortex core static pressures have never been non-intrusively measured prior to this study, even this limited experimental data, acquired in the NACA 66-209 round tip vortex core, is of interest.

Table IV.2 is a summary of the pressure data.\(^*\) The intrinsic error associated with measuring the static pressure using this tailored bubble technique is approximately 0.4 in \( p_c^* \) (refer to the discussion of errors in Chapter III). An additional error incurred experimentally was that bubbles, exposed to low pressure peaks in the fluid, may have cavitated.\(^\dagger\) Cavitation would cause \( p_c^* \) and \( (p')_c^* \) to be overestimated. Conclusions one may reasonably draw from the tabulated data are:

1. \( p_c^* \) is approximately 3, with no detectable variation with downstream distance.
2. \( p_c^* \) increases somewhat when \( \alpha \) is increased.
3. the core pressure is highly unsteady, with \( (p')_c^* \approx 1.8 \).

Dunham (1979) has proposed a semi-theoretical correlation for the core pressure based in part on the intrusive pressure probe measurements made by a number of researchers (e.g. Mason and Marchman 1972):

\[
\frac{p_\infty - p_c}{0.5\rho (U_\theta^2)_{\text{max}}} = p_c^* \left( \frac{U_\infty}{(U_\theta)_{\text{max}}} \right)^2 = 3.44
\]  

(IV.3.1)

\(^*\) The author did discard one egregious bubble datum (in the \( \alpha = 5^\circ \), \( x/c=10 \) results), presumably caused by an injected non-uniform bubble or a freestream bubble which migrated to the core.

\(^\dagger\) This problem is a hazard of the tailored air bubble technique. One wishes to reduce \( p_c \) to near zero in order to decrease the experimental error, but if \( p_c \) has a fluctuating component, cavitation may occur.
In the preceding section it was seen that for $\alpha = 5^\circ$, at $x/c=2.4$ : $U_\infty/(U_\theta)_{\text{max}} \approx 1.4$. Substituting this value into (IV.3.1) gives $p_\ast = 1.7$. The agreement of this correlated value with the measured value ($\approx 2.7$) is surprising in view of the uncertainty in $U_\infty/(U_\theta)_{\text{max}}$ and in the measurement of $p_\ast$, as well as the questionable accuracy of the data on which Dunham's correlation is based. For $\alpha = 10^\circ$, $(\bar{p}_\ast')_{\text{measured}} \approx 3.1$; reasonably close to $(p_\ast')_{\text{correlation}} \approx 2.5$.

<table>
<thead>
<tr>
<th>$\alpha$ (deg)</th>
<th>$x/c$</th>
<th>$Re$</th>
<th>$\bar{p}_\ast$</th>
<th>$(p_\ast')$</th>
<th># OF BUBBLES</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>2</td>
<td>$7.9 \times 10^5$</td>
<td>2.2</td>
<td>1.6</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>$7.9 \times 10^5$</td>
<td>2.8</td>
<td>2.1</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>$7.9 \times 10^5$</td>
<td>3.3</td>
<td>1.7</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>4</td>
<td>$7.9 \times 10^5$</td>
<td>4.5</td>
<td>1.5</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>$7.9 \times 10^5$</td>
<td>3.0</td>
<td>2.0</td>
<td>16</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>$7.9 \times 10^5$</td>
<td>3.3</td>
<td>1.8</td>
<td>21</td>
</tr>
</tbody>
</table>

Table IV.2 Trailing Vortex Single Pulse Holography Pressure Results

IV.4 Cavitation Observation

Tip vortex cavitation inception study is motivated by the observation that operating marine propellers often have vortex core pressures low enough to produce cavitation. Cavitation is the cause of both undesirable cavitation noise and cavitation erosion. Furthermore, once the cavitating trailing vortex becomes sufficiently large it acts as an additional inefficiency, above and beyond that associated with a single phase tip vortex.

Figure IV.39, a plot of cavitation inception index versus attack angle, is a good starting point for this discussion. Each curve on the figure (data from the NACA 66-209 rounded tip foil) forms a "cavitation bucket" with elevated $\sigma_i$ at large $|\alpha|$. 
and much smaller $\sigma_i$ near $\alpha = 0^\circ$. Point measurements of $\sigma_i$ have an error of $\pm 0.2$. The elevated leading edge $\sigma_i$ at large $|\alpha|$ is due to the reduced surface pressures that occur when $|\alpha|$ is increased. Tip vortex $\sigma_i$ increases with $|\alpha|$ because the increased circulation (refer to Table IV.1) around the vortex core reduces the core pressure and thus increases the inception index. Over the entire operating range of the foil, tip vortex inception occurs before (i.e. at a higher $\sigma_i$) than leading edge inception. From a practical, noise avoidance, standpoint this means tip vortex inception must be reduced before the reduction of leading edge $\sigma_i$ becomes a consideration. A final observation concerns the importance of dissolved air content on both leading edge and trailing vortex inception. At the design angle of attack $(\sigma_i)_{tv}$ is reduced from 3.2 to 1.6 by decreasing the dissolved air content from 15ppm (saturation) to 6.5ppm. The same qualitative behaviour occurs with the NACA 64-309 shape (Figure IV.40). The range of $(\sigma_i)_{tv}$ is comparable with that measured by McCormick (1962) and Billet and Holl (1979) for different rectangular wings. McCormick measured no DAC dependence. Billet and Holl have observed a substantial DAC effect. One must question McCormick’s observations in view of the agreement between Billet and Holl’s, and the present, study.

Trailing vortex cavitation inception, for all of the attack angles (except $|\alpha - \alpha_o| < 2^\circ$) and dissolved air contents studied, appeared under stroboscopic illumination as intermittent flashes of light. These flashes were caused by the passage under the light of freestream nuclei grown to macroscopic size in the vortex. Inception at low DAC was often accompanied by cavitation noise audible above the din of the LTWT pump fan. The location of inception fluctuated in time over the downstream interval $1.3 < x/c < 3$ for $1^\circ < \alpha < 13^\circ$.

The author has included as figures two high speed flash photographs of cavitation inception and “near” inception. Figure IV.41 shows inception at $\alpha = 3^\circ$ behind the NACA 64-309 foil. The very large, mottled appearance of cavitation is suggestive of the explosive bubble growth that occurs when the water is highly undersaturated. Figure IV.42 is a photograph of tip vortex cavitation for $\sigma$ slightly less than $\sigma_i$ behind the Joukowski large aspect ratio, square cut foil. Apart from the
existence of two cavitating vortices, regard the individual bubbles which comprise the cavitating vortex. Observe in addition that a long length of the vortex (literally the whole test section length) cavitates once $\sigma$ is slightly reduced below $\sigma_1$. At lower $\sigma$ these bubbles combine to form a continuous vapour core.

The above discussion has consistently referred to cavitation inception. A second index, "cavitation desinence," is also widely encountered in the technical literature. Cavitation "desinence" is the value of $\sigma$ measured by gradually increasing the freestream pressure until a formerly cavitating flow ceases to cavitate. Cavitation "inception," by way of contrast, is $\sigma$ measured by gradually decreasing the freestream pressure until cavitation occurs. Often desinent cavitation happens at a higher $\sigma$ than inception, a phenomenon referred to as "cavitation hysteresis." Three reasonable explanations of cavitation hysteresis will be described. Cavitation nuclei generated by cavitation may recirculate around a test facility, making the water more susceptible to cavitation. It is feasible that the propagation of pressure waves from collapsing bubbles through the fluid might cause unstable nuclei in low pressure regions to cavitate. Finally, sufficiently strong cavitation might affect the underlying single phase flow in ways to increase the likelihood of further cavitation.

The first and third explanations have both been supported by experiment. If the tunnel is run for a prolonged time (30s is the approximate recirculation time of the tunnel at top speed) between measurements of $\sigma_1$ and $\sigma_d$, cavitation hysteresis is observed. However, if the tunnel is run non-cavitating at high pressure for several minutes to reduce the freestream bubble concentration, and first cavitation inception, and then quickly thereafter cavitation desinence, are measured, the cavitation hysteresis disappears. This pair of observations confirms the first hypothesis.

A different form of cavitation hysteresis also exists. Reducing $\sigma_1$ until an attached trailing vortex cavity is produced affects the flow field dramatically. Forcing the trailing vortex to separate from the foil requires a higher $\sigma$ than that required to cause cavitation attachment. Sometimes the higher $\sigma$ is above $\sigma_1$. This behaviour clearly supports the third hypothesis.
Cavitation inception is not the sole phenomenon of technical interest. The appearance of developed trailing vortex cavitation is important in its own right, and because it provides information about the trailing vortex structure. Figure IV.43 is a long-exposure photograph of developed trailing vortex cavitation. Significant features of this photograph are:

1. the roughly elliptical cross-section of the vortex which becomes circularized for $x/c > 2.5$.

2. the steady appearance of the cavitating tip vortex near the foil (beyond $x/c=3$ the vortex meander is considerable).

3. the tip vortex is attached to the foil near $x/c=0.8$.

4. leading edge cavitation is heavy away from the tip, but is not visible near the tip, presumably because the tip downwash raises the local pressure above the inception value.

5. the vortex core has a glassy appearance, which indicates that the flow is free of surface instabilities.

At $\alpha = 7^\circ$ tip vortex cavitation appears as in the long exposure photograph of Figure IV.44. Note that the tip vortex is cavitating strongly while leading edge cavitation is only visible near the false floor. This observation is in agreement with the measured higher $(\sigma_1)_t$ than $(\sigma_1)_l$. The tip vortex at this angle, too, is attached to the foil near $x/c=0.8$.

For an attack angle of $15^\circ$, developed trailing vortex cavitation (Figure IV.45) does not have the smooth appearance of lower $\alpha$ cavitation. This probably indicates that a surface instability has roughened the water/vapour interface. It is also interesting to note that the leading edge cavitation is separated from the surface and highly unsteady over the lower $3/4$ of the foil, and attached and fairly steady close to the tip. This behaviour is caused by tip downwash inhibiting flow separation near the tip (surface flow visualization indicated the occurrence of a transition from attached to separated flow in the same location, see Figure A.1.1). Here, too, the tip vortex cavity is attached to the foil near $x/c=0.8$. 
The above separation phenomenon is one of many cavitation features that can be better understood through a knowledge of the single phase flow. An attempt will be made to relate single phase and cavitating flows in Chapter V.2.

An interesting phenomenon, only observed when the concentration of air bubbles in the test section is very high, is large-scale two-phase vortex breakdown. A 1/60 second exposure photograph of a typical breakdown (Figure IV.46) has been included.

IV.5 Tip Modifications

The preceding portions of this chapter have been concerned with basic scientific research. This research may ultimately lead to improvements in tip vortex characteristics, but the gap between basic scientific results and technological application would appear to be large. From a pragmatic standpoint, then, one is interested in more direct ways of "improving" the tip vortex. "Improving" here depends on the exact application – for aircraft wings tip vortex improvements would reduce the downwash inefficiency* and diminish the hazard to following aircraft; for submarine propellers both an efficiency increase and a decreased cavitation inception index would be improvements.

IV.5.1 Previous Work on Tip Modifications

Platzer and Sounders (1979) have reviewed much of the literature on tip vortex alleviation for marine applications. A recent vortex wake alleviation workshop (Vortex 1980) included discussion of many vortex reduction techniques appropriate for aircraft. Neither literature review found a panacea for its application.

A few of the plethora of tip vortex alleviation methods expounded in the literature will be briefly mentioned in order to give the reader an impression of the

* Webber and Dansby (1983) state: "At conditions for economical cruise, the lift-dependent drag is typically 35-45% of the total, and thus any modification that can reduce this portion is worthwhile."
amount of effort expended on, and interest in, this field. The papers are cited in chronological order.

Scheiman and Shivers (1971) modified the tip flow with a leading edge disk flow spoiler, a trailing edge disk flow spoiler, a porous wing-span extension, and a tip adjustable air jet-sheet ejector. They achieved "vortex cross-sectional variations ... [but only] at the expense of wing lift and/or drag characteristics."

Kantha et al. (1971, 1972) tried blowing air axially into the tip vortex and concluded that with sufficiently fast blowing the core behaves as a turbulent jet, spreading quickly. The lift and drag penalty of this approach is probably severe, and the applicability of such a scheme to commercial aircraft is dubious. Snedeker (1972) measured the rolling moment on a simulated following aircraft caused by a tip vortex with and without axial injection and found that "maximum flow from the central jet reduces the rolling moment by only 13% [for vortex generating wings at $\alpha = 6^\circ$]. The effect for the case $\alpha = 3^\circ$ is hardly noticeable." He argues that although the peak tangential velocities around the tip vortex are greatly reduced by axial blowing, angular momentum has been merely redistributed farther from the vortex core, where it still profoundly affects following planes.

Hastings et al. (1975) conducted a full scale study of small aircraft encounters with the wake of a large aircraft fitted both with and without "vortex-attenuating splines." These splines consist of large, retractable plates mounted normal to the flow direction, radially around the wing tip. The authors reported that these splines made small aircraft wake interactions controllable, but noted that the splines cause a considerable noise increase and a lift/drag ratio reduction.

One wing tip modification device that has found commercial application is the Whitcomb wing tip (Whitcomb 1976 and Flechner et al. 1976). This wing tip consists of a short ($\approx 1/2$ chord high) lifting surface mounted almost normal to the wing at the tip. The wing is connected to the suction surface of the wing with a smooth fillet. Among the aircraft that have flown with such a winglet are the MD-11, the Gulfstream III, and the DC-10 (Webber and Dansby 1983 and Devoss
1986). Closely related in concept to the Whitcomb winglet is a series of winglets set at varying angles to the planform plane, which are referred to as “wing tip sails.” Spillman (1978) has reported up to a 29% reduction in lift dependent drag in flight tests of (small aspect ratio) aircraft fitted with sails.

IV.5.2 New Tip Modification Results

In view of the immense possible benefits of a superlative tip design, the author tested two different tip geometries – a square cut tip and a novel “ring wing” tip. These tips were compared with the basic rounded tip; the comparison based on both SFV and cavitation behaviour.

The square cut foil was formed by removing the rounded tip from the standard wing, leaving a two dimensional foil with a sharp edge.

SFV performed on this foil (Figures IV.47 - IV.49) shows surface flow on the pressure and suction surfaces is not significantly different from that around the rounded tip foil. The flow separates from the sharp tip edges (Figure IV.47(c)-IV.49(c)), which has important consequences in terms of the foil cavitation behaviour. The inboard flow angles measured at four chordwise positions are displayed in Figure IV.50. On the pressure surface there is almost no flow angle variation with chordwise distance. This means the flow streamlines are parallel, and consequently the flow velocity is roughly uniform along streamlines near the wing surface. The suction surface near the tip displays some chordwise variation of flow angle, probably due to a combination of vortex rollup and bound vorticity concentration as x/c increases.

Flow separation from the sharp tip of the foil causes the trailing vortex to roll up into several vortices (4 are cavitating in Figure IV.51), rather than the single rounded tip vortex. Multiple tip vortices were also observed (Fig. IV.42) behind the square cut Joukowsk foil and the square cut NACA 66-209 foil, so it is reasonable to predict multiple vortices behind most square cut foils. The square cut tip has a lower $\sigma_i$ than the rounded tip (1.2 versus 1.8 at $\alpha = 7^\circ$) because the single vortex
which results when these vortices wind together is much larger than the rounded tip trailing vortex (Figure IV.52). When $\alpha$ is small, separated flow cavitation from the leading edge tip (where inception now occurs) may elevate $(\sigma_i)_{tv}$ above the rounded tip value. The installation of a square cut tip also reduces the NACA 66-209 $(\sigma_i)_{tv}$ (Figure IV.53).

Patent action has commenced (Acosta and Green 1987) on a novel “ring wing tip” device (Figure IV.54). The basic idea underlying this device is to distribute the bound wing vorticity in the Trefftz plane about a combination of a ring and line, as opposed to the single line which characterizes normal wings. Since the vorticity shed by the ring wing tip is spread over a large area, the resulting trailing vortex has a larger core diameter, and consequently cavitates less readily, than a normal wing tip. In addition, the flow through the ring probably interacts with the flow around the ring on a microscale level, furthering dissipating the trailing vorticity.

The ring wing tipped hydrofoil consisted of the square cut foil, to which was affixed a 0.19c-diameter, 0.67c-long cambered brass pipe. The pipe was attached to the foil using two screws, and the region near the joint was streamlined using body filler and epoxy glue. Some care was taken to optimize the shape of the ring wing tip – in particular to avoid cavitation from the leading edge of the ring – but without question the final configuration could be considerably improved.

The photographic evidence presented in Figure IV.54 is indisputable – most of the shed circulation from the foil, at $\alpha = 12^\circ$, originates at the ring. The photographs taken at $\alpha = 7^\circ$ (Figure IV.55) are quantified in Figure IV.56. The small flow angles in this figure imply a serendipitously larger wing lift than the other tip geometries. A comparison of the flow fields at $\alpha = 3^\circ$ (Figure IV.57), 7°, and 12° suggests deployment of a ring wing tip is most beneficial at high angles of attack.

Cavitation photographs of the trailing vortex (Figure IV.58) reveal more about the inadequate streamlining of the ring leading edge than they do about the trailing vortex structure. Trailing vortex inception occurs, as for the other tip geometries,
in the range $1.3 < x/c < 3$. Figure IV.59 confirms that the ring wing tip has suppressed tip vortex cavitation. $(\sigma_1)_{tv}$ is a factor of 2 below $(\sigma_1)_{le}$ for the design angle of attack. In fact, cavitation nuclei generation at the cavitating leading edge of the ring elevates $(\sigma_1)_{tv}$ above that which would be measured with a better designed ring.

In summary, two different tip geometries were studied using cavitation photography and SFV. The square cut tip has a somewhat lower $\sigma_1$ than does the rounded tip due to flow separation from the sharp edge. The ring wing tip both augments the lift, and reduces $(\sigma_1)_{tv}$, probably by as much as a factor of 3 below the rounded tip $\sigma_1$. It works primarily by distributing the shed vorticity in the Trefftz plane over a circle and trailing edge line.
Figure IV.1(a,b,c) SFV of 64-309 round tip foil at $\alpha = 7^\circ$, $Re = 1.2 \times 10^6$. Inboard flow angles marked.
Figure IV.2 Physical Interpretation of Tip Smear Lines (view in streamwise direction).
Figure IV.3(a) Inboard Flow Angles at Trailing Edge. NACA 64-309 round tip foil at $\alpha = 7^\circ$. 
Figure IV.3(b) Downwash Angle at the Tip, 64-309 round tip foil, $\alpha = 7^\circ$. 

NORMALIZED CHORDWISE DISTANCE, $x/c$

DOWNWASH ANGLE, $\epsilon$ (degrees)
Figure IV.4(a,b,c) SFV of 64-309 round tip foil at $\alpha = 12^\circ$, $Re = 1.2 \times 10^6$. 

(a) pressure side

(b) suction side

(c) inboard view
Figure IV.5(a,b,c) SFV of 64-309 round tip foil at $\alpha = 3^\circ$, $Re = 1.2 \times 10^6$. 

(a) pressure side

(b) suction side

(c) inboard view
Figure IV.6(a,b,c) SFV of 66-209 round tip foil at $\alpha = 0^\circ$, $Re = 1.5 \times 10^6$. 

(a) pressure side

(b) suction side

(c) inboard view
Figure IV.7(a,b,c) SFV of 66-209 round tip foil at $\alpha = 4^\circ$, $Re = 1.5 \times 10^6$. 

(a) pressure side 
(b) suction side 
(c) inboard view
Figure IV.8(a,b,c) SFV of 66-209 round tip foil at \( \alpha = 4^\circ \), \( Re = 0.5 \times 10^6 \).
Figure IV.9(a,b,c): SFV of 66-209 round tip foil at $\alpha = 8°$, $Re = 1.5 \times 10^6$. 

(a) pressure side 

(b) suction side 

(c) inboard view
Figure IV.10(a,b,c). SFV of 66-209 round tip foil at $\alpha = 15.1^\circ$, $Re = 1.5 \times 10^6$. 

(a) pressure side  
(b) suction side  
(c) inboard view
Figure IV.11 The Effect of Reynolds Number on Downwash Angle at the Tip.
Figure IV.12 The Effect of Attack Angle on Downwash Angle at the Tip.
Figure IV.13 Normalized Downwash Angle vs $x/c$, Illustrating the Influence of Vortex Rollup (same symbols as Figure IV.12).
Figure IV.14(a,b) Trailing Vortex Velocity Distribution.

\[ \alpha = 10^\circ, x/c = 2, \text{Re} = 5.2 \times 10^5. \]
Figure IV.14(a,b) 
Trailing Vortex Velocity Distribution. \( \alpha = 10^\circ, x/c = 2, Re = 5.2 \times 10^5 \)
Figure IV.15(a,b) Trailing Vortex Velocity Distribution. Same data as Figure IV.14 replotted with bubble radius as a parameter. (open box: $\phi < 150\mu m$; solid diamond: $150 \leq \phi \leq 250\mu m$; solid box: $\phi > 250\mu m$).
Figure IV.15(a,b) Trailing Vortex Velocity Distribution. Same data as Figure IV.14 replotted with bubble radius as a parameter. (open box: $\phi < 150\mu m$; solid diamond: $150 \leq \phi \leq 250\mu m$; solid box: $\phi > 250\mu m$).
Figure IV.16(a,b) Heptane-Azobenzene Droplet Measurement of Trailing Vortex Velocity Distribution.

Same flow parameters as Figure IV.14. (open box: heptane; solid diamond: air bubbles).
Figure IV.16(a,b) Heptane-Azobenzene Droplet Measurement of Trailing Vortex Velocity Distribution.

Same flow parameters as Figure IV.14. (open box: heptane; solid diamond: air bubbles).
Figure IV.17 Core Axial Velocity Excess. $x/c=2$, $\alpha = 10^\circ$, $Re=5.16 \times 10^5$. Each number represents the first image of a bubble, and the number primed is the image 150$\mu$s later.

Figure IV.18 Core Axial Velocity Deficit. $x/c=10$, $\alpha = 5^\circ$, $Re=1.04 \times 10^6$. Each number represents the first image of a bubble, and the number primed is the image 150$\mu$s later.
Figure IV.19(a,b) Trailing Vortex Velocity Distribution. \( x/c=10, \alpha=5^\circ \) (solid diamond: \( Re=1.79 \times 10^5 \); open box: \( Re=4.31 \times 10^5 \)).
Figure IV.20(a,b) Trailing Vortex Velocity Distribution. \( x/c=10, \alpha = 5^\circ \)
(solid diamond: \( Re=7.61 \times 10^5 \); open box: \( Re=4.31 \times 10^5 \)).
Figure IV.21(a,b) Trailing Vortex Velocity Distribution. x/c=10, α = 5°
(solid diamond: Re=1.04 \times 10^6; open box: Re=4.31 \times 10^5).
Figure IV.22(a,b) Vortex Velocity Distribution. \( x/c = 10, \alpha = 5^\circ, \text{ Re}=1.44 \times 10^5 \).

The two symbols represent two different holograms.
Figure IV.23(a,b) Vortex Velocity Distribution. $x/c=10$, $\alpha=5^\circ$, $Re=4.31 \times 10^5$. 
Figure IV.24(a,b) Vortex Velocity Distribution. $x/c=10$, $\alpha = 5^\circ$, $Re=7.76 \times 10^5$. 
Figure IV.25 Histogram of Core Axial Velocities. $x/c=10$, $\alpha = 10^\circ$, $Re=7.76 \times 10^5$. 
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Figure IV.26(a,b) Vortex Velocity Distribution. $x/c=4$, $\alpha=5^\circ$, $Re=2.14 \times 10^5$. 
Figure IV.27(a,b) Vortex Velocity Distribution. $x/c=4$, $\alpha = 5^\circ$, $Re=8.19 \times 10^5$. 
Figure IV.28(a,b) Vortex Velocity Distribution. \( x/c = 4, \alpha = 5^\circ, \text{Re} = 1.08 \times 10^6 \).
Figure IV.29(a,b) Trailing Vortex Velocity Distribution. $x/c=2$, $\alpha = 5^\circ$. (solid box: $Re=2.88 \times 10^5$; open box: $Re=4.58 \times 10^5$; solid diamond: $Re=1.03 \times 10^6$).
Figure IV.30(a,b) Trailing Vortex Velocity Distribution. $x/c=2$, $\alpha = 10^\circ$.
(open box: $Re=1.54 \times 10^5$; solid diamond: $Re=5.16 \times 10^5$; solid box: $Re=7.72 \times 10^6$).
Figure IV.31 Double Pulsed Holograms of Vortex Kinks. Flow is left to right.

(a) \( x/c = 2, \alpha = 5^\circ, \text{Re}=1.03 \times 10^6 \) (1cm in photo = 580\( \mu \text{m} \) in flow)

(b) \( x/c = 2, \alpha = 10^\circ, \text{Re}=7.72 \times 10^6 \) (1cm in photo = 370\( \mu \text{m} \) in flow)

Figure IV.32 Schematic of a Vortex Kink.
Figure IV.33 Vortex Stutter. Flow is left to right.
\[ x/c=2, \alpha = 10^\circ, Re = 7.72 \times 10^5 \ (1\text{cm in photo} = 960\mu\text{m in flow}) \]

Figure IV.34 Rapid Deceleration of Core Fluid. Flow is left to right.
\[ x/c=2, \alpha = 10^\circ, Re = 7.72 \times 10^5 \] The two images of each bubble are denoted by a number and the number primed.
(1cm in photo = 240\mu\text{m in flow}).
Figure IV.35(a,b) Vortex Velocity Distribution. $x/c=1$, $\alpha = 5^\circ$, $Re=1.86 \times 10^5$. 
Figure IV.36(a,b) Vortex Velocity Distribution. $x/c=1$, $\alpha = 5^\circ$, $Re=8.06 \times 10^6$. 

(a) Axial Velocity Distribution

(b) Tangential Velocity Distribution
Figure IV.37(a,b) Vortex Velocity Distribution. $x/c=1, \alpha = 10^\circ, Re=1.86 \times 10^5$. 
Figure IV.38 (a, b) Vortex Velocity Distribution. $x/c=1$, $\alpha = 10^\circ$, $Re=8.06 \times 10^5$. 
Figure IV.39 Inception Index versus Angle of Attack (NACA 66-209 rnd. tip foil).
Figure IV.40 Inception Index versus Angle of Attack (NACA 64-209 rnd. tip foil).

\[ \frac{\infty \mu \varphi}{\sqrt{r - \infty \mu}} = \alpha \]
Figure IV.41 Trailing Vortex Cavitation Inception. Flow is left to right. $\alpha = 3^\circ$,
Re=$1.5 \times 10^6$, DAC=5 ppm, $\sigma = 0.62$ (NACA 64-309 rounded tip foil).
Figure IV.42 Trailing Vortex Cavitation. Flow is left to right. $\alpha = 7.5^\circ$, $Re = 1.1 \times 10^6$, DAC=3.3ppm, $\sigma = 1.23$ (Joukowski).
Figure IV.43 Developed Trailing Vortex Cavitation. Flow is left to right. $\alpha = 3^\circ$, $Re = 1.5 \times 10^6$, DAC=5ppm, $\sigma = 0.44$ (NACA 64-309 rounded tip foil).

Figure IV.44 Developed Trailing Vortex Cavitation. Flow is left to right. $\alpha = 7^\circ$, $Re = 1.4 \times 10^6$, DAC=5ppm, $\sigma = 1.33$ (NACA 64-309 rounded tip foil).
Figure IV.45 Developed Trailing Vortex Cavitation. Flow is left to right.
\[ \alpha = 15^\circ, \quad \text{Re}=1.3 \times 10^6, \quad \text{DAC}=5\text{ppm}, \quad \sigma = 2.11 \quad \text{(NACA 64-309 rounded tip foil).} \]

Figure IV.46 Two Phase Vortex Breakdown. Flow is left to right.
\[ \alpha = 8^\circ, \quad \text{Re}=1.5 \times 10^6, \quad \sigma = 0.50 \quad \text{(NACA 64-309 rounded tip).} \]
Figure IV.47(a,b,c) SFV of NACA 64-309 square tip foil at $\alpha = 7^\circ$. 

- (a) pressure side
- (b) suction side
- (c) inboard view
Figure IV.48(a,b,c) SFV of NACA 64-309 square tip foil at $\alpha = 12^\circ$. 
Figure IV.49(a,b,c) SFV of NACA 64-309 square tip foil at $\alpha = 3^\circ$. 

(a) Pressure side

(b) Suction side

(c) Inboard view
Figure IV.50(a,b) Inboard Flow Angles NACA 64-309 square tip, $\alpha = 7^\circ$.
Figure IV.50(a,b) Inboard Flow Angles NACA 64-309 square tip, $\alpha = 7^\circ$. 

Normalized spanwise distance, $y/s$.
Figure IV.51 Trailing Vortex Cavitation. Flow is left to right. \( \alpha = 6^\circ \), 
\( Re=1.4 \times 10^6 \), \( \sigma = 1.0 \), DAC=6.0ppm (NACA 64-309 square tip).
Figure IV.52 Inception Index versus Angle of Attack (NACA 64-309 square cut tip).
Figure IV.53 Comparison of Square and Rounded Tip Inception Indices (NACA 66-209 foil).
Figure IV.54(a,b,c,d) SFV of NACA 64-309 ring wing tip foil at $\alpha = 12^\circ$. 
Figure IV.54(a,b,c,d) SFV of NACA 64-309 ring wing tip foil at $\alpha = 12^\circ$. 

(c) Inboard view

(d) Downstream view through ring
Figure IV.55(a,b,c) SFV of NACA 64-309 ring wing tip foil at \( \alpha = 7^\circ \).
Figure IV.56 Inboard Flow Angles. 64-309 ring wing tip foil at $\alpha = 7^\circ$.
(solid circles: suction side; open circles: pressure side).
Figure IV.57(a,b,c) SFV of NACA 64-309 ring wing tip foil at $\alpha = 3^\circ$. 
Figure IV.58 Trailing Vortex Visualization. Flow is left to right. NACA 64-309 ring wing tip. 

$\alpha = 7^\circ$, $Re = 1.2 \times 10^6$, $\sigma = 1.5$, DAC=7.0ppm. Bubbles generated at the ring leading edge are forced into the trailing vortex core and serve to visualize the vortex.
Figure IV.59 Inception Index versus Angle of Attack (NACA 64-309 ring wing tip).

\[ \frac{\omega}{d} \frac{Z}{p} = \tan \alpha \]
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CHAPTER V – DISCUSSION

The reader may feel, at this point, overwhelmed by a surfeit of data. An attempt will be made in this chapter to synthesize the multitudinous data into a coherent whole; to provide physical insight into the trailing vortex behaviour, both single phase and cavitating.

The trailing vortex has been shown in the present study to be an unsteady, viscous, 3D phenomenon, and as such is not readily amenable to analytic treatment. Perhaps, however, certain trailing vortex characteristics may be adequately explained using simple ideas, and other characteristics understood in terms of fundamental (though analytically elusive) variables. To wit, four independent variables describe the experiments of Chapter IV – $\alpha$, $x/c$, $U_\infty$, and the tip geometry. Seven different dependent variables (and two core phenomena) have been measured or observed – lift distribution (see V.1.1), $\theta$, $\overline{p}'$, $(p')^*$, $\overline{U}_{xc}$, $\overline{U}_{xc}'$, $R_c$, core “kinking,” and core “vortex stutter.” These dependent variables/phenomena will be discussed in turn in the first section of this chapter. In section 2 the cavitation behaviour will be related to these variables.

V.1 Synthesizing the Single Phase Trailing Vortex Results

V.1.1 Wing Lift Distribution

The surface flow visualization photographs of Chapter IV can provide, remarkably, information on the lift distribution spanwise along the wing. From a two-dimensional potential flow analysis of the wing one may infer $U \approx U_\infty$ as the trailing edge is approached. Combining this with the definition of $\phi$ (the inboard flow angle) enables one to calculate $V$ at the trailing edge ($= U_\infty \tan \phi$) on both the pressure and suction surfaces. It is then a straightforward matter to calculate the normalized shed circulation per unit length, $(d\Gamma/dy)/U_\infty \approx \tan \phi_{ps} – \tan \phi_{ss}$. This calculation is based on the assumption that the boundary layer flow matches the flow direction of the external inviscid flow. Quantifying the range of validity of this
assumption is virtually impossible. It is the best first order approximation. This result is plotted as Figure V.1 for the rounded tip foil (using the data of Figure IV.3(a)), as Figure V.2 for the square cut tip (data from Figure IV.50), and as Figure V.3 for the ring wing tip (Figure IV.56 has the raw data). Notice that the ring wing tip \((d\Gamma/dy)/U_\infty\) is only approximately half that of the rounded or square tips. The wing lift lost over the spanwise region \((a,b)\) due to tip downwash is:

\[
L_L = \rho U_\infty \int_a^b \int_0^h (d\Gamma/dy) \, dy \, dh
\]  

(V.1.1)

If the region \((a,b)=(0.3s,0.8s)\) is considered (the region in which \(d\Gamma/dy\) is fairly accurately known), one evaluates the ring wing tip lift loss to be only 60% of the square cut or rounded tip losses. Apparently the ring wing tip may be beneficial not only as a cavitation alleviation device, but also for increasing the lift of a fixed aspect ratio wing (though the drag cost is not known). The claim of increased lift for the ring wing tipped foil is bolstered by an examination of Figures IV.54 and IV.4. Note that flow separation on the ring wing tipped foil occurs over a larger region than for the rounded tip foil; additional evidence that the flow is closer to two dimensional over the former foil than the latter.

The only existing simple theory claiming to explain the variation of \(d\Gamma/dy\) with \(y\) is lifting line theory. The Glauert series approximation (Milne-Thompson 1968) to lifting line theory is plotted in Figure V.2. The agreement between the theory and the experimental results is very poor near \(y/s=0\) where the wing/wall interaction is important, and near \(y/s=1\), where tip vortex rollup causes both the theory, and the assumptions behind the interpretation of the experiment, to be invalid. The central portion of the curves provides strong evidence that lifting line theory does not accurately model the foil lift distribution. The plot of Figure V.4 indicates lifting line theory models the experimental results better at high angles of attack, possibly because stronger tip loading occurs as \(\alpha\) increases. Lifting line theory cannot, of course, simulate the effect of different wing tips on the wing loading. The spanwise lift distribution, for this geometry, is thus a quantity which is not
readily describable analytically.†

V.1.2 Tangential Velocity Around the Core

Double pulsed holography and measurements of the SFV downwash angles at the tip both provide information on $U_\theta$. A simple theoretical model will be developed in this subsection to predict the variation of $U_\theta$ with $\alpha$, $x/c$, and $Re$.

Consider a two-dimensional wing at lift angle $(\alpha - \alpha_o)$ in a fluid moving at $U_\infty$ in the far field. The lift per unit spanwise length of this wing is $L/l = \rho U_\infty \Gamma_B$. $L/l$ may also be expressed by $c_L = 2\pi(\alpha - \alpha_o) = L/[l(0.5\rho U_\infty^2)c]$. Equating the two expressions gives $\Gamma_B/cU_\infty = \pi(\alpha - \alpha_o)$. Thus, if all of the bound vorticity of a two-dimensional foil rolls up into the trailing vortex, the trailing vortex circulation will also be $\Gamma_v = \pi c U_\infty(\alpha - \alpha_o)$.

This analysis may be repeated for a finite aspect ratio wing which has an assumed elliptical bound circulation distribution. It may be shown that (White 1979):

$$\Gamma_v = \frac{\pi c U_\infty(\alpha - \alpha_o)}{1 + 2/AR} \quad (V.1.2)$$

for a wing in a freestream. For a wing mounted in the experimental configuration (Durand 1963), $c_L = 1.05c_L$ (no tunnel constraint).* Thus (V.1.2) becomes:

$$\Gamma_v = \frac{1.05\pi c U_\infty(\alpha - \alpha_o)}{1 + 2/AR} \quad (V.1.3)$$

Equation V.1.3 is compared with the experimental results of Table IV.1 in Table V.1 (on the following page):

† The flow is tractable computationally, e.g. see Srinivasan 1986.
* This result is predicated on the assumption of bound vorticity shedding solely from the foil tip. Distributing the vorticity shedding over the span will tend to reduce the 1.05 coefficient to, perhaps, 1.04. No simple theory accounts for the effect of wing/wall interaction on $c_L$ (Rae and Pope 1984).
Table V.1 Comparison of Theoretical and Experimental $\Gamma_v$

The theoretical circulation matches the measured circulation to within experimental error (recall that the error increases as Re decreases).

Several important conclusions may be drawn from the agreement between the theory of (V.1.3) and the experiment:

1. Even one chord downstream of the foil essentially all the bound vorticity has rolled up into the trailing vortex. One questions the usefulness of Moore's (1974) calculation that only 50% of an elliptically loaded foil's bound vorticity is contained in the trailing vortex at this value of x/c.

2. Spreiter and Sacks (1951) predict at $\alpha = 5^\circ$, $(x/c)_{rolledup} = 2.4$ for a rectan-
gular wing. For \( \alpha = 10^\circ \) they predict \( (x/c)_{\text{rolledup}} = 1.7 \). Their theory is approximately supported by these data.

3. There is very little decay (or growth) of trailing vortex circulation with downstream distance.

4. The theory predicts \( \Gamma_v \) well. Orloff and Grant (1973) found similarly that (at \( x/c=7, \alpha = 11^\circ \)) \( \Gamma_v \) is well predicted by theory. They also demonstrated that once \( \Gamma_v \) and \( R_c \) are known, the semi-analytical correlation of Nielson and Schwind (1971) accurately predicts the \( U_\theta(R) \) distribution. Thus \( U_\theta(R) \) may be determined \textit{a priori} for any normal rectangular planform wing.

5. This theory also explains the observation (Figure IV.13) that \( \epsilon' \) varies with \( \alpha - \alpha_o \), and the further observation that \( \epsilon' \) is almost independent of Reynolds number.

6. Phillips (1981) analytically predicted for an elliptically loaded wing that \( (U_\theta)_{\text{max}} \) varies as \( x^{-0.25} \). Between \( x/c=2 \) and 10, this analysis predicts \( (U_\theta)_{\text{max}} \) should decrease by a factor of 0.67. No such decrease is measured. However, \( (U_\theta)_{\text{max}} \) does vary approximately as \( x^{-0.25} \) (McCormick et al. 1968) for \( x/c > 30 \). The reason for this change in \( (U_\theta)_{\text{max}} \) dependence with distance is not known, though perhaps the fact that McCormick's experiments were carried out on real aircraft in flight plays a role.

7. A few authors (e.g. Srinivasan 1986, Orloff and Grant 1973) have observed large scale vortex asymmetry many chords downstream of a foil. A statistical study of the present results was conducted, and no evidence of vortex asymmetry was found.

V.1.3 Core Mean Pressure

The steady radial momentum equation in cylindrical coordinates is:

\[
\frac{\partial p}{\partial R} = \frac{\rho U_\infty^2}{R} \quad (V.1.4)
\]
This equation is readily integrated to yield:

\[ p_c^* = \frac{p_\infty - p_c}{0.5\rho U_\infty^2} = \frac{1}{0.5\rho U_\infty^2} \left( \int_0^{0.025} \frac{\rho U_\theta^2}{R} dR + \int_{0.025}^\infty \frac{\rho U_\theta^2}{R} dR \right) \]  \hspace{1cm} (V.1.5)

The first integral, which must be evaluated numerically, represents the contribution to the radial pressure drop due to the fluid motion in \( R \leq 2.5\text{cm} \). The second integral is the contribution from the potential flow that exists outside \( R=2.5\text{cm} \). This latter integral may be evaluated analytically. \( \Gamma_v \) from (V.1.3) with \( c=0.152 \) and \( AR=2.3 \) is substituted into the result yielding:

\[ \frac{1}{0.5\rho U_\infty^2} \int_{0.025}^\infty \frac{\rho U_\theta^2}{R} dR = 2.91(\alpha - \alpha_0)^2 \]  \hspace{1cm} (V.1.6)

For \( \alpha = 10^\circ \), (V.1.6) represents a contribution of 0.11 to \( p_c^* \). For \( \alpha = 5^\circ \), (V.1.6) is an even more meagre 0.03.

The first integral has been determined numerically for four cases (the number in brackets is this integral, the second number is \( p_c^* \)):

- \( x/c=2 \quad \alpha = 10^\circ \): (2.3) \hspace{0.5cm} 2.4
- \( x/c=2 \quad \alpha = 5^\circ \): (1.4) \hspace{0.5cm} 1.4
- \( x/c=2 \quad \alpha = 10^\circ \): (2.3) \hspace{0.5cm} 2.4
- \( x/c=10 \quad \alpha = 5^\circ \): (1.3) \hspace{0.5cm} 1.3

The extremely limited data near the core causes the error in these results to be large, perhaps up to \( \pm 0.4 \) in \( p_c^* \). These results are nonetheless in excellent agreement with Dunham’s (1979) semi-analytical correlation (\( p_c^* = 1.7 \) and 2.5, for \( \alpha = 5^\circ \) and 10\(^{\circ}\) respectively), and in fair agreement with the tailored bubble measurements of mean core pressure. Thus, the mean core pressure is solely a function of \( U_\theta \), which is itself well understood (as noted in V.1.2).

V.1.4 Core Unsteady Pressure

In this subsection the unsteadiness in core pressure will be explained in terms of the fluctuating axial velocity. Consider core fluid being convected from a location where \( U_{xc} = \bar{U}_{xc}, p_c = \bar{p}_c \) through a locally high axial velocity part of the core
(where the velocity and pressure are respectively $U^+$ and $p^+$). If the dynamics of
the process are neglected, then a Bernoulli equation may be written to describe the
pressure:

$$\overline{p_c} + 0.5\rho \overline{U}^2 = p_c^+ + 0.5\rho (U^+)^2$$  \hspace{1cm} (V.1.7)

With some manipulation, (V.1.7) becomes:

$$(p_c^+)^* = \left( \frac{U^+}{U_\infty} \right)^2 \left( \frac{\overline{U}}{U_\infty} \right)^2$$  \hspace{1cm} (V.1.8)

Typical values from Figure IV.14 are $\overline{U}/U_\infty = 1.5$ and $U^+/U_\infty = 1.8$, for which
$(p_c^+)^* = 1.0$. This value is within a factor of 2 of the measured $(p_c')^*$ value. In light
of the considerable experimental error in $(p_c')^*$, this agreement should be viewed as
satisfactory, i.e., the measured fluctuating core axial velocity adequately explains
the fluctuating core pressure.

V.1.5 Mean and Fluctuating Core Axial Velocity

The first, and in retrospect still apparently the best, explanation of axial flow
in trailing vortices is due to Batchelor (1964). As discussed in the Introduction,
Batchelor’s basic idea is that axial pressure gradients in the fluid either accelerate
the core fluid to above $U_\infty$ or decelerate the fluid to below $U_\infty$.

In the near field, application of Bernoulli’s equation from upstream of the foil
where $U_x = U_\infty, p = p_\infty$ into the vortex core where $U_x = U_{xc}, p=$ (evaluated using
V.1.3 with an assumed Rankine vortex $U_\theta$ distribution*) gives:

$$U_{xc} = U_\infty \sqrt{1 + 2k^2}$$  \hspace{1cm} (V.1.9)

where $k=(U_\theta)_{\max}/U_\infty$.

* Rankine vortex:

$$U_\theta = \begin{cases} 
(U_\theta)_{\max}(R/R_c), & R \leq R_c \\
(U_\theta)_{\max}(R_c/R), & R > R_c 
\end{cases}$$
For $\alpha = 5^\circ$ at $x/c=2$ (refer to Figure IV.29) $k \approx 0.6$, whence $U_{xc} = 1.31U_\infty$. This is in very good agreement with the measured value, $\overline{U_{xc}} \approx 1.25U_\infty$. Similarly, for $\alpha = 10^\circ$ at $x/c=2$ (refer to Figure IV.30) $k \approx 0.8$, whence $U_{xc} = 1.51U_\infty$. Once again, the agreement with the measured value, $\overline{U_{xc}} \approx 1.53U_\infty$, is excellent.

The near field mean core axial velocity is another phenomenon that may be understood simply on the basis of $U_0(R)$, which is itself well grounded theoretically.

In the far field, Batchelor argues, an adverse pressure gradient caused by viscous or turbulent diffusion of the core retards the axial velocity in the core. He then proceeds to calculate the asymptotic form of $U_{xc}$ based on slow ($x^{0.5}$) diffusive growth of the core. Moore and Saffman (1973) have noted that Batchelor's solution is only valid thousands of chords downstream of a wing.

Moore and Saffman (1973) did a small perturbation study of the laminar trailing vortex, and analytically predict for a rectangular planform wing trailing vortex:

$$U_{xc} - U_\infty = -2.4 \times 10^{-5}(\alpha - \alpha_o/deg)^2Re^{0.5}(x/c)^{-0.5} - 0.28(x/c)^{-0.5} \quad (V.1.10)$$

A few representative experimental values will be substituted into this expression:

$x/c=2$, $Re=2.88 \times 10^5$, $\alpha - \alpha_o = 6^\circ$: $U_{xc} - U_\infty = -0.53$ (c.f. 0.23 experimental)

$x/c=10$, $Re=1.79 \times 10^5$, $\alpha - \alpha_o = 6^\circ$: $U_{xc} - U_\infty = -0.20$ (c.f. -0.40 experimental)

Apparently equation (V.1.10) does not correctly model the trailing vortex core flow; it cannot predict axial velocity excesses in the core, and it predicts the wrong trend of $U_{xc}$ with $x/c$ and $\alpha$. The failure of this theory to predict the experimental flow can be attributed to: $(\overline{U_{xc}}/U_\infty) - 1$ is large (the theory requires this quantity to be small), the flow is turbulent, and the foil lift distribution is different from the assumed lifting line distribution.

In summary, neither of the two leading theories which purport to elucidate the mean core axial flow behaviour passes the experimental litmus test.

One speculates that in the far field the mean axial velocity depends on the fluctuating core velocity (which is indicative of flow energy losses). No theory will
adequately exposit the behaviour of $\overline{U_{xc}}$ without simultaneously, at least approximately, predicting $\overline{U_{xc}}$. Thompson's (1975) observation of pronounced tip geometry effects on $\overline{U_{xc}}$ in the far field suggests $\overline{U_{xc}}$ depends in addition on the original core radius.

The above remarks raise the question— What causes $\overline{U_{xc}}$ to be so large? The author suggests the fluctuating core velocity is a manifestation of a non-linear core instability. This instability may be the vortex kinking seen when $\overline{U_{xc}}$ is especially large.

Arguably the most perplexing observation related to axial flow is the strong dependence of $U_{xc}/U_\infty$ on Re in the far field, despite the fact that $U_\theta/U_\infty$ and $U_{xc}/U_\infty$ (near field) are Re independent. The author cannot explain this result, but puts forth the following suggestions:

1. Re effects associated with the fluid, perhaps with pertinent length scale $= R_c$, could cause this effect. 1. and 2. could be distinguished by varying the Re through changes in the foil chord. The author prefers this explanation.

2. The Re at which the measurements were taken is near the transition Re to turbulence on the foil. Transition could significantly affect the vortex core size, or fluctuating core velocity, and hence the downstream velocity distribution.

3. Freestream turbulence in the tunnel might have a velocity dependence which would cause the observed phenomena. This could be investigated by increasing the freestream turbulence through the use of flow conditioning grids.

V.1.6 Core Radius

It is now well established in the literature that the initial radius of a trailing vortex core depends on the pressure side boundary layer thickness near the tip (e.g. McCormick 1962, Moore and Saffman 1973). Analytical calculations of the boundary layer thickness in the complex three dimensional flow around the tip are extremely difficult, so the issue of initial core size will not be considered. The experimental techniques employed in this thesis were not suitable for accurate
determination of $R_c$, so a detailed experimental study of $R_c$ also could not be made.

V.1.7 Core Structure

In order to simplify the analytical simulation of trailing vortices, theoreticians assume the vortex is axisymmetric. Often this is a reasonable approximation. However, two types of non-axisymmetric core structure, which may be of importance to an understanding of tip vortex flow, have been identified. In this subsection the author will cite other examples in the literature of these core structures.

Hopfinger et al. (1982) have published a paper describing the flow in a deep, rotating tank fitted with a bottom-mounted turbulence generation grid. An important feature of their flow is “concentrated vortices having axes approximately parallel to the rotation axis.” These concentrated vortices

“support waves consisting of helical distortions, which travel along the axes of individual vortices. Isolated, travelling waves seem well-described by the vortex-soliton theory of Hasimoto (1972).

... Interactions between waves, which are frequent occurrences, almost always result in a local breakdown of the vortex core, and small-scale turbulence production. Usually the portions of broken core reform within 1/2 - 1 rotation periods, but occasionally cores are destroyed and reformed on a much longer time scale.”

(Hopfinger et al. 1982)

The astonishing parallelism between this description, and the vortex kinking and breakdown observed in the present study, should be self-evident. This similarity of phenomena between two ostensibly very different vortical flows raises the possibility of vortex kinking and breakdown occurring in all flows with concentrated vorticity.

Proper study of this hypothesis is an excellent topic for future doctoral students. Perhaps, however, previous researchers have recorded vortex kinking without
recognizing its importance, and examples of vortex kinking may be found in the open literature.

In their pioneering studies of shear layer structure, Brown and Roshko (1974) speculated on the existence of streamwise vortices in the shear layer. Bernal (1986) demonstrated experimentally the existence of these vortices. O'Hern (1987) studied the cavitation in a shear flow (the flow behind a stream-normal plate) and discovered that inception occurs in the long concentrated streamwise vortices of the shear layer. Figure V.6 (reproduced with the permission of Dr. O'Hern) is a photograph of cavitating streamwise vortices. This author has marked onto the photograph the locations of three structures which appear to be vortex kinks. Additional examples of vortex kinks are visible in photographs taken under different flow conditions.

To summarize, vortex kinking has been observed in three different flows with regions of concentrated vorticity, an observation which suggests vortex kinking and the related phenomena may occur wherever concentrated vorticity exists in a fluid.

The author recommends that, in order to avoid confusion, the expression "vortex breakdown" be henceforth reserved to refer to classical, macroscopic trailing vortex breakdown. The author further recommends the expression "vortex stutter" be used for the type of core disruption observed in Hopfinger's and the present study.

V.1.8 Summary

This section may be readily summarized by dividing trailing vortex phenomena into those which are, and those which are not, understood on a simple analytical level. In the former category we may include $U^*_p$, $P_c$, and $U^*_c$ (in the near field). The "not understood" category includes $U^*_c$ and $U^*_c$ (far field). Understanding of $R_c$, $(p_c)^*$, and vortex kinking is limited to a qualitative level.

V.2 Relating Single Phase and Cavitating Flow Phenomena

Cavitation inception, as it is normally defined, occurs when a cavitation nucleus (typically a freestream microbubble) is exposed to reduced external pressure for
long enough to allow bubble growth to macroscopic size. This definition implies that cavitation inception depends on:

1. the original size of the cavitation microbubble
2. the size to which the bubble must grow to be macroscopically observable
3. the time history of the external pressure

The detailed measurements performed in the present study fall far short of simultaneously providing all of the information deemed necessary for predicting inception. This statement begs the question—Is it possible to derive a *heuristic* model of inception based on single phase phenomena?

V.2.1 Relating $\sigma_i$ to $p_c^*$ and $(p'_c)^*$

A logical starting point in the consideration of this question is the measured values of $p_c^*$ and $(p'_c)^*$, since to first order cavitation inception is determined by these quantities.

One may relate $\sigma_i$ to $p_c^*$:

$$\sigma_i = \frac{P_\infty - P_v}{0.5\rho U_\infty^2} = p_c^* + \frac{P_c - P_v}{0.5\rho U_\infty^2} \quad (V.2.1)$$

If one hypothesizes $p_c \approx p_v$ at inception (which should be true when there are many freestream nuclei, e.g. at high DAC), then one would anticipate $\sigma_i \approx p_c^*$. At $\alpha = 5^\circ$, $p_c^*$ was found to be (see section V.1.3) 1.3. $\sigma_i$ is 1.6 (Figure IV.53). At $\alpha = 10^\circ$, $p_c^*$ was found to be 2.4. $\sigma_i$ is 2.8. The agreement between $\sigma_i$ and $p_c^*$ is in fact quite good in view of the uncertainty in both $p_c^*$ and $\sigma_i$.

$\sigma_i$ is in general elevated above $p_c^*$ (and is even more so at higher DAC). At first this may seem counterintuitive because cavitation requires there be a small tension locally in the fluid. This would cause the discarded term in (V.2.1) to be negative, which implies $\sigma_i < p_c^*$. A mitigating factor, however, is the unsteadiness of the core flow. The measured value of $(p'_c)^* (\approx 1.7)$ is more than sufficient to account for the observed $\sigma_i > p_c^*$. 
\(\overline{p_c}\) is virtually independent of \(x/c\), an observation which explains why trailing vortex cavitation appears as a very long core once \(\sigma\) is reduced below \(\sigma_1\). Cavitation inception itself occurs in the region of the flow where \(\overline{U_{xc}}\) is largest, and hence where \(\overline{(p'_v)^2}\) is large. It is logical to infer, then, that cavitation inception is dependent on the fluctuating pressure superimposed on the mean.

Ooi (1985) has shown that at high DAC there is a factor of 35 more 5-20\(\mu\)m radius ("large") microbubbles in the LTWT than at low DAC. As noted in Chapter IV, \(\sigma_1\) is reduced by 1.6 (at \(\alpha = 7^\circ\)) when the DAC is reduced from saturation to 6.5ppm. One might reasonably pose the question – Can the DAC effect be explained solely in terms of a change in the bubble cavitation critical tension with bubble size?

Knapp et al. (1970) have derived the following expression for the critical tension of a gas bubble with respect to dynamic stability:

\[
(p_v - p_\infty)_{\text{critical}} = \frac{4S}{3R_o} \left[ 3 \left( 1 + \frac{(p_\infty)_o - p_v}{2S/R_o} \right) \right]^{-0.5}
\]

(V.2.2)

Let us assume, at high DAC, \(R_o\) for typical large microbubbles is 20\(\mu\)m. Then, an applied tension of \((p_v - p_\infty) = 740\) Pa \((S=7.3 \times 10^{-2} N/m, (p_\infty)_o=100kPa, p_v=2kPa)\) produces cavitation. If we assume at low DAC \(R_o\) (typical large microbubble) is an order of magnitude smaller (=2\(\mu\)m)*, then \(p_v - p_\infty = 18kPa\) is necessary for cavitation. For the flow velocities employed experimentally, changing \(R_o\) by an order of magnitude has only changed \(\sigma_1\) by \(\approx 0.5\), much less than the 1.6 change in \(\sigma_1\) with DAC.

This brief analysis has demonstrated that different bubble size responses to a mean core pressure cannot account for the very significant DAC affect on \(\sigma_1\), sup-

* Katz (1981) has compiled data from many different researchers, and found the bubble number density distribution \((n(R_B)\) in his terminology) varies as \(R_B^{-3(3or4)}\) for ocean and water tunnel water. Consider high DAC water for which the largest "typical" bubbles are 20\(\mu\)m. At lower DAC, for which the bubble concentration is reduced by a factor of 35, the concentration of the largest typical bubbles would be the same at \(R_B \approx (6\ or\ 8\mu m)\). The assumption of \(R_B = 2\mu m\) at low DAC overestimates the mean core pressure effect.
porting the author’s contention that bubble response to pressure fluctuations is an important aspect of inception. To wit, large freestream microbubbles in the core grow to macroscopic size in the low pressure fluctuations at a high mean core pressure, whereas smaller microbubbles would only grow to visible size in the same fluctuations if the mean core pressure were lower. The task of proving the efficacy of pressure fluctuations in enhancing bubble size distribution inception effects is beyond the scope of the present study.

V.2.2 The Influence of Tip Geometry

The analysis just completed suggests two possible explanations for the measured strong variation of $\sigma_1$ with tip configuration− $\overline{p_c^*}$ changes or changes in $(p'_c)^*$. The redistribution of wing loading that occurs with ring wing (and to a lesser extent with square cut) tip installation increases the trailing vortex radius, which certainly decreases $\overline{p_c}$. The effect of different wing tips on $(p'_c)^*$ is not known. One speculates that any measure that decreases $\overline{U_{xc}}$ (such as decreasing $(U_0)_{\alpha_1}$, which also diminishes $\overline{p_c}$) will decrease $\overline{U_{xc}}$ and thus $(p'_c)^*$. None of these ideas was tested experimentally. One suspects the first explication is closer to reality* in view of the reasonable agreement between $\sigma_1$ and $\overline{p_c^*}$ for the low DAC at which $\sigma_1$ was measured.

V.2.3 Developed Cavitation

In Chapter IV developed trailing vortex cavitation was seen to attach to the foil on the suction surface at $x/c=0.8$, independent of $\alpha$. By way of contrast, SFV showed the vortex rollup location moves upstream on the foil from $x/c=0.7$ to 0.3 as $\alpha$ increases. This is concrete evidence that vapour-filled trailing vortices behave differently from single phase vortices. Distinctly two-phase characteristics were also the source of one type of cavitation hysteresis described in Chapter IV.

* "holds more water"!
V.2.4 Summary

Cavitation inception has been shown to be a phenomenon readily comprehensible in terms of the single phase flow mean and fluctuation core pressures. In general, at low DAC, $\sigma_1$ takes on a value which is $p^* + \kappa \left[ (p'_c)^* \right]$, where $\kappa \approx 0.2$. At higher air contents $\kappa$ is much larger, perhaps as great as 1. The DAC effect is attributed to the existence of large microbubbles in the liquid at high DAC, which respond readily to pressure fluctuations in the fluid.
Figure V.1 Inferred Shed Circulation at the Trailing Edge. $\alpha = 7^\circ$, $Re=1.2 \times 10^6$, NACA 64-309 rounded tip.
Figure V.2 Inferred Shed Circulation at the Trailing Edge, $\alpha = 7^\circ$, $Re = 1.2 \times 10^6$, NACA 64-309 square cut tip.
Figure V.3 Inferred Shed Circulation at the Trailing Edge. $\alpha = 7^\circ$, $Re=1.2 \times 10^6$, NACA 64-309 ring wing tip.
Figure V.4 Normalized Inferred Shed Circulation at the Trailing Edge. Re = 1.2 \times 10^6$, NACA 64-309 square cut tip.
Figure V.5 Contour Plot of $\bar{U}_{xc}$ in $x/c$ vs. Re Space.
($\alpha = 5^\circ$, NACA 66-209 rounded tip).
Figure V.6 Streamwise Vortex Cavitation. Flow is left to right.
Vortex kinks are marked. ($U_L = 11.8\text{m/s, } \sigma = 0.62, \text{DAC}=4.2\text{ppm}$).
Chapter VI—NUMERICAL SIMULATION

VI.1 Basic Considerations and Previous Efforts

The experimental results presented in Chapter IV have many consequences in terms of successful numerical modelling of the trailing vortex. The most obvious result of these experiments is that the trailing vortex may be highly unsteady, so that any tip vortex numerical scheme (TVNS) should model unsteadiness. Furthermore, typical time scales for this unsteadiness are on the order of 100μs (all physical quantities in this discussion refer to the experimental geometry described in Chapter II). Modelling the flow around the trailing vortex up to x/c=10 (for example) would require an unsteady simulation of the flow for at least a time, t=10c/U∞. This implies, with a typical time step Δt = 100μs, a total of ≈ 5000 time steps for the chord length and velocity used in this experiment. This analysis is based on the assumption that it is not possible to begin the computation with large time steps and then gradually reduce the time step as the solution converges. Allowing variable time steps reduces the time step requirement to perhaps 1000.

An additional and equally important constraint is that the small scales of the trailing vortex core must be resolved. Around the core itself the grid must be able to resolve a typical vortex kink, which is on the order of 300μm long. Since it is reasonable to anticipate that this resolution is necessary over the full 10c of the domain, this implies 5000 grid points in the axial direction. Orthogonal to the vortex, 200 grid points in each direction are likely to be required. As a rough estimate, then, 5000 × 200 × 200 = 2 × 10^8 grid points should suffice to define the flow.

It is helpful to reference these grid and time step requirements to present computer capacities. At present, the CRAY 2 supercomputer can handle on the order of 2 × 10^6 grid points (for a typical TVNS). This is fully two orders of magnitude smaller than the estimated number of grid points required. Approximately 5000 time steps on some 'normal' code (e.g. INS3D described in VI.3) for a 10^5
grid point system uses 5 hours of CPU time on the CRAY XM-P. Depending on the exact nature of the TVNS the CPU time varies as either $N^2$ or $N \ln N$. Thus a $2 \times 10^8$ grid point simulation would require $\approx 10^4 - 10^7$ CPU hours. A machine at least 3 orders of magnitude faster than the CRAY XM-P would be required for this formidable task. It is highly unlikely that a computer of this power and storage capacity will be constructed for at least two decades.

A final consideration is the nature of the TVNS itself. In Chapter IV very large axial and tangential velocity gradients, and pressure gradients, were shown to exist near the core. Large flow parameter gradients are typically sources of numerical instability. Most numerical simulations combat instability through the introduction of artificial viscosity (e.g. numerical smoothing is a form of artificial viscosity). However, as demonstrated in Chapter V, viscosity plays only a small role downstream of the foil. Consequently, any artificial viscosity introduced to maintain numerical stability is unphysical, thus bringing into question the numerical results.

Many attempts have been made to numerically simulate the trailing vortex flow. Rossow (1975) has surveyed the literature, though that review is now considerably out of date. A brief listing of some of the relevant papers published since that time follows:

[i] Steger and Kutler (1977) – a fourth order accurate implicit finite difference procedure with clustering and a moveable grid to solve the incompressible (Reynolds averaged) Navier-Stokes equations with the Beam-Warming (1976) approximate factorization algorithm.

[ii] Raj and Gray (1979) – an iterative scheme of repeated invocation of the Biot-Savard law to relax the surface vorticity distribution on a wing to achieve self-consistent values, thus solving the 3D potential flow problem.

[iii] Lin et al. (1985, 1986) – a forward marching scheme on the parabolized Navier-Stokes equations (where the velocity field is described as the superposition of an a priori known potential flow solution and a secondary flow velocity).
Hoeijmakers (1985) represented the steady 3D trailing vortex by a transient 2D vortex development (where \( t \rightarrow \) axial distance). A second-order panel method computed the velocity induced by the wing vortex sheet, and integration in time was done using a modified Euler scheme.

Srinivasan et al. (1986) and Holst et al. (1985) employed a zonal approach. Thin-layer Navier Stokes Equations were solved for the viscous flow near the wing surface, and this solution was coupled with the solution to Euler equations for the inviscid 3D flow away from the surface.

Sung et al. (1988) solved the 3D incompressible (Reynolds averaged) Navier-Stokes equations using a finite volume formulation and an explicit one-step multistage Runge-Kutta time step.

The author is not sufficiently well versed in the field to intelligently discuss the attributes and shortcomings of the various numerical schemes. Rather, the author merely notes that clear progress has been made in simulating tip vortex flows, but, as the preceding lucubration demonstrated, the existing computational capabilities are far from adequate to mimic the experimental results.

For this study, on the recommendation of several people, a 3D incompressible Navier-Stokes flow solver (INS3D) existing at NASA Ames was used to attempt to numerically model the flow around the rounded tip NACA 66-209 foil described in Chapter II. Section 2 of this chapter concerns the gridding of the experimental geometry. Section 3 is a brief description of the INS3D code. Section 4 is a listing of the boundary conditions employed. Finally, section 5 is a discussion of the results (or more appropriately, non-results) of the simulation.

**VI.2 Selection of Domain and Gridding**

The selection of a computational domain was constrained by an interest in simulating the experimental NACA 66-209 results. The domain normal to the flow direction was 2 chords on a side, in agreement with the experimental geometry. In order to obtain stable upstream boundary conditions, the inlet boundary was
chosen to be 0.5c upstream of the foil leading edge. In view of the stated interest in the cavitation characteristics of the trailing vortex, the downstream boundary was chosen to be at x/c=2.5.

Several flow features restrict the gridding scheme. Obviously, it is necessary to have a tight grid in the neighbourhood of the tip vortex to adequately resolve it. Similarly, a sufficiently dense grid must exist on the foil surface itself (to predict boundary layer effects), and on the lower plate boundary on which the foil sits (to allow for wing-wall interactions which the SFV in Chapter IV showed could be salient). Several different gridding schemes which fulfil these requirements were considered; the one ultimately chosen consisted of a stacked set of 50 2D grids, taken normal to the freestream flow direction, spaced with varying gaps. These planar grids were dense (as close as 0.01c apart) near the foil leading and trailing edges, and were less dense (up to 0.1c apart) away from the foil. Each 2D grid consisted of a c-grid – 61 grid points wrapped around the ‘c’ (the foil, or the slit which was its continuation beyond the foil edges) and 25 in the normal direction. The 61 points were clustered most densely near the foil tip and wall. The 25 normal grid points were packed most densely near the foil surface. The flow domain consisted of a total of $65 \times 61 \times 25 = 99,125$ grid points. 2D grids around the foil (refer to Figures VI.1 and VI.2) were generated using the GRAPE (Sorenson 1980) code, while the slit grids (e.g. Figure VI.3) were generated by appropriately stretching GRAPE grids at x/c=0.01 or 0.99 to a very small slit width. A perspective view of half the grid points which comprise the interior of the stacked c-grids is given as Figure VI.4. Careful inspection of the 3D grid revealed that mesh orthogonality was quite good. The major fault with the chosen gridding system was the existence of a singular line at the top of the c-grid slit, very close to the expected trailing vortex location.

VI.3 Description of the INS3D Code

The INS3D code has been described in detail previously (Rogers et al. 1987, Kwak et al. 1986, Chang et al. 1985, Kwak et al. 1984); the author will merely
summarize the basic features thereof.

The INS3D code was written at NASA Ames to solve 3D viscous, steady state, incompressible flow problems. In general, compressible flow is much easier to simulate than incompressible flow. The code takes advantage of this by formulating the continuity equation with the additional term \((1/\beta)(\partial p/\partial t)\) – a pseudocompressibility approach first proposed by Chorin (1967). The modified continuity equation together with the three momentum equations represent four equations in four unknowns \((u,v,w,p)\). The code has the ability to handle arbitrary geometries by using coordinate transformations to map the domain onto a cartesian grid. The transformed equations are centrally finite-differenced and approximately factored (Beam and Warming 1976), and then solved implicitly. Computational efficiency is further enhanced by using a diagonal algorithm.

The code has been validated on certain 2D (channel, backward facing step, and circular cylinder) and 3D (ogive cylinder, rectangular duct, and cylinder-wall juncture) flows. It has never been tried on as complex a flow as the tip vortex.

VI.4 Boundary Conditions

The boundary conditions applied computationally over the flow domain were:

1. no slip on foil surface.
2. no slip on tunnel floor.
3. no flow through at the three other tunnel walls (viscous effects here are not relevant to the tip vortex).
4. linear flow parameter \((u,v,w,p)\) extrapolation to the inner grid planes of the c-grid slit.
5. uniform freestream inlet conditions.
6. outlet boundary conditions extrapolated using the procedure recommended by Chang et al. (1985) to maintain stability.
VI.5 Results and Comparison with Experiment

Before attempting the $\alpha = 10^\circ$ case (for which the gridding was shown in section 3), on the recommendation of the INS3D authors, an effort was made to simulate the $\alpha = 0^\circ, \text{Re}=1000$ flow. Figure VI.5 is a typical result. The pressure field illustrated in this figure represents a converged solution based on the INS3D code authors' stipulation that "RMSDQ and DQMAX ... decrease by three or four orders of magnitude over their original values" (Rogers et al. 1987). Two basic problems are manifest. Computational instability is generated at the c-grid slit. The singularity at the top of the slit is a particularly strong noise generator because the Jacobian of the transformation is very large there. (This is comparable to the noise generated at the center of an o-grid; see Sobota 1987a.) Sawtooth solution behaviour due to the central differencing in the code is also evident. This undesirable behaviour would normally be eliminated by artificially smoothing the flow profile, but it was found that (see also Sobota 1987b) in order to obtain adequate convergence the smoothing parameters had to be reduced by 1.5 orders of magnitude below those recommended by the authors of the code.

In an effort to clarify the precise source of these difficulties, three tests were run. For the first test a 3D grid was made by stacking a set of identical 2D 'slit' grids. The code was run with all boundary conditions set to the freestream (i.e. allowing slip on the foil and the floor). The result was that freestream conditions were maintained for all time. The second test was similar to the first, with the modification that 2D grids identical with that at $x/c=0.48$ were stacked. Freestream conditions were again maintained. Finally, the proper 3D grid geometry was run with the same boundary conditions. Serious instabilities (negative pressures, wildly fluctuating velocities, etc.) were observed after only one timestep near the inner layer top of the c-grid where the grid varies rapidly in the streamwise direction (i.e. particularly severe problems were encountered near the leading edge tip and the trailing edge tip). The complete 3D grid was very carefully examined in these locations, but no flaws were discernible in it. The conclusion drawn is incontroversible – the code as
it existed at the time of the tests could not handle the chosen grid.

This observation begs the question – “Why was a different grid not attempted?” In response, it is rather remarkable that no 3D grid generation program suitable for this application (Kwak 1987) exists, and all of the 3D grids produced by manipulating a set of 2D grids possessed unacceptable singularities not unlike the aforementioned singularity.
Figure V1.1 2D grid at $x/c = 0.01$, $\alpha = 10^\circ$. 

False Floor
Figure VI.2 2D grid at \( x/c = 0.48 \), \( \alpha = 10^\circ \).
Figure VI.3 2D Slit Grid Which Occurs Upstream of the Foil.
Figure VI.4 Perspective View of the Stacked Planar Grids at the interior of the c.
Figure VI.5. Upstream View of the Pressure Field at \( \frac{x}{c} = 2 \), \( \alpha = 10^\circ \).
CHAPTER VII – SUMMARY AND CONCLUSIONS

This final chapter is divided into two parts– the first a summary of leading results and conclusions, and the second a free-ranging enumeration of other research topics spawned by the present work.

VII.1 Summary and Conclusions

The trailing vortex produced by a small aspect ratio wing was studied in the LTWT. Four different techniques– SFV, double pulsed holography of bubble tracers, single pulse holography of tailored air bubbles, and cavitation observation– were employed. These techniques allow for an examination of, respectively, the initial vortex rollup, the velocity distribution around the vortex, the vortex core pressure, and the cavitation behaviour. These observations have revealed facets of the trailing vortex flow unseen by previous investigators. This section is divided into summaries of three broad areas of research: single phase results, cavitating flow results, and tip geometry effects.

VII.1.1 Single Phase Results

Double pulsed holography of bubbles injected into and around the trailing vortex core allowed for instantaneous measurement of both the tangential and axial velocity.

These measurements revealed that the circulation around the trailing vortex is equal to the analytical bound wing circulation (White 1979) for x/c ≥ 2. The normalized maximum tangential velocity, \( (U_\theta)_{\text{max}}/U_\infty \), around the trailing vortex was virtually independent of x/c (2 ≤ x/c ≤ 10), and equal to 0.6 for \( \alpha = 5^\circ \), and 0.8 for \( \alpha = 10^\circ \). In the near field the core mean axial velocity, \( \bar{U}_{xc} \), is elevated above the freestream velocity. Batchelor's (1964) theory yields accurate estimates of the extent to which \( \bar{U}_{xc} \) is raised above \( U_\infty \). In the far field the core axial velocity tends to values less than the freestream velocity, \( U_\infty \), and is a non-monotonic function
of Re. Several possible explanations of the latter behaviour are listed in Chapter V.1.5.

The core flow was found to be highly unsteady, particularly when $U_{xc} > U_\infty$. The RMS core axial velocity has been measured to be as high as $0.2U_\infty$. Extremely unsteady core flow is often accompanied by vortical structures the author has labelled "vortex kinks." Vortex kinking is said to occur when a straight core undergoes an abrupt bend. After the bend the flow is locally at a large angle with respect to the freestream. A short distance farther downstream the flow rapidly turns to again be in the streamwise direction. A second vortical structure, labelled as "vortex stutter" (a linear core undergoes a rapid transition to a core in which the motion is not axially-directed and the core is spread laterally), has also been observed. These structures bear a striking resemblance to concentrated vortical structures in turbulent, rotating tank flows (Hopfinger et al. 1982), and to streamwise vortices in the free shear layer.

The core pressure was measured by introducing non-intrusive "tailored air bubbles" into the flow upstream of the foil. Their size when they lie in the core is related to the local, instantaneous, static pressure. The normalized core pressure, $p_c^*$, determined using this technique is in fair agreement with an established correlation (Dunham 1979). The mean core pressure was also determined indirectly through integration of the radial momentum equation. This value of $p_c^*$ was in much better agreement with the correlation. The normalized fluctuating pressure in the core, $(p'_c)^*$, is very high, perhaps as great as 2, albeit with a large error.

VII.1.2 Cavitating Flow Results

Cavitation inception was studied by examining the trailing vortex, under stro-boscopic illumination, at different angles of attack. High speed flash photographs recorded the instantaneous appearance of both inception and developed cavitation.

Comparison between the measured core pressures and the inception index, $(\sigma_i)_{tv}$, supported the first order approximation that inception occurs when the
core pressure is reduced to the vapour pressure. The observed large value of the fluctuating core pressure explains both the appearance of inception prior to core pressure reduction to $p_v$, and the strong dependence of $(\sigma_i)_{tv}$ on the dissolved air content.

The mean core pressure was measured to be virtually independent of $x/c$. This fact elucidates the observation of long axial core cavitation when $\sigma$ is reduced slightly below $\sigma_i$. The location of inception matches the location of maximum axial velocity fluctuation which, one speculates, should also be the location of maximum pressure fluctuation. It is apparent that the fluctuating core pressure is an important aspect of cavitation inception.

VII.1.3 Tip Geometry Effects

Two alternative tip geometries were compared with the basic rounded tip using surface flow visualization (which provides qualitative information about rollup and lift losses) and cavitation inception measurements.

Installation of a square cut tip reduced the tip inception index relative to that of the rounded tip. Flow separation from the sharp edge at the tip caused the shed vorticity to roll up into several vortices, rather than the single vortex characteristic of a rounded tip. The large core radius formed when these vortices wind together is a reasonable explanation of the decreased $(\sigma_i)_{tv}$.

Installation of a ring wing tip greatly reduced $(\sigma_i)_{tv}$. The reduction was caused primarily by redistributing, in the Trefftz plane, the shed vorticity about a line and circle, rather than the single line that characterizes rounded tips. Fortuitously, this redistribution caused most of the wing bound vorticity to be shed from the ring, decreasing the tip effect lift loss over the foil body.

VII.2 Suggestions for Future Work

Although the present work has clarified certain tip vortex phenomena, several require further investigation. This section is an enumeration of different areas of research one feels will be fruitful.
In the summary to Chapter V the author identified $\overline{U_x'}$ and $\overline{U_{xc}}$ (far field) as two "not understood" quantities. One suspects that both mean and fluctuating axial velocities could be explained analytically. An experimental study of Re effects on $\overline{U_x}$ and $\overline{U_{xc}}$ could be conducted by repeating the present work on similar, smaller chord, wings. The freestream turbulence explanation of Re effects could be conclusively ruled out by adjusting, or measuring, the freestream turbulence level in the tunnel.

Trailing vortices are the ideal settings in which to study vortex kinking. The advantages of trailing vortices over the other vortex kinking flows are threefold—the vortex position is known *a priori* (at $x/c=2$ the vortex barely meanders), the vortex circulation is known and readily adjusted, and (particularly in a towing tank) kink movement is easily followed in time. The author proposes that high speed photography be used to study vortex kink interactions. A criterion for the onset of vortex kinking could be established by careful adjustment of $\Gamma_v, U_\infty$, and $R_c$. The role vortex kinks play in trailing vortex core unsteadiness might be better understood by such a study.

A great deal of additional work remains to be done with alternate tip geometries. The most obvious continuation of the present work would be to measure $U_\theta(R), U_x(R)$, and $p_c^*$ around the trailing vortex produced by different tips. Proper lift and drag measurements on the ring wing tip must be done. An attempt should be made to improve still further the ring wing tip performance by changing the length, diameter, cross-sectional shape, and camber of the ring. The optimization process would be greatly simplified if the local tip flow could be modelled numerically.

It has been seen that flow separation over the square cut tip causes shed vorticity to be rolled into several vortices. One suspects that judicious deployment of wing tip sails (e.g. between the vortices) could produce a larger $R_c$ (by separating the vortices still further), thus diminishing $\sigma_i$. 
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APPENDIX A – CATALOGUE OF SFV PHOTOGRAPHS

This Appendix serves two purposes— as a reference for comparison with numerical simulations, and as an elaboration of the results described in Chapter IV.

Figure A.1.1 shows, at $\alpha = 15^\circ$, a suction surface separated flow over the inboard 3/4 of the wing near the floor. The spanwise extent of separation agrees with the location of separated flow leading edge cavitation (refer to Chapter IV.4). The separated flow is highly three-dimensional, with flow reattachment not occurring until near the 3/4 chord point. The pressure surface flow is unaffected by the suction surface separation. The chordwise orientation of streaklines near the camberline in the inboard view provides additional support for the hypothesized streamline pattern of Figure IV.2.

The orientation of "pressure side" streaklines in Figure A.2.5 suggests fluid entrainment from the separated flow region edges into the center. Notice again the inhibition of separation by the tip, and the unsteady appearance of the flow near reattachment. This latter is indicative of the unsteady wake shed at this angle of attack.

Figure A.3.1 provides evidence of a wing/wall interaction rôle in separation. In particular, observe the absence of separation in the middle (spanwise) of the foil where the tip effect is very small. Rather, separation occurs near the wall and disturbs the flow outboard from the wall.

Figures A.3.2 and A.3.3 confirm, for $\text{AR} \geq 2.3$ at reasonable $\alpha$, that the tip flow is independent of the aspect ratio. This result is in agreement with McCormick's (1962) study, wherein $(\sigma_t)_t$ was found to be AR independent.

Figures A.4.1–A.4.4 should be very interesting to researchers involved in the modelling of separated flows. The flow has many fascinating features including: unsteadiness, three-dimensionality, strong dependence on $\alpha$ in terms of both spanwise and chordwise extent, tip separation suppression effect, and wall effect.
Figure A.1.1 (a,b,c) SFV of 64-309 foil at $\alpha = 15^\circ$. 

(a) Pressure side 
(b) Suction side 
(c) Inboard view
Figure A.1.2(a,b,c) SFV of 64-309 foil at $\alpha = -7^\circ$. 

(a) pressure side  
(b) suction side  
(c) inboard view
Figure A.2.1 SFV of 66-209 foil at $\alpha = 6.2^\circ$ (perspective view).
Figure A.2.2(a,b,c) SFV of 66-209 foil at $\alpha = 10.1^\circ$. 

(a) Pressure side

(b) Suction side

(c) Inboard view
Figure A.2.3(a,b,c) SFV of 66-209 foil at $\alpha = -3^\circ$. 

(a) pressure side  
(b) suction side  
(c) inboard view
Figure A.2.4(a,b,c) SFV of 66-209 foil at $\alpha = -6^\circ$. 
Figure A.2.5(a,b,c) SFV of 66-209 foil at $\alpha = -9^\circ$. 

(a) pressure side
(b) suction side
(c) inboard view
Figure A.3.1(a,b) SFV of Joukowski AR=3.8 foil at $\alpha = 14^\circ$. 

(a) pressure side

(b) suction side
Figure A.3.2(a,b) SFV of Joukowski AR=3.8 foil at $\alpha = 6^\circ$. 

(a) pressure side

(b) suction side
Figure A.3.3(a,b) SFV of Joukowski AR=2.3 foil at $\alpha = 6^\circ$. 

(a) pressure side

(b) suction side
Figure A.4.1(a,b) SFV of Flat Plate foil at $\alpha = 3.3^\circ$. 

(a) pressure side

(b) suction side
Figure A.4.2(a,b) SFV of Flat Plate foil at $\alpha = 6.9^\circ$. 

(a) pressure side 

(b) suction side
Figure A.4.3(a,b) SFV of Flat Plate foil at $\alpha = 10.1^\circ$. 
Figure A.4.4(a,b) SFV of Flat Plate foil at $\alpha = 13.7^\circ$. 

(a) pressure side

(b) suction side
APPENDIX B - BUBBLE SLIP VELOCITY INTO A TRAILING VORTEX

Consider a bubble of radius \( R_B \) and density \( \rho_B \) travelling around a vortex core with velocity \( U_\theta \) at a distance \( R \). The fluid in which the bubble is embedded has density \( \rho \) and viscosity \( \mu \), and has a pressure field about the core \( p(r) \) (refer to Figure B.1). The aim of this discussion is to obtain a reasonable estimate of the maximum radial slip velocity, \( U_{rs} \), of the bubble.

One first assumes that the presence of the bubble does not affect the pressure field in the fluid. Also, one assumes that the drag on the bubble is identical with that on a small spherical bubble in uniform flow. Finally, any bubble deformation or expansion in the pressure field, and acceleration of the bubble relative to the fluid, is neglected. The latter assumption is equivalent to supposing at each instant in time the bubble achieves its local terminal velocity. Then, the bubble reaches a slip velocity for which: \( \text{(net pressure force)} - \text{(drag force)} = \text{mass} \times \text{(centripetal acceleration)} \).

It can be readily demonstrated that the right side of the equation is negligible, and hence:

\[
F_p = F_D \tag{B.1}
\]

The pressure force may be calculated exactly (subject to the aforementioned assumptions) by using:

\[
F_p = \int_{\text{surface}} p(R + R_B \cos \phi) \sin 2\phi \pi R_B^2 d\phi \tag{B.2}
\]

The location where the bubble slip is maximized is where \( dp/dr \) is a maximum.

The radial momentum equation,

\[
\frac{dp}{dr} = \frac{\rho U_\theta^2}{R} \tag{B.3}
\]

implies this occurs where \( U_\theta \) is a maximum in a Rankine vortex model. Because \( R_B \ll R \) (in Chapter IV \( (U_\theta)_{\text{max}} \) was found to occur at \( R \approx 5 \times 10^{-3} \text{m} \);
\[ R_B \approx 8 \times 10^{-5} \text{m}, \]  

it is an excellent approximation (especially in view of the other uncertainties) to set \( dp/dr=\text{constant}=(\rho(U_\theta)^2_{\text{max}})/R \) in the neighbourhood of the bubble. Then, it can be shown that:

\[
F_p = \frac{4}{3}\pi \rho R_B^3 \frac{(U_\theta)^2_{\text{max}}}{R} \tag{B.4}
\]

Moore (1963) has analytically determined the drag coefficient on a spherical bubble to be \( c_D = (48/Re)(1 - 2.2/Re^{0.5}) \) where the Reynolds number is given by \( Re=2R_B U_{rs}/\nu \). This drag coefficient fits the experimental measurements of Haberman and Morton (1953) well for \( Re \approx 100 \). In terms of a drag force, Moore's result is:

\[
F_D = 12\pi \rho \nu U_{rs} R_B - 18.7\pi \rho \nu^{1.5} U_{rs}^{0.5} R_B^{0.5} \tag{B.5}
\]

Equating (B.4) and (B.5) (denoting \( \bar{U} = U_{rs}^{0.5} \)):

\[
12\pi \rho \nu R_B \bar{U}^2 - 18.7\pi \rho \nu^{1.5} R_B^{0.5} U - \frac{4\pi \rho R_B^3 (U_\theta)^2_{\text{max}}}{3R} = 0 \tag{B.6}
\]

which is trivially solved for \( U_{rs} \).

Typical values from Chapter IV (with \( U_\infty=6\text{m/s}, \alpha = 10^\circ, x/c=2: (U_\theta)_{\text{max}} = 5\text{m/s}, R \approx 5 \times 10^{-3}\text{m}, R_B \approx 6 \times 10^{-5}\text{m}, \rho = 1000\text{kg/m}^3, \nu = 10^{-6}\text{m}^2/\text{s} \) one finds \( U_{rs}=1.7\text{m/s} \) (the second solution, \( U_{rs}=2.3\text{m/s} \), would be presumably reached if the bubble were decelerating) and \( Re=200 \). Batchelor (1967) and Levich (1962) have pointed out that bubbles in liquids have surfactants which cause them to behave much as solid spheres. Consequently, it is instructive to recalculate the bubble slip velocity assuming the bubble acts as a solid. The solution is virtually the same: \( U_{rs}=1.66\text{m/s} \). The slip velocity is sufficiently large to explain the nadir in the bubble density distribution in the region near \( (U_\theta)_{\text{max}} \), but, because even at its maximum it is only \( U_\theta/3 \) (and of course due to the geometrical considerations discussed in Chapter III), its impact on the accuracy of the experimental results is small. The slip velocity should be less than \( 0.1 U_\theta \) for \( R > 1 \times 10^{-2}\text{m} \).
Figure B.1 Bubble Slip Analysis Geometry.