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Abstract

Eighty-five years following the historic proposal that core-collapse super-
novae accompanied the transition of evolved massive stars to neutron stars [5],
the mechanism through which these collapsing stars explode remains uncer-
tain. While supernovae are observed on a daily basis across the electromag-
netic spectrum, neutrinos and gravitational waves, emitted from the very
heart of the core-collapse supernova central engine, provide a direct glimpse
of the dynamics driving the explosion. The joint gravitational wave and elec-
tromagnetic observations of a colliding neutron star binary system on 17th
August 2017 heralded a new era for multi-messenger astronomy [6]. The
next galactic core-collapse supernova presents an unparalleled opportunity
to directly probe core-collapse supernova physics and the explosion mecha-

nism.

This thesis explores a number of topics in multi-messenger astronomy and
core-collapse supernova physics. First, it tackles the observation problem;
detailing an astrophysically motivated search protocol for gravitational waves
from core-collapse supernovae triggered by observations of neutrino and /or
electromagnetic counterparts. Applying these methods to a number of hy-
pothetical observational scenarios, it presents sensitivity estimates for the
second generation of gravitational wave interferometric detectors to both re-
alistic and speculative emission mechanisms associated with core-collapse
supernovae. Next, it addresses the prospects for post-detection inference;
developing a Bayesian toolkit to interpret gravitational wave observations
from core-collapse supernovae and augment current understanding of the
explosion mechanism. A proof-of-principle study is also presented, using
tailor-made simulations to demonstrate the viability of extracting the angu-
lar momentum distribution of nascent millisecond proto-neutron stars from

their gravitational wave echoes. Thereafter, it considers the ramifications



xiv
of failure to accurately capture proto-neutron star hydrodynamics in core-
collapse supernova simulations; exploring the influence on the explosion
mechanism of gravito-acoustic waves generated by convection in the proto-
neutron star mantle. Finally, it ponders the impact of advances in multi-
messenger astronomy and source modelling over the next twenty years on

the understanding of core-collapse supernova physics.
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1 Introduction to core-collapse

supernovae

The nitrogen in our DNA, the calcium in our teeth, the iron in our blood, the carbon in our
apple pies were made in the interiors of collapsing stars. We are made of star stuff.

—Carl Sagan, Cosmos

Core-collapse supernovae (CCSNe) have been observed throughout history,
with the earliest recorded sightings of these magnificent stellar explosions
preceding the invention of the modern telescope by over a millenium. Ac-
companying the gravitational collapse of massive stars (greater than 8 —
10 M, at birth) at the end of their nuclear burning lifetimes, CCSNe release
some 10°3 erg of energy across the electromagnetic (EM) spectrum, neutri-
nos, and gravitational waves (GWs). From nuclear interactions and neutrino
physics in the collapsing core to shock interaction with the stellar surface
and circumstellar medium, CCSNe are fantasically complex multi-scale as-
trophysical laboratories, with length scales associated with relevant physical
processes spanning almost 20 orders of magnitude and encompassing all
four fundamental forces. Computationally modelling CCSNe is thus, to no
surprise, an involved task of Gordian proportions. In the absence of unlim-
ited computational resources, even state-of-the-art simulations are beholden
to approximate treatment of source physics. A problem arises, however, as
many simulations fail to reproduce the stellar explosions observed, and thus
known to occur, in nature. Could it be that our theoretical understanding of
the mechanism through which collapsing massive stars explode be wrong?

As yet, a robust answer to this question remains out of reach. The basic
picture for core collapse, generally agreed upon by the CCSN community,
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is as follows. As a massive star evolves, a heavy, degenerate core is gradu-
ally formed from the products of nuclear burning in the stellar interior. The
core mass increases, with the central temperature soaring as the maximum
(Chandrasekhar) mass supportable by electron degeneracy pressure grows
near. Heavy nuclei in the centre of the core begin to break apart under the in-
tense temperature and pressure there, driving electron capture on free pro-
tons and accelerating gravitational collapse. The core, initially in free-fall,
separates; the inner core (usually around M;. ~ 0.6 — 0.8 M), which re-
mains in sonic contact, collapses homologously', while the outer core (typi-
cally around M. ~ 0.6 M) continues to infall subsonically. As the density
of the inner core approaches that of nuclear matter, the nucleon-nucleon po-
tential becomes repulsive, providing support against further gravitational
collapse. The inner core rebounds, driving a shock wave outwards. As the
shock travels through the outer core, it loses energy both through super-
heating the infalling material (breaking up heavy nuclei into free nucleons)
and through increased neutrino losses as high temperatures drive increased
rates of electron capture. For all but the lightest stars (8 — 9 M progeni-
tors, for which the degenerate core is comprised of oxygen, magnesium, and
neon), the shock stalls within 50 — 100 ms of core bounce (typically around
fsh ~ 150 — 250 km), forming an accretion boundary supported against col-
lapse by thermal pressure and neutrino heating. The shock must then be
“revived” to explode the progenitor star before accretion of infalling mate-
rial onto the PNS drives the nascent remnant’s mass above the maximum
supportable against gravitational collapse, leading to black hole (BH) forma-
tion on a timescale of ~ 1 — 3s. While it’s expected that some BHs formed
via stellar collapse, many CCSNe (for which the inferred progenitor mass is
larger than 12 M) have been observed, suggesting that there is some mecha-
nism through which the shock is revived (in a timely manner) to successfully
explodes the star.

So what do we know about the CCSN explosion mechanism? It’s likely
some complex interplay between neutrino heating, turbulent hydrodynam-
ics, and fluid instabilities. Beneath the shock, a gain region (of order several
tens of kilometres thick) develops, where net neutrino heating occurs. In

contrast, a region of net cooling emerges above the the proto-neutron star

li.e. velocity is proportional to the radius, and the collapse dynamics are effectively

scale-free.
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(PNS) “surface”? as the PNS cools (via neutrinos) and contracts. Between the
neutrino-cooled region above the PNS (which is, relatively speaking, fairly
low entropy and lepton-poor) and the (shock-heated, lepton-rich) gain re-
gion, neutrino-driven convection develops by ~ 150 — 200 ms post-bounce
and rapidly becomes turbulent, contributing an additional source of pres-
sure behind the shock and pushing it outwards. Large neutrino heating
rates across the gain region persist only for a few hundreds of milliseconds,
so this typically can’t revive the shock alone if an explosion isn’t seen within
500ms or so. Turbulent pressure behind the shock (due to vigorous con-
vective motion across the gain region) can also contribute to shock revival,
although this is subject to the caveat that much of the convective power here
too dies down after around 500 ms. The standing accretion-shock instabil-
ity (SASI; see, e.g., [7]), where global fluid sloshing in the cavity between
the PNS and the stalled shock is driven by acoustic waves coupling to “ad-
vected waves” of entropy and vorticity perturbations produced at the shock
(due to physical displacement) dragged down with the infalling accretion
tlow towards the PNS. Advective waves rapidly decelerate as they approach
the PNS surface, generating outgoing acoustic waves that propagate to the
shock, where they partially reflect and impart momentum upon the shock,
driving it outwards and producing new pertubations which then in turn get
advected down towards the PNS with the accretion flow. This “advective-
acoustic” cycle can be a powerful feedback mechanism when the shock stalls
at large radii, creating a larger cavity over which global fluid modes can de-
velop without being (completely) disrupted by turbulent motion. Further-
more, wave-driven energy transport from the convective PNS mantle out to
the shock can contribute an important source of pressure behind the shock,
and may favour development of the SASI by providing an additional source
of outgoing acoustic flux from the PNS surface. PNS convection persists
over several seconds as the PNS contracts and cools, so wave-driven energy
transport from here can contribute heating and pressure behind the shock
out to late times (long after neutrino heating and turbulent convection have
calmed; see Chap. 7 for quantitative study on the impact of wave heating

from PNS convection).

20Often taken very loosely to be where p ~ 10! gecm™3. The neutrinosphere, which is
often discussed analogously with the PNS surface, is defined as where the optical depth to
neutrinos 7, = 1/3 (i.e. where neutrinos decouple from nuclear matter and can escape).
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Pragmatically, CCSN explosions are likely to be driven by some combination
of these effects or, indeed, by something entirely different. While successful
explosions are starting to be seen by state-of-the-art simulations, a consensus
across the CCSN simulation community is a distant prospect likely decades
away. Observationally, we are yet to constrain much as, despite routine ob-
servation of CCSNe across the EM spectrum, we have yet to directly probe
the CCSN central engine. EM emission originates far from the collapsed
core, produced through nuclear decay and interaction of the SN shock with
the circumstellar medium after it has broken through the surface of the pro-
genitor star. As such, only second-hand information on what drives these
stellar explosions is yielded by EM observations, limited for the most part
to details on explosion asymmetry and outflow velocities. On the contrary,
GWs and neutrinos are emitted from the very heart of the CCSN, offering
an unparalleled opportunity to witness the birth of compact objects and the
mechanism through which CCSN explosions are powered. The scant few
neutrinos observed from SN1987A, a CCSN in the Large Magellanic Cloud
(LMC) over thirty years ago, confirmed the basic theoretical picture of the so-
called CCSN explosion mechanism established previously [8, 9]. A more re-
cent opportunity, however, to perform precision astronomy on CCSNe with

neutrinos and GWs has yet to manifest.

The joint observation of GWs and light from a binary neutron star merger [6,
10] heralded the dawn of a new multi-messenger era including GWs. With
the second-generation of GW detectors in place and the next galactic CCSN
already exploded, the importance of the first joint observation of GWs, neu-
trinos, and light from a CCSN cannot be overstated. An unprecented op-
portunity to peer directly into the CCSN central engine, GW and neutrino
observations will allow us to probe both the explosion mechanism and natal
properties of compact objects. To truly harness the scientific potential of the
next galactic CCSN, we must have a thorough understanding of how to opti-
mally conduct a multi-messenger search for CCSNe, investigate the observa-
tional prospects given existing detectors, and establish the astrophysical in-

formation that can be inferred from post-detection analysis of observations.

With these considerations in mind, the primary goal of this thesis is to pro-
vide a clear and coherent discussion of the prospects for exploring CCSN
physics through multi-messenger astronomy over the next thirty years. Ex-
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plicitly, we aim to lay out a roadmap through detection, source inference,
and development of a science case for next-generation observatories in the
context of GWs from CCSNe for the budding astronomer interested, but per-
haps not yet well-versed, in these brilliant cosmic explosions. To this end,
we present a comprehensive search procedure which will later be released
as open-source package of signal analysis tools that may be employed to not
only reproduce the research presented here, but may also be further devel-
oped to augment one’s own research by the interested reader.

The rest of this thesis is organised as follows. In Chapter 2, we seek to pro-
vide a broad overview of general relativity (GR) and GWs, neutrino radia-
tion hydrodynamics, and the nuclear matter equation of state (EOS); three
(of many!) key topics unlying the dynamics of stellar collapse and compact
object formation. In Chapter 3, we discuss the observational signatures of
CCSNe, before contextually discussing detection techniques for GWs and
neutrinos. Chapter 4 outlines an astrophysically-motivated protocol for externally-
triggered searches for GWs from CCSNe, employing these methods to ex-
plore the prospects for observing GWs from CCSNe with the second-generation
of ground-based interferometers. In Chapter 5 and Chapter 6, we address
the post-detection problem: inference of source physics. We demonstrate,
in Chapter 5, the ability to establish, for a given GW observation, whether
the CCSN explosion was driven predominantly by either multidimensional
hydrodynamic instabilities or rotational effects. Following this, we run a
suite of tailor-made CCSN simulations for rapidly rotating progenitors in
Chapter 6 and develop a proof-of-principle concept study on the ability to
constrain the angular momentum distribution of the pre-collapse core from
GW observations alone. Acknowledging the uncertainty in the particulars of
the CCSN explosion mechanism, we turn our attention in Chapter 7 to the
impact of approximations used in CCSN simulations on the fundamental
physical processes driving the explosion, establishing the viability of wave-
driven energy transport from PNS convection as a subdominant feature driv-
ing the CCSN central engine. Looking forward in Chapter 8, we explore the
prospects for multi-messenger astronomy with CCSNe over the next thirty
years, focusing predominantly on the impact of third-generation GW detec-
tor design on sensitivity to GWs from CCSNe. Finally in Chapter 9, we reflect
on the impact of the work presented in this thesis on the field, and discuss
future directions crucial to maximising the scientific potential yielded from



observing the next galactic CCSN through the multi-messenger lens.



2 Fundamental physics of

core-collapse supernovae

These violent delights have violent ends.

—Dolores Abernathy, Westworld

As prefaced in Chap. 1, CCSNe are fantastically complicated phenomena; as-
trophysical laboratories for a broad range of fundamental physics in extreme
conditions. While here we seek to provide a more detailed discussion of
only three topics particularly pertinent to the topics addressed in this thesis,
we highly recommend Thorne & Blandford [11], Shapiro & Teukolsky [12],
Creighton & Anderson [13], Chapters 1-3 of Sherwood Richers’ thesis [14],
pretty much all of Evan Hall’s thesis [15], and the Ay190 Computational As-

trophysics notes to the interested reader.

2.1 General relativity and gravitational waves

Background math

In general relativity, massive particles traverse paths in spacetime (a Rieman-
nian manifold characterised by metric g,,,) along which their proper time 7
is extremised. Mathematically, this can be stated through an equation of
motion, the geodesic equation, which can be solved for the set of allowed
particle trajectories (known as geodesics) x* (P(7)).

In the absence of external forces, the geodesic equation takes the following
form;
d?x” dx!dxv
_re 2 7
dt? Wdr dt 0. @1)




where connection coefficients I'],, are defined

1
FZI/ = ng\ (avg/\y + ayg/\v - a/\gyv) ’ (2.2)
where the notation d,, = d/d x,, is employed. External forces such as electro-
magetism contribute to an additional source term on the right hand side of
the geodesic equation.

The curvature of a spacetime manifold is encoded in the Riemann tensor

RO'

1pvs defined as

_ A A
RSy = 0,19, — 3,19, + T, T}, T, T, (2.3)

Repeated contraction of the Riemann tensor yields the Ricci tensor R, and
scalar curvature R;

R, =Ry, (2.4)
R=RY. (2.5)

In general relativity (GR), gravity manifests through spacetime curvature,
which induces relative acceleration between initially parallel points in space.
This acceleration can be quantified by considering two test particles, initially
separated by space-like vector s¥, traversing geodesics with identical four-
velocity u” = dx"/dt. The relative acceleration between the two particles is
given by the equation of geodesic deviation;

d?s”

—7 = RZMu”uAs” , (2.6)

which underscores the effect of spacetime curvature on particle trajectories.

Curvature is manifestly due to the distribution of matter and energy across
spacetime. Given a distribution characterised by stress-energy tensor T,

the resultant metric can be found by solving the Einstein field equations:

81tG

Gu+ A& =—7T

& T 2.7)

where G, = R, — §,,,R/2 is the Einstein tensor, and A is a cosmological
constant related to the vacuum energy of empty space.



Linearised gravity and gravitational waves

In many terrestrial and astrophysical contexts (i.e. for a source that is slowly
moving and non-relativistic), spacetime curvature is small, and approxima-
tions to vastly simplify the Einstein equations can be applied. In this weak
tield limit, the metric is approximately flat and can be written as a Minkowski
background 7,4 plus some small tensor perturbation /1,4:

8uv = Myv + h;u/ +0 (|h|2) , (2.8)

where |hw| = |gw — | < 1.

Gauge freedom can be exploited to simplify the form of the equations to

solve. Commonly employed is the Lorentz gauge condition;
d,hly —9,h=0, (2.9)

where h = hj is the trace of the perturbation. Requiring further that we
work in the transverse-traceless (TT) gauge, in which 1,y = 0 and h = 0, the
Einstein equations in vacua (i.e T, = 0) simplify to

Oh,,, =0, (2.10)

where [ is the d’Alembertian operator. This set of equations admits solu-
tions of plane-wave form hi]-(t, x), denoted GWs. Two degrees of freedom in
h;; remain, which are typically interpreted as distinct polarisations, denoted
+ (plus) and x (cross);

I’li]’ = I’l_'_elj']T + hXE;(j . (211)

Here, the polarisation tensors are defined

4

T=8®6-6086, (2.12)

88— 828, (2.13)

e

4

eX

where orthonormal spatial basis vectors ¢; and €, form the fundamental
plane perpendicular to wave propagation direction é;. We save an in-depth
discussion of the principles of GW detection and features of GW observato-

ries for Sec. 3.2.
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Numerical relativity

To solve for the dynamic evolution of a general-relativistic system, one must
construct an initial value problem from the Einstein equations. In pursuit
of this goal, a (3 + 1)-D spacetime decompositon is typically employed (see,
e.g., [16]). In such a system, spatial coordinates x/ are defined on 3D space-
like hypersurfaces X;, where each hypersurface is specified by constant t =
xY. For normal observers (i.e. those moving with four-velocity n*, where n*
is a timelike vector normal to ¥,), the difference in time coordinate between

the same spatial position on two hypersurfaces is given by
at' =dt (an” + g#) . (2.14)

Here, the lapse function a accounts for the different rates of change of coor-
dinate time and proper time for observers, while the shift vector B (tangent
to 2;) allows the spatial coordinates to slide normally with ¢ between hyper-

surfaces. On each hypersurface, the spatial metric y,,,, applies

Yuv = §uv + Nyhy, (2.15)

from which the Lorentz factor W and three-velocity v/ of an object moving

with four-velocity u” measured by a normal observer can be obtained

W = auY,
WP
o = (2.16)

The extrinsic curvature K;; describes how the hypersurfaces deform with
coordinate time

Kij=V,mn,ejel, (2.17)
where e/ are the spatial components of basis vector and V,, is the covariant

derivative. Setting « and § through gauge choices, the evolution of ;;, K;;,

and the constraint equations must be solved for on each time slice [17];
at’)/i]' = — ZDCKZ']' + VZ:B] + V]IBZ ,
atKl']' = — ViV]'OC + 44 <Rl] — 2Kle]k)
’)/..
+ BRVKj + KV BF + Ky V5 — 8t (Si]- - % (Sk - pH)> ,
0= R—K;K7 —167py,
0= V.K/—-8nS/. (2.18)
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Here, S are the spatial components of stress-energy tensor T),,, S/ the mo-
menta, and py; = a?T%/p the total energy. We leave the specifics of stress-

energy source terms from radiation hydrodynamics to Sec. 2.2.

The conformal-flatness condition (CFC, also known as the Isenberg, Wilson,
and Mathews condition; see, e.g., [18]) is often used to implement approx-
imate general-relativistic effects in numerical studies. In this, the spatial 3-

metric y;; may be written as flat multiplied by some scalar factor;

i =Wy (2.19)

While satisfied irrespectively in spherical symmetry, the approximation is
only valid in two or three spatial dimensions when gravitational waves are
not present. While this may seem problematic to discuss in a thesis con-
cerned with gravitational waves from core-collapse supernovae, it is often
a good approximation for the general-relativistic behaviour of the hydrody-
namics in systems (such as simulations of core-collapse supernovae in which
black holes are not formed) without strong field effects [17, 19]. This approx-
imation greatly simplifies the numerical task to be solved, removing any ex-
plicit time derivatives in the equations above, and reducing the problem to
a set of elliptic equations. While GWs cannot be extracted from simulations
using CFC, the signal expected can be estimated using the quadrupole ap-
proximation [20]

hyp(t, 1) = %'I'}J?T (t - g) , (2.20)
where [} is the second time derivative of the quadrupole moment tensor in

the transverse-traceless gauge, and

I = tfd?’xpW\/_ V) + Ujx; — 00X ) : (2.21)

This approximation is reasonable assuming slow motion (i.e. the curvature
source is confined to a region much smaller than the wavelength of gravita-
tional radiation emitted) and a weak gravitational field, which has shown to
be valid in the case of core-collapse supernovae [21]. In Chap. 6, we present
GW signals estimated from simulations of core-collapse supernovae imple-

menting CFC for treatment of general relativistic effects.
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2.2 Neutrino radiation hydrodynamics

General-relativistic hydrodynamics

It is typical in classical fluid dynamics to describe a fluid in terms of its mass
density p, three-velocity v/, pressure P, and energy density e. The hydrody-
namic evolution of a relativistic perfect fluid is constrained by the set of local

conservation equations for mass, momentum, and stress-energy;
Vy (put) =0,
v, " =0, (2.22)

where u" is the fluid four-velocity and the stress-energy tensor T#" takes the

form
THY = phutu¥ + Pghv, (2.23)

and i = 14 e+ P/p is the specific enthalpy. For the purpose of solving these
equations numerically, it is useful to recast them into conservative form. This
is done by introducing a set of conserved variables (D, Sj, T) in terms of

primitive variables (o, v}, e) [22];

D = pW,
S] = phWZU]’,
T=phW? -p-D, (2.24)

where D, S]-, and 7 are the rest-mass density, jth component of the momen-

tum, and total energy density minus rest-mass density, respectively. From

the conserved variables, the evolution equations take the simple form

9 (y7U) + 9; (J=gF) =S, (2.25)

where state vector U, flux vector F/, and source vector S are defined

U=[D,s, 7|,
Fi = [D@i, S0' + 8iP, TO' + Pvi] ,
S =[0, T (9,8,; — T}u82;) , « (9, loga) — T*'TY, )], (2.26)

where 9 = v’ — B'/a. This first-order hyperbolic set of equations is closed

through the equation of state (EOS) governing the fluid, P = P(p,s), where s
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is the specific entropy. In the case of core-collapse supernovae, the EOS must
be valid over a large parameter space including (but not limited to) nuclear
densities. This is a topic of active research and discussed in more depth in
Sec. 2.3.

Neutrino transport

According to the Standard Model, there are six species of neutrino; v,, 7,, Vi
Vs Ve, and 7., each of which are Dirac fermions. The distribution of energy
and momentum within a population is dictated by the neutrino distribution
function f (x#, p#), which describes the number density of neutrinos in phase
space;

1 V=8 d%
dN = > puut f(xt, pi'y (W [=gd®x) (_—hz?> ' (2.27)

Here, the expressions in the first and second sets of parentheses are the
invariant volume element and invariant momentum-space element, respec-
tively. The evolution of the neutrino distribution function is governed by the
general-relativistic Boltzmann equation (also known as the Lindquist equa-
tion) [23];

d
prv.f = (%) , (2.28)

coll

where A is an affine parameter, and the collision term on the right hand
side encompasses production and destruction of neutrinos from absorption,
emission, and scattering processes. In core-collapse supernovae, the col-
lision term is dominated by scattering of neutrinos off free nucleons and
heavy nuclei, absorption of v, and 7, on free nucleons, and pair produc-
tion/annihilation and nucleon-nucleon bremsstrahlung. We discuss the de-
tails of these processes with respect to calculation of neutrino opacities for

supernova simulations in more detail in Sec. 3.3.

The stress-energy tensor from neutrino radiation is given by

d®p -8
Trﬁl:utrinos = f?_—thﬂpyfr (2-29)

whichobeysV, T, = Oasf isinvariant. In the reference frame of an observer

travelling with four-velocity u” (i.e. in a Lagrangian fluid frame), Trlfeutrims
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can be written in terms of the first three angular moments of the neutrino

distribution function;

E 1
T = —utlu¥ + - (FFu¥ + FYut) + PV, (2.30)

tri
neutrmos CZ

Here, energy-integrated moments M are obtained from their energy-dependent

counterparts M., using [14]

1 e3
M:(mpfdﬁg)M@, (2.31)

and M., are defined

E(G) = Gfdﬂf,
Fl, =€ [dOfI,

Pl =e[dafim,

(2.32)

given vector [# defined to separate the timelike and spacelike components

of the neutrino momenta [14].

The evolution of the moments is dependent on higher order moments. State-
of-the-art neutrino transport for core-collapse supernova simulations uses
a local two-moment scheme which evolves only E and F¥, using a closure
scheme to obtain radiation pressure P*" and higher-order moments (see,
e.g. [24-27]). In the simulation presented in Chap. 7, the energy-dependent
pressure tensor is obtained by interpolating between the optically thick and
optically thin limits given in [28], and employs the closure scheme x/, from [29];

yoo_ (€) ij (€) ij
P(e) - l 2 ] P(e),thick + lT] P(e),thin’ (2.33)
12, )
Xe) = 3 + Eg(e) (3 - g(e) + 36(6)) ’ (2.34)

where ) = \/F(e) . F(e)/E%G) is the flux factor.

In Sec. 3.3, we outline the particulars of neutrino emission from core-collapse
supernovae and the methods used to observe them.
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2.3 Nuclear matter equation of state

The equation of state (EOS) for matter at densities above the nuclear satura-
tion density 7, is highly uncertain, not least because recreating such high
density environments in the laboratory is highly unfeasible. While such con-
ditions are commonplace in neutron stars, opportunities to directly probe
the nuclear matter EOS have been few and far between. Observations of
neutron stars with inferred masses of ~ 2M, (see, e.g., [30-32]) have set con-
straints on the lower limit of the maximum mass supportable by the nuclear
matter EOS, ruling out some of the more speculative propositions for nu-
clear matter containing, for example, strange matter and free quarks. While
we provide a brief overview of the dense matter EOS here as relevant to
core-collapse supernovae, we direct the interested reader to [33-35] and ref-

erences therein for in-depth and informative reviews.

The properties of the nuclear matter EOS are often discussed with respect
to the internal energy density E(ng, Y,, T), as a function of the density, tem-
perature and composition of the fluid. Here, ng is the number density of
baryons, T the temperature, and Y, is the electron fraction. For the pur-
poses of core-collapse supernova simulations, the EOS must be valid over
the parameter space constrained by ng € [1072,10]fm=3, Y, € [0,0.6], and
T € [0,150]MeV [33].

The binding energy per nucleon for cold (T = 0), symmetric (Y, = 0.5) mat-
ter at ng = ngyy, Ep, is well constrained experimentally to E; ~ 16 MeV [36].
One way to approach this problem is to construct a functional in small changes
from this point using a Taylor expansion. Given parameters x = (ng—n)/ng
and B = 1 — 2Y,, the binding energy per nucleon for small x and j can be
approximated

/

K K
— 2 3
E(x,B) = —=Ep + Y t1gs et Sx,B), (2.35)

where K is the incompressibility of nuclear matter, K’ is skewness parameter,
and 5(x, B) is the symmetry term, which encompasses EOS effects due to

changes in composition:

S(x,B) = 5,(x)B? + O (). (2.36)

145 defined as where dE/dngl,,_, =0
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Here,
S,(x) =] + Lx + O(x?), (2.37)

where | is the symmetry energy at saturation, and L is the symmetry slope
parameter.

While an EOS for cold nuclear matter isn’t a great approximation for the hot
proto-neutron star created after core collapse, it is physically relevant for
many evolved neutron stars. Using this approximation, observations (indi-
rect or direct) of systems containing neutron stars can be used to put con-
straints on the behaviour of matter at such densities. Commonly used for
this purpose is the maximum neutron star mass that can be supported by
a particular equation of state. In Fig. 2.1, we show the mass-vs-radius re-
lations for cold neutron stars in neutrinoless S-equilibrium for a variety of
EQOS proposals as obtained from CompOSE [37], overlaying observational con-
straints on the maximum neutron star mass from PSR J0348+0432 [31] and
PSR J1614+2230 [30].

2.0 R

PSR J1614+2230 |

= 15F L5220  ~
= DD2

>

® 1.0 TMA -
= SFHx
SFHo

05+ FSU2 T

0 12 14 16

R [km]

Figure 2.1: Mass vs radius plot for cold neutron stars in neutrinoless beta-
equilibrium for different EOSs as obtained from CompOSE [37]. The con-
straints placed on the maximum neutron star (NS) mass by observations of
PSR J0348+0432 [31] and PSR J1614+2230 [30] are indicated by shaded panels
in light gray and slate gray, respectively.
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3 Multimessenger astronomy and
the observational signatures of

core-collapse supernovae

Though my soul may set in darkness,
it will rise in perfect light;
I have loved the stars too fondly
to be fearful of the night.
—Sarah Williams, The Old Astronomer

3.1 Observational signatures

A colossal reservoir of some few 10°3 ergs of energy is made available as the
degenerate core built up within a massive star throughout its nuclear burn-
ing lifetime undergoes gravitational collapse. Over 99% is spent in neutrinos,
while less than 1% is emitted in GWs and across the electromagnetic (EM)
spectrum. Appreciable neutrino emission begins as the degenerate precol-
lapse core approaches collapse, continuing while the nascent proto-neutron
star (PNS) cools and deleptonises through an intense neutrino-driven wind.
GW emission is sourced by the formation and evolution of the PNS, where
quadrupolar deformation can for the most part be attributed to PNS oscil-
lations excited by core bounce, ringdown, development of hydrodynamic
fluid instabilities in the cavity between the PNS and stalled shock, and ro-
tational instabilities. Constrastingly, EM emission originates far from the

so-called CCSN central engine, with signatures across the spectrum related
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to shock breakout through the progenitor star, nuclear decay, and interac-
tion of the shock with the circumstellar medium.

To put into context the various phases of GW and neutrino emission, we
hereafter discuss phases of the dynamics governing core collapse and stellar

explosion [38, 39]:

* Onset of core collapse. The central temperature T, of the degener-
ate core (formed at the centre of a massive star over its last nuclear
burning stages; typical mass is between (1.3 — 2) M, and progenitor
dependent.) increases as the core grows and slowly contracts. As
T. — 1MeV, Fe-group nuclei begin to fall victim to partial dissocia-
tion by thermal photons, producing a particles and free nucleons. This
reduces the effective adiabatic index I'; < 4/3, which accelerates col-
lapse. Increased Fermi energy renders electrons more susceptible to
capture on nuclei (see, e.g., [40, 41]). In these initial stages of collapse,
v, emission from electron capture is able to free-stream outwards and

escape the collapsing core.

¢ Neutrino trapping in the core. Neutrinos become trapped in the col-
lapsing core as the density approaches 10'? g/cm3. This occurs pre-
dominantly due to neutral current scattering on heavy nuclei as, at
such densities, their nucleons interact coherently as a single body off
which neutrinos scatter [38]. In this scenario, electron neutrinos pro-
duced by electron capture cannot escape, and are instead dragged ever
further inwards with gravitational collapse. The collapsing core sep-
arates into two regions. The inner core, where most electrons have
already captured on nucleons, is rich with entropy and lepton number
due to trapping effects and collapses homologously. In the outer core,
where electron capture (now for the most part onto free protons) pro-

ceeds, collapse accelerates further still and approaches freefall (< 0.3c).

* Core bounce and shock formation. As the central density reaches that
of nuclear matter, a phase transition transforms heavy nuclei to a uni-
form nuclear medium of sorts. The EOS of this material stiffens as
internucleon forces become repulsive, resisting further compression.
Collapse of the inner core grinds to an abrupt halt, with a shock formed

around 10 km as the supersonically infalling outer core strikes the in-
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ner core and rebounds. The mass of the inner core is dependent on the
electron fraction, Y, = n,/ng, where n, and ng are the number densities
of electrons and baryons respectively, and is approximately bounded

by the instantaneous Chandrasekhar mass M,;
Mg, ~ 1.457(Y,)2 M, (3.1)
which is typically around 0.5 M, at the time of bounce.

Shock propagation and breakout. The shock propagates outwards,
driving through the ever-infalling outer core and buoyed by trapped
neutrinos. Electron capture abounds in the post-shock region as the
shock travels outwards through material where free protons still exist,
producing v, in monumental numbers that remain trapped while the
shock propagates faster than v, can diffuse. As the shock breaks out
into material where neutrinos are no longer trapped, an ultraluminous
burst of v, is emitted (often called the neutrino burst at shock break-
out), causing the lepton fraction Y| = (n, + n,)/ng, where n, is the
number density of neutrinos, in the post-shock region to plummet.

Stalling of the shock. The shock continues to propagate through the
infalling outer core, behaving as a thermal transducer of sorts as it
dissipates the kinetic energy of the infalling material into thermal en-
ergy, causing rapid deceleration, compression, and heating of the post-
shock flow. Heavy nuclei are dissociated into free nucleons as the
shock passes through, draining the shock of its might. Assuming a pre-
collapse core comprised of iron-group nuclei, the shock burns through

some 10°1

ergs for every tenth of a solar mass it passes through. Com-
bined with reduced post-shock pressure following the prior escape of
trapped neutrinos, the shock stalls around an enclosed mass of ~ 1 M
(typically between (100 — 150) km). The infalling outer core persists,

feeding an accretion flow onto the PNS.

PNS accretion and shock revival. Following shock stagnation, infalling
material accretes onto the PNS at a rate of several 0.1 M/s. Temper-
ature and composition gradients between the inner core and the hot,
puffy accretion layer drives convection in the PNS mantle. A gain re-
gion, where neutrino heating exceeds neutrino cooling, develops be-
hind the stalled shock due to the differences in temperature depen-
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dence of neutrino emission and absorption rates. Charged-current
neutrino capture on free nucleons dominates energy deposition rates.
Convective instability sets in between the stalled shock and PNS sur-
face, driving overturn and turbulence there. Non-radial motions ex-
pand the shock and increase the efficiency of neutrino heating. A com-
bination of these effects, the so-called delayed neutrino-heating mech-
anism, is thought to revive the shock and drive a successful explo-
sion. While laid out here as canon, it is important to note that many
questions relating to this process remain to be answered (see, e.g., [42,
43]). Confirmation of the CCSN explosion mechanism will require
both observational evidence and assertion through robust computa-
tional modelling, facets of which this thesis aims to address.

* PNS cooling and the neutrino-driven wind. Following shock revival,
accretion onto the PNS can persist for several hundreds of millisec-
onds, simultaneous to shock expansion. After accretion ends, the PNS
undergoes Kelvin-Helmholtz cooling, during which any remaining grav-
itational binding energy is radiated away over a neutrino diffusion
timescale. Energetic neutrinos emitted near the neutrinosphere de-
posit energy in the cooler, outer layers of the PNS (predominantly
through charged-current absorption on free nucleons), driving dilute
but persistent mass outflows (initially around ~ 102 Mg /s from the
surface of the nascent NS - a neutrino-driven wind.

We hereafter discuss the observational signatures of CCSNe.

Gravitational waves

The GW signatures of CCSNe are diverse, evidencing the complex physi-
cal processes driving stellar explosions, and are strongly dependent on the
properties of the progenitor stars from whence they came.

For the most part, GW emission is dominated by the dynamics of the nascent
PNS. For progenitor stars with precollapse cores with rotational periods ex-
ceeding a few tens of seconds, the strongest GW emission comes from PNS
oscillations excited by convective plumes and hydrodynamic waves striking
the PNS and causing it to ring up (see, e.g., [44—47]). The peak frequency

of emission naturally follows the dominant PNS surface g-mode frequency,
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which increases quasi-linearly with time from ~ (100—200) Hz to over 1 kHz
as the PNS accretes fallback material, contracts, and deleptonises, although
it has been shown that a broad and complex spectrum of oscillations is typ-
ically excited (see, e.g., [48-50]). GW emission from prompt convection,
which develops within a few tens of milliseconds of core bounce but dies
down before ~ 100 ms has passed, is typically at frequencies 100 — 300 Hz
due to the puffy nature of the PNS surface at these early times. Conversely,
neutrino-driven convection in the gain region at later times sources GW
emission between ~ 300 — 1000 Hz (increasing with time) as it drives oscilla-
tions of an ever-contracting PNS. Strong fluid downflows from development
of the standing accretion-shock instability (SASI) can modify the accretion
rate at the PNS, inducing quadrupolar oscillations around (100 — 200) Hz at
later times (after a few hundred milliseconds), where the emission frequency
is related to the characteristic frequency of the advective-acoustic cavity in
which the SASI develops [25, 42, 44, 45]. While the frequency evolution of
the GW signature is robust, it is perhaps not surprising that the phase is de-
cidedly stochastic due to the chaotic nature of turbulent convection and the
SASI (see, e.g., [51]).

For illustrative purposes, we show in Fig. 3.1, the time-domain GW strain
and time-frequency evolution of the GW energy spectrum for model 15_3.7
from Murphy et al. [44].

In precollapse cores with appreciable angular momentum, increased cen-
trifugal support around equatorial regions leads to pronounced oblate de-
formation of the inner PNS core as collapse proceeds. Strong quadrupole
radiation is produced as the inner core rapidly decelerates and rebounds,
resulting in a pronounced spike in the GW signal at core bounce, followed
by ringdown of the PNS as it settles to its new equilibrium state (see, e.g., [52—
54] for a detailed discussion). Unsurprisingly, the GW signal is dependent
on the mass of the inner core, its angular momentum distribution, and the
equation of state of nuclear matter (see, e.g. [54-62]). In precollapse cores
characterised by extremely rapid rotation and/or strong differential rota-
tion, nonaxisymmetric rotational instabilities driven by rotational shear (see,
e.g., [19, 63-67]) may develop, resulting in a significant enhancement of GW

emission after ~ 50 ms or so post-bounce.

While we spoke previously on pre- and post-explosion dynamics for CCSNe,
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Figure 3.1: In the context of an equatorial observer at 10 kpc, the time do-
main strain (top panel) and time-frequency evolution of the spectral GW en-
ergy (bottom panel) for model 15_3.7 from Murphy et al. [44]. We highlight
regions where emission originates from prompt convection, neutrino-driven
convection, non-linear SASI, and GW memory.

it is indeed possible that no explosion occurs. Should the stalled shock not
be revived before PNS accretion increases the PNS mass beyond the manxi-
mum permissible by the nuclear matter EOS, BH formation will occur. The
timescale on which this happens is dependent on the accretion rate onto the
PNS (influenced by the properties of the progenitor star), the angular mo-
mentum of the PNS, and the nuclear matter EOS, but is typically around
~ (0.5 = 3)s (see, e.g, [49, 68-70]). The GW signature of BH formation is
a characteristic short burst and ringdown. The peak ringdown frequency
is inversely proportional to the mass of the nascent BH, with typical ring-

down spectra for stellar mass BH formation peaking around several kilo-
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hertz [27, 49, 71, 72]. For very massive progenitors (i.e. Population III stars
with zero-age main sequence (ZAMS) Mzams = 100 M), an intermediate
PNS stage may not occur at all, with prompt BH formation occuring instead
(see, e.g., [73]). For the reader interested in the probability of BH formation
given progenitor mass and structure, we recommend [69, 74, 75] and refer-

ences therein.

Neutrinos

We provide here a broad overview of neutrino signatures from CCSNe, drawn
heavily from reviews by Janka [38], Roberts & Reddy [76], and Mirizzi et

al. [77], which we highly recommend to the interested reader.

The vast majority of neutrinos from CCSNe are emitted within ~ 10 seconds
of the initial core collapse, and the resultant observational signature is char-

acterised by three distinct periods;

¢ Neutrino burst at shock breakout. A high-luminosity v, burst emitted
as the shock breaks through the neutrinosphere, allowing trapped v,
produced prior from electron-capture on nuclei and free neutrons dur-
ing core collapse to escape. Peak luminosities are of order ~ 103 erg/s,
with mean neutrino energy around (12 — 13) MeV. Following break-
out through the neutrinosphere, luminosities of v, and heavy-lepton
neutrinos v, increase as their creation becomes possible in the shock-
heated material through pair-production processes.

e Post-bounce accretion. After the shock stalls, accretion of fallback
material onto the PNS gives rise to generous production of v, and 7,
through charged-current processes, the expected luminosities of which
are related to the accretion rate and mass of the growing PNS. Large-
scale temporal and spatial variations in the luminosity are expected
as convective plumes and turbulent downflows disrupt accretion at
the PNS surface. As GW emission is also impacted by this, it has been
shown that the GW and neutrino signatures during this time are likely
to be correlated (see, e.g., [67, 78]). Though considerably lower in lumi-
nosity than for v, and v, heavy-lepton neutrino emission attributed to
pair production from nucleon-nucleon bremsstrahlung occurs in the

core.
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* PNS cooling and deleptonisation. After accretion has ceased, Kelvin-
Helmholtz cooling of the nascent PNS commences as it contracts and
deleptonises to its final state as a cold NS. During this phase, luminosi-
ties from all neutrino types become comparable (i.e. within ~ 10% of
eachother), with total luminosity around a few 10°2 erg/s which per-
sists for several seconds.

In Fig. 3.2, we show the temporal evolution of the luminosity and mean en-

ergy in neutrinos from the CCSN simulation presented in Roberts [79].
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Figure 3.2: Temporal evolution of the neutrino luminosity (top panel) and
mean neutrino energy (bottom panel) for the CCSN model presented in
Roberts [79].
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Electromagnetic

CCSNe are typically classified by the morphology of their optical light curves,
which are dependent on the structure and composition of both the progeni-
tor star and the circumstellar medium. Broadly, CCSNe with spectra rich in

hydrogen are categorised as Type II. Of hydrogen-poor Type I SNe, CCSN

spectra containing helium lines are denoted Type Ib, while CCSNe with spec-
tra absent of helium are categorised Type Ic. Type Ia SNe, characterised by

ionised silicon lines, are borne of thermonuclear explosions rather than core

collapse, and are thus hereafter not considered. Beyond Type II, Type Ib,
or Type Ic, further subclassification according to light curve morphology is

typical.

Of the progenitor stars for CCSNe, Type II explosions are borne from su-
pergiant stars with most, if not all, of their hydrogen envelope intact. Type
I CCSNe originate from more compact progenitors, where Type Ib progen-
itors have lost their hydrogen envelopes through either an intense stellar
wind or interaction with a binary companion. Type Ic progenitors are more
compact still, having lost both their hydrogen and helium envelopes. In the
interest of brevity we keep this discussion on CCSN progenitors concise, but
refer the interested reader to an excellent review by Smartt [80].

The first EM observable from CCSNe occurs as the shock breaks through
the surface of the progenitor star, which peaks in the ultraviolet (UV) band.
Inspired by Fig. 2 of Kistler et al. [81], we show in Fig. 3.3 the time to shock
breakout after core bounce against the duration of the shock breakout UV
signature for a number of Wolf-Rayet, blue supergiant, and red supergiant
CCSN progenitors.

3.2 Gravitational wave detection

As discussed briefly in Chapter 2, the propagation of GWs distorts the back-
ground metric, stretching and squeezing spacetime itself as the GW passes
through. The effects of this are very minute as a consequence of the incred-
ibly weak coupling between gravity and matter, but is measurable through
precision laboratory techniques. In this Section we focus on providing a
broad overview of the principles of ground-based interferometric detection,
and direct the interested reader to [82] for a thorough and in-depth review.
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Figure 3.3: Time to shock breakout, relative to core bounce, against the du-
ration of the UV shock breakout signature for a variety of Wolf-Rayet, blue
supergiant, and red supergiant progenitor stars, in the style of Fig. 2 from
Kistler et al. [81]. Circular and triangular markers indicate CCSNe charac-
terised by explosion energies of 5 x 10°° erg and 10°! erg, respectively, while
each triangle/circle pair represented a particular progenitor mass.

Fundamentals of laser interferometry

Laser interferometry permits precision length measurement through minute
phase shifts between outgoing and returning laser beams. For illustrative
purposes, we consider an apparatus comprised of two free test masses in
the plane y = z = 0, positioned at coordinates x = 0 and x = L respec-
tively. Placing a laser at the origin, the distance betwen the two masses can
be measured by sending a beam out from the origin to the second mass, then
measuring the phase difference of the reflected beam relative to the outgo-
ing beam as it reaches the origin. Phase shifts can be interpreted as distance
variations, meaning that changes in the apparent arm length can be mea-
sured. For GWs with period much longer than the light travel time, this
can be used to measure the effect of GWs as they pass through the detector.
The GW strain produces a fractional change in the original arm length, i.e.
AL/L ~ h.
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The current generation of ground-based detectors are Michelson interferom-
eters employing Fabry-Pérot optical cavities, using laser light with wave-
length A to traverse orthogonal arms of length L. For a linearly polarised
wave, the difference in phase shift AY between beams traversing each arm

is approximately

4rtLh,
T
Physical arm lengths are typically limited to a few km due to spatial and

AY =~ (3.2)

financial constraints, while laser wavelengths of order micrometers are typi-
cal. Given optimistic astrophysical GW strains of order 1072!, this results in
expected phase shifts of just 10~!! radians. Hypothetical third-generation
detectors with arm length of order 10 km and above have been proposed, a
discussion of which is saved for Chap. 8. Employing a Fabry-Pérot cavity in
each arm can greatly increase the effective arm length and hence theoretical
sensitivity of an interferometer over its Michelson counterpart. Instead of a
single test mass, the Fabry-Pérot cavity is composed of a partially transmis-
sive input test mass (ITM) and a highly reflective end test mass (ETM). The
distance between the two test masses is tuned so optical power can build up
within the cavity as the beam traverses the arm many times. The factor by
which the phase shift is amplified by traversing the Fabry-Pérot cavity, the
arm cavity gain G, is related to the optical properties of the ITM [13];

tZ
Garm = % 7 (3-3)
(1 —=r7rm)

where 1y and ty are the reflection and transmission coefficients of the

ITM, respectively.

Further imporovement in sensitivity can be gained by careful placement of
mirrors on the symmetric and anti-symmetric sides of the beamsplitter to

utitlise power recycling and signal extraction techniques, respectively [82].

Antenna response

The response of a given interferometer (positioned with orthogonal x and y
arms in the direction of unit vectors X and Y, respectively) can be quantified

through detector tensor D, defined as

— 1 > - -> -
D=;XeX+YeY). (3.4)
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In the TT-gauge, the GW strain on said detector due to metric perturbation
hj; (c.f. Sec. 2.1) is just

h=DYhy, (3.5)

which can be written in terms of the the detector response to each polarisa-

tion;
h=F,h, +Fh,, (3.6)
F, = Dife;]?,
F, = foe;]..

Here, F, and F, are the antenna response patterns of the detector, and po-

larisation vectors e** are defined previously as in Sec. 2.1.

Figure 3.4: The detector frame and sky frame, in the style of Fig. 3 of [83].

For a hypothetical detector aligned with arms along x and y axes, the antenna
response to a source at location characterised by Euler angles (0, ¢, ¢) is

just [83, 84]
F, = = (1 + cos? ) cos2¢ cos 2y — cos 0sin2¢ sin 2, (3.7)

F, = = (1 + cos? ) cos 2¢ sin 2¢p — cos 6 sin 2¢ cos 2y, (3.8)

NI~ N -
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where we illustrate the definition of said angles in Fig. 3.4.

Noise sources

The sensitivity of the detector is limited by a number of sources which cause
fluctuations in either the phase of the optical field used to read out the GW
strain (oft denoted sensing noise or optical readout noise) or directly move
the test mass (displacement noise). We provide a short discussion of sens-
ing and displacement noise sources in ground-based interferometers follow-
ing [13, 15, 82] and references therein.

Displacement noise, which originates from the stochastic fluctuation of forces,
has most power at low frequencies. Sensitivity at low frequencies is lim-
ited by the seismic noise floor, a consequence of ground motion from earth-
quakes, wind, waves, and human activity. The impact of seismic noise in
ground-based interferometers is mitigated through a combination of active
isolation platforms (with seismic vibration sensors) and a passive isolation
system using a series of mass-spring layers and multiple-pendulum suspen-
sions which isolate the final test mass from the active isolation system. Seis-
mic fluctuations, as well as fluctuations in atmospheric pressure, can also
source so-called Newtonian noise; displacement due to changing the gradi-
ent of the local Newtonian gravitational potential at the test masses which
cannot be mitigated through isolation systems. Seismometers may be used
to estimate the Newtonian noise contribution for offline subtraction in the
future [85].

At intermediate frequencies up to around 100 Hz, thermal noise in the mir-
rors and suspensions is dominant. Losses in a system give rise to fluctu-
ations in physical coordinates through the fluctuation-dissipation theorem.
Fluctuations in the mirror surface position are dominated by Brownian noise
in the mirror coatings, while thermal effects from bulk mirror motion are
negligible for the current generation of detectors. Suspension thermal noise
is dominated by structural losses in the suspension fibres where they bend
as they connect to the mirror.

Above ~ 100 Hz, quantum noise dominates. Quantum noise is a combina-
tion of effects from radiation pressure noise (which causes test mass displace-

ment) and shot noise (phase fluctuations due to uncertainty in photon arrival
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times). Radiation pressure noise, negligible above 100 Hz, is largest at low
frequencies, but is not yet the dominant source of noise there in Advanced
LIGO-type detectors. Athigher frequencies, shot noise is dominant. Increas-
ing laser power reduces shot noise but increases radiation pressure noise. In-
creasing the test mass reduces radiation pressure noise. Laser power can be
optimised to maximise sensitivity. Assuming amplitude and phase fluctua-
tions from the vacuum fields are uncorrelated, it can be shown that a mini-
mum noise floor is set by the Standard Quantum Limit (SQL) [86]. Ground-
breaking work by Buonanno and Chen [87, 88] and Kimble et al. [89] showed
that significant correlations can be built up through use of high laser power
and a signal recycling cavity, which can then be used to reduce the noise
floor across certain frequency domains. Tuning the detector configuration
can then be used to optimise the frequency-dependent sensitivity for your
tavourite astrophysical source [82, 90-92].

In Chap. 8, we discuss the quantitative impact of mitigative techniques on
the sensitivity of the prospective third-generation of ground-based detec-
tors, focusing particularly on how different configurations affect the detectabil-
ity of GWs from CCSNe.

Historical overview of ground-based GW interferometry

The first-generation of GW interferometric detectors comprised five observa-
tories. Initial LIGO [93] was comprised of three interferometers; two detec-
tors with 4 km arms in Hanford, WA and Livingston, LA (denoted H1 and
L1, respectively), and second detector in Hanford, WA with 2 km arms (de-
noted H2). H2 was decommissioned in 2011 at the end of the initial LIGO
observing runs. The Virgo detector (denoted V1) is an interferometer with
3 km arms located in Cascina, Italy [94]. GEO 600 (oft denoted G1) is an inter-
terometer with 600 m arms located in Hanover, Germany [95]. The detector
was augmented to improve high frequency sensitivity, thereafter known as
GEO-HF [96]. TAMA 300 was an interferometer with 300 m arms located
in Mitaka, Japan [97], before being decommissioned in preparation for con-
struction of second-generation detector KAGRA.

Of the so-called second-generation of ground-based GW detectors, the two
Advanced LIGO (aLIGO) detectors [98] began operation in late 2015 at ap-
proximately one-third of their final design sensitivity. Advanced Virgo (Ad-
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Figure 3.5: Amplitude spectral density (ASD) of the noise floor for Advanced
LIGO (aLIGO), Advanced Virgo (AdVirgo), and KAGRA at design sensitiv-

ity.

Virgo) [94, 99] came online in August 2017, officially joining the O2 science
run with the two aLIGO detectors.

KAGRA [100, 101], a detector with 3 km arms located deep in the Kamioka
mine, first operated in an initial configuration with a Michelson interferom-
eter in March 2016 [102]. Having undergone upgrades to its baseline design
configuration, KAGRA will be cryogenically cooled to reduce thermal noise.
KAGRA is due to start taking observational data alongside Advanced LIGO
and Advanced Virgo for the O3 science run, scheduled to begin in April
2019.

LIGO India [103] is under construction, and may begin operations c. 2025.

In Fig. 3.6, we show the predicted timeline for observating runs O1 through
O5 for aLIGO, AdVirgo, KAGRA, and LIGO India, employing the approxi-
mate run dates provided in Fig. 2 of [104].
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Figure 3.6: Timeline for observing runs O1 through O5 for aLIGO, AdVirgo,
KAGRA, and LIGO India. For each observing run, the approximate sensi-
tivity of the instruments is given in the context of the observational horizon
distance for the coalescence of a canonical 1.4M-1.4M BNS system.

3.3 Neutrino detection

There exist numerous types of neutrino detectors, but all operate on the prin-
ciple of detection of particles (be those photons, charge buildup, neutrons,
etc to name a few) produced by interaction of detector material with incident
neutrinos. In this Section, we provide the reader a brief overview of the four
main types of detectors used to observe neutrinos from CCSNe, namely; lig-
uid scintillator, water Cerenkov, liquid argon, and lead. We encourage the

interested reader to peruse [105, 106] and references therein for further in-

formation.

Detector types

We discuss the principles of these four types of neutrino detector below.
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Liquid scintillator

Large-mass scintillator detectors are typically comprised of large vats of hy-
drocarbons C, H,,,, surrounded by photomultiplier tubes (PMTs). Photon
emission from deexcitation of molecular energy levels signifies energy loss
of charged particles. Interaction rates are dominated by inverse beta decay

(IBD), with incoming anti-electron neutrinos captured on free protons;
v, +p—-et +n. (3.9)

Neutrons produced by IBD are thermalised and capture on free protons on
a timescale of ~ 200ms [105];

n+p-2d+y22,MeV). (3.10)

Compton scattering of the the 2.2 MeV photon produced can be observed,
as well as the production of two 0.511 MeV photons from positron annihi-
lation. Detection efficiency can be improved by dissolving elements with a
large cross-section to neutron capture (e.g., Galidonium; symbol Gd) in the
scintillator. Positron production followed by delayed neutron capture is a
clear signature of IBD.

Less prolific but still observable are neutrino interactions on carbon-12 (12C).
Neutral current excitation of >C prompts emission of a 15.1 MeV photon,
which can be used to infer the total neutrino flux if the energy resolution of
the detector is sufficient. Elastic scattering is also expected to contribute to
the event rate at a low level.

Fine energy resolution and low background rates, characteristic of large-
mass scintillator detectors, are achieved by collecting large numbers of pho-
toelectrons. Interaction vertices can be reconstructed using photon arrival
times, from which some directional information can be gleaned by separat-

ing sites of neutron capture and positron emission.

Water Cerenkov

Similar to hydrocarbons, water is rich with free protons. Huge detectors,
comprised of vast homogeneous bodies of water with PMTs installed, are
viable due to the relative inexpense of the fluid. Relativistic charged parti-

cles exceeding the speed of light in water emit Cerenkov radiation, which is
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then detected. Emitted in a characteristic cone with opening angle 42°, the
Cerenkov ring pattern can be used to glean information on directionality of

the neutrino source.

Interaction rates are dominated by IBD, but photon yields from these detec-
tors are approximately 50 times smaller than for their liquid scintillator coun-
terparts. Given index of refraction n ~ 1.34 for water, the Cerenkov thresh-
olds for electrons and protons are 0.8 MeV and 1.4, GeV, respectively [105].
The mean energy of neutrinos from CCSNe is around a few tens of MeV,
and so it is not suprising that protons created by neutrino capture on neu-
trons from CCSNe are not detectable here, and that detection efficiency is
comparatively low. Interactions with oxygen nuclei can also contribute to
the interaction rate, but detection efficiency is also low due to the Cerenkov
threshold. Gd can be used to improve neutron tagging which is useful when
considering signal components from each neutrino species, although some
interactions with oxygen nuclei produce neutrons so it can lead to increased

IBD false-alarmes.

Another type of water Cerenkov detector employs arrays of long vertical
strings of PMTs hung in ice. While designed to observe very high energy
neutrinos (of order TeV and above), these detectors may be able to detect
neutrinos from CCSNe should the background rate be reduced sufficiently.
While unsuited for extracting spectral or directional information, large pho-
ton statistics means the temporal structure of the signal can be mapped with

superior accuracy.

Liquid argon

Liquid argon detectors are predominantly large time projection chambers
(TPCs), using an electric field to guide charged particles to wire planes where
charge is collected and read out.

Unlike scintillation detectors and water Cerenkov detectors, liquid argon
detectors are most sensitive to electron neutrinos. Interaction rates are dom-

inated by neutrino capture on argon-40 (symbol 4°Ar);

v, + P0Ar - ¢~ 4 40K*, (3.11)
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which is tagged via photon emission as °K* deexcites. The charged current

reaction with v/, also occurs;
7, + P0Ar - e+ 4 40C]*, (3.12)

which can be tagged by deexcitation of °Cl* and photons from positron
annihilation. Neutral current reactions and elastic scattering of neutrinos

occur on smaller scales.

Arrival times at the collection plane can be used to reconstruct detailed parti-
cle tracks, with position resolution set by the spacing of the wires. As 4’ Ar is
prone to scintillation, PMT signals can be used to improve event localisation.
Energy resolution is also good.

Lead

Interaction rates in lead (Pb) detectors are dominated by electron-neutrino
capture and scattering;

v, + 4Pb - e~ + 4Bi*, (3.13)
v, +4Pb - v, + 4Pb*, (3.14)

where the nuclei produced typically deexcite through emission of one or
more neutrons. Pauli blocking due to the neutron-rich nature of 2 Pb strongly
suppresses v, capture reactions.

The low cross-sections to neutron capture make “Pb ideal for studying neu-
tron production, as neutrons emitted will pass through the detector until
reaching the neutron-sensitive sensor. The strong dependence of neutron
ejection on neutrino energy allows for spectral information on the neutrino

source to be inferred.

Overview of past and current neutrino detectors

Neutrinos from SN 1987A, a CCSN in the Large Magellanic Cloud (50 kpc
from Earth) were observed by three detectors. Kamiokande-II, located deep
in the Kamioka mine, is a Japanese water Cerenkov detector which operated
between 1985 and 1990 [8], and the Irvine-Michigan-Brookhaven detector
(IMB [9]; a water Cerenkov detector in Lake County, Ohio by the shore of
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Lake Erie which took data between 1982-1991) detected 19 neutrino events
over 13 seconds between them. The Baksan Neutrino Observatory (BNO; a
scintillator detector located in the Baksan river gorge in the Russian Cauca-

sus mountains, operational since 1986) also reported observations [107].

Most neutrino detectors operational today that are sensitive to CCSN neutri-
nos are liquid scintillators. The Large Volume Detector (LVD; a kiloton-scale
experiment [108]) and Borexino (a smaller detector first built to study solar
neutrinos [109]), both located in the Italian Gran Sasso laboratory, have been
taking data since 1992 and 2009, respectively, while KamLAND (a kiloton-
scale detector located in the Kamioka mine, Japan [110]) first came online in
2002. All these experiments are underground to greatly reduce background
rates from cosmic-rays. Surface scintillator detectors are characterised by
larger noise floors, but some are still expected to be able to observe neutrinos
from nearby CCSNe. Of note are NOva (a fifteen kiloton segmented detector
at Fermilab near Chicago [111]) and Daya Bay (a sub-kiloton experiment in
China [112]).

The most sensitive detector to CCSN neutrinos is Super-Kamiokande (Super-
K), a 32 kiloton water Cerenkov detector in the Kamioka mine, Japan [113].
Approximately 8000 events are expected for a CCSN at 10 kpc, and Super-K
will be able to detect neutrinos from a CCSN out to 100 kpc [113].

A long-string water Cerenkov detector, IceCube is a gigaton-scale experi-
ment set into Antarctic ice [114]. While designed for the detection of TeV-
scale neutrinos, IceCube will be able to detect CCSN neutrinos from a source
in the LMC at 60 confidence.

Other detectors of interest are HALO (a small-scale helium-lead detector at
the SNOLAB in Canada [115]), and MicroBooNE (a surface liquid argon de-
tector at Fermilab [116]).

A number of next-generation neutrino detectors have been proposed, which
are discussed in Chap. 8.

Directionality

As the ground-based GW interferometers are antennae, their ability to lo-
calise a GW source without a priori information is poor. For neutrino detec-

tors, the prospects for gleaning directionality from detection is dependent
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on the type of detector and the strength of the signal. Electron scattering,
where the electron is knocked in the direction of neutrino propagation, is

the most promising reaction for recovering source direction;
Ve+e - v,+e, (3.15)

for which localisation to a cone with half-opening-angle Af ~ 25°/ VN (where
N is the number of events) can be achieved in the absence of background

noise.

Water Cerenkov detectors can use the shape of the Cerenkov ring to infer
direction, but as electron scattering comprises just a small fraction of the
expected events from a CCSN, the ability to reconstruct source location re-
lies upon reducing the dominant (mostly isotropic) IBD signature through
neutron tagging. For Super-K, localisation to ~ 8° for a CCSN at 10 kpc is
expected, but this can be improved to ~ 3° by implementating optimised
neutron tagging [117, 118]. Triangulation using timing information from

multiple detectors can also be used to improve localisation [119].
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4 Observational prospects in the

advanced detector era

A%

If you're going to let one stupid p*™** ruin your life, you're not the girl I thought you were.

—Professor Stromwell, Legally Blonde

[1] S.E.Gossan, P. Sutton, A. Stuver, et al. Observing gravitational waves
from core-collapse supernovae in the advanced detector era. Phys.
Rev. D 93 (4), 042002 (2016).

SEG designed the observational study and ran the analysis, with cru-
cial X-Pipeline expertise and support from PS. SEG produced all fig-
ures and wrote the majority of the manuscript text.

4.1 Motivation

The true dawn of transient multimessenger astronomy came with the joint
EM and neutrino observations of SN 1987A [8, 9], a Type II-pec SN in the
Large Magellanic Cloud (LMC), roughly 52 kpc from Earth [120]. While CC-
SNe are routinely observed across the EM spectrum out to great distances
by astronomers, neutrinos from CCSNe have not been observed since that
fateful day thirty-two years ago. The joint EM and GW observations of a bi-
nary neutron star merger, GW170817, marked a new era of multi-messenger
astronomy with GWs [6, 10]. While GWs from CCSNe have yet to be ob-
served, the promise of the next galactic CCSN has astronomers eager for the

possibility of joint observations in GWs, EM, and neutrinos for the first time.

As introduced previously in Chap. 3, GW and neutrino observations of CC-

SNe offer unprecedented opportunities to directly observe the dynamics of
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the supernova central engine. While EM observations suggest that many,
if not most, CCSN explosions exhibit asymmetric features (see, e.g., [121-
125]), they originate far from the collapsed core, and can thus only provide
second-hand information on the dynamics driving the explosion. This as-
sertion is backed up by results of multidimensional CCSN simulations (see,
e.g., [126-134] and references therein). It has been shown in previous stud-
ies that signatures of the PNS structure, composition, and angular momen-
tum distribution are imprinted on the GW emission from core collapse (see,
e.g., [135]), and indeed we later discuss opportunities to do so in Chap. 5
and Chap. 6 of this thesis. Before signal analysis can be done, however, one
must first detect a signal; a decidedly non-trivial task.

Astronomers searching for short-duration GW transients emitted from CC-
SNe face multiple challenges. First and foremost, the expected event rate is
incredibly low. Given realistic GW emission predictions from state-of-the-
art simulations (see Chap. 3 for an overview), simple estimates of signal-to-
noise ratio (SNR) suggest that the second-generation detectors currently on-
line will be unable to detect GWs from CCSNe beyond the galaxy and Mag-
ellanic Clouds. We are long overdue for a galactic CCSN, but the best esti-
mates of the CCSN rate in the Milky Way arejust (0.6—10.5)x10~2 CCSNe/yr
(see, e.g., [136-141]), while the combined CCSN rate in the Magellanic Clouds
is (1.9 — 4.0) x 1073 CCSNe/yr [136, 138, 142]. Extending our attention to
even the most speculative of GW emission models for CCSNe, similar SNR
estimates predict detectability is limited to a few Mpc. Within the Local
Group (D < 3Mpc), the CCSN rate is ~ 9 x 102 CCSNe/yr, with major
contributions from Andromeda (M31), Triangulum (M33), and the dwarf ir-
regular galaxies IC 10, IC 1613, and NGC 6822 [136, 138, 143, 144]. External
to this, the CCSN rate increases to ~ 0.15 CCSNe/yr within D ~ 5Mpc,
including IC 342, the M81 group, M83, and NGC 253 as significant con-
tributors to the CCSN rate [81, 145-149]. Within D = 10Mpc, the CCSN
rate is ~ 0.47 CCSNe/yr, while it increases to ~ 2.1 CCSNe/yr within D =
20 Mpc [145, 147-149].

Beyond a breathtakingly low event rate, the GW emission expected from
CCSNe is decidedly uncertain. While it is expected that the GW signal is
dominated by oscillations of the nascent PNS, said oscillations are thought

to be excited by turbulent fluid downflows, convective plumes, and complex
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hydrodynamic instabilities striking the PNS. The unmistakably stochastic
nature of these processes means that while modelling of GW emission fre-
quencies may be reasonably robust, the phase evolution of the GW signal
can neither be accurately predicted or accounted for by a single constant
phase shift. This is problematic, because the optimal method for extracting
signal from data (matched, or Weiner, filtering [150]) requires robust knowl-
edge of the amplitude and phase evolution for the target signal. As such,
this technique is not appropriate for the case at hand and cannot be used.
The “excess-power” approach [151-153], an alternative method for extract-
ing signals of uncertain morphology from noise, searches for statistically sig-
nificant excesses of power in detector data across the time-frequency plane.
It can be shown that, in the absence of any knowledge of the signal other than
its duration and frequency bandwidth, the excess-power method is Neyman-
Pearson optimal in the context of Gaussian noise [151]. While searches of
this type for unmodelled GW transients must typically scan the entire GW
detector data set for signals incident from any direction on the sky (e.g., [154,
155] and references therein), the coincident observation of an EM or neutrino
counterpart can provide timing and/or sky position information to localize
the prospective signal in time-frequency space (see, e.g., [156-158] and ref-
erences therein). Prior information on the sky position, time of arrival, and
polarisation of the targeted GW source can be exploited to reduce the noise
background and, consequently, the detection false alarm rate. It has been
shown that utilizing localisation information gleaned from external triggers
can improve the sensitivity of such a search by up to a factor of ~ 2 [156,
159].

It is important to note, however, that excess-power searches typically require
a signal to be coincidentally observed in two or more detectors. The duty cy-
cle (fraction of time a detector is operating and taking science-quality data)
is limited by several factors. In addition to commissioning work to improve
detector sensitivity and stability, interference due to environmental noise is
a concern. During Initial LIGO’s fifth science run (55) for example, which
lasted almost two years between November 15 2005 through November 02
2007, the H1, H2, and L1 detectors had duty cycles of 75%, 76%, and 65%,
respectively. The duty cycle for double coincidence (two or more detectors
taking data simultaneously) was 60%, and the triple coincidence duty cycle
was 54% [160, 161]. While resonant bar and sphere detectors provide limited
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backup [162-164], a larger network of detectors mitigates the risk of observ-
ing GWs from the next galactic CCSN in only one detector, or indeed none
at all.

Even then, noise in GW detectors arises from a combination of instrumen-
tal, environmental, and anthropogenic noise sources that are extremely dif-
ficult to characterize precisely [82, 93, 165, 166] (see Sec. 3 for an overview of
said noise sources). Non-Gaussianities such as instrumental “glitches” can
lead to large excursions over the time-averaged noise and may mimic the
expected time-frequency content of an astrophysical signal [93, 167]. While
mitigation strategies against such noise artefacts include

1. Coincident observation with multiple, geographically separated detec-
tors

2. Data quality monitoring and the recording of instrumental and en-
vironmental vetos derived from auxiliary data channels such as seis-

mometers, magnetonometers, etc.

3. Glitch-detection strategies based on Bayesian inference (e.g., [168, 169])
or machine learning (e.g., [169, 170]),

the existence of glitchy data further reduces the viability of GW detection
from CCSNe. This provides another reason why using external triggers from
EM or neutrino observations to inform the temporal “on-source window”
over which to search can reduce the probability of noise transients being
present in the (shorter) time period searched. This, however, causes its own
problems for GW searches employing ground-based detectors, as the sensi-
tivity of searches over on-source windows much shorter than a sidereal day
will be strongly dependent on the antenna response of the detectors to the

source location at that particular GPS time.

Considering all these variables, it may seem at first that searching for GWs
from CCSNe is an extremely challenging task. While undeniably so, the
development of astrophysically-motivated search protocols can help in tack-
ling this problem. The goal of this Chapter is to do just that; outline an as-
trophysically motivated search procedure for GWs from CCSNe, and inves-
tigate how the sensitivity of a three-detector network of second-generation
ground-based GW detectors to GWs from CCSNe evolves from 2015 to 2019
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for a variety of observational scenarios. The rest of this Chapter is organised
as follows. In Sec. 4.2 we outline four observational scenarios considered for
a nearby (d < 5Mpc) CCSN. In Sec. 4.3, we summarise the GW emission
models considered for this study, and discuss the data analysis procedures
employed in Sec. 4.4. In Sec. 4.5, we explore the sensitivity of our search
method for nearby CCSNe (within ~ 100 kpc, for which a neutrino trigger
is expected) in the context of realistic GW emission models produced by
multidimensional hydrodynamic simulations. In Sec. 4.6, we explore the
prospects to observationally constrain speculative emission models associ-
ated with long GRBs for more distant CCSNe (out to a few Mpc, where only
an EM transient is likely to be observed). To conclude, we discuss in Sec. 4.7
the implications of this study and future research directions.

4.2 (Observational scenarios

In this section, we outline the particulars of different observational scenarios
for which we aim to estimate the detectability of GWs from CCSNe.

Location of supernovae

Asmentioned in Sec. 4.1, optimal SNR calculations suggest that detectability
for the most realistic predictions for GW emission from CCSNe are limited
to the Galaxy and Magellanic Clouds.

The Milky Way, a barred spiral galaxy, is home to our solar system. For the
purposes of this study, we consider a hypothetical CCSN in the direction of
the galactic center, at right ascension (RA) 17"47™21.5° and declination (Dec)
—5°32'9.6" [171], located ~ 9 kpc from Earth. This is motivated by the work
of Adams et al. [141], in which the probability distribution for the distance of
galactic CCSN from Earth is shown to peak around ~ 9 kpc, and the CCSN
location distribution is assumed to trace the disk of the galaxy. Best estimates
place the galactic CCSN rate between (0.6—10.5) x 102 CCSNe/ yr [141], and
the youngest known galactic CCSN remnant, Cassiopeia A, is believed to be
~ 330yrs old [172].

The Large Magellanic Cloud (LMC) is home to the most active star-formation
region in the Local Group, the Tarantula Nebula [173]. Located at RA 5hp3m34 58
and Dec —69°45'22" [174], the LMC is an irregular galaxy located ~ 50 kpc
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Galaxy (RA, Dec) Distance | CCSN rate References
name [Mpc] [1072/yr]
Milky Way | (266.42,-29.01) | 0.0l | 0.6— 105 [141]
LMC ( 80.89, -69.76) 0.05 0.1-0.3 | [136,138,174,176]
M31 ( 10.69, 41.27) 0.77 0.2 [136, 138,177, 178]
M82 (148.97, 69.68) 3.52 2.1-20 [180-183]

Table 4.1: Summary of the location (RA, Dec), distance, and host galaxy
CCOSN rate for the four hypothetical CCSNe.

from Earth [175, 176], and is estimated to have a CCSN rate of (1.5 — 3.1) x
10~3 CCSNe/ yr [136,138]. The last CCSN observed in the LMC was SN1987A,
a type II-pec SN first detected on February 23, 1987, by Kamiokande II via
its neutrino burst [8].

More speculative emission scenarios linked to more extreme core collapse
events and long gamma-ray bursts (LGRBs) may be detectable out to a few
Mpc. To this end, we consider hypothetical CCSNe in M31 and the more
distant starburst galaxy M82 for which to estimate the detectability of these
more uncertain models.

The M31 galaxy, Andromeda, is the most luminous galaxy in the Local Group.
Located at RA 0"42™44.4% and Dec 41°16'8.6" [177], M31 is a spiral galaxy

whose distance is ~ 0.77 Mpc from Earth [178], and it is estimated to have a

CCSN rate of ~ 2.1 x 1073 CCSNe/yr [136, 138]. No CCSNe have yet been

observed in M31.

The M82 galaxy, five times brighter than the Milky Way, exhibits starburst
behaviour as a consequence of gravitational interaction with neighbouring
galaxy M81 [179]. Located at RA 9h55m52 75 and Dec 69°40 46" [180], M82 is
an irregular starburst galaxy at a distance ~ 3.52 Mpc from Earth [181]. Its
CCSN rate is estimated to be ~ (2.1 —20) x 102 CCSNe /yr [182,183]. While
the most recent CCSN in M82 was SN2008iz, a Type II SN first observed on
May 3, 2008 [184], the recent Type Ia SN named SN2014] was also located in
MB82 (see, e.g., [185, 186]).

We summarise the relevant information on the Milky Way, LMC, M31, and
MBS82 in Table 4.1.
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For CCSNe within ~ 100 kpc, the neutrino burst originating from the shock
breaking out through the neutrinosphere is expected to be detectable (see
Chap. 3 for an in-depth discussion). The SuperNova Early Warning Sys-
tem (SNEWS) [187] Collaboration aims to provide a rapid alert for a nearby
CCSN to the astronomical community, as triggered by neutrino observa-
tions. Pagliaroli et al. [188] were the first to make quantitative statements
on the use of neutrino detection from CCSNe as external triggers for an as-
sociated GW search, in the context of an analytical approximation for the
anti-electron neutrino luminosity, Ly, asa function of time. More realistic
models for L, (see, e.g. [77, 189]) suggest that over ~ 95% of the total energy
in neutrinos is emitted within ~ 10s of core bounce. Given the neutrino ob-
servation time, t;, we consider a 60 s on-source window, aligned [—-10,50] s
about t( for our hypothetical SNe in the galactic plane and LMC. We note
that a more detailed neutrino light curve will allow the time of core bounce
to be localized to ~ few ms [190]. This would permit the use of a much
shorter on-source window, resulting in a lower background rate and higher
detection sensitivity.

For CCSNe beyond ~ 0.5 Mpg, it is unlikely a neutrino signature will be de-
tected. An EM counterpart, however, will likely be observed. The on-source
window derived from the EM observation time is dependent on characteris-
tics of the progenitor star (i.e. radius, shock velocity), as well as the observa-
tional cadence on the host galaxy. The first EM signature of a CCSN comes
at the time of shock breakout, tg5, when the shock breaks through the stellar
envelope.

Compact CCSN progenitors with stellar radii of R, ~ few (1 - 10)R, (i.e.
Type Ib/Ic SN progenitors) have been stripped of their stellar envelopes
through either intense stellar winds (i.e. Wolf-Rayet stars), or mass trans-
ter to a binary companion [80, 191]. Li [192] studied the properties of shock
breakout for a variety of type Ibc SN progenitor models in the context of
semianalytic density profiles and found shock breakout times in the range

tsg € [1,35]s. As a conservative estimate, we choose tgp 1, = 60s.

For type II SNe, however, their supergiant progenitors are much more ex-
tended. Type II-pec SNe, such as SN1987A, have blue supergiant progen-
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Galaxy | Observational | Minimal on-source | Maximal on-source
name counterpart window [s] window [s]
Milky Way | Neutrino, EM n/a [-10,+50]
LMC Neutrino, EM n/a [-10,+50]
M31 EM [-60,+3600] [-180000,+3600]
M82 EM [-60,+86400] [-180000,+86400]

Table 4.2: Summary of the observational counterpart used to derive the on-
source window, in addition to the associated on-source window, for the four
hypothetical CCSNe considered.

itors, with typical stellar radii of ~ 25R,. More typically, the progenitors
are red supergiant stars, with typical stellar radii of ~ (100-1000) R, [80, 191].
While theoretical shock breakout times for these progenitors are typically of
order a few hours, observed breakout times have been significantly longer [193,
194]. As a conservative estimate, we employ tgp .x = 50h, based upon con-
sideration of the unstripped Type II-P progenitor from the hydrodynamic
simulations performed by Morozova et al. [195], and use tgp 1, = 50 h.

Beyond theoretical predictions of the time to shock breakout, the observa-
tional cadence of observations of the CCSN host galaxy must be considered
when deriving the on-source window. For actively observed galaxies, we ex-
pect to have no greater than ~ 24 h latency between pre- and post-CCSN ob-
servations. We consider two observational scenarios in which the time scale
between pre- and post-CCSN images are t.,; ~ 1h and 24 h, for sources in
M31 and M82, respectively. We construct the on-source window assuming
that shock breakout occurs immediately after the last pre-SN image. Given
the time of the last pre-SN observation, the EM trigger time t,, we consider

an on-source window of length tgg + t,¢, aligned [—fgg, f,ps ] about £g.

We summarize the on-source windows used for all observational scenarios

considered in Table 4.2.

As briefly touched upon in Sec. 4.1, the antenna response of the detector net-
work to a particular location on the galactic sphere is a function of time, with
variability characterised by period one sidereal day. While the on-source
windows we consider for a hypothetical CCSN in M82 exceed this timescale,
those employed for CCSNe in the Milky Way, LMC, and the shorter on-
source window in M31 do not. For representative purposes, we wish to

choose a central trigger time ¢, for which the antenna sensitivity is approxi-
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Figure 4.1: The sum-squared antenna response F> = F3 + F2 over one mean
sidereal day for the two Advanced LIGO detectors (H,L), and the Advanced
Virgo detector, V, for sources located toward the Galactic center (top left),
LMC (top right), M31 (bottom left), and M82 (bottom right). For each galaxy,
we indicate the chosen GPS trigger time ¢, with a dashed black line.

mately average over the time variability for a given sky location. In Fig. 4.1,
we show the sum-squared antenna response for each detector over one side-

real day for sources located at the Galactic center, LMC, and M31.

To our end of representing the time-averaged sensitivity of the detector net-
work, we choose GPS trigger times of t, = 871645255, t, = 871784200,
and t; = 871623913 for the Galactic, LMC, and M31 sources, respectively.
As mentioned previously, the on-source windows considered for M82 are
greater than a sidereal day, and thus the particular trigger time is less im-
portant from an antenna response standpoint. For practical purposes, we
choose GPS trigger time t, = 871639563 for the M82 source, such that the
74 h on-source window is covered by the 100 h stretch of S5 data recolored
for this study.
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Detector networks

As mentioned previously, the GW detector noise will be non-Gaussian and
nonstationary. To this end, we use real GW data from the fifth LIGO sci-
ence run (S5) and the first Virgo science run (VSR1), recolored to the target
noise amplitude spectra densities (ASDs)'. for the considered observational
scenarios. See Sec. 4.4 for technical details on the recoloring procedure used.

We consider a subset of the observing scenarios outlined in Aasi et al. [166] to
explore how the sensitivity of the Advanced detectors to CCSNe will evolve
between 2015 and 2019. For all these cases, we characterize the detector
sensitivity by the single-detector binary neutron star (BNS) range, dg. The
BNS range is the standard figure of merit for detector performance, and is
defined as the sky location- and orientation-averaged distance at which a
(1.4,1.4) My BNS system can be detected with an SNR, p > 8. The 2015 sce-
nario assumes a two-detector network comprised of the two Advanced LIGO
detectors (H,L) operating with BNS range dy 13, = 54 Mpc and is hereafter re-
ferred to as the HL 2015 scenario. The 2017 scenario assumes a three-detector
network comprised of the two Advanced LIGO detectors (H,L) operating
with BNS range dg.1y;, = 108 Mpc, and the Advanced Virgo detector operat-
ing with BNS range of dg.y = 36 Mpc, and is hereafter referred to as the HLV
2017 scenario. In 2019, we consider a three-detector network, HLV, with the
two Advanced LIGO detectors operating with BNS range dg 13, = 199 Mpc,
and the Advanced Virgo detector operating with BNS range dy.y = 154 Mpc,
referred to as the HLV 2019 observational scenario [99, 166]. Fig. 4.2 shows
the one-sided ASDs \/% of Advanced LIGO and Advanced Virgo as used
to recolor the data for each observational scenario considered.

4.3 Gravitational waveforms

As we discussed in more detail in Chap. 3, a broad range of multidimen-
sional hydrodynamic processes may contribute to GW emission during core
collapse and the subsequent evolution of the nascent PNS. Most GW emis-
sion from CCSNe lies in the most sensitive frequency band of ground-based
GW detectors (~ 50 — 1000 Hz). Notable exceptions are black hole formation

IThe one-sided amplitude spectral density is the square root of the one-sided power
spectral density, S, (f).
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Figure 4.2: The predicted strain noise ASDs S}, (f) for the Advanced LIGO
(aLIGO) and Advanced Virgo (AdVirgo) detectors in the context of the HL
2015, HLV 2017, and HLV 2019 networks considered.

(foeak ~ few kHz), asymmetric neutrino emission, and asymmetric outflows
(foeak S 10Hz), which are not considered here.

For the purpose of this study, we consider a representative sample of GW
waveforms from two-dimensional (2D) and three-dimensional (3D) CCSN
simulations discussed in Chap. 3. For clarity, we note that we refer to these
waveforms as numerical waveforms in the following. In addition, we draw a
sample of analytical phenomenological waveforms for emission from more
speculative scenarios, with the goal of establishing the degree to which we

may constrain extreme GW emission models given more distant CCSNe.

In Tables 4.3 and 4.4, we summarize key properties of the selected numer-
ical and phenomenological waveforms, respectively, including the total en-
ergy emitted in GWs, Eqyy, the angle-averaged root-sum-squared GW strain,
(hys), and the peak GW frequency, foeax. We define f,qqi as the frequency at
which the spectral energy density in GWs, dEgy /df, peaks. We compute
Egw as in [20] from the spectral GW energy density dEgyy /df;

df ’

EGW - fooo df (41)



49

where
dEgw
i 505 (27tf) | ] (4.2)
and
L) = [ dthg e, (4.3)

is the Fourier transform of ijk(t), the second time derivative of the mass-

quadrupole tensor in the transverse-traceless gauge.

To construct the strain for different internal source orientations, we present
the projection of GW modes, Hy,,(t), onto the -2 spin-weighted spherical
harmonic basis, ~2Yy,, (1, ¢) [196]. Using this, we may write
1 & U
h+ —ih, = D Z Z Hlm(t)_zyﬂm ([/ ¢) ’ (4.4)
I=2 m=—I

where (1, ¢) are the internal source angles describing orientation. For the
numerical waveforms considered here, the quadrupole approximation (see
Chap. 2 for a discussion as pertains to the validity of this approximation
with respect to CCSN simulations) is used to estimate the GW emission. The

mode expansion here, considering only ¢ = 2, can be constructed using

quad _ 217G /[. 1,. .
B =\ 5\t g (et ) |
quad 16t G ,_..
H2+1 - TC_4 <+}xz + l}yz) ’
uad 47t G . e
HY\S = == (b — 4, F2ik,,) (4.5)
and
15
2 N N 2
YZO = 307 sm ¢/,
“2Y,. , = > sin¢ (1 + cos 1) eX'?,
2zl \‘1671
“2Y5. 0 = > (1 + cosi)? ex2i9 . (4.6)
242 647'( .

The root-sum-square strain, h,, is defined as

Hres U dt[K2 (51, ¢) + W2 (t; 1, ) ]]1/2, (4.7)
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which can be analytically averaged over source angles using

(heey) = f f dQh,.,, (4.8)

to obtain

G1[8 ¢~ 20 .2 .2
(hes) = “AD lﬁ f_oo dt [llxx + }yy +1,—

. . ) 172
Uy +Fekas + 1,0 +3 (}xy I S ;yz) H . (4.9)

Numerical waveforms

Gravitational waves from convection and SASI

We draw sample waveforms for GWs from nonrotating core collapse from
three numerical studies [46, 128, 197]. Yakunin et al.[46] performed 2D sim-
ulations of neutrino-driven CCSNe. We choose a waveform obtained from
the simulation of a 15 M progenitor star (referred to as yak in the following).
Due to axisymmetry, the extracted waveform is linearly polarized. Miiller et
al. [197] performed 3D simulations of neutrino-driven CCSNe with a num-
ber of approximations to make the simulations computationally feasible. Im-
portantly, they started their simulations after core bounce and assumed a
time-varying inner boundary, cutting out much of the PNS. Prompt and PNS
convection do not contribute to their waveforms, and higher frequency GW
emission is suppressed due to the artificial inner boundary. As the simula-
tions are 3D, the waveforms produced by this study have two polarizations.
We use waveform models L15-3, W15-4 (two different 15 M, progenitors),
and N20-2 (a 20 M, progenitor), to which we hereafter asmiiller1, miller3,
and miller2, respectively. Ott et al. performed 3D simulations of neutrino-
driven CCSNe. The simulations are general-relativistic and incorporate a
three-species neutrino leakage scheme. We employ the GW waveform from
model s27f,.,:1.05 (a 27 M progenitor), which we hereafter refer to as ott.
We plot the GW signal for the ott model in the top panel of Fig. 4.3, and
summarise properties of these waveforms in Tab. 4.3.
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Figure 4.3: The time domain GW strain for representative models of CC-
SNe from non-rotating and rapidly rotating progenitor cores (ott in the top
panel, and schiin the bottom panel, respectively) as seen by an equatorial
(t = /2; ¢ = 0) observer at 10kpc. We note that the typical GW strain
from rotating core collapse is roughly an order of magnitude larger than the
typical GW strain from neutrino-driven explosions. In addition, the typical
GW signal duration of bounce and ringdown of the PNS is ~ few 10 ms, com-
pared to the typical GW signal duration of ~ few 100 ms for neutrino-driven
explosions. Nonaxisymmetric rotational instabilities, however, may persist
for a few hundreds of milliseconds.
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Waveform name (hpss) fpeak Ecw Ref.
[10722 at 10kpc] [Hz]  [Mgc?]
yak 1.89 888 9.08x1077  [46]
millerl 1.66 150 3.74x10~1 [197]
miller2 3.85 176 437 x 10~ [197]
miller3 1.09 204 325x10"11 [197]
ott 0.24 1019 7.34x 10710 [128]
dim1 1.05 774 7.69x107°  [52]
dim2 1.80 753 2.79x107%  [52]
dim3 2.69 237 138x107°  [52]
schi 5.14 465 225x1077  [65]
sch2 5.80 700 4.02x1077  [65]

Table 4.3: Key characteristics of waveforms from multidimensional CCSN
simulations considered for this study. Egyy is the energy emitted in GWs,
(hys) is the angle-averaged root-sum-square strain, and f,eqy is the frequency
at which the spectral GW energy dEgy /df peaks.

Gravitational waves from rotating core collapse and bounce

We draw three sample waveforms from the axisymmetric general-relativistic
(conformally flat) simulations of Dimmelmeier et al. [52], all of which em-
ployed a 15 M progenitor star and the Lattimer-Swesty EOS [198]. The
three linearly polarized waveforms chosen differ primarily by their initial ro-
tation rate and angular momentum distribution. Explicitly, we choose mod-
els s15A2005-1s, s15A2009-1s, and s15A3015-1s (so named in [52]), which
we hereafter refer to as dim1 through dim3. For the purposes of including
GWs from nonaxisymmetric rotational instabilities, we choose two sample
waveforms from the 3D Newtonian, magnetohydrodynamical simulations
of Scheidegger et al. [65], which use a neutrino leakage scheme. All were
performed with a 15 M, progenitor star, and the Lattimer-Swesty EOS [198].
Due to the 3D nature of the simulations, the Scheidegger et al. waveforms
have two polarizations. We employ waveforms for models R3E1AC; and
R4E1FC; (so named in [65]), which we hereafter refer to as sch1and sch2,
respectively. In the bottom panel of Fig. 4.3, we show the time-domain strain
for the schi model. We summarise the properties of the waveforms intro-
duced in this subsection in Tab. 4.3.
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Phenomenological waveforms

Gravitational waves from long-lived rotational instabilities

PNSs with ratio of rotational kinetic energy T to gravitational energy |W|,
B = T/IW| = 25-27% become dynamically unstable to nonaxisymmetric de-
formation (with primarily m = 2 bar shape). If § = 14%, an instability
may grow on a secular (viscous, GW backreaction) time scale, which may
be seconds in PNSs (e.g., [199]). Furthermore, PNSs are born differentially
rotating (e.g., [200]) and may thus be subject to a dynamical shear instability
driving nonaxisymmetric deformations that are of smaller magnitude than
in the classical instabilities, but are likely to set in at much lower . Since
this instability operates on differential rotation, it may last for as long as ac-
cretion maintains sufficient differential rotation in the outer PNS (e.g., [19,
64-66, 201, 202] and references therein).

For simplicity, we assume that the net result of all these instabilities is a bar
deformation, whose GW emission we model in the Newtonian quadrupole
approximation for a cylinder of length /, radius r and mass M in the x-y plane,
rotating about the z axis. We neglect spin-down via GW backreaction. The

second time derivative of the bar’s reduced mass-quadrupole tensor is given

by

. 1
i, = M(12—3r2)02(

—cos20t  sin20)t
= cos sin ) ’ (4.10)

sin20t cos 20t

where () = 271f is the angular velocity of the bar (see, e.g., [203] for details).
The GW signal can then be estimated using the quadrupole formula [196,
204].

We generate representative analytic bar waveforms by fixing the bar length
to 60 km, its radius to 10 km and varying the mass in the deformation M, the
spin frequency f, and duration of the bar mode instability At. In practice, we
scale the waveforms with a Gaussian envelope oc exp(—(t — AH2/(At) 4)2) to
obtain nearly zero amplitudes at start and end of the waveforms, resulting in
waveforms of sine-Gaussian morphology. In this study, we consider three
bars of mass M = 0.2M, with (f,At) = (400Hz,0.1s), (400Hz,15s), and
(800Hz,0.1s) (hereafter referred to as longbarl, longbar2, and longbar3,
respectively), and three bars of mass M = 1 M, with (f,At) = (400Hz,0.15s),
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Figure 4.4: Time domain GW strain for representative models of bar-mode
instability (longbar1 ; top panel) and disk fragmentation instability (piro2;
bottom panel), as seen by a polar (: = 0; ¢ = 0) observer at 1 Mpc.

(400Hz,15s), and (800 Hz, 0.025 s) (hereafter referred to as longbar4 through
longbar6, respectively). We choose these parameters to explore the regime
of strong bar-mode GW emission with the constraint that the strongest signal
must emit less energy than is available in collapse, Eqyy S 0.15Mc?. Values
of (Mrss), fpeaks and Egw for the six representative waveforms used in this
study are shown in Table 4.4, and the time-domain strain seen by a polar
observer at 1 Mpc for model longbar1 is shown in the top panel of Fig. 4.4
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Disk fragmentation instability

If the CCSN mechanism fails to reenergize the stalled shock (see, e.g., [205]),
the PNS will collapse to a BH on a time scale set by the accretion rate (e.g., [68]).
Provided sufficient angular momentum, a massive self-gravitating accretion
disk/torus may form around the nascent stellar-mass black hole with mass
Mgy. This scenario may lead to a collapsar-type GRB or an engine-driven
SN [206].

The inner regions of the disk are geometrically thin due to efficient neu-
trino cooling, but outer regions are thick and may be gravitationally unsta-
ble to fragmentation at large radii [207, 208]. We follow work by Piro and
Pfahl [207], and consider the case in which a single gravitationally bound
fragment forms in the disk and collapses to a low-mass neutron star with
Mg ~ 0.1 — 1My < Mpy. We then obtain the predicted GW signal using
Eq. (4.5) [196, 204], assuming the fragment is orbiting in the (x-y)-plane, such
that

i MppMy 202( —cos20)t  —sin 20t ) . (411)

S
ik (Mpy + M) —sin20t  cos20it

For more technical details, including the waveform generation code, we di-
rect the reader to [207, 209]. We consider waveforms from four example sys-
tems with (Mpy, My) = (5Mg,0.07 My), (5Mg,0.58 My), (10 Mg, 0.14 M),
and (10Mg,1.15M,) (hereafter denoted pirol, piro2, piro3, and piro4,
respectively). Values of (ly), fpeak, and Egw for the four representative
waveforms used in this study are shown in Table 4.4, and the time domain
strain seen by a polar observer at 1 Mpc for piro2is shown in the bottom
panel of Fig. 4.4.

Ad hoc signal models

It is possible that there are GW emission mechanisms from CCSNe that we
have not considered. In this case, it is instructive to determine the sensitivity
of our GW search to short, localized bursts of GWs in time-frequency space.
For this reason, we include ad-hoc signal models in our signal injections, in
addition to the aforementioned physically motivated signal models. We take
motivation from the all-sky, all-time searches for GW bursts performed in
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Waveform name (Mpgs) fpeak Ecw Ref.
[1072Y at 10kpc] [Hz]  [Mgc?]
longbari 1.48 800 298 x10~* [203]
longbar? 4.68 800 298 x1073 [203]
longbar3 5.92 1600 1.90 x 1072 [203]
longbar4 7.40 800 7.46x1073 [203]
longbarb 23.41 800 7.45x1072 [203]
longbar6 14.78 1600 1.18 x10~! [203]
pirol 2.55 2035 6.77 x10~% [207]
piro2 9.94 1987 1.03x 1072 [207]
piro3 7.21 2033 4.99 x 1073 [207]
piro4 28.08 2041 7.45x1072 [207]

Table 4.4: Key characteristics of the considered waveforms from phenomeno-
logical models. Egy is the energy emitted in GWs, (h.,) is the angle-
averaged root-sum-square strain, and f,e.x is the frequency at which the
spectral GW energy density dEgy /df peaks.

the intial detector era [154, 210], and consider linearly and elliptically polar-
ized sine-Gaussian GW bursts. Characterized by central frequency, f;, and
quality factor, Q, the strain is given by

2

h () :A(1+zx

hy (t) = Awexp(—27f3t?/Q?) cos(2mfyt) , (4.12)

) exp(—27tf3t?/Q?) sin(27tfyt) ,

where A is some common scale factor, and « is the ellipticity, where « = 0 and
1 for linearly and circularly polarized waveforms respectively. Assuming
isotropic energy emission, we may compute the energy in GWs associated
with a sine-Gaussian burst as

m%c® 20212
E‘GW = G dfo hI'SS/ (4'13)

where d is the distance at which k. is computed. In Table 4.5, we list the f,

Q, and « values for all sine-Gaussian waveforms considered in this study.

4.4 Analysis procedure

X-Pipeline: A search algorithm for gravitational wave bursts

X-Pipeline is a coherent analysis pipeline used to search for GW transient

events associated with CCSNe and GRBs, which has a number of features
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Model Name fy[Hz] Q «

sglinl,sgell 70 3 01
sglin2,sgel?2 70 9 01
sglin3,sgel3 70 100 0,1
sglin4d,sgel4d 100 9 01
sglinb,sgelb 153 9 01
sglinG,sgel6 235 3 01
sglin7,sgel? 235 9 01
sglin8,sgel8 235 100 01
sglin9,sgel9 361 9 01
sglinl0,sgell0 554 9 01
sglinll,sgelll 849 3 01
sglinl2,sgell2 849 9 01

sglin13,sgell3 849 100 0,1
sglinl4,sgell4d 1053 9 01
sglin1b,sgellb 1304 9 01

Table 4.5: Key characteristics of the ad-hoc sine-Gaussian waveforms em-
ployed in this study. f, is the central frequency, Q is the quality factor, and
« is the ellipticity. See Eq. (4.12) in Sec. 4.3 for details.

designed specifically to address the challenges associated with searching for
unmodelled, short-duration GW transients. For example, since the signal
duration is uncertain, X-Pipeline uses multiresolution Fourier transforms
to maximize sensitivity across a range of possible signal durations. The pixel
clustering procedure applied to time-frequency maps of the data is designed
to find arbitrarily shaped, connected events [211]. The potentially nonsta-
tionary data is whitened in blocks of 256 s duration, removing the effect of
variations in background noise levels which typically happen on longer time
scales. Short-duration noise glitches are removed by comparing measures
of interdetector correlations to a set of thresholds that are tuned using sim-
ulated GW signals from the known sky position of the CCSNe and actual
noise glitches over the on-source window. The thresholds are selected to
satisfy the Neyman-Pearson optimality criterion (maximum detection effi-
ciency at fixed false-alarm probability), and are automatically adjusted for
the event amplitude to give robust rejection of loud glitches. We provide
a brief overview of the functionality of X-Pipeline here, specifically in the
context of CCSN searches, and direct the reader to the X-Pipeline technical

document for a more in-depth description [212].
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As previously introduced in Sec. 4.2, an external EM or neutrino trigger at
time f; can be used to define an astrophysically motivated on-source win-
dow, such that the expected GW counterpart associated with the external
trigger is expected to be enclosed within the on-source window. The on-
source windows employed in this study are outlined in detail in Sec. 4.2.

Given a specified external source location, («;J), the N data streams ob-
served from an N-detector network are time-shifted, such that any GW sig-
nals present will arrive simultaneously in each detector. The time-shifted
data streams are then projected onto the dominant polarization frame, in
which GW signals are maximized, and null frame, in which GW signals do
not exist by construction [213, 214]. The data streams in the dominant polar-
ization frame are processed to construct spectrograms, and the 1% of time-
frequency pixels with the largest amplitude are marked as candidate signal
events. For each cluster, a variety of information on the time and frequency
characteristics is computed, in addition to measures of cluster significance,
which are dependent on the total strain energy |h|?, of the cluster. For the
purposes of this study, a Bayesian likelihood statistic is used to rank the clus-
ters. We direct the reader to [159, 212] for detailed discussion of the cluster
quantities used by X-Pipeline.

For statements on the detection of GWs to be made, we must be able to show
with high confidence that candidate events are statistically inconsistent with
the background data. To do this, we consider the loudest event statistic,
where the loudest event is the cluster in the on-source with the largest signif-
icance; we hereafter denote the significance of the loudest event 530, [215,
216]. We estimate the cumulative distribution of the loudest significances of
background events, C (S;,.,), and set a threshold on the false alarm proba-
bility (FAP) that the background could produce an event cluster in the on-
source with significance S20.. If C (595, ) is greater than the threshold im-
posed, we admit the loudest event as a potential GW detection candidate.
For the purposes of this study, we impose FAP=0.1%, which corresponds to

~ 3.30 confidence.

For Gaussian noise, the significance distribution of background events can
be estimated analytically, but noise transients in glitchy data produce excess-
power clusters in the data that may be mistaken for a GW event. However,
the method used by X-Pipeline to construct the dominant polarization frame
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results in strong correlations between the incoherent energy I (from the in-
dividual data streams) and the coherent energy E (from the combined data
streams) for glitches [217]. A comparison of I and E for candidate events
can thus be used to veto events that have the same statistical properties as
the background noise. A threshold curve in (I; E) space is defined, and veto
tests may be one-sided (all events on one side of the curve are vetoed), or
two-sided (events within some band centered on the I = E diagonal are ve-
toed). The threshold curve is chosen to optimize the ratio of glitch rejection

to signal acceptance.

In practice, the statistics of the distribution of background events in the
data are determined by applying unphysically large time-shifts, hereafter re-
ferred to as “lags”, to the detector streams. Additionally, we generate known
signal events by injecting simulated GW signals into the data streams. The
background and signal events are split into two sets, used for pipeline tun-
ing and testing detection perfor- mance, respectively. A large range of trial
threshold cuts are applied for the background rejection test, and the statis-
tics of the background events computed. The minimum injection amplitude
for which 50% of the injections (1) survive the threshold cuts and (2) have
a FAP < 0.1%, h3d”, for a given family of GW signal models is computed.
This is known as the upper limit on /. at 50% confidence—see Sec. 4.4.
The optimal threshold cut is defined as that for which #22% is minimized
at the specified FAP. Unbiased statements on the background distribution
and waveform detectability can then be made by processing the tuning set

events with the thresholds obtained previously.

Recoloring of GW detector data

The many methods used to detect GW transients can often be proven to
be near optimal in the case of stationary, Gaussian noise. Data from the
GW detectors, however, is not expected to be stationary or Gaussian, and as
such, it is important to test the efficacy of one’s detection method in nonsta-
tionary and non-Gaussan noise. To this end, we utilize observational data
taken by the Hanford and Livingston LIGO detectors during the S5 science
run, in addition to data taken by the Virgo detector during the VSR1 science
run. The S5 data is now publicly available via the GW Open Science Center
(GWOSC) [218].
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Recoloring of these data to the predicted power spectral densities (PSDs) of
the Advanced detectors during different stages during the next five years
(see Sec. 4.2) permits a more realistic estimation of the sensitivity of the ad-
vanced detectors to CCSNe. We recolor the GW data using the gstlal soft-
ware packages [219, 220], following the procedure outlined below:

* Determine PSD of original data.
¢ Whiten data using a zero-phase filter created from the original PSD.

e Recolor whitened data to desired PSD.

This method provides non-Gaussian, nonstationary detector data including
noise transients, tuned to any sensitivity desired. For specific details on the
detector networks, and noise PSDs considered, see Sec. 4.2 III C. For the pur-
poses of this study, we recolor 100 hours of data from the H1 and L1 detec-
tors during the S5 science run, and the V1 detector during the VSR1 science

run.

Injection of known signal events

As discussed previously in Sec. 4.4, it is a well established practice to inject
known signal events into detector data for analysis (see, e.g., [154]). This
process permits the estimation of detection efficiency for GWs from signal

models of varying time-frequency characteristics.

As discussed in Chap. 3, a GW source can be characterized by five angles—
(4, ¢; 0, D, ¥), where (0, D, ) describe the sky location and polarization
of the source, while (¢, ¢) describe the orientation of the source frame with
respect to the observer’s line of sight. In this study, the source location in
Earth-centered coordinates (6, ¢) are fixed by right ascension «, and decli-
nation J of the source, as well as the GPS time at geocenter of the injected
signal—see Sec. 4.2 for more detailed information. The polarization angle ¢
relating the source and detector reference frames is distributed uniformly in
[1, ..., 27t] for all injections. For CCSNe systems, the inclination angle : and
azimuthal angle ¢ are known a priori only in exceptional cases. To represent
this, we inject signals with many different (1, ¢), to average over all possible

observer orientations.
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As alluded to previously in Sec. 4.3, we may construct the strain for differ-
ently oriented observers by projecting the mode coefficients Hy ,,(t) onto
the —2 spin-weighted spherical harmonics, ~2Yy,, (1, ¢). Making use of ge-
ometric symmetries for different astrophysical systems permits the use of
polarization factors to describe h, , (1, ¢) as a function of hy ..o (s, ¢) =
h, » (t=0, ¢ =0). Defining polarization factors n, , (1, ¢), we may write

the strain for an arbitrarily oriented observer as
hy (4, @) =1y (1, @) hyp, (4.14)
hy (l/ (P) = Ny (l/ 4)) hx;O/ (4.15)

where the form of n, , (1, ¢) is dependent on the symmetries of the system

considered.

For linearly polarized signals (e.g., linear sine-Gaussian injections), we apply

nin =1, (4.16)
nin = 0. (4.17)

For elliptically polarized signals (e.g., bar-mode instability, disk fragmenta-
tion instability, and elliptical sine-Gaussian injections), we apply

1
nel = 5 (1 + cos? 1)2 , (4.18)

nel = cos.. (4.19)

For the 2D CCSN emission models, the axisymmetric system results in a lin-
early polarized GW signal. The system has azimuthal symmetry, resulting
in zero amplitude for all modes except H,(. The strain 1, varies with ¢ as

h, =h] sin? ¢, (4.20)
where <1 is the strain as seen by an equatorial observer. We thus apply SN
polarization factors:

nSN = sin? 1, (4.21)

nSN =0. (4.22)

For the 3D CCSN emission models, the GW signal is nontrivially related to
the observer’s orientation, and as such, the /i, and h, strains must be com-
puted for specific observer orientations. For these waveforms, no additional

polarisation factors are applied.
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For all emission models for which 7, , can be defined, we inject signals uni-
form in cos: € [—1, 1]. For the 3D CCSN emission models, we inject sig-
nals uniformly drawn from a bank of 100 realizations of (cos:, ¢), where
coste[-1,-7/9,...,1]and ¢ € [0, 27t/9, ..., 27]. For each observational

scenario, we inject 250 injections across the considered on-source window.

Upper limits and detection efficiencies

To make detection statements and set upper limits on the GWs emitted from
CCSNe, we must compare the cumulative distribution of background event
significance, C (Spay ), estimated from off-source data, to the maximum event
significance in the on-source data 594%,. If no on-source events are signif-
icant, we may instead proceed to set frequentist upper limits on the GWs

from the CCSN of interest, given the emission models considered.

As alluded to previously in Sec. 4.4, we may define the 50% confidence level
upper limit on the signal amplitude for a specific GW emission model as
the minimum amplitude for which the probability of observing the signal,
if present in the data, with a cluster significance louder than 5,,,, is 50%. In
this study, we aim to determine the 50% on upper limit, as defined here, as

a function of

* Source distance 4, in the context of astrophysically motivated signal
models.

* Root-sum-square amplitude 137, in the context of linear and ellipti-

cal sine-Gaussian waveforms. It is more relevant, astrophysically to
consider the corresponding 50% upper limit on the energy emitted in
GWs, EX%, which we compute from /23" using Eq. 4.13.
After the on-source data has been analysed and 53, computed, we inject
a large number of known signal events for families of waveforms for which
h20% and d°0% (where applicable) are desired. For a single waveform family,
we outline the upper limit procedure:

* Inject many waveforms at different times during the on-source win-

dow and with a broad range of polarization factors.
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e Compute the largest significance 5 of any clusters associated with the
injected waveforms (observed within 0.1s of the injection time) that
have survived after application of veto cuts.

* For all injections, compute the percentage of injections for which 5 >
500 . This is called the “detection efficiency,” €.

* Repeat procedure, modifying the injection amplitude of each wave-
form by a scaling factor.

The final goal is to produce a plot of the detection efficiency as a function of
h,ss or distance d for each waveform family, such that one may place upper
limits on the GW emission models considered. From the efficiency curve,

one may determine 7227 as

E (s = h29%) = 0.5. (4.23)

Given an astrophysical signal injected at Hyl corresponding to fiducial dis-
tance ', we may define d°°” as
}20%
450% — (i) 40 (4 24)
hinj ’ ’
rss

We note that X-Pipeline rescales the detection efficiency to account only for
injections placed at times at which detector data is available. Without this
correction, the efficiencies computed asymptote to the duty cycle fraction for
the on-source window considered. For the data considered in this study, the
total duty cycle is typical of the S5 and VSR1 science runs, which is described
in detail in Sec. 4.2.

Systematic uncertainties

The uncertainties in the efficiencies, upper limits and exclusion capabili-
ties of our analysis method are related to non-Gaussian transients in the
data, in addition to calibration uncertainties. There are a number of sys-
tematic uncertainties present in this study that will non-negligibly affect the
results. We consider only a short period of recolored data from LIGO’s S5
and Virgo’s VSR1 data-taking runs, over which the frequency and character

of non-Gaussian transients changed non-negligibly. The noise transients in
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advanced LIGO data are also significantly different to those in initial LIGO
data, and the non-Gaussianities are not yet understood well enough to make
quantitative statements on the statistical behavior of the data. For these rea-
sons, we only quote results to two significant figures in this study. The sta-
tistical uncertainty in detector calibration can be characterized by the 1c sta-
tistical uncertainty in the amplitude and phase of the signal. Uncertainties
in phase calibration can be estimated by simulating its effect on the ability
to recover test injections. We direct the reader to Kalmus [221], in which it is
shown that phase uncertainties contribute negligibly to the total systematic
error, and thus we only consider amplitude uncertainties in this study. The
target design amplitude uncertainties in the frequency range 40-2048 Hz for
Advanced LIGO and Advanced Virgo are 5% at 2¢ confidence [165]. As such,
the upper limits for 122" and d°°% obtained from a search for GWs from CC-
SNe in the will have intrinsic ~ 5% uncertainties. For comparison, typical

amplitude uncertainties due to calibration in S5 were below 15% [161].

4.5 Results: Neutrino-triggered searches

We consider realistic waveform models from numerical simulations of core
collapse. For the ‘garden-variety” CCSN models considered (millerl,miller2,
miller3, ott, and yak), convection and SASI are the dominant GW emis-
sion processes. For rotating core collapse, we choose models where bounce
and ringdown of the rapidly rotating PNS (dim1, dim2, and dim3), and non-
axisymmetric rotational instabilities (sch1and sch2) are the dominant GW
emission processes. As these waveforms will only be detectable from CC-
SNe at close distances (d < 100kpc), we consider CCSNe in the direction of
the Galactic center and LMC, for which the coincident neutrino signal will
be detected. We use a conservative on-source window of [-10,+50]s about
the time of the initial SNEWS trigger.

We present the distances d°°% at which 50% detection efficiency is attained
(the measure we use for “detectability”) for the considered numerical wave-
forms in Table 4.6, for CCSNe in the direction of the Galactic center and LMC,

in the context of a 60-second on-source window.

For CCSNe in the direction of the Galactic center, we see that emission from
neutrino-driven convection and SASI is detectable out to ~ (1.0-2.4) kpc with
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d>%% [kpc] for Galactic center d>%% [kpc] for LMC
Waveform ‘ HL 2015 HLV 2017 HLV 2019 ‘ HL 2015 HLV 2017 HLV 2019
millerl 2.3 3.3 47 2.5 3.8 5.3
miller?2 1.0 1.5 2.2 1.2 1.8 2.5
miller3 1.2 1.5 24 1.4 1.6 2.7
ott 24 34 55 3.2 4.9 7.2
yak 1.5 1.8 51 1.6 2.1 6.2
diml 7.0 9.1 17 7.4 10 18
dim2 11 17 29 13 20 32
dim3 13 21 38 18 32 50
schi 31 43 78 36 48 90
sch2 35 50 98 45 56 120

Table 4.6: The distance in kpc at which 50% detection efficiency is attained,
d>%”% for the numerical core-collapse emission models considered using the
HL 2015, HLV 2017, and HLV 2019 detector networks, for CCSNe in the di-
rection of the Galactic center and the LMC.

the HL 2015 detector network. This increases to ~ (1.5-3.4) kpc and ~ (2.2-
5.5) kpc with the HLV 2017 and HLV 2019 detector networks, respectively.

Similarly, we see that emission from bounce and ringdown of the central
PNS core is detectable out to ~ (7.0-13.4) kpc for CCSNe in the direction
of the Galactic center with the HL 2015 detector network. This increases
to ~ (9.1-21) kpc and ~ (17-38) kpc with the HLV 2017 and HLV 2019 detector

networks, respectively.

Emission from nonaxisymmetric rotational instabilities from CCSNe in the
direction of the galactic center is detectable out to ~ (31-35) kpc with the HL
2015 detector network. This increases to ~ (43-50) kpc and ~ (78-98) kpc with
the HLV 2017 and HLV 2019 detector networks, respectively.

Assuming the fiducial distance of a galactic CCSN to be ~ 9kpc, this sug-
gests that we will be able to detect emission from the more extremely rapidly
rotating CCSN waveforms considered with the HL 2015 detector network,
while all considered rapidly rotating waveforms will be detectable for CC-

SNe in the direction of the Galactic center with the HLV 2017 and HLV 2019 detector

networks. We will be limited to detection of nonrotating CCSNe within
5.5 kpc with the most sensitive HLV 2019 detector network.

Considering CCSNe in the direction of the LMC, we see that emission from
neutrino-driven convection and SASI is detectable out to ~ (1.2-3.2) kpc with
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the HL 2015 detector network. This increases to ~ (1.6-4.9) kpc and ~ (2.5-
7.2) kpc with the HLV 2017 and HLV 2019 detector networks, respectively. Given
the LMC is around 50 kpc away, GW emission from neutrino-driven convec-
tion and SASI is likely not detectable from CCSNe there.

Emission from bounce and ringdown of the central PNS core is detectable
out to ~ (7.4-18) kpc and ~ (11-32) kpc for CCSNe in the direction of the
LMC with the HL 2015and HLV 2017 detector networks, respectively. This
increases to ~ (18-50) kpc with the HLV 2019 detector network. This suggests
that emission from the bounce and subsequent ringdown of the PNS may
not be detectable from CCSNe in the LMC for even the most rapidly rotat-
ing waveform considered with the HLV 2019 detector network.

We see that emission from nonaxisymmetric rotational instabilities from CC-
SNe in the direction of the LMC is detectable out to ~ (36-45) kpc with the
HL 2015 detector network. This increases to ~ (48-56) kpc and ~ (90-120) kpc
with the HLV 2017 and HLV 2019 detector networks, respectively. This sug-
gests we will be able to detect emission from nonaxisymmetric rotational
instabilities for CCSNe in the LMC with the HLV 2017 detector network.

Fig. 4.5 presents the detection efficiency as a function of distance, for the
numerical waveforms considered, for CCSNe directed toward the Galactic
center and the LMC.

4.6 Results: Electromagnetically-triggered
searches

For more distant CCSNe, we consider more speculative, extreme phenomeno-
logical GW emission models for long-lived bar-mode instabilities (using wave-
forms longbar1 through longbar6 ) and disk fragmentation instabilities (with
pirolthrough piro4). More distant CCSNe (beyond around M31) will not
be detectable via neutrinos with the current class of neutrino detectors, but
the EM counterpart is likely to be observed. We consider CCSNe in M31 and
M82, and use on-source windows assuming a compact, stripped progenitor
star of 61 minutes and 24 hour 1 minute, respectively. For an extended, red
supergiant progenitor, we use on-source windows of 51 hours and 74 hours
for M31 and M82, respectively.
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Figure 4.5: The detection efficiency € as a function of distance for waveforms
from neutrino-driven explosions (left column; labelled Convection & SASI)
and rotating core collapse (right column) for a search using a sixty second on-
source window and a three-detector network at design sensitivity. Panels in
the top row consider sources in the direction of the galactic center (labelled
MW), while panels in the bottom row conversely employ sources in the di-
rection of the Large Magellanic Cloud (labelled LMC). In each panel, 50%
and 90% detection efficiency is marked with a dashed horizontal black line,
and the assumed distance to the source is marked with a solid vertical black
line.

In Tab. 4.7, we present the distances at which 50% detection efficiency is
attained d°°” (the measure we use for “detectability”) for the considered
phenomenological waveforms in the context of a hypothetical CCSN in M31

using 61-minute and 51-hour on-source windows.

For CCSNe in the direction of M31, we see that emission from long-lived bar-
mode instabilities will be detectable out to ~ (0.5-5.2) Mpc [~ (0.2-2.7) Mpc]
when using a 61-minute [51-hour] on-source window, with the HL. 2015 detector
network. The distances at which 50% detection efficiency is reached, d>0%,
increase to ~ (0.8-8.6) Mpc [~ (0.3-3.4) Mpc] and ~ (1.6-18) Mpc [~ (0.8-9.9) Mpc]
when using a 61-minute [51-hour] on-source window, with the HLV 2017 and

HLV 2019 detector networks, respectively.
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d°9% with HL 2015  d°9% with HLV 2017 d°0% with HLV 2019

Waveform | 61m 51h | 61m 51h | 61m 51h
longbarl 0.5 02| 08 03] 1.6 0.8
longbar2 1.5 0.7 | 25 09| 438 2.8
longbar3 1.0 06| 1.6 06| 3.6 2.2
longbar4 2.0 11| 28 12| 6.0 3.8
longbarb 52 27| 8.6 34| 18 9.9
longbar6 2.1 1.1] 34 11| 6.7 4.7
pirol 0.9 06| 13 06| 20 1.4
piro2 3.9 22| 63 26| 94 5.8
piro3 1.9 13| 34 1.8 | 49 3.7
piro4 12 65| 19 6.1 | 28 18

Table 4.7: The distance in Mpc at which 50% detection efficiency is attained,
d>%% for the extreme phenomenological emission models considered using
the HL 2015, HLV 2017, and HLV 2019 detector networks in the context of
a hypothetical CCSN in M31 using 61-minute and 51-hour on-source win-
dows.

Emission from disk fragmentation instabilities will be detectable out to ~ (0.9-

12) Mpc [~ (0.6-6.5) Mpc] and ~ (1.3-19) Mpc [~ (0.6-6.1) Mpc] when using
61-minute [51-hour] on-source windows with the HL. 2015 and HLV 2017 detector
networks, respectively, for CCSNe in the direction of M31. These distances
increase to ~ (2-28) Mpc [~ (1.4-18) Mpc] when using a 61-minute [51-hour]
on-source window, with the HLV 2019 detector network.

Assuming a fiducial distance of 0.77 Mpc for a CCSN in M31, this suggests

that we will be able to detect emission from all considered long-lived bar-

mode instability waveforms with the HLV 2019 detector network, while the
detectable fraction of considered waveforms with the HL. 2015 and HLV 2017 detector
networks is strongly dependent on the on-source window length. Taking

the 51-hour on-source window as the most pessimistic scenario, ~ 50% and

~ 67% of the considered bar-mode instability waveforms are detectable with

the HL 2015and HLV 2017 detector networks, respectively.

Similarly, emission from the considered disk fragmentation instabilities wave-
forms will be detectable for a CCSN in M31 with the HLV 2019 detector net-
work for all considered on-source windows. For the 51-hour on-source win-
dow, we see that ~ 75% of the considered disk-fragmentation instability
waveforms are detectable with both the HL 2015 and HLV 2017 detector net-

works.
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We note that, for some models, the d°9% values computed for the M31 source,
when using a 51-hour on-source window, are smaller for the HLV 2017 de-
tector network than the HL 2015network. While this might at first seem
counter-intuitive, this is due to the requirement for coincident data between
detectors to run a coherent analysis. The lower sensitivity of the HV and LV
detectors for the data analyzed, compared with the sensitivity of the HL de-
tectors, reduces the effective total sensitivity of the network. We include the
third detector, however, as it increases the overall duty cycle of the network.

In Tab. 4.8, we present the d°°% distances for the considered phenomenolog-
ical waveforms in the context of a hypothetical CCSN in M82 using 24-hour

T-minute and 74-hour on-source windows.

d°%% with HL 2015  d°0% with HLV 2017 d°°% with HLV 2019

Waveform | 24hlm 74h | 24h1m 74h | 24h1m 74h
longbarl 0.3 0.4 0.3 0.4 1.0 0.7
longbar?2 0.9 1.1 1.0 1.2 3.0 2.1
longbar3 0.8 0.8 0.7 0.8 24 1.8
longbar4 1.1 1.5 1.4 1.5 3.9 2.8
longbarb 3.0 4.3 3.4 5.2 9.7 8.3
longbar6 14 1.9 1.4 1.7 4.4 3.7
pirol 0.5 0.7 0.7 0.8 1.3 1.3
piro2 2.2 3.2 3.0 3.8 57 5.8
piro3 1.1 1.3 1.5 1.9 2.8 3.1
piro4 6.4 7.5 8.6 9.5 16 15

Table 4.8: The distance in Mpc at which 50% detection efficiency is attained,
d>%% for the extreme phenomenological emission models considered using
the HL 2015, HLV 2017, and HLV 2019 detector networks in the context of a
hypothetical CCSN in M82 using 24-hour 1-minute and 74-hour on-source
windows.

For CCSNe in the direction of M82, we see that emission from long-lived bar-
mode instabilities will be detectable out to ~ (0.3-3) Mpc [~ (0.4-4.3) Mpc]
and ~ (0.3-3.4) Mpc [~ (0.4-5.2) Mpc] using a 24-hour 1-minute [74-hour] on-
source window, with the HL 2015 and HLV 2017 detector networks. This in-
creases to ~ (1-9.7) Mpc [~ (0.7-8.3) Mpc] for a 24-hour 1-minute [74-hour]

on-source window, with the HLV 2019 detector network.

For emission from disk fragmentation instabilities for CCSNe in the direc-
tion of M82, the distance reach is ~ (0.5-6.4) Mpc [~ (0.7-7.5) Mpc] when us-
ing a 24-hour 1-minute [74-hour] on-source window with the HL. 2015 detector
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network. This increases to ~ (0.7-8.6) Mpc [~ (0.8-9.5) Mpc] and ~ (1.3-16) Mpc
[~ (1.3-15) Mpc] for the HLV 2017 and HLV 2019 detector networks, respec-
tively.

Given a fiducial distance of ~ 3.52Mpc for CCSNe in M82, we note that
only the most extreme waveform considered for both long-lived bar-mode
instabilities and disk fragmentation instabilities are detectable with the HL
2015 detector network. Of the considered long-lived bar-mode instability
waveforms, only the most extreme emission model is detectable with the
HLV 2017 detector network, while 50% of the waveforms will be detectable
with the HLV 2019 detector network. For emission from disk fragmentation
instabilities, we see that only 50% of the waveforms considered will be de-
tectable out to M82 with the HLV 2017 and HLV 2019 detector networks.

We note that the distance reach for these models increases with the larger on-
source window for the M82 source. This is due to the properties of the data
over the two considered on-source windows. As previously mentioned, real
data from GW detectors is not stationary, and as such, the PSD of the data
is a function of time. Time periods over which the detector data is glitchy
will have locally have significantly decreased sensitivity when compared to
a much larger time period over which the detector is more well behaved.
This means that if the on-source window derived happens to lie in a glitchy
period of detector data, the sensitivity of the detector network will, unfortu-
nately, be decreased. In repeating the search for a larger on-source window,
over which the average sensitivity is much greater, the distance reach for the
emission models considered may appear to increase. The detectability of the
waveforms considered in this study is established by injecting a number of
waveforms over the full on-source window considered. The distance reach
for the longer on-source window in this case appears to increase because
we inject waveforms uniformly across the on-source window, meaning that
many “test” signals are placed at times in the data stretch where the sensitiv-
ity is greater, in addition to the shorter, more glitchy, time period where the
sensitivity is not as great. This is a great example of how realistic noise can
significantly affect the detectability of GWs from CCSNe at different times,
and is motivation for improving active noise suppression techniques for the
detectors.

Fig. 4.6 and Fig. 4.7 present the detection efficiency as a function of distance
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for the considered phenomenological extreme emission models, for CCSNe
in the direction of M31 and M82 for the HLV 2019 detector network, using
on-source windows motivated by type Ibc and type II CCSNe, respectively.
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Figure 4.6: The detection efficiency & as a function of distance for phe-
nomenological waveforms from accretion disk fragmentation in collapsars
(left column; labelled Disk Fragmentation) and dynamical bar mode insta-
bility in a rapidly-rotating neutron star remnant (right column; labelled Bar
Mode) for a search for sources in M31 with a three-detector network at de-
sign sensitivity. Panels in the top row consider an on-source window of
61 minutes derived from EM observations of an ultra-stripped progenitor
(labelled M31 61m), while panels in the bottom row conversely use an on-
source window of 51 hours derived from EM observations of an extended
red-supergiant progenitor (labelled M31 51h). In each panel, the 50% and
90% detection efficiency is marked with a dashed horizontal black line, and
the distance to M31 (0.77 Mpc) is marked with a solid vertical black line.

Sine-Gaussian waveforms

For all host galaxies, we consider ad-hoc sine-Gaussian bursts to assess the
sensitivity of our analysis to localized bursts of energy in time-frequency

space.
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Figure 4.7: The detection efficiency £ as a function of distance for phe-
nomenological waveforms from accretion disk fragmentation in collapsars
(left column; labelled Disk Fragmentation) and dynamical bar mode insta-
bility in a rapidly-rotating neutron star remnant (right column; labelled Bar
Mode) for a search for sources in M82 with a three-detector network at de-
sign sensitivity. Panels in the top row consider an on-source window of 24
hours and 1 minute derived from EM observations of an ultra-stripped pro-
genitor (labelled M82 24h1m), while panels in the bottom row conversely
use an on-source window of 74 hours derived from EM observations of an
extended red-supergiant progenitor (labelled M82 74h). In each panel, the
50% and 90% detection efficiency is marked with a dashed horizontal black
line, and the distance to M82 (3.52 Mpc) is marked with a solid vertical black
line.

We remind the reader of the large systematic uncertainties associated with

these results and, as such, quote all results to two significant figures.

The energy emitted in GW, EX*, required to attain the root-sum-squared
strain at 50% detection efficiency, hfsos%, for the sine-Gaussian bursts consid-
ered is presented in Fig. 4.8 for sources in the direction of the Galactic center,

LMC, M31, and M82.

For the ad-hoc sine-Gaussian bursts considered, we use EX)/* as the figure of

merit for detection.
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Figure 4.8: The energy emitted in GW, EX,*, required to attain the root-sum-

squared strain at 50% detection efficiency, 1227, for the sine-Gaussian bursts
considered in this study, in the context of the HLV 2019 detector network.
The top row is for sources directed toward the galactic center (left) and the
Large Magellanic Cloud (right), for both of which a 1-minute on-source win-
dow is used. The middle row is for sources in M31, considering 61-minute
and 51-hour on-source windows (left and right plots, respectively). The bot-
tom row is for sources in M82, considering on-source windows of 24 hours
and 1 minute, and 74 hours (left and right plots, respectively). Distances of
10kpc, 50 kpc, 0.77 kpe, and 3.52 Mpc are used to compute EX,* for sources
in the galaxy, Large Magellanic Cloud, M31, and M82, respectively.

For CCSNe in the direction of the Galactic center, we see that the typical EX),°

values are ~ (8-110)x10~1Y M, for sine-Gaussian bursts with central frequen-
cies of ~ (554-1304) Hz, the typical frequencies of emission for CCSNe, using
a 60-second on-source window with the HLV 2019 detector network. For CC-
SNe in the direction of the LMC, we find E%%" ~ (1-20)x10~8 M, in the same
frequency range. We remind the reader that for the numerical waveforms
considered, Eqy ~ (0.1-4000)x10719 M. This is consistent, as X-Pipeline is
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more sensitive to sine-Gaussian bursts, and we find that only the more rapidly

rotating models considered are detectable.

For CCSNe in the direction of M31, we find typical EX* values of ~ (7-
100)x10=% M, across the frequency range considered, using a 51 hour on-
source window with the HLV 2019 detector network. For CCSNe in the di-
rection of M82, we find EX* ~ (3-60)x10~* M, across the same frequency
range. We remind the reader that for the extreme phenomenological wave-
forms considered, Eqy ~ (2-600)x10~* M. This is again consistent with our
previous results, as we find that all waveforms are detectable for CCSNe in
M31 with the HLV 2019 detector network, but only the more extreme cases
are detectable out to M82.

4.7 Discussion

The next galactic CCSN will be of great importance to the scientific commu-
nity, allowing observations of unprecedented accuracy via EM, GW, and
neutrino messengers. Using GW waveform predictions for core collapse
from state-of-the-art numerical simulations, and phenomenological wave-
form models for speculative extreme GW emission scenarios, we make the
tirst comprehensive statements on detection prospects for GWs from CCSNe
in the Advanced detector era.

Given a known sky location, we outline a search procedure for GW bursts
using X-Pipeline , a coherent network analysis pipeline that searches for
excess power in time-frequency space, over some astrophysically motivated
time period (or on-source window). The GW detector data is non-Gaussian,
nonstationary, and often contains loud noise transients. For this reason, it
is beneficial to minimize the on-source window to reduce the probability of
glitchiness or extreme Gaussian fluctuations being present in the detector
data.

For CCSNe within ~ 100 kpc, the coincident neutrino signal will be detected,
allowing the time of core collapse to be determined to within a few tens
of milliseconds. Using an conservative asymmetric on-source window of
[—10, +50] seconds around the start time of the neutrino signal, we consider
hypothetical CCSNe in the direction of the Galactic center and the LMC. We
find that neutrino-driven CCSN explosions, believed to account for ~ 99%
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for CCSNe, will be detectable within 2.4 kpc, 3.5kpc, and 5.5kpc in 2015,
2017, and 2019, respectively. Rapidly rotating CCSNe, however, will be
detectable throughout the galaxy from 2017, and the most rapidly rotating
model considered will be detectable out to the LMC in 2019. Rapidly rotat-
ing CCSNe with nonaxisymmetric rotational instabilities will be detectable
out to the LMC and beyond from 2015.

More distant CCSNe will not have coincident neutrino observations, and
so the on-source window must be derived using EM observations. Using re-
cent studies of light curves for type Ibc and type Il CCSNe (see, e.g. [192, 195,
222]), we assume that, if the time of shock breakout tgg is observed, the time
of core collapse can be localized to between 1 minute and 50 hours. Unfortu-
nately, shock breakout is rarely observed, and an observation cadence time
delay, ¢, between the last pre-CCSN and first post-CCSN images is intro-
duced. Given this, we construct an on-source window of [—tgg, f,,s] about
the time of the last pre-CCSN image. Frequently observed galaxies, such as
those for which the CCSN rate is high, are likely to have CCSNe detected
within one day of shock break-out. As such, we consider two observational
scenarios where t,,; = 1hour and 24 hours for hypothetical CCSNe in M31
and M82, respectively. In the context of EM observations of type Ibc CCSNe,
we use on-source windows of 61 minutes and 24 hour 1 minute for CCSNe
in M31 and M82, respectively. Correspondingly for type II CCSNe, we use
on-source windows of 51 hours and 74 hours for CCSNe in M31 and M82,
respectively. We find that most of the extreme GW emission models con-
sidered are observable out to M31 with the HL 2015 detector network when
using a 61-minute on-source window, while all models are observable when
using the 51-hour on-source window in 2019. Only the most extreme emis-
sion models considered are observable out to M82 with the HL. 2015 detector
network, but approximately half of the models considered will be detectable
out to M82 and beyond in 2019. This allows us to either detect events associ-
ated with or exclude such extreme emission models for CCSNe in M31 and
M82 with the HLV 2019 detector network.

In anticipation of unexpected GW emission from CCSNe, we additionally
consider sine-Gaussian bursts across the relevant frequency range for all
observational scenarios studied. We find, that the sensitivity of our search
method is comparable, if not slightly improved, to that found for the realis-
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tic waveform models considered. This is to be expected as X-Pipeline, and
other clustering-based burst search algorithms, are most sensitive to short
bursts of GW energy localized in frequency space. It should be noted, how-
ever, that such simple waveform morphologies are more susceptible to be-
ing confused for noise transients. As such, a more complicated waveform
morphology, as found for realistic GW predictions for CCSNe, can actually
improve detectability [223].

Detection prospects for GWs from CCSNe can be improved by refining light
curve models for CCSNe, and increasing observation cadence, so as to re-
duce the on-source window as derived from EM observations as much as
possible. Improvement of stationarity and glitchiness of detector data, in
addition to increasing the detector duty cycle, will improve detectability of
GWs from CCSNe. Further to this, more second-generation GW detectors
such as KAGRA and LIGO India will improve the overall sensitivity of the
global GW detector network and could potentially allow for neutrino-driven
CCSN explosions to be observable throughout the Galaxy.
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5 Inferring the core-collapse
supernova explosion
mechanism with gravitational

waves

You own everything that happened to you. Tell your stories. If people wanted you to write
warmly about them, they should have behaved better.
—Anne Lamott, Bird by Bird: Some Instructions on Writing and Life

[1] J. Powell, S. E. Gossan, et al. Inferring the core-collapse supernova

explosion mechanism with gravitational waves. Phys. Rev. D 94 (12),
123012 (2016).
SEG led the project for three years and originally wrote the SMEE2G
pipeline in Python, but had to step back towards the end due to
health concerns. SEG made the figures, directed the observing cases
considered, and wrote around half of the manuscript.

5.1 Motivation

More than eighty years have passed since Baade and Zwicky first proposed
that supernovae originated from the collapse of evolved stellar cores to neu-
tron stars [5], yet still the mechanism driving these comsic explosions re-
mains poorly understood. While CCSNe are observed on a daily basis across
the EM spectrum, only secondary information on the CCSN central engine
can be gleaned from such observations as they originate far from the col-
lapsed core. From what can be determined, observations of CCSN ejecta
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and pulsar kicks are indicative of the multidimensional hydrodynamic in-
stabilities thought to be driving the explosion [42, 127] (see Chap. 3 for a de-
tailed discussion). GWs and neutrinos, originating deep within the explod-
ing SN, offer an unparalleled glimpse into the inner regions of the central en-
gine. While GWs from CCSNe have not yet been directly detected, the few
neutrinos detected from SN 1987A were consistent with the broad strokes
of current theories regarding the explosion mechanism [8, 9, 224]. Under-
standing how massive stars explode has consequences far beyond the explo-
sion mechanism itself, with far-reaching effects on fundamental physics, the
mass-distribution of compact remnants, the evolution of compact binary sys-
tems, and even the origin of the elements, to name a few (see, e. g. [43, 205]
and references therein). Having tackled the problem of detection in Chap. 4,
we now turn our attention to the prospects for augmenting our understand-
ing of the CCSN explosion mechamism using said observations.

As discussed previously in Chap. 3, the GW signature from core collapse
can vary wildly dependent on the characteristics of the progenitor star. The
GW emission is sourced predominantly by oscillations of the nascent PNS,
but differences in the nature of the hydrodynamics behind the stalled shock
and within the inner regions of the evolving PNS alters the expected dura-
tion and frequency spectra of emission. For example, while GWs are emitted
with core collapse at PNS formation, the asymmetry of collapse (and resul-
tant quadrupole deformation in the PNS) is drastically changed should the
pre-collapse core possess appreciable angular momentum (see, e. g., [52, 65,
66]) resulting in several orders of magnitude difference in emitted GW en-
ergy. We explore this further in Chap. 6. Furthermore, GW emission at later
times (e. g. after ~ 100ms post-bounce) often originates from oscillations of
the inner PNS rung up by turbulent fluid downflows and convective plumes
in the post-shock flow, the development of which are strongly inhibited by a
differential rotation profile in the precollapse core. The nature of these pro-
cesses is incredibly complex, and developing robust signal models across
the vast parameter space of CCSN progenitors is not viable in the absence
of unlimited computational resources. To this end, it is beneficial to identify
broad characteristics of the GW signals expected in subsets of the progenitor
parameter space, say rapidly rotating vs non-rotating precollapse cores, to
identify for a given signal which of the limits the progenitor lies closest to.
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Logue et al. [58] (hereafter referred to as L12) first employed this approach
with the Supernova Model Evidence Extractor (SMEE), considering GW sig-
natures from three “explosion mechanisms”: neutrino-driven convection [205],
rapidly rotating core collapse [225], and protoneutron star pulsations [226,
227]. Drawing on previous work by Heng [56] and Réver et al. [57], princi-
pal component analysis (PCA; see, e.g., [228]) was used to construct a basis
set for GW signatures associated with each mechanism from signal catalogs
amassed from the literature. A proof-of-principle study was conducted us-
ing the bases to reconstruct signals in Advanced LIGO Gaussian noise, em-
ploying a Bayesian nested sampling algorithm [229] to compute the evidence
for each model. Comparison of the evidences was then used to make state-

ments on which explosion mechanism was more likely.

Several limitations to the analysis in L12 were identified by the authors. First
and foremost, the antenna response of the detectors was not taken into con-
sideration; instead, it was assumed that the single detector employed was
maximally sensitive to linearly polarised GWs. This lead to overestimating
the single-detector SNR, an issue compounded by employing only linearly
polarised GW signals in the waveform catalogs and for injection purposes.
Physically, linearly polarised waves are sourced by quadrupole deforma-
tion with azimuthal symmetry, but EM observations suggest that many, if
not most, CCSN explosions exhibit asymmetric features [121-125]. Further-
more, 3D simulations of core collapse for progenitor cores with pre-collapse
periods greater than a second show that GWs from most CCSNe are ex-
pected to be unpolarised, due to asymmetric flow structures set up by tur-
bulent convection and the SASI [19, 47, 51, 66, 128, 230-234]. Finally, using
Gaussian noise as an injection medium for test signals meant that the effect
of non-Gaussianities and non-stationary behaviour in detector data could
not be studied.

The goal of this Chapter is to address these limitations, chiefly by develop-
ing the SMEE algorithm to consider more realistic observational scenarios,
as well as implementing test signals from more sophisticated simulations
developed since L12 was published. We develop SMEE2G, currently imple-
mented in LALInference [235] and soon to be released as part of an open-
source Python framework for GW signal analysis for CCSNe with the aim
of championing reproducibility within the CCSN GW community, and en-
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couraging participation in developing inference studies for GWs from CC-
SNe in the future. For continuity with Chapter 4, we implemet functionality
to employ a three-detector network with realistic antenna sensitivity, and
inject signals into non-Gaussian, non-stationary detector noise, recolored to
the design sensitivity of the Advanced LIGO and Advanced Virgo detectors.
With these improvements, we make updated statements on SMEE2G’s ability
to discern between explosions driven by either convection and SASI or mag-
netorotational effects with GW observations of CCSNe. We also discuss the
fundamental limitations in using an approach such as this for post-detection
source inference, and detail alternative perspectives from which to tackle the

problem in future studies.

This chapter is organised as follows. In Sec. 5.2, we discuss the principles
upon which the SMEE pipeline is founded and provide a broad overview
of the concepts of Bayesian model selection. In Sec. 5.3, we provide the
technical details of the analysis for the interested reader, focusing particu-
larly on the waveform catalogs employed, before presenting our results for
hypothetical sources within the Galaxy and Magellanic Clouds in Sec. 5.4.
We discuss our results and highlight caveats associated with our method in
Sec. 5.5, concluding with a summary of the implications of this analysis as

well as improvements to be carried out future studies in Sec. 5.6.

5.2 SMEE2G

In this Section, we provide an introduction to the concepts of PCA and Bayesian

model selection, and discuss how they are applied in the SMEE2G code.

Principal Component Analysis

Principal component analysis (PCA) isolates dominant features of waveforms
into linearly independent principal components, ordered by their relevance.
Mathematically, utilizing matrix C containing a given waveform catalog, one

can factorize C as
C=UuxvT, (5.1)

where U and V are matrices comprised of the eigenvectors of CCT and CT C,

respectively, and X is a diagonal matrix, composed of the square roots of
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corresponding eigenvalues. The PCs, U, are organized according to their
corresponding eigenvalues, such that the more dominant PCs (characterized

by larger eigenvalues) are shifted to the first few columns of U.

Waveform approximations can then be constructed from a linear combina-
tion of PCs;

hi = Z Uje;, 5.2)
j

where 1 is the desired waveform approximation, and € are the PC coeffi-
cients, and the sum runs over the PC basis. For catalog waveforms, € con-
tains projections of the original catalog onto the PCs, but in theory any wave-
form can be approximated (albeit perhaps not well) by projecting onto the
PC basis.

For the purposes of this study, we consider two models; C&S (short for con-
vection and SASI, which dominates the GW signature for CCSNe from non-
rotating progenitors) and RotCC (for rotating core collapse). In the following,
we outline the properties of the waveform catalogs employed and PCs con-
structed for the C&S and RotCC models.

C&S catalog

Following L12, we use the 16 waveforms presented in Murphy et al. [44] to
construct the C&S PCs. These waveforms were produced using the quadrupole
approximation ([20]; see Chap. 2 for a discussion) on outputs from axisym-
metric Newtonian CCSN simulations using BETHE-hydro, an arbitrary Lagrangian-
Eulerian (ALE) code [236]. Neutrino treatment was employed through a lo-
cal heating and cooling scheme parameterised by the temperature and lumi-
nosity of electron neutrinos to minimise computational expense. Four non-
rotating progenitors from [237] were considered, characterised by ZAMS
mass Myams € {12, 15, 20, 40} M. For each progenitor, waveform mod-
els were produced for four different neutrino luminosities. A representative
waveform from the C&S catalog is shown in the upper panel of Fig. 5.1 for a
source at 10 kpc, while the first four C&S PCs are shown in the left column of
Fig. 5.2.

While there is no doubt that the explosion dynamics of CCSNe driven by

multidimensional hydrodynamic instabilities are significantly different in
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two and three dimensions, the dearth of large waveform catalogs produced
by 3D CCSN simulations for non-rotating progenitors motivates the choice
to employ the catalog used in the L12 study. The implications of this are

discussed in Sec. 5.5.

RotCC catalog

As for the C&S catalog, we follow L12 and employ the 128 waveforms from
the Dimmelmeier et al. [52] catalog to produce the RotCCPCs. The simu-
lations are performed in axisymmetry using CoCoNuT (see, e.g., [238, 239]),
which implements general-relativistic hydrodynamics using the conformal
flatness approximation, while treating deleptonisation and its effects through
the collapse phase using a parameterised scheme. Pressure from neutrino
stress is included in the evolution equations. The CoCoNuT code used to per-
form these simulations is discussed in more detail in Chap. 6. Waveforms

were produced using the quadrupole approximation.

Four non-rotating progenitors from [237] were considered, parameterised
by ZAMS mass Mzavs € {11.2, 15, 20, 40} M. For each progenitor, sev-
eral ‘rotating” progenitors were produced by imposing a rotation profile pa-
rameterised by initial central angular velocity (), ; and differential rotation
length scale A. This rotation profile is used in Chap. 6, and is discussed
in more detail there. Simulations were considered across the parameter
space in (). ;, A), choosing A € {5 x 102, 103, 5 x 10*} km to represent
strongly differential, moderately differential, and almost uniform rotation
profiles, respectively. Across A, sixteen central angular velocities (). ; €
{0.45, 13.31} rad /s were considered. For each rotating progenitor, two sim-
ulations employing either the Lattimer-Swesty EOS (with incompressibil-
ity K = 180MeV; see [198]) or H. Shen EOS (with incompressibility K =
281 MeV; see [240, 241]) were performed to assess the variability with soft
and hard nuclear EOS, respectively. A representative waveform from the
RotCC catalog is shown in the lower panel of Fig. 5.1, while the first four
RotCCPCs are shown in the right column of Fig. 5.2.

While using a waveform catalog produced using 2D rather than 3D simula-
tions is likely to cause some differences in the explosion dynamics, our study

here is limited to modelling the signal from rotating core collapse with the
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bounce and ringdown signature associated with millisecond PNS formation.
We discuss the implications of this in Sec. 5.5.
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Figure 5.1: (Time domain GW strain for representative models of neutrino-
driven explosions (top panel) and rotating core collapse (bottom panel),
as seen by an equatorial observer at 10 kpc, drawn from the C&Sand
RotCC waveform catalogs, respectively [44, 52]. We note that the typical GW
strain from rotating core collapse is roughly an order of magnitude larger
than the typical GW strain from neutrino-driven explosions. In addition,
the typical GW signal duration is more than an order of magnitude longer
for neutrino-driven explosions than for rotating core collapse.

Itis clear that the time domain structure of the C&S model is far more complex
than that for the RotCC model.
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Figure 5.2: The first four PCs for the C&Smodel (left column) and
RotCCmodel (right column) as a function of time.

Bayesian model selection

Given a data stream containing a GW signal from a CCSN buried in detec-
tor noise, our goal is to establish whether that signal is more likely to have
originated from a CCSN borne of a non-rotating or rapidly rotating progeni-
tor. In practice, we do this by attempting to reconstruct the unknown signal
using either the C&S or RotCCPCs, and compute the evidence (or marginal
likelihood) for each model. Explicitly, the evidence for the model M is given
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PN = [ ditp (i M) p (IM) | (5.3)

where p (jilM) is the prior distribution on the parameters ji characterising
the signal model M, and p (d|ji; M) is the likelihood function for the data.
The Bayes factor By .y, is the ratio of evidences for models M; and M,.
Numerically evaluating the evidence integral, particularly for a model char-
acterised by a large number of parameters, is a computationally expensive
task. SMEE tackles this problem by using nested sampling to calculate the ev-
idence. In the interests of brevity, we don't discuss the particulars of nested
sampling here, and instead direct the interested reader to L12, [228, 229, 235]
and references therein.

Working in log-space for convenience, we first compute the Bayes factor for
signal against noise;

log Bs y = log[p (dIMsg)] — log[p (dIMn)]1, (5.4)

where log Bg y > 0 and log Bg y < 0 indicate the signal model is preferred
over noise and vice versa, respectively. The Bayes factor comparing the two
signal models, log By cc—_cgs, then follows;

log Brotcc—ces = 10g Brotce, N — 108 Begs N - (5.5)

Iflog Bgotco—cas > 0, the signal is represented more faithfully on the RotCC basis

than the C&Sbasis and, by extension, we posit is more likely to have origi-

nated from the core collapse of rapidly rotating progenitor and magnetorotationally-
driven explosion. Conversely if 10g Bgicc_ces < 0, the signal is better rep-
resented on the C&S basis than the RotCCbasis, and is (hypothetically) more

likely to have originated from the core collapse of a non-rotating progenitor

and explosion driven by neutrino heating and hydrodynamic instabilities.

The caveats of this approach are discussed in detail in Sec. 5.5.

Signal model

Trial signals produced by the C&S and RotCC models are parameterised by PC
coefficients €, sky location («, §), distance D, and arrival time at geocenter
t.. GW strain is first constructed on one of the bases using Eq. 5.2, draw-

ing € from within the prior ranges. In this study, we employ uniform priors
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across the range set by the catalog waveforms, padded by 10% to account for
uncertainty due to the incompleteness of the bases. In L12, evidences were
computed using both three and seven PCs to compare ‘sparse” and “dense’
representations respectively. Here, we calibrate the number of PCs to max-
imise the reeconstruction ability while avoiding the Occam’s razor penalty
incurred by an overcomplex model. We discuss this calibration process in
Sec. 5.3.

The other parameters mentioned adapt the trial GW strain to account for
antenna response of the detectors, source distance, and different signal ar-
rival times in multiple detectors. As a nearby CCSN is expected to have
both observed EM and neutrino counterparts, we fix the sky location of the
source to be a known parameter. As SMEE2G is intended as a follow-up anal-
ysis rather than a detection pipeline, a time of arrival will be known within
some small uncertainty window from the external trigger. While it is not ex-
pected that GWs from CCSNe would be found by an online search for GW
bursts unless the source is within ~ 1kpc or so, the SNEWS alert triggered by
the neutrino signature will establish a window of uncertainty over which to
scour with offline GW searches [242]. It has also been shown that the time
of core bounce can be established from the neutrino counterpart to within a
tew tens of milliseconds [190], which can further reduce the uncertainty in

arrival time. Uniform priors in distance and arrival time are employed.

5.3 Analysis

In this section, we discuss the specifics of the analysis procedure used for the
results presented in this Chapter. We detail calibration of the number of PCs
for C&S and RotCC models, discuss the noise model and injection procedure,

and investigate SMEE2G’s response to realistic noise.

Calibration

In L12, the relative complexity of the C&S and RotCC models was not taken
into consideration when choosing the number of PCs to use. Here, we dis-
cuss calibration of these models to optimise the choice of number of PCs;
maximising reconstruction ability while not self-penalising for unnecessary

complexity.
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It is customary to achieve this by studying the individual and cumulative
variance encompassed in the PCs, opting for the quantity which contains
some fraction of the total variance [243]. This method, however, only consid-
ers influence from the catalog waveforms, ignoring the implications of Oc-
cam’s razor penalties imposed by Bayesian model selection methods. Should
the waveform catalogs be incomplete (discussed in Sec. 5.5), signal SNR be
low, or data stream contaminated by noise transients, unnecessary errors
may be introduced [228]. To this end, we use the behaviour of log Bg.\ for
each model as a function of the number of PCs as a metric for establishing
the optimal basis size. In Fig. 5.3, we show log B\ as a function of the num-
ber of PCs used to reconstruct the catalog waveforms for the RotCC and C&S

models, in the context of catalog waveforms injected at SNR=20 into simu-
lated Gaussian noise.
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Figure 5.3: logBg. as a function of increasing number of PCs for the
C&S model (left panel) and RotCC model (right panel) as calculated using cat-
alog waveforms (colored traces), with the mean behaviour across the catalog
overlaid with a thick black line.

As the number of PCs increases, a more complex signal can be reconstructed
to match that present in the data, and consequently log Bg.y increases. After
the ideal number of PCs has been exceeded, the improved signal match is
outweighed by the penatly for a more complex model, and the Bayes factor
will plateau or even begin to decrease.

We see that the variance in log Bg.y across the catalog is much smaller for
the RotCCmodel than the C&Smodel. This is to be expected for two rea-

sons. First, the dominant features of the signal itself from rotating core
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collapse are far simpler; bounce and ringdown of a rotating fluid body as
opposed to the complex and detailed structure in the time domain signal
from the C&Smodel. Furthermore, the catalog size is far greater for the
RotCCmodel than the C&Smodel, compounding the complexity issue; not
only is the signal simpler for rotating core collapse, but a larger sample of
waveforms means the PC basis produced is much closer to complete. With
the C&Smodel, the time domain evolution of the waveforms are fantasti-
cally messy; the result of turbulent hydrodynamic instabilities, manifestly
stochastic in nature, that do not scale in any simple way with ZAMS mass
or neutrino luminosity. The signal requires a greater number of PCs to re-
construct the complex structure, but the waveform catalog is also woefully
incomplete. This is an unfortunate but unavoidable problem, as the large
scale parameter studies with 3D general-relativistic simulations implement-
ing faithful neutrino transport and accurate microphysics simply do not yet
exist. The consequences of this, as well as potential research directions to
explore to circumvent this issue, is explored in detail in Sec. 5.5.

The ideal number of PCs for the RotCC model is clearly much smaller than for
the C&S model. Using one model dependent on significantly more parame-
ters than the other, however, can unfairly penalise the more complex model
for low SNR signals or glitchy data even when it more faithfully reconstructs
the observations. Being mindful of this concern, we conservatively choose
six PCs for the RotCC model, and nine PCs for the C&S model.

Injection procedure

In L12, a single Advanced LIGO (aLIGO) detector with simulated Gaussian
noise and maximal antenna response to linearly polarised signals was con-
sidered. Here, we explore a three-detector network comprised of the two
aLIGO detectors and Advanced Virgo (AdVirgo) detector, hereafter referred
toas H1,L1, and V1, respectively. We employ non-Gaussian, non-stationary
detector noise as taken by H1 and L1 during the S5 science run, recolored
to aLIGO design sensitivity, in addition to real data taken by V1 during the
VSR1 science run, recolored to AdVirgo design sensitivity. The procedure
used to recolor these data is outlined in Chap. 4, while the raw data from S5
and VSR1 are publicly available for the interested reader via the GW Open
Science Center (GWOSC) [218].



89

In addition to more realistic noise, we also use accurate antenna response
functions for the detectors considered. As previously discussed in Chap. 4,
the antenna response of the detectors is periodic with an associated time
scale of one sidereal day, due to the rotation of the Earth. As this analysis
considers data stretches far shorter than this, the antenna sensitivity to a
particular sky position is strongly dependent on the time of day. To account
for this, we repeat this analysis at ten different GPS times spread throughout
a sidereal day, and average over the results.

We inject signals into realistic noise considering two sources; one in the direc-
tion of the galactic center, and one in the direction of the LMC. We first estab-
lish the sensitivity of our method using catalog waveforms to assert analysis
viability. We then repeat the analysis using additional waveforms drawn
from the catalogs employed for the sensitivity study in Chap. 4. Specifi-
cally, we use waveforms yak ,millerl, miller2,miller3, and ott to test the
Cc&S model. For the RotCC model, we use schil, sch2, and three waveforms
drawn from the waveform catalog produced by Abdikamalov et al. [60] (de-
noted abdl ,abd2, and abd3), which is presented in Chap. 6.

Response to Noise

In L12, the response of SMEE to simulated Gaussian noise was studied to
more accurately quantify the Bayes factor between two models when run on
data containing signals. We calculate the response of SMEE2G to simulated
Gaussian noise for aLIGO and AdVirgo at design sensitivity using six PCs
for the RotCC model and nine PCs for the C&S model, accounting for the rela-
tive complexity of the models. We then repeat this analysis using recolored
noise to compare and contrast how SMEE2G’s response to noise changes in
the present of glitchy data.

In Fig. 5.4, we show log Bg.y; for the C&S and RotCC models as run on 1000 in-
stances of simulated Gaussian noise and recolored S5/VSR1 noise for a three-
detector network at design sensitivity. For the Gaussian and recolored noise
respectively, we see that the mean log Bg.y for the C&S model are -23 and -19.
For the RotCC model, the mean log Bg.y for the Gaussian and recolored noise
are -12 and -9, respectively. We see that for both the C&S and RotCC models,
the distributions of log Bg.\; characterising SMEE2G’s response to recolored

S5/VSR1 noise are less negative and more broadly distributed. This is to be
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Figure 5.4: (Left panel) Histograms of logBg.\y as obtained by running
SMEE2G on one thousand instances of simulated Gaussian noise (forest green)
and recolored S5/VSR1 noise (neon green) for a three-detector network
at design sensitivity using six PCs from the C&Smodel. Overlaid are nor-
malised Gaussians characterised by mean and variance of the histogrammed
log Bs.y data for simulated noise (solid forest green trace) and recolored
noise (solid neon green trace). (Right panel) As for the left panel but using
nine PCs from the RotCCmodel. Histograms and overlaid Gaussian traces
for simulated and recolored noise are shown in deep purple and baby pink,
respectively.

expected, as short duration noise transients and lines in the data can be mis-
taken for signals. Over the thousand instantiations of recolored noise, the
broadened distribution is representative of how time-varying noise charac-
teristics can alter SMEE2G’s response. To account for this, we increase the
threshold on log Bg.y for correct identification to 10 from the threshold of 5
employed in L12.

5.4 Results

In this section, we put SMEE2G into practice; first, testing the ability to recover
catalog waveforms correctly within the galaxy and the LMC, before using
non-catalog waveforms to establish the model selection capabilities of our
method.
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Catalog waveforms

We inject all waveforms from the C&S and RotCC catalogs into recolored data
from the S5/VSR1 science runs for a three-detector network at design sensi-
tivity, considering sources in the direction of the galactic centre at distances
2kpc, 10kpc, and 20 kpc, and a single source in the direction of the LMC at
50 kpc away. We compute Bayes factors comparing the evidence for C&S and
RotCCmodels to establish which better describes the data at hand. We re-
peat the analysis at ten different GPS times over a sidereal day to account
for time-variability of the detectors” antenna response, before averaging the
results over the times considered. We require log Bg.\y > 10 to consider the
signal model preferred over noise. Comparing evidences for the RotCCand
C&S models, we require log By cc_cgs > 10 to consider the RotCC model cho-
sen over the C&S model. Conversely, we require log By cc_cgs < —10 to con-
sider the C&S model preferred over the RotCC model. Should —10 < log Bgyicc—cas <
10, we determine it is not possible using this method to definitively distin-

guish between the two models.

In Fig. 5.5, we show histograms of log By cc_cgs for catalog waveforms from
the RotCCand C&S models injected in the direction of the galactic center at
distances of 2kpc, 10 kpc, and 20 kpc, in addition to injections in the direc-
tion of the LMC at 50 kpc.

For sources at 2kpc in the direction of the galactic centre, we see that all
catalog waveforms are correctly identified. In the same spatial direction
but at a greater distance of 10kpc, most RotCC waveforms and ~ 82% of
C&S waveforms are correctly identified, but neither model is preferred for
over a quarter C&S waveforms and a couple of RotCC waveforms. This is to be
expected when comparing to the detectability results presented in Chap. 4,
which shows that 50% detection efficiency for GWs from CCSNe driven by
neutrino heating and hydrodynamic instabilities is reached at just a few kpc.
At 20 kpc, this trend is continued with less than 30% of C&S waveforms cor-
rectly identified. Despite the 50% detection efficiency being far exceeded
at this distance, the C&S model is still preferred for a small fraction of these
waveforms. While this may at first seem counter intutitive, we remind the
reader that these waveforms are all optimally-oriented (i.e. as seen by an
equatorial observer) and that for linearly polarised waveforms, the polari-

sation factor sin® ¢ is degenerate with distance. Furthermore, this analysis
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Figure 5.5: Histograms of log By cc—ces for waveforms from the RotCCand
C&S catalogs, shown in deep purple and dark green, respectively. Sources
in the direction of the galactic centre at a distance of 2kpc (top left panel),
10kpc (top right panel), 20 kpc (bottom left panel) are considered, in addi-
tion to a source at 50 kpc in the direction of the LMC (bottom right panel).
log Brorcc—cgs > 10 indicates the RotCCmodel is favoured, log By tco—cas <
—10 indicates the C&S model is favoured, while —10 < log Bg,icc_ces < 10
indicates neither model is preferred.

employs information on the waveform morphology to reconstruct signals
buried in noise, which is a far more sensitive signal extraction method than
the excess-power approach used in Chap. 4. While it may seem puzzling
then that this method is not preferred over an excess-power search when
aiming to observe GWs from CCSNe, we emphasise that due to the stochas-
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tic nature of the dynamics driving GW emission in CCSNe (particularly for
non-rotating progenitors), the GW phase is not robustly predictable. This
means that while signal analysis methods can in principle be used to carry
out time domain template-inspired searches for GWs from CCSNe driven
by neutrino heating and hydrodynamic instabilities, it is a fruitless endeav-
our as GWs from the next CCSN will not have the same phase evolution.
This lies at the heart of the limitations associated with this analysis, and are

discussed in depth in Sec. 5.5.

Conversely for the RotCC waveforms, we see that over 90% are still correctly
identified for a hypothetical galactic source at 20 kpc, while around ~ 75%
are correctly identified for a source at 50 kpc in the LMC. These results are
consistent with the detection efficiencies for rotating core collapse presented
in Chap. 4, with the same caveat regarding degeneracy between polarisation
factor sin” ¢ and source distance applicable. While the GW signature from
rapidly rotating core collapse is expected to have at least some stochastic
component from prompt convection, this occurs after around 30 ms, and so
the first ~ 25 ms of the GW signature (associated with bounce and ringdown
of a millisecond PNS) is thought to be fairly robust. This forms the basic
motivation for the work presented in Chap. 6, thus a broader discussion is

saved for there.

Testing robustness with non-catalog waveforms

As touched upon briefly in Sec. 5.4, it is very likely that the waveforms com-
prising the RotCCand C&S catalogs will not exactly match the GW emission
from the next nearby CCSN. As such, it is important to test the robustness
of this method by using SMEE2G on non-catalog waveforms. Using the extra
waveforms introduced in 5.3, we repeat the analysis outlined in Sec. 5.4 to
establish if the RotCC, C&S, or indeed neither model is preferred.

In Fig. 5.6, we show histograms of log By cc_ces for the non-catalog C&S waveforms
(yak, millerl, miller2, miller3, and ott, shown in dark green) and non-
catalog RotCC waveforms (schl, sch2, abd1l, abd2, and abd3, shown in deep
purple) for hypothetical sources in the direction of the galactic center at dis-
tances of 2 kpc, 10 kpc, and 20 kpc, and at 50 kpc in the direction of the LMC.

We see that all non-catalog RotCC waveforms are correctly identified for hy-
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Figure 5.6: Histograms of log Bg,icc_ces for non-catalog waveforms for
RotCC and C&S explosion mechanisms shown in deep purple and dark green,
respectively. Sources in the direction of the galactic centre at a distance of
2kpc (top left panel), 10kpc (top right panel), 20 kpc (bottom left panel)
are considered, in addition to a source at 50kpc in the direction of the
LMC (bottom right panel). log Bg,icc—ces > 10 indicates the RotCC model
is favoured, log Byt cc_ces < —10 indicates the C&S model is favoured, while
—10 < log Bgorce—ces < 10 indicates neither model is preferred.

pothetical sources throughout the galaxy. At 50kpc, ~ 80% of non-catalog

RotCC waveforms respectively are identified correctly.

For the non-catalog C&S waveforms, a far less successful tale is told. At2kpc,
only ~ 20% of injected waveforms are correctly identified. We note that
all these waveforms were of type yak. Of the three miiller waveforms, nei-
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ther C&S or RotCCmodel was preferred. The ott injections, however, were
misidentified with the RotCC model. While unfortunate, this is certainly not
surprising. Addressing first the miller injections, we showed in Chap. 4
that their 50% detection efficiency distances were only a couple of kilopar-
secs or so. Aiming to reconstruct these unpolarised signals on a linearly po-
larised basis, not to mention one with different time domain structure, is a
tall order indeed. As most GW energy in these waveforms is emitted at later
times (after ~ 500 ms or so), little overlap with the shorter RotCC waveforms
could be found. Contrastingly, the yak waveform originates from a 2D sim-
ulation and so is linearly polarised, has a similar morphology to at least
some of the C&S catalog waveforms, and was shown to be detectable out
to ~ 8kpc with the excess-power analysis in Chap. 4. It is thus plausible
that these waveforms could be successfully identified using the C&S basis,
even for a source at 10kpc. Given that the explosion dynamics and, con-
sequently, the time-domain GW emission are so disparate between 2D and
3D simulations for CCSNe from these non-rotating progenitors, it suggests
that constructing PC bases from time-domain signals is not really viable
for realistic C&S signals. We discuss this more in Sec. 5.5. Finally for the
ott waveform, which is misidentified by the RotCC model at 2 kpc and there-
after indistinguishable from noise, we note again that this waveform origi-
nates from a 3D simulation. Unlike the miil1ler waveforms however, the sim-
ulations were only followed for a couple hundred milliseconds after core
bounce due to computational limitations. This meant that GW power from
turbulent downplumes striking the PNS and wave trapping from PNS con-
vection was muted, and certainly not dominant as seen in the C&S catalog,
miiller, and yak waveforms. GW emission at early times from prompt con-
vection, however, was strong. While this feature is seen in the C&S basis, the
lack of power at later times downweighted the probability that this wave-
form belonged to the C&S model. While GW power seen in this waveform
after ~ 200 ms could not be matched by the RotCC basis simultaneously with
early GW emission, partial reconstruction of GW emission either associated
with prompt convection or neutrino driven convection meant the RotCC model
was ultimately chosen by SMEE2G as more probable. This again brings us
back to the problematic issue of differences in dynamics and waveform mor-
phology seen between 2D and 3D simulations of CCSNe, which is pondered
upon in Sec. 5.5.



96

5.5 Discussion

We have revisited the SMEE pipeline introduced in L12 to develop the refined
post-detection analysis pipeline SMEE2G, and applied the updated method
to realistic observational scenarios. In this Section, we address uncertainties
and assumptions impacting our results, discuss fundamental limitations in-
herent to this type of post-detection inference pipeline, and ponder future
directions for study.

We use the same waveform catalogs for C&S and RotCC models as employed
in L12, acknowledging the limitations associated with the employ of lin-
early polarised waveforms from axisymmetric simulations rather than their
three-dimensional counterparts. In the context of the C&S model, there is no
doubt that the multidimensional hydrodynamic instabilities driving CCSNe
from non-rotating progenitors exhibit markedly different behaviour in two-
and three- dimensions (see, e.g., [244-246]), but large scale studies study-
ing the model dependence of GWs for CCSNe from non-rotating progen-
itors in three dimensions simply do not exist. While waveform catalogs
could in theory b