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Abstract 

We construct an eigenvalue problem by confining many-body system 

to a bounded domain with the boundary condition that the wave function 

vanishes. By changing the boundary, however, the eigenvalues of the 

energy can be varied continuously. The D-matrix is defined for a series of 

bounded problems with the same value for the ground state energy. The 

D-matrix is related to the S-matrix, enabling us to calculate the the S­

matrix at a given energy. The Schrodinger equation for the system is 

transformed to a diffusion equation by regarding time as imaginary. Ini­

tial ensemble, representing an approximate wave function, is evolved, 

through Monte Carlo simulation of random walks and branching, to the 

ground state ensemble. The limitations of investigation are: 1. Ingoing 

and outgoing channels have two fragments. 2. The interaction between 

the fragments is negligible outside the boundary mentioned above . 3. 

The particles are bosons or we know the zeros of the wave function. 

First we consider the scattering of a particle by a potential, which is 

equivalent to the two-body problem, in one dimension. Here we use the 

Poschl-Teller potential for which the exact solution is known . We u s e this 

case to investigate a new sampling method and study of various par ame­

ters. Next we consider three particles in one dimension. Here we take 

interaction to be a potential well, where at least one of the interactions is 

attractive so that a two-body bound state is possible. 
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1. Introduction 

As the number of particles in a system increases, the exact solution -

by which we mean some analytical scheme for exact calculations - of the 

Schrodinger equation of the system is no longer possible and we have to 

resort to approximate analytical methods or numerical calculations. If 

the number of particles is very large we can resort to the methods of sta­

tistical physics. In the physics of nuclei, as well as atomic and molecular 

physics - rather, chemistry - we have to deal with few-body problems, 

where the number of particles is too large to deal with analytically but 

not large enough to consider the methods of statistical physics. Solution 

to the quantum mechanical three-body problem has been given by 

Fadeev (Fa61, Fa65) and this scheme has been used for calculations 

(Pa80, Pa81, Pa84). The four-body problem has been cast into a scheme 

closely analogous to Fadeev's scheme for three particles (Gr67, Ya67). 

But this is complicated enough and as yet no attempt has been made to 

use this for calculations. Systems with still more particles are difficult to 

handle analytically. 

Thus we have to resort to numerical methods such as numerical vari­

ational calculus, finite difference schemes and Monte Carlo met hods . In 

variational methods one has to evaluate 3N dimensional integrals, N 

being the number of particles in the system. Here, if the integrals are 

evaluated by finite difference, the computation time increases as n 3N 

where n is number of divisions along each of the coordinates. We can 

evaluate these integrals by a Monte Carlo technique but this we consider 
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as a Monte Carlo method. Finite difference relaxation schemes, in addi­

tion to the above scaling factor of computation time, need to be relaxed. 

Since a finer spatial grid requires a still finer iterative step (Is66), which 

scales as the inverse square of the spatial division, the number of steps 

for relaxation scales as n 2. The computation time in Monte Carlo 

methods, however, scales as 3NNe where Ne is the size of the ensemble. 

Thus Monte Carlo methods are particularly efficient as the number of 

particles increases. This efficiency is due to the natural ability, through 

importance sampling, of Monte Carlo methods to give importance to the 

regions where the wave function is large. 

Monte Carlo methods in statistical physics have been investigated 

extensively and have yielded many new results (Bi79, Bi84). Even in clas­

sical statistical physics new results have come to light. For example, a 

new phase with a short range order in simple classical solids - rather, 

glass - has been discovered (Ab80). The method has also been used in 

bound state problems in atomic (An75, An76, An80, An81, Re82) and 

nuclear physics. Investigations of Monte Carlo methods in scattering 

problems, however, are virtually nonexistent. The difficulty in a scatter­

ing problem is that we have to deal with the complex amplitudes and the 

unbounded space. This problem, however, has been solved, for the 

scattering in two-fragment channels and short range potentials, by Koo­

nin and Alhassid (Al84), by connecting the scattering matrix (S-matrix) to 

the D-matrix, which is obtained by solving a series of artificially created 

eigenvalue problems . The problem of scattering of a particle by a poten­

tial, which is equivalent to the two-body problem, has been analyzed in 

the above work. Here we consider application of the formalism developed 

in (Al84) to the three-body problem. The motivation behind this, 
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however, has been to solve the problems with larger number of particles. 

The general problem of calculating the S-matrix for a many-body sys-

tern is not a possible task. Here we define the problem under considera­

tion by summarizing the limitations on the investigation. Though we will 

not be dealing with more than three particles we shall talk in general 

terms so that the motivation behind the investigation is constantly in 

mind. 

Fragments : If there are attractive potentials a many-body system 

can compose itself into many fragments. Here we consider channels, 

ingoing as well as outgoing, with two fragments. However, these frag-

ments could exchange some of the particles; i.e, we consider re­

arrangement processes. In each of the channels ex, the Hamiltonian for 

the system can then be decomposed as follows : 

1.1 

where ha is the internal Hamiltonian leading to the bound state of the 

fragments, the second term is the kinetic energy due to relative motion, 

with the reduced mass f.La· of the fragments, and Va is the potential 

between the fragments. The internal wave functions of the fragments will 

be assumed to be known. However, in practice we may use approximate 

eigenfunctions. 

Interactions Firstly, we consider only two-body polentials. Next, 

we shall assume that if the fragments are at a distance greater than da 

the interaction Va between them is negligible. This is a reasonable 

approximation if the potential decays fast. Since the nuclear potentials 

decay exponentially with a characteristic length of the order of a fermi, 
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this is a good approximation in nuclear physics. Comparatively we may 

not be as well off with regard to the physics of atoms and molecules. If 

the screening of the long range potential (viz . coulomb potential) is ade­

quate, that is, the bonds are covalent rather than ionic, the accuracy will 

be good. 

Boson/Fermion : As discussed in Chapter-3 the method of solution 

is not straight forward unless we know the zeros of the wave function. We 

will be limiting ourselves to the cases where we know the zeros. Though 

we may be able to deal with some fermion problems, especially if the spa­

tial wave function is totally symmetric, we will generally be limited to the 

bosonic systems. 

Angular Momentum Computationally we will be dealing with one-

dimensional cases; the formalism, however, is applicable to three dimen­

sions as well. In the one-dimensional case we have no angular momentum 

to deal with. The three-dimensional problem is complicated by the angu­

lar momentum. The eigenfunctions of the angular momentum are the 

Legendre 's polynomials . So we know the zeros of the wave function and, 

in principle, we have no problem; however, it is cumbersome in practice 

and we shall restrict ourselves to s-wave scattering. 

First, a brief description of the method. As mentioned above, first we 

have to reduce the problem to a finite region. This is accomplished, fol­

lowing Koonin and Alhassid (Al84), by the method analogous t o Wigner and 

Eisenbud formalism (Wi47). If the fragments are far apart, then we can 

consider them to be free and we can solve the problem in the exterior 

region. The region where Va is important may be enclosed by a finite 

region, the interior region. If we prescribe a boundary condition on the 

interior region, then the p r oblem in the interior region t r ansform s t o an 
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eigenvalue problem. With various choices of the interior region but 

always enclosing the interaction region, and boundary conditions, we can 

change the eigenvalue of the Hamiltonian for the interior problem. Next 

we define a matrix, the D-matrix, which is calculated from the solution to 

the interior region. Since we know the boundary condition we can match 

the interior solution to the exterior solution and obtain the relation 

between the S-matrix and the D-matrix and thereby calculate the S­

matrix. 

Next we have to choose a method of solution to the interior problem. 

We use PIMC, the Path Integral Monte Carlo (Ko84). For a review of vari­

ous other Monte Carlo methods see Binder (Bi79). As will be observed 

later, in analyzing the scattering phenomenon, we not only need accurate 

value of the energy but need accurate information about the wave func­

tion itself . The variational methods, and therefore variational Monte 

Carlo, though they give good results for the energy of the eigenvalue 

problem, are not adequate in giving the information about the wave func­

tion. Therefore, it is probably essential that we choose PIMC or GFMC 

(Green's Function Monte Carlo) . These two methods are very similar and 

without further justification we choose PIMC. 

Next we give a brief description of the contents of the chapters to fol­

low. 

In Chapter -2 we define the D-matrix, which is to be calculated from 

the eigenvalue problem, confined to the interior region, and give the r ela­

tion between the S-matrix and the D-matrix. In Sections-2 .1 t o 2 .3 we fol­

low Koonin and Alhassid; we, however, derive the expressions for the one­

dimensional case while Koonin and Alhassid consider the thr ee­

dimensional case. Section-2.1 defines the scattering matrix t hrough its 
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relation to the solution in the asymptotic region, which we call the exte­

rior, where the interaction is assumed to be negligible or absent. To 

obtain the S-matrix we must relate the solution in the exterior region to 

the solution in the interior to be computed by the Monte Carlo simula­

tion. Section-2.2 defines the D-matrix for a given interior region with a 

prescribed boundary condition; herein we relate the S-matrix with the D­

matrix. In Section-2.3 we derive the integral expressions, which can be 

readily evaluated with the Monte Carlo, for the elements of the D-matrix. 

While in Chapter-2 we considered the theoretical aspects leading to 

the formulation of the problem amenable to the Monte Carlo technique, 

in Chapter-3 we discuss the algorithms for the computation. Section-3.1 

discusses the Path Integral Monte Carlo method to obtain the ground 

state of the Schrodinger equation. Here, the transformation of the 

Schrodinger equation to a diffusion equation, simulation of the resultant 

diffusion equation by random walks and branching, and the importance 

sampling method due to Kalas, are discussed. In Section-3.2 we give a 

brief outline of the computational procedure and in subsequent sections, 

give details of some of the algorithms. To simulate the diffusion equation 

we need an ensemble of points representing the wave function. To begin 

with we have to have an approximate ensemble which is evolved to obtain 

a more accurate ensemble. In Section-3.3 we describe an algorithm used 

to initialize the approximate ensemble. This ensemble is then evolved 

through the diffusion equation by simulation via random walks and 

branching. While propagating the ensemble we must take care of the 

local balance, the algorithm for which is the topic of Section-3.4. As the 

ensemble propagates in time, the size of the ensemble drifts due to the 

branching process. It is necessary to keep t he size of the ensemble 
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relatively stable. In Section-3.5 we describe the procedure to restore the 

ensemble. 

Chapter-4 considers various parameters in the algorithm and investi­

gates the possibility of optimization and use of these parameters. In 

Section-4.1, for the benefit of the reader who skipped Chapter-3, we 

recapitulate the procedure described in detail in Chapter-3; this recapit­

ulates various parameters to be investigated. The evolution of the 

ensemble gives rise to a sequence of ensembles which are correlated. 

Therefore, we have to account for this correlation in estimating the error. 

In Section-4.2 we describe the procedure followed to account for the 

correlation. To account for the correlation we need to calculate the 

correlation length such that if we sample the ensemble at this interval 

the sampled ensembles will be independent. In Appendix-3 we give a new 

method to calculate the correlation length. This method is based on a 

computer experiment and therefore is ·empirical. Since the initial 

ensemble is approximate it takes some time for the system to relax and 

we should discard the ensembles during the relaxation time. Appendix-3 

also presents a method to find the relaxation time. The procedures 

developed in Appendix-3 are illustrated in Section-4.3 through an exam­

ple. In Sections-4. 3 and 4.4 we consider the scattering of a particle by a 

potential which has been treated in (Al84). In Section-4.4 we examine the 

effects of various parameters on the error and there by conclude the 

optimmn values and uses of these parameters. 

In Chapter-5 we analyze the three-body problem, with two-body 

interaction potential, in one dimension. There are three characteristi­

cally different cases depending on the type of in teraction b etween 

different pairs. Section-5.1 discusses some general featur es of the 
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problem. In Section-5.2 we consider the case where one pair (say particle 

1 and 3) has attractive potential while interaction between the other two 

pairs is repulsive. This has only one two-fragment mode and two channels 

are possible. We restrict our analysis to the antisymrnetric channel. The 

second possibility is that interaction between one pair (again particle 1 

and 3) is repulsive while the other two pairs interact through an attrac-

tive potential and we have two two-fragment modes. We consider this 

case in Sections-5.3 and 5.4. Once again in Section-5.3 we restrict the 

analysis to the antisymrnetric combination. Sections-5.2 and 5.3 solve 

only half the problem and for full solution one has to solve symmetric 

combination. We can, however, solve the full problem in a single simula­

tion. This is presented in Section-5.4. Analysis of the case where all 

three pairs of interaction are attractive, giving three two-fragment 

modes, is similar and we do not consider this case. 1 

Lastly, in Chapter-6 we give a summary and make some concluding 

remarks. 

In the appendices at the end of the thesis we give some of the details 

of side issues. Appendix-1 gives explicit expressions for the three-body 

problem. In Appendix-2 we list the algorithms for random number gen­

erators used in the simulation. Appendix-3 discusses the methods we use 

to determine the correlation time and the equilibration time. In 

Appendix-4 we give a test of the program by comparing the Monte Carlo 

results with the results from a finite difference relaxation scheme. 

1 Of course, the case with all pairs of particles with repulsive interaction is not 
within the limitation of the two-fragment channels since here it is impossible to 
form a two-body bound state. 
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Appendix: Units 

We shall use two sets of conventions with regard to the units, one for the 

analytical expressions and another in the numerical calculaUons. First, 

for the analytical part, predominantly used in Chapters-2 and 3, we use, 

JL= 1.0 ;and m = 1.0. 1.2 

We may, however, keep ./i and m explicitly in some of the expressions if 

this clarifies the physical significance. 

Next the computations are performed in the following units. 2 

Length Ferrni(fm) 

Energy MeV 

Time 10-23Sec. 

Phase Radians(Rad) 

In these units we have 

li=0.65822; andiL2/771p =41.47 1.3 

where ~ is the mass of the proton. Since mass, m, of the particle and !i. 

enter the Schrodinger equation in the combination of IL2 I m we may 

express the mass in terms of the proton mass and use the second expres­

sion in Eq. -1.3 for normalization. 

2. These are the units usually used in nuclear physics. For further details see 
Se82. 
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2. The D-Matrix and Its Relation to the S-Matrix 

2.1 The Scattering Matrix 

Although we will be restricting ourselves, as far as the numerical cal-

culations are concerned, to the three-body problem, the computer pro­

gram has many general features necessary for the many-body case. 

Therefore, the notation followed below is generaL Appendix-1 gives some 

details of the three-body case explicitly. Here we follow the one-

dimensional case. The formulae for the three-dimensional case are avail-

able elsewhere (Al84). The development below and subsequent sections 

follow Alhassid and Koonin (Al84). 

We consider, as already mentioned, the case where outgoing as well 

as ingoing channels have two composite fragments. Therefore, we decem-

pose the Hamiltonian into various components as, 

2.1.1 

where ha=h~ +h~ is the internal Hamiltonian for the channel a, and 

h~, A= 1, 2 are the internal Hamiltonian of each of the fragments. p a is 

the momentum due to the relative motion of the fragments with the 

reduced mass f..La· Since we may disregard the motion of the center of 

mass of the system, we have, with the notation LA for the sum over the 

particles belonging to the fragment A and l::.x for the sum over the parti­

cles not belonging to the fragment A, 
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2.1.2 

2.1.3 

2.1.4 

2.1.5 

where we have considered only two-body forces l'i . .i, between the particle 

i and j. 

Let us now examine the contribution to the energy and the wave 

function due to different components of the Hamiltonian. Let 'ira be the 

solution corresponding to the ingoing channel o:, with energy E. Then by 

definition we have 

2. 1.6 

The internal energy e~ and the eigenfunction 77~ for each fragments is 

given by 

2.1.7 

while the total internal energy e a=e ~ +e ~ and the internal eigenfunction 

'T7a=7J~17~ satisfy 

2.1.8 

In the asympt otic region, if t h e channel potential Va vanishes for r a>da, 

the s olution for t he rela t ive motion of t h e fr agments "\vill be a p lane wave 

with the wave number ka given by, 
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2.1.9 

For an ingoing channel ex there will be outgoing components in chan-

nel ex, as well as in channels {3-#ex. These asymptotic states are given by, 

2.1.10 

for the channel ex and for {3-#ex, 

2.1.11 

Next we define the wave functions 1/lp in the asymptotic regions as, 

2.1.12 

where, 

2.1.13 

The coefficients S af3 in the above formula define the S-matrix. Next we 

define the diagonal matrices, 

Now the scattering solution can be written as, 

~= ~ exp ( -ikr) -exp ( ik~ )f-*sf*J 
2 

2.1.14 

2.1.15 

where 1/lg is the element of '¥ in row ex and column (3 . In three dimensions 

we have angular momentum and hence must consider the spin indices. 

We could, however, interpret ex,(3 as general indices including the spin and 
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therefore no generality is lost. We shall, however, confine ourselves to the 

zero angular momentum case with spinless bosons. 

2.2 The D-Matrix and Its relation to the S-Matrix 

As will be discussed in Section-3.1, in Path Integral Monte Carlo the 

wave function is interpreted as the probability density, and the Schrod­

inger equation is simulated by propagating an ensemble representative of 

the wave function. If we wish to simulate the diffusion by random walks 

and branching of the ensemble, it is necessary that the domain be small 

for an efficient numerical calculation. The scattering states 'fa, however, 

are complex and, in addition, they cover an infinite domain. Therefore, 

straightforward application of the method is not possible. Following Koo­

nin and Alhassid (Al84), however, we can define another matrix, the D­

matrix, which is computable by Monte Carlo and is related to the S­

matrix. In this section we define the D-matrix and establish the relation 

between the D-matrix and the S-matrix. In the next section integral 

expressions for the elements of the D-matrix, convenient in Monte Carlo 

calculations, will be given. 

First we make an assumption that in each channel ex, for r a>da, the 

potential Va between the two fragments vanishes. In practice, however, 

we will have to analyze the cases where Va is negligible for r a>da· Next, 

at Ra>da, we impose a boundary condition, 

2.2.1 

where cpa are the solutions to the problem with the above boundary condi­

tion. Now the solutions to the Schrodinger equation have a discrete se t of 

eigenvalues En; i.e . , 
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2.2.2 

Though the spectrum of the En is discrete, they are functions of 

fa: and Ra. By varying the values of fa: and Ra we can vary En con­

tinuously. Solution to the ground state of the above discrete eigenvalue 

problem can be readily calculated by the method of Section-3.1. Since 

we will be restricting ourselves to the wavefunctions without any nodes 

and to the cases Ra>da, we will be confined to the values of energy below 

an upper bound. In principle we will not be restricted by a lower bound 

on the energy. However, if we wish to have an efficien t meth od we have to 

confine ourselves to smaller values of Ra by varying the value off a· Here 

we restrict ourselves to the boundary condition Cf?a=O. This 'Will put a 

practical limit on the lowest energy we can handle efficiently. 

To see how the above solution in the interior region is related to the 

scattering solution, consider the Schroding~r equation, 

2.2.3 

with the condition that cpa vanishes at rp=R3 in all the channels {3-#:o.., ex 

being the incoming channel. That is, if 'Pp are the asymptotic wavefunc­

tions of the relative motion, then 

2.2.4 

This defines the problem uniquely if we fix the energy t o be E. If we 

impose a boundary condition on channel a the energy spectrum vfill 

become discrete. However, we can adjust the value of Ra=R~ such that 

the ground state energy is E. 

Next we define the D-matrix through the asymptotic form of Cf?p as 
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follows, 

2.2.5 

and 

2.2.6 

or in a matrix form, analogous to the case of scattering states 1j;, 

f; = f-1cosf(r-R0)+Dsinf(r-R0). 2.2.7 

The elements Dpa depend on the response of the interior region to the 

incoming wave. The elements of the D-matrix are to be calculated by a 

Monte Carlo method through the integral expression for them to be given 

in the next section. Now for a given energy E. and therefore ka. cpg can 

be made to vanish at R~ ~Rg where Rg is the point at which we m ake cpg 
corresponding to an incoming channel {3 vanish. From the above asymp­

totic formulae we obtain for the elements of D-matrix, 

2.2 .8 

2.2.9 

For a given energy E there are N independent solutions corresponding to 

each incoming channel ex. These independent eigenfunctions rpff form a 

complete set of eigenfunctions at this energy. Therefore, we can obtain 

the scattering solutions 1/1$ by superposition of cpff. In matrix notation we 

have. 

2.2.10 
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where the matrix B is to be found by comparison of asymptotic forms of 

~ and rp. This also establishes the relation between the D-matrix and the 

S-matrix. These relations are (Al84), 

and, 

_ . .--. o 1 -if* nf* . ..... o 
S - -exp ( -ikR ) iJClfl "'lfl exp ( -ikR ) . 

1+ . Dk 

2.2.11 

2.2.12 

The S-matrix is unitary. From this it follows that the D-matrix is real and 

symmetric and has N(N + 1)/2 independent elements. As described in 

the next section, these can be calculated by Monte Carlo simulation in 

the interior region defined by r a-5,R ~ and r p-5,R 3, the wavefunction van­

ishing on the boundary. 

2.3 Integral Expressions for the D-Matrix 

First we state an integral identity proved by Alhassid and Koonin 

(Al84). As already mentioned before 1 here we follow the one-dimensional 

easel while in (Al84) a three-dimensional case is considered. In the 

appendix, at the end of the section~ we point out the changes necessary 

to convert the formulae to the three-dimensional case. Let <1> and x be 

translationally invariant many-body wavefunctions. Asymptotic forms of 

these in all channels {3 are, 

2.3.1 

2.3 .2 

Let K be the total kinetic energy operator and l be the range of motion of 
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the center of mass. Then, 

J[x~KfP- fPKx•]dl =-l~ 2h
2 

[xp•Bcpp -rn
13

ax;Jr-R 2.3.3 
{3 11 ar 't' ar J p- {! 

r-v{3 {3 {3 

where the integration is over the domain r a:~R a.· Below we use this iden-

tity to get the integral expressions for the elements of the D-matrix. 

First consider the diagonal elements Da.a.· The Eq-2.2.8 shows that we 

can calculate Da.a. once we have the value of the energy. We impose the 

boundary condition that the solution vanish on r a.=R ~ and -r p=R 3 with 

{3-#a.. Let fP be the eigenfunction of the complete Hamiltonian H=K + V 

with energy E; i.e., 

H'P = EfP. 2.3.4 

Let x be the eigenfunction of the partial hamiltonian H 0=K + V0 with 

energy E 0 which is soluble. That is, 

Hox = EoX· 2.3.5 

Now the right hand side of the identity (2.3.3) is zero and we can readily 

obtain, 

fx(V-Vo)'Pdl 
!J.E = E-Eo = J x'Pdl 

2.3.6 

We can use x for the importance sampling and readily obtain the value of 

the energy by Monte Carlo. We can therefore calculate ka. for the relative 

motion to obtain Da.a. given by, 

Da.a. = --f-cotka.(R~ -Rg). 
a. 

2.3.7 
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Next we take up the off-diagonal elements Dpa.· Here we take tP=tPa., 

the solution corresponding to incoming channel a. We choose x to consist 

of only the asymptotic component in channel {3 given by, 

2 .3.8 

where, Xp are arbitrary functions of r fl· Here the integration region is 

given by r p5:R j for {3-#-a and r a <R J. Since tPa. vanishes on the boundary 

we get, for {3-#-a., 

2.3.9 

and for {3 = a, 

2.3.10 

We also have, 

2.3.11 

and, 

2.3.12 

where Kp is kinetic energy due to the relative motion in the channel {3. 

Now dividing the expression for {3-#-a by the expression for {3=a we get the 

integral expression for the off -diagonal elements to be, 

2.3.13 

where < ... > indicates average over the distribution <Pa.. Here we have 
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assumed that the internal wavefunction for the fragments are kno .. wn. In 

practice, however, we may have to use approximate solutions. Now these 

integral expressions can be evaluated by Monte Carlo. The three dimen­

sional expression for Dpa, derived in (Al84) is the same as above if we take 

the form of xP as Xp1Jp. Next we have to choose the functions Xp· This 
Tp 

choice is governed by the particular problem at hand. Below we consider 

some cases of interest. 

First consider the problem of scattering of a particle by a potential 

V(x). Here we have two channels: 1. The particle on the left hand side of 

the potential, 2. The particle on the right hand side of the potential. The 

problem is equivalent to the two-body problem and the internal wave 

functions can be dispensed with. We introduce the nodes at x=a and 

x=b. We consider the particle impinging from the left. We choose 

Xt =x -b and x2=x -a and recover the result .of (Al84) .1 

D
21

= 1 <(E-V)(x-a)> 
k sink <(E-V)(x -b)> 

2.3.14 

In each channel we will have waves corning from the left or from the 

right. We can superpose these solutions to get symmelric or antisym-

metric combinations. The wavefunctions for the symmetric and antisym-

metric combinations are orthogonal to each other and do not mix since 

the Hamiltonian does not have a parity mixing term. We may therefore 

solve the complete problem by solving the symmetric and antisymmetric 

cases separately. Here we impose nodes at I r al =R J for the char1nel ex 

and at I r fJ I =R 3 in all other channels . Of course, for antisymmetric 

1. The treatment of this case in (Al84) is somewhat different, howeve r, but one 
can cast this in terms of the D-matrix formalism and compare the results. 
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combinations there will be an additional node at r a=O. Here we choose 

xp=constant in all the channels. This gives, 

_ f.-lp < (E -e p-V p)17 p> 
Dpa-- f.-lakpsinka(R~ -Rg) <(E-ea- Va)17a> 

2.3.15 

Lastly, for all {3 we consider r p<O and r p>O as two separate channels 

analogous to the first case considered above. Here we choose nodes at 

R ~ and - R g along r a• and at ±R j along r fJ· To calculate D pa we choose 

the functions Xp and X a to be, 

2.3.16 

Then the expression for Dpa is given by, 
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3. Path Integral Monte Carlo {PIMC) 

3.1 Monte Carlo Solution of the Schrodinger Equation 

There are several ways of applying Monte Carlo methods (Ce79) to 

estimate the expectation values of operators for many-body quantum 

mechanical systems. First, consider the Variational Monte Carlo. The 

Schrodinger equation for a stationary state is an eigenvalue problem. We 

can recast this as a problem of minimizing the expectation value of the 

Hamiltonian with subsidiary conditions. As is well known, the subsidiary 

conditions are orthonormality conditions for the eigenfunctions. Here we 

construct an ansatz for the wave functions with unknown parameters and 

determine the parameters which minimize the energy. A Monte Carlo 

technique is then used to estimate the integrals involved. This method, 

however, gives an approximate result irrespective of the statistics. 1iore­

over, the variational techniques are not particularly good in obtaining the 

accurate wavefunction. 

Another approach is the Green's Function Monte Carlo (GFMC). Here 

the iterative process of obtaining the ground state wave function from an 

initial approximate wave function is cast as an integral equation involving 

the Green's function of the time independent Schrodinger equation. 

Therefore, in principle, we need to know the exact Green's function of the 

system. We may, however, approximate the Green's function and from 

successively better approximations extrapolate to t he exact Green's 

function. 
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Here we follow yet another method (Re82). The Schrodinger equation 

is transformed into a diffusion equation, which henceforth will be 

referred to as the Schrodinger-diffusion equation, by regarding time as 

imaginary. Then the path of the ensemble representing an approximate 

wave function is calculated to obtain the representative ensemble of the 

ground state wave function through Monte Carlo solution of the diffusion 

equation. Here the estimator for the energy is unbiased and the errors 

are due to limitations on computer time, and truncation of the space and 

the potential, if the potential range is infinite, these errors being com­

mon with the methods mentioned above. We now describe this method in 

a greater detail. 

Let E 0 ,E1,E2..... be the eigenvalues of the Hamiltonian and 

U0 , U1, U2 ..... be the respective eigenfunctions. Then any function, in par-

ticular the initial approximate wave function, satisfying the boundary 

conditions of the system can be decomposed into these eigenfunctions as, 

co 

'l'(t =O,x) = 2: ~ Un (x ). 3.1.1 
n=O 

At any other time t the initial wave function evolves to, 

co 

'l'(t ,x) = 2: an Un (x )exp ( -iEn t). 3.1.2 
n=O 

Here and elsewhere, in equations, we set IL= 1. Now if we shift the energy 

levels by Eo and consider the equation in the imaginary time T=-it we 

get, 

co 

'l'(T,X) = 2: an Un (x )exp [ -T(En -Eo) J. 3.1.3 
n=O 
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We see that the components corresponding to all the energy levels except 

the ground state are damped and, if the initial wave function is not in the 

space normal to the ground state, we have, 

lim'l'( T,x) = ao U 0(x). 3.1.4 
-r-+oo 

Thus the evolution of the wave function in imaginary time domain leads to 

the ground state wave function. 1 This is the basis of the Path Integral 

Monte Carlo (PIMC) or Diffusion Monte Carlo. 

To see how the evolution is to be simulated by Monte Carlo, consider 

the Schrodinger-diffusion equation for a many body system. 

3.1.5 

Here x represents all the coordinates and V(x) is the potential. Further, 

we have shifted the energy by an arbitrary value of Er. E 0 is the value we 

want to determine and therefore we must use a trial value which should 

be updated as the calculations proceed. This does not change the possi­

ble accuracy of the method since, for large values of T, components other 

than ground state will be damped. But an energy shift other than E 0 will 

contribute to the drift of the ensemble size. This can be remedied by 

updating the ensemble if the drift is undesirable. If the term E r- V(x) 

were to be absent, Eq-3.1.5 is simply a diffusion equation in a hyperspace 

with a diffusion constant D=!. As is well known (Ch43, Wa54), this can 

1. If we chose the initial wave function orthogonal to the ground state we r each 
the first excited state in the limit. This suggests a method to deal with higher en­
ergy levels. In treatment via Monte Carlo, however, we must ensure that the 
representative ensemble does not have any component of the ground state at 
each iteration step . 
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be simulated by a random walk of an ensemble of "particles" in the 

hyperspace. The Er- V(x) term gives rise to rate of change in the popu­

lation of the ensemble, as can be seen if this were to be the only term on 

the right-hand side of Eq-3.1.5. A population of N after an interval of OT 

changes by oN=(Er-V)NoT. This can be simulated by branching, that is, 

creating a replica or destroying the old member with probability 

(Er- V)oT, creating if the term is positive and destroying if the term is 

negative. 

In quantum mechanics the wave function is the amplitude and the 

square of the amplitude gives the probability density. The value of the 

amplitude, therefore, can be either positive or negative. As a matter of 

fact, it could be complex, though there is no loss of generality in assum­

ing the eigenfunctions of stationary states to be real valued. The Monte 

Carlo simulation of the diffusion equation by random walks treats the 

wave function as a probability function and inust therefore be positive. If 

the wave function has regions of negative values, however, we can simu­

late this by changing the sign of the whole wave function which is 

equivalent to changing the phase of the amplitude by a constant. This 

allows us to solve the equation separately in positive and negative 

regions. If we know the zeros of the wave function thts would be straight 

forward, but the problem is we generally do not know the zeros. Though 

one can do this by trial and error, an elegant solution to this is not 

known. This gives rise to a serious problem in treatment of the fermions 

since the wave function must be antisymmetric on exchange of two iden­

tical fermions. If the antisymmetry is forced on the spatial part of the 

wave function, there will be regions of negative amplitudes. As already 

mentioned in the introduction, we here consider the cases in which the 



- 25 -

amplitude is positive throughout or we know the zeros from other con­

siderations such as symmetry of the problem. 

Next consider the ground state expectation value of the operator A 

in coordinate representation, 

f U0(x )A (x) U0(x )dx 
<A> = -"'----------f 1 U0(x) l

2dx 

which has an unbiased estimator, 

3.1.6 

3.1.7 

where xi are chosen from the uniform distribution m the range of 

integration and U 0(x) is normalized to, 

3.1.8 

It may be observed, however, that the contribution to the integral is not 

of equal importance over the range of integral. For example, if U0(x) is 

zero at some point, sampling at this point does not contribute at all. 

Thus sampling according to the importance of the contribution to the 

integrals may have to be resorted to. This suggests that it may be possi­

ble to choose xi from a weighted distribution to improve the efficiency. 

To investigate this we may recast the expression 3.1.6 for the expectation 

value as follows. 

f 
U0(x) 

I UT ( x) I 2 I UT ( x) 12 A ( x) U o ( x ) dx 

f l Uo(x) l2dx 
3.1.9 <A>= 

Now if we sample xi with weight Uf(x), we will have h igher contribution 
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from the points where the value of Ur(x) is higher. We may now be able 

to adjust Ur(x) such that efficiency is maximized; i.e., the variance is 

minimized. However the function which minimizes the variance- actually 

the variance becomes zero - turns out to be U 0(x). But this is a Catch-22 

situation, since this is exactly what we want to solve for . All is not lost, 

however. We learn that if we sample :I; from a distribution nearer to the 

actual distribution we will improve the efficiency significantly. We may 

use for Ur(x) an approximate solution to the problem which is obtainable 

analytically or otherwise. At least we can make some guess from the 

qualitative analysis of the system. This procedure is called Importance 

Sampling, where sampling is weighted so that the points of greater 

importance are sampled more frequently. This is the procedure followed 

in Variational Monte Carlo where U0 (x) is also approximated by Ur(x ). 

The unbiased estimator in that case is, 

3.1.1 0 

While the above method of importance sampling is applicable in cal­

culating integrals by Monte Carlo, we want to use importance sampling to 

solve a differential equation. The solution to the Schrodinger-diffusion 

equation gives the distribution of ensemble with density U0(x ) . But we 

wish to have the distribution according to I U 0 (x) 1
2. This suggests that 

we may be able to improve the efficiency if we were to find a distribution 

closer to I U0 (x) 1
2. So, following Kalas (Ka74), we consider the function 

<P(x ,T) defined by, 

<P(x,T) = Ur(x)~(x,T). 3.1.11 
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The equation for the evolution of cp(x, T) is, 

where, 

and 

HUr(x) 
EL(x) = Ur(x) , 

F (X) = 2V u T (X) 
q Ur(x) 

Here we make several observations : 

3.1.13 

3.1.14 

Comparing with the equation for the Brownian motion (Ch43, Wa54) in 

the presence of a drift, we see that Fq (x) is the quantum analog of the 

classical force responsible for the drift. In the regions of small value of 

Ur this force is large. This drives away the ensemble members from this 

region, thereby hastening the approach to equilibrium. Thus, while in 

calculation of the integrals the efficiency is increased by sampling the 

points of importance more often; here the efficiency is improved by 

accelerating the equilibration process. 

EL (x) is the energy calculated using the trial function Ur . We may 

here observe that the branching now depends on EL - Er rather t han on 

Er- V(x). This is rather convenient since, even if the potential is singular 

at points, we can get rid of the singularity in the EL by an appropriate 

choice of the trial function and, as a matter of fact, for true wave func-

tion, this is just a constant, £ 0, everywhere. This "\vill re d uce the drift in 

the ensemble size. The asymptotic solution for cp(x ,T) is, 
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Limcf?(x,T) = Ur(x)Uo(x)exp[-T(Eo-Er)J. 3.1.15 
T ... OO 

This suggests that we may take the value of the Er as the ground state 

energy once the ensemble stabilizes. A good estimate of the stability of 

the ensemble requires a large ensemble. Further, it is also necessary 

that the value of Er be the same over many iterations. For the above 

reasons the method is not particularly efficient. However, the average 

value of the EL is also an unbiased estimate of E 0 . 

Finally some comments on the choice of the trial function. The best 

trial function is U0(x ). So we should choose trial function from the best 

analytic approximation we can make. We should incorporate all the quali-

tative features such as symmetry property, curvature, cusp behavior and 

boundary conditions. If the potential is singular we can analyze the local 

behavior of the Schrodinger equation and remove this singularity from 

the EL. This then can be continued in the far region appropriately. 

Choice of Ur(x) should be such that the EL has smooth behavior. 2 

3.2 An Outline of the Procedure 

In this section we give a broad outline of the computational pro-

cedure and in subsequent sections we give the details of important alga-

rithms. A reader not interested in the details of the algorithms should be 

able to jump, we hope without loss of continuity, to Chapter-4 at the end 

of this section. 

2. If we were to disregard the evolution of ~(x ,T) and assume Ur(x) as the 
wave function we recover the variational Monte Carlo. This indicates that PIMC is 
an improvement over the variational Monte Carlo. 
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a. Fix the values of R 3 for all open channels such that the interac­

tion between the fragments is negligible for r r-R 3. 
b . Next we choose a particular channel ex. Choose a value for 

R~"?:.Rg. The Monte Carlo calculations are to be performed inside the 

region rp~Rp. where Ra=R~ for channel ex, and Rp=R3 for {3#-ex. The 

boundary condition is that the wave function has a node at the boundary. 

c. Next choose the trial wave function Ur. Further, we should know 

the internal wave functions 7Jp and internal energy e p for all the values of 

(3 . If we do not know the internal wave function we may construct an 

ansatz with some parameters and determine these parameters such that 

the energy is minimized. Thus we also obtain the internal energy. 

d. We now initialize the ensemble. This ensemble must be as good a 

representative of the true wave function as possible. Here we have two 

different alternatives. Firstly, we may have no information other than 

the approximate wave function Ur . Here we initialize the ensemble which 

is representative of Ur. Section-3.3 gives the details of the algorithm for 

this case. We will also have an opportunity to determine the effects of 

various parameters. When we vary the parameters, the ensemble with 

previous parameters could be a better representative of true wave func­

tion in contrast to the one generated by using Ur. if the change in the 

parameters is small. Here we will use the ensemble from the previous 

run, thereby reducing the relaxation time. 

e. Now consider the mth (the value of m is set to 1 at the begin­

ning) configuration of the ensemble. We propagate the configuration by 

simulation of the diffusion equation by the random walks in the presence 

of the quantum force Fq. That is, we find the position of the particles in 

the configuration at T+OT given their position at T. However, we cannot 
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accept the motion every time for the following reason. The probability 

for a configuration at x to move to x' is to be properly balanced by the 

probability to move from x' to x. To accomplish this we need to know the 

exact Green's function for the Schrodinger-diffusion equation. Since we 

do not know the exact Green's function we are forced to use an approxi­

mate Green's function, which is exact as OT approaches zero. Due to 

inaccuracy in the Green's function the proper balance of motion between 

x and x' is not maintained. The algorithm to evolve the position of the 

member and the method to ensure the detailed balance are described in 

Section-3.4. 

f. Next we consider the branching. As described in Section-3.1, in 

addition to the random walks, we need to take -into account the change in 

population of the ensemble. This change in the population, however, 

could be fractional. The fractional part of the change is treated as the 

probability to generate a new member; this is known as branching. In 

addition to branching we must also discard the configuration if it reaches 

outside the region defined by r a~R13 . In Section-3.5 we give the algorithm 

for the above. 

g. We now increase the value of the m by unity and the steps e and f 

are repeated for all the configurations. Thus we obtain the ensemble at a 

time T+OT from the ensemble at T. Once we obtain the new position of 

the configurations; we can calculate the contribution to the exp ectation 

values of the energy, numerators and denominators of the D-matrix ele­

ments and there by obtain an estimate of the D-matrix elements at a p ar­

ticular time. It may be noted, however, that we are calculating the ele­

ments Dpa with ex fixed; i.e . , we get a -row ex of the D-m atrix. We have t o 

choose a different value of ex in step-b to calculate another row. 
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h. As the ensemble evolves the size of the ensemble drrlts. We must 

take care that the ensemble does not become too large or too small. 

Therefore, we must restore the size of the ensemble to a desirable value. 

We prescribe the upper limit, Nu, and the lower limit, Nr. and randomly 

destroy required number of members or create new members, as 

required, through random selection from the existing ensemble. In 

Section-3.5 we discuss the details of the algorithm for restoring the 

ensemble size. 

i. Now we go back to the step-e and repeat the steps-e -';h and thus 

integrate the diffusion equation with an integration step OT. 

j. The value of the energy depends on the choice of the value of R ~. 

By varying the value of R ~ we obtain the D-matrix elements at different 

energy. If, however, we wish to obtain the D-matrix at a particular 

energy, we must iterate steps-b -';i. Our aim being general investigation 

we calculate the D-matrix at different energies and store the information. 

k. As mentioned before the steps-b -';j give a particular row of the 

D-matrix. To calculate other rows of the D-matrix we must repeat the 

steps b---'; j with all the possible choices of ex. To calculate the S-matrix at 

a particular energy we need the D-matrix at that energy. In general, 

choice of R J in different channels to give the same energy is to be done 

by trial, but if we store the D-matrix for many closely spaced energies we 

can approximate the D-matrix for intermediate energies by interpolation. 

Once we obtain the D-matrix the calculation of the S-matr ix, using the 

equation-2.3.12, is simple. 

The above calculation gives us a sequence of values of the D-matrix 

element with an interval of OT. Taking an average over this sequence is 

equivalent to summing over many ensembles. However, we have to pay 
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attention to two aspects in estimating the values. Firstly, since we may 

be initializing the ensemble approximately we should not sample the cal-

culation at the beginning. We must disregard some initial integration 

steps so that the system has approximately reached the equilibrium. 

Secondly, the sequence of ensembles obtained during the evolution is 

correlated. We, however, must average over uncorrelated ensembles. 

These two aspects are considered in Chapter-4. 

3.3 Initialization of the Ensemble 

Here we explain the procedure to initialize the ensemble which is 

representative of the trial function Ur. The probability density, 

corresponding to the wave wave function Ur, is given by I Ur 1
2. There are 

several methods of constructing an ensemble \vith a given distribution 

(Ha64). Below we describe the algorithm used in the calculations herein. 

We choose the first configuration arbitr.arily, although it is advanta-

geous to choose this such that the probability density for the 

configuration is significant. Now suppose that we have chosen m 

configurations. We denote the coordinates of the configuration by xCm). 

Choose the trial coordinates for the (m+ l)th configuration from t he uni-

form distribution in the region. The relative probability for the accep­

tance of (m + l)th configuration in comparison to mth configuration is 

given by, 

I Ur(xCm+1)) 12 p = _ _:__ ___ _ 
r I Ur(x(m)) l2 . 

3 .3.1 

Pr is the conditional probability for choosing the trial configuration 

given that mth has been chosen. Thus we should accept the trial 
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coordinates for the (m + 1)th configuration with the probability Pr. 

Hence, if Pr>l.O we should accept the coordinates. If Pr<l.O, however, 

we generate a random number R, with the uniform distribution in the 

range (0,1.0) and accept the coordinates if Pr'5;R . If Pr>R we choose a 

new set of coordinates and repeat the test for the acceptance. Some­

times it may happen that the number of trials required is too large. We 

restrict ourselves to a maximum number of trials, after which we accept 

the coordinates even if the test fails. There is not much lost in the above 

restriction since this is not the ensemble we ultimately want but only the 

initialization, and .it will be evolved to the desired ensemble. We choose 

the maximum number of trials as five. The adequacy of this number can 

be seen from the average number of trials required to generate a 

configuration, which was about three. 

3.4 The Detailed Balance and Evolution of the Ensemble 

The Eq.-3.1.12, the Schrodinger-diffusion equation, determines how 

<P(x ,T), defined in 3.1.11 evolves. If G(x' ,x ), the Green's function, is the 

solution to Eq.3.2.12 with the boundary condition G(x' ,x )=o(x -x' ), then 

we can write the solution to ~(x ,T) in integral form as, 

<P(x' ,T+OT) = J G(x' ,x,oT)dxcp(x ,T). 3.4.1 

G(x' ,x) gives the transition probability for the particle at x to m ove to x' 

in time OT. In general, the exact solution to G(x' ,x ,oT) is not known, how­

ever, and therefore we must resort to an approximate solution. If the 

local energy EL (x) and quantum force Fq are assumed constant during 

the integration time OT, we get an approximate solution toG as, 
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3.4.2 

where, 

where, N is the number of configurations in the ensemble and d is the 

dimensionality of the space. The above approximation becomes exact in 

the limit OT,.O. The Green's function above constitutes two parts, the 

Gaussian part and the normalization constant, Ng. The normalization con­

stant is different than the regular normalization for the Gaussian. The 

extra factor in Ng accounts for the change in the population of the 

ensemble. This part is to be used for the branching, i.e., creation and 

annihilation of the member as it is moved. 

The Gaussian part of the Green's function shows that the particle j, 

of the configuration rn, moves from x to x' given by, 

x' fm) = X .(m)+ D (F. ) · OT+X ] J q ) I' • 
3.4.4 

The second term above is the drift due to the quantum force Fq and x is 

Gaussian random number with zero mean and variance 2DOT. We must, 

however, pay attention to the detailed balance before accepting the 

movement. That is, we should compare the transition from x ,.x' with the 

transition x' ,.x. For this purpose we define, 

Uj(x' )G(x' ,.x) 
W(x' ,x) = 

Uf(x )G(x ,.x') · 
3.4.5 

If the Green's functions in the above expression are exact, the value 

W(x' ,x) is unity. But the Green's function we use in the computation is 

approximate due to the finite integration step . Therefore, we need to 
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modify the Green's function such that it restores the detailed balance . If 

we replace the Green's function in the Eq.3.4.5 by A(x,x')G(x,x'), where 

A (x' ,x) = min (1.0, W(x' ,x )), 3.4.6 

then the effective W (x' ,x) is unity. This is incorporated in the calculation 

by accepting the movement of the configuration Vvith probability A (x' ,x ). 

That is, if the value of W(x',x)~l.0, we accept the move. If W(x',x)<l.0 

then we generate a random number between 0 and 1.0 and accept the 

move if the random number is less than W(x' ,x). 

3.5 Branching and Restoration of the Ensemble 

The part of the n ormalization factor Ng , of the equation 3.4.2, is the 

usual normalization of the Gaussian distribution. The remaining factor 

gives the multiplicity of the configuration. The multiplicity part of Ng is, 

M = exp[-(h([EL(x)+EL(x')]/2-Er) J. 3.5 .1 

After the evolution of the configuration we have to retain M copies. 

However, M has an integer part Min and a fractional part Mfr. First con­

sider the case M> 1.0. The integral part is handled by creating Min -1 new 

copies. The fractional part is treated as the probability of creating a new 

copy. This is accomplished by generating a random number between 0.0 

and 1.0 and creating a new copy if the random number is less than Mfr· 

If M < 1.0, however, we treat this as the probability of survival of the 

configuration. Once again we generate a random number between 0.0 and 

1.0 and destroy the configuration if the r andom number is greater than 

M. 
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If the size of the ensemble, Ne, drifts too far, we restore Ne to the 

desired value, N 0 . If the ensemble crosses a prescribed upper bound, 

N u, extra configurations are deleted by random selection as follows. 

Algorithm-A 

Al. Generate a random number r 1 in range 0 to 1.0. Define S= 

integer part of ( 1 +r 1Ne). 

A2. Generate a random number r 2. Define I= integer part of 

( 1 +rzNe ). 

A3. Redefine S=(S+I)mod.Ne· 

A4. Delete the configuration S by repacking the ensemble by setting 

all the configurations i>S to (i-1)th configuration. Set Ne =Ne -1. 

A5. Repeat steps A3 and A4 until Ne =N 0 

If the ensemble crosses the lower bound, NL, then we create a required 

number of configurations by randomly selecling from the existing ensem­

ble as below. 

Algorithm-B 

B 1. Generate a random number r 1 in range 0 to 1.0. Define S = 
integer part of ( 1 +r 1 Ne). 

B2. Generate a random number r 2 . Define I= integer part of 

(l+r2Ne ). 

B3. Check whether I is a prime relative toNe, i .e., (NrJmod.I=O . If the 

check fails go back to the step B2. Otherwise proceed to B4. 
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B4. Redefine S=(S +I)modN. 
e 

B5. Create a new configuration by copying the Sth configuration and 

adding it to the end of the list. 

B6. Repeat steps B4 and B5 to create N 0 - Ne new configurations . 

B7. Now set Ne =No 

In steps Al, A2, Bl and B2, presence of unity in expressions for S and I is 

to ensure that they are not zero. Here we may remark that, while ran-

dam destruction of the configurations, beside changing the size, does not 

change the distribution of the ensemble, the creation of new 

configurations essentially upsets the distribution. In algorithm B it is 

important to check that I is relative prime with respect to Ne. If this is 

disregarded then there is possibility of repetitions among the newly 

created configurations. This will create, as was observed, imbalance in 

the distribution of the ensemble. 
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4. Error Estimation and Computational Parameters of 
the Algorithm 

4.1 Parameters Artificial to the Algorithm 

First let us recapitulate the procedure: 

We initialize an ensemble of size Ne, either from a previous run or gen-

erating anew a representative of initial wave function Ur, the function for 

importance sampling. 

We also initialize Er, the shift in the energy. The value of Er can be 

obtained either from a previous Monte Carlo calculation of an approxi-

mately similar system, a variational estimate, or an analytic approxima-

tion. In any case we can set this to be zero if any guess is difficult. An 

inaccurate value of Er, however, will require a longer relaxation time. 

The energy shiftEr is updated at an interval of Nr steps. 1 

Now the evolution of the ensemble is calculated with an integration step 

OT. The energy, which is the expectation value of the Hamiltonian of the 

system, is calculated for this ensemble. The expectation values of other 

operators necessary to calculte Dpa are also calculated. 

As the ensemble evolves, Ne drifts. If the ensemble reaches the upper 

limit N u or the lower limit NL , it is updated to N 0 , as de scribed 1n 

Section-3.5, by destroying the configurations selected at random or 

creating new members through a random selection from the existing 

1. The new value of E T is taken to be half of the old value, plus half of the mean 
of the expectation value of the Hamiltonian during NT iterations. 
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ensemble. 

The inegration is carried out for an adequate number of steps and expec­

tation values at each of the iteration are calculated. Initial N R iterations 

are discarded to allow the the system to relax from the initial condition. 

How this number is determined is discussed in Appendix-3. The average 

over the rest of iterations is taken as the estimate. 

To calculate the error we calculate the second moment about the aver­

age. The consecutive ensembles during the evolution are correlated and 

in estimating the error they cannot be treated as independent. We have 

to take into account the correlation "length" N s at which the ensembles 

become uncorrelated. This is discussed in greater detail in Section-4.2 

In addition to the above, the problem in an infinite domain is reduced 

to a finite domain which gives rise to truncation of the potential if the 

range is infinite. The error due to the truncation of the potential can not 

be dealt within the Monte Carlo method, however, and we have to resort 

tc analytical methods for an estimate of this error. The error due to the 

finite time step can be reduced by extrapolating to infinitesimal time 

step from the results at several different time steps. We will not deal 

with the truncation aspect mentioned above. We will, however, for some 

illustrative cases, extrapolate to the infinitesimal time step through a 

linear least square fit. 

In subsequent sections of this chapter we study other parameters 

viz: NR and N3 , Nr and Er. Nu. N 0 and NL in a greater detail. 1VR and Ns 

are parameters characteristic of the system. NROT is the time required 

for the system to relax to the ground state from the initial condition and 

will depend on how well we can initialize the ensemble and how much the 

ensemble gets destabilized by updates while restoring the size. 1Vs6T is 
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the time required for the random walk part of the diffusion to wash out 

the effects of the quantum force Fq. All the other parameters listed 

above are artificial to the algorithm. These parameters do not affect the 

theoretical possibility of improving the accuracy, which is only limited by 

the computer time available. Nevertheless we can investigate whether 

they can be optimized or used to obtain other information about the sys­

tem. This is the subject matter of this chapter. We propose to use the 

information, experimentally found here for a simple soluble example, in 

subsequent cases where we seek to solve the problems which are other­

wise difficult or impossible to solve. 

4.2 Error Estimation 

An accurate estimate of the expectation value of an operator 

requires a large ensemble. Alternately we may increase the accuracy by 

averaging over many independent ensembles which together form a large 

ensemble . These ensembles can be obtained from the iterations in 

Diffusion Monte Carlo after the system has relaxe d. While we need 

independent ensembles for the purpose, the series of ensembles obtained 

in the Diffusion Monte Carlo are correlated. Therefore we cannot esti­

mate the error on the basis of the ensembles considered as independent. 

This can be readily seen from the fact that by reducing the integration 

step we increase the number of ensembles and if we estim ate on the 

basis of all the ensembles we artificially reduce the s tandard e r ror 

without averaging over many independent ensembles. 

If the ensembles are sampled at a sufficient interval, Ns, they will be 

uncorrelated . We can then find the error b ased on t he ensembles sam­

pled at an interval Ns. One way to determine Ns is to examin e the 
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correlation of the energy, assuming that the uncorrelated energy implies 

uncorrelated ensembles. The correlation coefficient, CN,n , is calculated 

by shifting the series by n units and calculating the correlation between 

the overlapping N -n points. That is, we define CN.n as, 

N-n 
~ eiei+n 

i=l 4.2.1 

where ei =Ei -E. Now, for example, consider Figure-3. Notice that at 

n =56 CN,n has first minimum. We then take N s to be 56. Blindly taking 

Ns as n at the first minimum of CN,n, however, could lead to an errone­

ous result. For example, consider the series of points obtained from 

sin(c.JT). Therefore, it is necessary to make sure that CN,n remains low 

and oscillates about zero randomly. 

In Appendix-3 we give a new method,· based on computer experi-

ments, to define N8 . The method is based on comparison b etween 

random- rather, pseudo-random- numbers and the series of energy sam-

pled at an interval. Though a theoretical analysis is lacking we hope that 

this method does not have some of the drawbacks of the previous 

method. In Appendix-3 we have argued that the new method is us eful in 

determining the relaxation time and analyzing metastable cas es. In the 

next section we illustrate the method through an example. First we make 

some remarks on how we use the sampling interval. 

By shifting the starting point for the sampling we can get N s 

different samples. They are all equivalent; i.e., we may start sampling a t 

any point after the equilibration point. Therefore we may take t he mean 

over all the values; we may not, however, treat them as indep endent in 
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determining the standard error. We could follow one of the following 

three schemes. 

1. Out of Ns samples we get by shifting the starting point, we may 

just consider one of the samples and find the average and the stan-

dard error based on this one sample. Here much information is lost. 

2. We may quote the mean value based on all the iterations and also 

average the standard error over all N 8 samples. 

3. We could find the mean and standard error based on all the itera-

tions and renormalize the standard error for the correlation between 

the consecutive ensembles by multiplying it by (.lv8 )'*. 

We shall follow the the third scheme. 

4.3 Example: Scattering of a Particle by a Potential 

In this section we illustrate, through. an example, the methods of 

Appendix-3 . Here we give a detailed account which will be suppressed in 

the later description, where we give only the results of a similar analysis. 

Below, we analyze the calculation of the phase shift for the scattering of a 

particle, of mass m, by a potential V(x). As is well known, this is 

equivalent to the two-body scattering if we replace the mass m and coor-

dinate x of the particle by the reduced mass and relative coordinate for 

the two-body system. Of course, the interaction between the particle is 

the same as the potential. This example will also be used to investigate 

the effect of various parameters, listed in Section-4.1, in subsequent sec-

tions of this chapter. 

We choose the potential to be Poschl-Teller (Po33); that is , 

V= Vo 
[cosh (x/ x 0) ] 2 · 

4.3 .1 
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We confine the particle to the region I x J-::;a and calculate the energy. 

The wave function is forced to have a node at the boundary I x I =a . A 

trial wave function appropriate for this case is, 

U T =sin ( nx I a) . 4.3.2 

The relation between the energy E and the wave number k in the asymp-

to tic region is, 

4.3.3 

The phase shift is then given by, 

4.3.4 

This problem is analyzed in Koonin and Alhassid (Al84). There the 

problem is interpreted as solution to the radial Schrodinger equation for 

zero angular momentum state in three dimensions. We may also LYJ.ter-

pret this as the antisymmetric combination of incoming wave s from both 

the directions in one dimension. From the above investigation, Table-4 is 

reproduced, wherein, along with the Monte Carlo results, exac t values of 

the phase shift (Ca67) and these values corrected for the truncation are 

listed. 

We choose the follo\ving values of the physical parameters, 1 

x 0=2.0fm, V0=-8.0MeV, m=TTlp and a =5.0fm. 4.3. 5 

A choice of other parameters for the computation is, 

1 For the units used in the computation see the appendix at the end of Chapt er-1. 
TT1p is the proton mass. 
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Er =0) oT=0.001x10-23sec) 

N 0 =100; Nu=110; NL=90. 4.3.6 

Though calculations were carried out for 7,000 iterations, in the fol­

lowing we consider a window of 5,000 iterations; the purpose of this \\Till be 

clear by the end of this section. First we discuss two other methods, 

which we wish to compare with the method of Section-4.2, of finding the 

sampling interval 

First let us consider the method followed in Koonin and Alhassid 

(Al84) or other similar Monte Carlo works. We examine the correlation 

coefficient CN,n, defined by the Eq. -4.2.1. We determine the value of n 

such that the correlation coefficient, CN,n, approaches zero or has a 

minimum in the neighborhood of zero. We take this value of n as the 

sampling interval. Figure-3 shows a plot for CN,n, where first 700 itera­

tions, corresponding to relaxation time, were discarded and next 5,000 

iterations were used. The number 700 above has been used from the 

analysis to follow later. From Figure-3 we find that Ns=56. Similarly we 

determine the sampling interval, Ns, by disregarding 0, 800, 900 and 1000 

initial iterations. The table below gives the results . 

Iterations Discarded Sampling Interval 

0 65 

700 56 

800 58 

900 59 (53) 

1000 59 (53) 

For the first three cases we find that the correlation coefficient 



- 45 -

approaches zero but does not cross zero for a long time. The value of 

CN,n, however, remains low. Therefore, we choose the value of n at the 

first minimum of CN,n. However, for the last two cases CN,n crosses zero 

before reaching the minimum. Here we give, within the brackets, the 

value of n at the zero crossing . Clearly, for a consistency we should 

determine the sampling interval on the basis of the first minimum. We 

also note the decrease in the sampling interval after the system has 

relaxed. 

Another method we tried, before the discovery of the method of 

Appendix-3, was to examine the Fourier power spectrum, defined in 

Appendix-3, of the series. Figure-4 shows the power spectrum for the 

series, 5000 iterations long, starting at iteration 700. Once again we nor­

malize such that the range for Tis unity . We observe that the amplitude 

is negligible beyond a certain frequency f max· To calculate t h e sampling 

interval note that the power spectrum (Fig-1) for the random numbers, 

the sampling interval for which is obviously one, becomes negligible at a 

frequency of about 0.5N, and we can obtain the sampling interval, 

N5 RJN I 2f max· Therefore, we take 5000/ 2f max as the sampling interval 

for the energy series. The rationale behind this is that if we take the 

sampling interval less than the above, there will be no freque ncies with 

significant amplitude to change the value from one sampling p oint to the 

n ext. 2 Wilen f max=2500, the case of random series, we ge t the sampling 

interval of 1, which we should expect. Similarly to the first method we 

determine the sampling interval for various cases tabulated b elow. 

2. For a stationary continuous signal of finite duration the best estima te c f t he 
average is obtained by sampling at twice the maximum frequency (Ba66). 
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Iterations Discarded fmax Sampling Interval 

0 66 38 

700 66 38 

800 66 38 

900 66 38 

1000 66 38 

The Figure-4 and Figure-1 show some uncertainity in de termining the 

value off max· We also note firstly, the value of Ns is lower com pared to 

the first method and secondly, there is no effect due iterations discarded. 

Next we consider the method of Section-4.2 which we propose to use 

in future. First we disregard the relaxation time, to which we shall come 

back later, and consider the first 5,000 iterations. For convenience we 

define, 

4.3.7 

where m 1 is defined in Appendix-3. 3 Instead of doing a binary search, 

which we describe later, in Figure-5a we plot the value of 19 for the sam-

pling interval of 10 through 60. We have, for reference, drawn a horizon-

tal line at 1J =0.60. For Ns >42 we see that ·19>0.60 most of t h e tin1e and 

fluctuates between 0.6 and 0.66. This fluctuation will d epen d on the 

length of the sample. Here we note that the standard error for 1J is about 

0.01 and therefore expect this fluctuation. Below Ns <40 we notic e that 1J, 

3. For a give n seriese of length N, m 1 is defined such that, 
ml 

2:: CR,n = 1.0 
n=1 

and m 1 is the aver age of m 1 over the N s series, obtained by sampling a t an in­
terval JV s, by shifting the starting point. Fer more details refer to Apper:dix-3. 
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on the average, increases. We also see that the fluctuation is smaller for 

smaller Ns. This is because the sampled series is correlated. Therefore, 

we conclude that the sampling interval should be 42±2. 

It is not necessary to calculate for a large range of N8 . We may sys­

tematically search for a good candidate for Ns. This may proceed as a 

binary search as follows. We start with N8 =64 or 128 and search until we 

encounter m 1/ N about 0.60 (this number depends on the standard error 

and we take this three times the standard error away from 0.63). Due to 

fluctuations in 19 we may not reach the correct value of N s every time. 

For example, from Figure-5a we see that we may end up at N s =31. We 

examine the neighborhood of this value of Ns and find that the value of 1.9-

does not remain high for Ns>31. Therefore, we conclude that the large 

value of 19 at N8 =31 is due to fluctuation and we therefore reject this 

value. On the other hand suppose we come across Ns ~40 and examine 

the neighborhood. We find that below Ns=40 1.9- increases as Ns increases, 

and above N s =40 1.9- remains high, albeit with some fluctuation. From this 

local analysis we conclude that the sampling interval is approximately 

42±2. 

So far we have disregarded the fact that initial iterations are during 

the relaxation period of the system. Now we apply the method of 

Appendix-3 to determine the relaxation time. To determine the relaxa­

tion time we examine Table-5 where we list the iterations at which the 

ensemble is updated. We notice that the interval between the updates is 

increasing in the beginning. After iteration 824, however, this interval 

fluctuates . We also observe that beyond this the ensemble drifts towards 

both the limits. From this we guess that the relaxation time is some­

where between 215 and 824 iterations. Although we could start sampling 
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at iteration 824, which may be rather prudent, we. wish to check this 

further and if possible improve the guess. Table-6 lists the sampling 

interval against the iterations discarded. The sampling interval 

decreases as the starting point is moved up until 700, after which it 

remains constant. As exemplified by the Figures-5b & 5c, which 

correspond to discards of 700 and 1000, the precision is better compared 

to Figure-5a for which no iterations have been discarded. For a finer look 

at the case of Figure-5b we give the Table-? where values of 19 and the 

standard error are tabulated against the sampling interval. The fluctua­

tion in the value of the 19 beyond N s =31 is clear. The fluctuation is due to 

lack of correlation in the sampled series. This fluctuation by itself is a 

good indicator of the right sampling interval and is independent of the 

distribution of energy. Figures 5a, 5b and 5c show that the precision with 

which we can determine N s improves beyond the relaxation point. The 

improvement of the precisio_n beyond relaxation seems to be true in gen­

eraL Thus we arrive at the result NR=?OO and N3 =31. 

Now let us compare the three methods described above. We see that 

the first two methods are conservative in comparison to the third. In the 

first case the reason is that due to finiteness of the series we should 

expect the correlation to be nonzero even for a good representative of a 

random series. Therefore, probably we should not wait until the correla­

tion approaches a minimum or zero. We should rather be satisfied if the 

correlation comes to the level of maximas at the far right of Figure-3. 

The method definitely fails if we consider a time series E ( t) =sin ( wt) 

which has a correlation function, C(T)=cos (wT). Thus in addition to the 

correlation approaching zero we have to make sure that the correlation 

remains small throughout and has some fluctuation. The proposed 
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method, however, does not have any trouble handling a general situation. 

The examination of Figure-4 shows that, besides some ambiguity in 

locating the point beyond which we consider the amplitude negligible, we 

also see that the amplitude persists, albeit small. These two factors 

make the Fourier spectrum method conservative. We may note, however, 

that the relaxation time has no effect on the sampling interval. This is 

due to the fact that we rely on the high frequency behavior to determine 

f max· The relaxation time, however, is large and affects only the low fre­

quency behavior. 

In the third method we take care of the detailed behavior of the 

correlation and use all the information we have. Therefore, we should 

expect, besides the error due to the finiteness of the series which is com­

mon to other two methods, to get a more precise answer. The method is 

more sensitive to the relaxation time. We can make it more sensitive to 

the relaxation time by considering a smaller windo-vv~ ; this vvill, of course, 

increase the error due to the finiteness of the series, which will further 

enhance the effects of the relaxation. 

We may yet have a reservation about the method we propose since we 

are comparing the average over a set of uncorrelated series -with that of a 

set of series which are correlated. That is, the corresponding members 

of two series obtained from a single shift are correlated. In Table-Sa we 

give the values of m 1 we get for different starting points with the sam­

pling interval of 120, the first 700 iterations being discarded. In Table-9 

we compare the distribution of m 1 for this case with the case of r andom 

series given in Table-1, along with the Gaussian distribution. In Table-8b 

we summarize the properties of m 1 for the above two cases . These two 

distributions are the same within the expected error for lhe finite size 
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sample. The point is that, if we were to find m 1 for many samples 

obtained by restarting the problem with different seeds for the random 

number generators, their distribution would be the same as that of the 

samples obtained from shifting the starting point and therefore we con­

clude that either average is useful in determining the value of m 1. 

4.4 Effects of Various Parameters 

Now we wish to examine the effects of various parameters on the 

accuracy of the Monte Carlo calculations. The physical problem we con­

sider is the same as in Section-4.3. The relation between the energy and 

the phase shift, given by the Eq.-4.3.4, is straightforward; therefore, we 

quote only the value of the energy. The value of the energy is to be com­

pared with its value in Table-4 for the appropriate value of the parameter 

a which is 5.0 fm. In Table-lOa we list the results of Monte Carlo simula­

tions with different values of the parameters with the same integration 

step OT=0.001xl0-23sec. Table-lOb gives the results of the Monte Carlo 

simulation, for one of the cases from the Table-lOa, with various integra­

tion steps. Now we discuss these results. 

Parameters Nu, No and NL 

We remind the reader that NLandNu are lower and upper bounds on the 

ensemble and that the ensemble is restored to N 0 if it goes out of 

bounds. The table below, extracted from Table-lOa, gives the results for 

the variation of these parameters with all the other parameters fixed. 

The number of iterations was 7000 with an integration step 

OT = 0. 00 1 x 1 0 - 23s e c. 



-51-

Table-A 

No l\fL Nu NR Ns E oE 
MeV MeV 

100 95 105 400 29 5.40205 0.01093 

100 90 110 700 32 5.37471 0.01290 

100 85 115 1300 35 5.39177 0.01 476 

100 80 120 inadequate limits. 

From the above table we observe that the relaxation time, sampling 

interval and the standard error increase as we allow larger deviations. 

The reason for this is that the ensemble is destabilized every time it is 

restored and stability needs to be restored. This is especially true when 

we update it from the lower bound by duplicating some configur ation. As 

we allow larger deviations the destabilization is larger as the t able above 

shows. In the last case the ensemble did not acquire adequate stability 

and we have discarded this case completely. The values of t he N R in the 

table above, and quoted in future, are only approximate , say within 100 to 

200 iteration steps, the error being on the conservative side . Therefore, 

any regularity in these values must not be taken too seriously. 

Next we change the nominal size, N 0 , of the ensemble. Below we 

extract the relevant data from Table-lOa. 
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No 

200 

200 

200 

195 

190 

180 
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205 800 

210 400 

220 800 

Ns 

27 

35 

36 

E 

MeV 

5.37172 

5.38246 

5.37480 

oE 
MeV 

0.00873 

0.00947 

0.00972 

Here we observe that the standard error in the energy is reduced. 

This should be expected since error in calculation should roughly follow 

the inverse square-root of the ensemble size. Further, we see that the 

error does not change much as we change the bounds on the ensemble. 

We also see that the relaxation time has a minimum. The reason for this 

optimum is as follows. If the bounds are too small we tend to update the 

ensemble from the unstable one and new members will introduce further 

instability. That is, if the ensemble is not the equilibrium ensemble, it is 

better to let it change before we begin updating. If, however, we let the 

ensemble drift too much, then the updating (especially creating from the 

existing ensemble) introduces an error in the composition of the ensem­

ble. Further, we see that the relaxation time does not depend on the 

ensemble size as is clear from comparing the first two cases of Table-A 

with the last two cases of Table-B above. The time for computation to the 

relaxation, however, is proportional to the ensemble size. Hence, we can 

improve the efficiency by starting with a lower number of configuration 

and doubling this once the relaxation has occurred. 

Next consider the detection of the equilibration point. Since with 

larger deviations the drift of the ensemble to the bounds takes many 
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iterations it becomes difficult to determine whether the system has 

relaxed by looking at the intervals between updates of the ensemble. For 

example, for the last case from Table-A above the first update occurred 

after 827 iterations. The closer bounds, however, give rise to a different 

difficulty. Here it was found that the ensemble reaches these bounds 

quite frequently even after the equilibrium, and the detection of the 

equilibration point becomes rather difficult. 

From the above discussion and observations it seems adequate that 

the ensemble be allowed to drift about 5% from the nominal value. The 

nominal size of the ensemble, if lower, will reduce the computation time 

during the relaxation, and if higher then the standard error is less depen­

dent on the bounds on the ensemble. 

Parameters, Er and Nr 

The importance of choosing Er close to the exact value of the energy is 

clear. By itself the choice of Er is not sufficient, however, since this must 

be accompanied by an accurate representative ensemble. If the ensem­

ble is not a good representative, subsequent updates \-vi.ll introduce inac­

curacy in Er. If the ensemble is a good representative, then the updating 

will make Er approach the true value quickly unless the initialization of 

Er is really far off. Thus it is important that both the ensemble and Er 

be initialized accurately. Instead of initializing from the t rial •Nave func­

tion Ur. we may sometimes be able to use the ensemble and Er from a 

previous calculation, if the problem is close to the one we already calcu­

lated. 

Next let us consider Nr. the interval at which the value of ET is 

renewed. The expectation value of the Hamiltonian calculate d on the 
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basis of a finite ensemble will fluctuate about the true value of the 

energy. Therefore, Er will fluctuate if we were to renew it after every 

iteration. The inaccurate Er will give rise to excessive drift in the ensem­

ble. These fluctuations could give rise to instability in the calculation. 

The fluctuation will reduce if we update it on the basis of an average ove r 

several iterations. To investigate the effect of Nr, we calculate with 

different values of N r, with all other parameters the same. Table-C, once 

again extracted from Table-10, shows the results. For the table below we 

have chosen Nu=105, N 0=100 and NL=95 according to the prescr ip tion 

given above. To examine the efficiency we must compare the computa­

tion of the same duration, which is accomplished by keeping the number 

of iterations, chosen to be 7000, the same. Once again the integration 

step OTis 0.001x10-23sec. 

Table-c 

Nr NR Ns E oE 

MeV MeV 

10 400 30 5.38640 0.01254 

20 400 29 5.40205 0.01093 

25 400 37 5.38762 0 .01320 

30 400 83 5.38944 0.01995 

35 400 65 5.39194 0.01 806 

40 400 35 5.39882 0 .01 344 

First we observe tha t the r elaxation time NR does n ot change 

significantly. Vve expect this since lVr is sm all in comparison t o NR . How­

ever, Ns as well a s the st andar d error in E exhib its significant variations. 
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A part of the change in the standard error is due to the change in the Ns. 

A part of the change, however, is due to the change in the dynamics due 

to the variation in Nr. 

A question to be answered is whether the reduction in Ns is desir­

able . A large value of Ns indicates a stronger correlation between con­

secutive ensembles during the evolution. One reason for the correlation 

is that the ensemble evolves according to an equation, viz. the 

Schrodinger-diffusion equation. Too weak a correlation could mean that 

we are not following the governing equation accurately; i.e., OT is too 

large. Therefore, we may conclude that we must choose Nr such that Ns 

is maximum. Another reason for stronger correlation, however, is using 

the same value of Er; i.e., change in the value of Er introduces some ran­

domness. We want the mean value of Er to be the same as the real value 

of the energy. We must choose Nr such that the standard deviation in Er 

is minimum. This will lead to minimum standard error in the energy. If 

we observe the standard error in E we see that the error is minimum for 

Nr=20. We should be careful before concluding and see how t he calcula­

tions compare with different seeds for the random number generator. In 

the table below we compare the Nr=20 case for different seeds for the 

random number generator. 
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Seed 

2194817532.000 

456327659848.0 

639627100293.0 
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400 

400 

400 

Ns 

29 

29 

31 

E 

MeV 

5.40205 

5.38649 

5.37804 

oE 
MeV 

0.01093 

0.01233 

0.01286 

From the data above it is difficult to see that there is an optimum value 

of Nr. We note that Ns has a maximum. However, the maximum for Ns 

is not yet understood. Nevertheless, we must be cautious in selecting NT· 

Integration Step oT 

The computations are done with a finite integration step. Therefore, we 

must verify that the change in the integration step does not alter the 

result significantly. Table-E, which is same as Table-lOb, gives the result 

of the calculation with various integration steps. 
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Table-E 

OT L Nr NR Ns s E oE 

1 Ox 1 o-23sec MeV MeV 

0.00100 7000 20 400 32 175 5.41989 0.01707 

0.00100 14000 20 400 38 357 5.38759 0.00937 

0.00075 10000 20 400 48 200 5.37993 0.01406 

0.00050 10000 30 600 88 107 5.37471 0.01290 

0.00050 10000 40 800 87 105 5.40599 0.01829 

0.00025 10000 20 800 49 195 5.37981 0.01231 

OT=O.OO 1 and 0.0005 cases have been calculated with different seeds. The 

second case has been calculated for a longer run. Next we find the value 

E in the limit OT~O.O by a linear least square fit (Ee69); i.e., we do a 

least-square fit to the equation E(oT)=A+BoT. From this extrapolation 

we get E(0)=5.37403±0.0061 MeV. This is in good agreement with the 

exact value, E=5.3732MeV, and the Monte Carlo result, E=5.3752±0.0054 

MeV, from (..L\184). 
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5. Three-Body Problem: One-Dimensional Case 

5.1 Preliminary Remarks 

In this chapter we consider the scattering of a three-body system in 

one dimension with a two-body interaction. 1 \Ve choose all the three parti­

cles to be of mass m and the potential between particles i and j, V(i,j), 

to be, 

5.1.1 

where, 

I Vi,i I =Vo 

and, 

This is a square well if V0 is negative, and a square barrier if V0 is positive. 

The formulation of the scheme, as described in Chapter-2, as sumes 

that ingoing and outgoing channels contain two fragments. Therefore , at 

least one pair of particles should be able to form a bound state. There 

always exists a bound state for a particle in a potential well. 2 Hence it is 

1. Appendix-1 gives notation and some useful information for thls system. 
2. A standard problem in any text en Quantum Mechanics, fer example (La77) . 
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sufficient that one of the Vi,j is negative. If the potential well is deep 

then several bound states exist. We shall, however, confine ourselves to 

the depths with a single bound state. The two-body binding energy, e a=e, 

depends on the parameters m, V0 and a 0 . If, however, the dimensionless 

mVoao2 
number Q= lt2 is invariant,3 then the solutions for various cases can 

be obtained by appropriate scaling of a single solution. 

The wave function for the ground state, which is to be used for the 

internal wave function, 7Ja=7J, is given by, 

5.1.2 

where, 

where x is the relative coordinate of the pair and lJ is the reduced mass; 

i.e., lvl=m/ 2. From the continuity of the wave function and its slope at 

x =a0 , we can express B in terms of A and determine the binding energy 

e. The constant A can be determined by normalization of the wave func-

tion. 

Next we need to estimate the range, da = d, of interaction b etween 

two fragments. We may define the effective potential, V(R), between the 

fragments at a distance R apart, by convoluting the interaction b ehveen 

the constituents with the square of the internal wave function. 4 Fig-7 

3. Ji in the dimensionless number, Q, is a universal cor1stant. Variation of the in­
tegration step, however, can be construed as a variation inh and we may estim ate 
the appropriate integration step OT by replacing A by VoOT. 
4. The mathematical expression, Eq.-5.2.1, is given in Section-5.2. 
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shows the effective potential for one of the cases. The concept of 

effective potential, though inadequate at short distances, is quite 

appropriate for the purpose of defining d, since here we need only the 

long distance behavior. Presently, let us define d as the distance at 

which the effective potential reduces to 0.01 V0 . 5 Table-11 gives the bind-

ing energy e and the range d for the various values of the parameters m, 

V0 and a 0 . As to be expected, d increases as a 0 increases, and decreases 

as m and V0 increase. 

Now, depending on the nature of forces we have three cases defined 

below. 

Case-1: V1,3 negative; V2,3 and V2,1 positive. Here we have one 

two-fragment mode. 

Case-2: V1,3 positive; V2,3 and V2,1 negative. Now we have two 

two-fragment modes. 

Case-3: All 1-'i . .i negative with three two-fragment modes. 

For each two-fragment mode we have two channels depending on the sign 

of r {3· Figure-S shows this explicitly for Case-2 above. However, we may 

superpose these channels to give symmetric or antisymmetric combina­

tions. As discussed in Section-2.3, due to absence of parity mixing term 

in the Hamiltonian the above two combinations do not mix. Therefore, 

the symmetric and antisymmetric combinations can then be regarded as 

two channels and can be solved independently. To solve the problem 

completely we have to solve both symmetric and antisymmetric cases 

5. We must keep in mind, however, that the general criterion for the definition of 
d is, that the effective potential should be small in comparison to the kinetic en­
ergy. If the kinetic energy turns out to be low then we must r edefine d and 
choose new values of R ~. 
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independently and this could be inefficient. However, two methods of 

solving the problem can be used for program verification. 

In subsequent sections we will consider the follovving three cases . 

Case-I: Case-1, Antisymrnetric Channel. 

Case-II: Case-2, Antisymrnetric Channel. 

Case-III: Case-2, Two Channels in Each Mode. 

Finally, 1ve note that the program was checked for bugs as 1\~en as for 

accuracy by comparing the Monte Carlo calculations with the results of a 

finite difference relaxation scheme for a three-body system. We give the 

details in Appendix-4. Tables 12a and 12b summarize the results of these 

calculations. 

5.2 Case-!: Case-1. Antisymmetric Channel 

Here only the pair 1 and 3 can form a _bound state. Now if the total 

energy, E, is negative the only possible mode is 2. 1 If, however, E is posi­

tive the disintegration channel (channel 4) is also a possibility. 2 But for 

the positive energies close to zero, we expect the likelihood of disintegra-

tion to be negligible. Therefore, we may be able to extend the analysis, 

based on the two-fragment assumption, into continuum without serious 

error. This aspect will be examined. 

For low energy scattering we may disregard the internal str ucture of 

the composite fragment and make an approximation that the two frag-

ments interact through an effective potential defined below. Let us 

1. We have chosen the signs of Vi,j purely for computational convenience. With 
the above c.toice , if the particle indices add to an even number, then the inte rac­
tion is negative. Channels are named after the unbound particle (see Appendix-1). 
2. However, we can always assume that the ingoing d:annel is two-fragment. 
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define the relative coordinate r =x 1-x 3 and the channel coordinate 

R=x2 -(x 1+x3)/2. Let the eigenfunction for the bound fragment b e TJ(r). 

Then we define the effective potential as, 

V(R)= j[ V(2,3)+ V(2, 1)] j71(r) j2dr. 5.2.1 

To integrate the above we impose the condition, x 1+x 2+x3=0, which is 

equivalent to choosing the reference frame in which the center of mass is 

at rest. Of course, R and r can be taken as the generalized coordi11ates. 

Fig-7 shows the effective potential for a sample ca-se. This effective 

potential gives us an idea of the range of interaction between the frag-

ments. 

First we analyze the problem as an approximate two-body problem 

with interaction V(R). Then we simulate the three-body problem and 

compare the results. We choose the parameters as follows, 3 

a 0 =2.0fm, m =3.0'111p, and V0 =8.0MeV. 5.2.2. 

Referring to Table-11, we confirm that there is only one t wo-b ody bound 

state, and note 

e =-5.06995MeV and d~4.34fm. 

3. We will, as mentioned above, generally restrict ourselves to the values of V0 to 
give only one two-body bound state. However, we shall examine one c ase with t wo 
two-body bound states for the energy near the second level. For this we tak e 
V0 =20MeV with other parameters unchanged. 
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A. Two-Body Approximation 

We further reduce the system to the problem of scattering of a parti­

cle by a potential. The mass of the fragments are m and 2m; hence, the 

reduced mass is 2m/ 3. Thus we consider the problem, similar to the 

problem in Chapter-4, of scattering of a particle of mass J.t=2m/ 3 by the 

potential V(R). As in Chapter-4, we calculate the phase shift. 

The nodes are set at I R I =a and the system is simulated, inside the 

region I R I ~a, by the Monte Carlo. Once again, as in Section-4.3, the trial 

function Ur is taken as, 

U T = sin ( 1T R 1. 
a 

5.2.3 

Clearly the energy we calculate is the channel kinetic energy Ek; and 

the total energy E, to be compared with the three-body Monte Carlo cal-

culation, is given by E=Ek +e. The phase shift, for the kinetic energy Ek, 

is, 

5.2.4 

Table-13 gives the results of the present approximation for various 

values of the parameter a. With Nu=105, N 0 =100 and .l\fr=105, all the 

runs were for 7000 iterations. For a particular case of a= lO.Ofm, the low 

energy case where the results are likely to be accurate, we have calcu­

lated with various integration steps. Here we extrapolate the results, by 

the linear least square fit, to the infinitesimal integration step. W"ithin 

the two-body approximation, -with the results of the last chapter and 

(Al84) in mind, the results are likely to be accurate. However, these 

results are to be compared Vvith the three-body :Monte Carlo. Therefore , 
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presently we defer the discussion of the results and describe the three-

body Monte Carlo. 

B. The Three-Body Monte Carlo 

We have to choose an appropriate trial wave function. As already 

mentioned, only one two-fragment channel is possible. We have to force a 

node on the channel coordinate, R, and keep the boundary conditions 

along the other coordinate open. However, the internal eigenJunction 

71(r) is negligible for large values of r. Hence we may introduce a cut-off 

along this coordiil.ate. That is, we impose a node at r =r 0 . 'fVe choose 

r 0= lO.Ofm and note that ~\10~) 0.0046. Since 7J (r) is an even func tion of 

r, the trial wave function must also be an even function of r. The trial 

function appropriate for the analysis of the phase shift is, 4 

. ( 7T R " ( 1TT " Ur = stn --1cos ·- 1 . 
a r 0 

5.2.5 

The energy calculated here is the total energy E and the kinetic energy is 

given by, Ek =E -e. The phase shift can then be calculated using the 

equation 5.2.4. Table-14 lists the results of Monte Carlo calculations for 

various values of a. Once again we take Nu=105,N0=100 and J.TVL=95 and 

the number of iterations is 7000. 

As mentioned above we also analyze a case with two two-b ody bound 

states. Here we take V0 =20MeV with all other parameters unchange d. All 

4. A better trial function would have been, 

Ur=sin ( 7T R 117 (r). 
a 

Then the wave function does not vanish a t finite r which actually is the case . 
Therefore we have some systematic error , givir..g higher value for t~e energy. 
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of the above is valid for this case as well. In Table-16 we list t he results . 

Discussion 

Table-13 gives the results of the two-body approximation for various 

values of a . For a = 10.0fm the results with various integration steps are 

given. For a =?.Ofm three simulations with different seeds are listed . 

Since the three-body Monte Carlo results are not going to be accurate for 

the disintegration channel and moreover the two-body appr oximation is 

likely t o be inaccurate for large E, it is not useful to consider a lower 

than 6.0 fm. 

Table-14 gives the results of the three-body Monte Carlo simulation. 

As the parameter a reduces it was found, as should be expecte d, that a 

smaller integration step was necessary. For three m ore cases with a = 

4.5, 5.0, 5. 5 fm and ch= 0.0005 x10-23 Sec the instability was found and 

therefore we have not listed the results .5 ·But examination of the table 

shows that the energy for the last two cases could very well be p ositive. 

For the positive energy there is possibility of disintegration . Though it 

may be reasonable to expect good results, if the probability for t he disin-

tegration is low, it is to be noted that dimensionality of the p hase space is 

increased when we go from the two-fragment region to the three-

fragment region. This m ay be the reason for the instability, though we 

cannot m ake a definitive conclusion without a closer examinat ion near 

the transition region. 

5. The instability can be detected, as described in Section-4. 2, by observir:
0 

the 
frequency of updating the ensemble. Mor eover, since the ensemble has d ifficult y 
in r eac hing the equilibrium, the ensemble crosses only one of the bounds. 
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In Table-15 we have summarized the comparison between the two­

body approximation and the three-body Monte Carlo calculation. In this 

table E 2 and OphZ refer to the two-body approximation and E 3 and Oph 3 

refer to the three-body Monte Carlo. 

First consider the behavior of the energy. We notice that for a given 

value of a, E 2>E3. This is to be expected. The two-body approximation is 

equivalent to assuming part of the wave function (e .g., two-b ody bound 

state eigenfunction 7J) and then find the best solution to the Schrodinger 

equation. As is well known, solving the Schrodinger equation is equivalent 

to a variational problem where the energy is minimized. Therefore, we 

will get lower energies for the simulation of the exact case as compared 

to the simulation of the two-body approximation. As we reduce a the 

inaccuracy of the two-body approximation increases which is to be 

expected. For a= 10.0 fm we have extrapolated the results to OT=O for 

both the methods. Here we have, 

E 2 = -3.50774±0.00838MeV and E 3=-3.6614±0.02365MeV. 

As far as the energy is concerned, keeping in mind the error in the esti­

mates, the results can be considered satisfactory. 

Though, for a large a, two-body approximation gives re asonably good 

results for E, we are, however, interested in the calculation of t he phas e 

shift at a given energy rather than energy at given a. Therefore , we 

should determine a for a given energy. The two-body approximation will 

give larger a for given E . From the equation for the phase shift we con­

clude that the two-body approximation will give a lower phase shift. Next, 

we note, in contrast to the t wo-b ody scattering, wh at is im p ort ant in the 

calculation of the phase shift is kinetic energy r at her than t he t otal 
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energy. Moreover, we find the phase shift as a difference fr orn rr rather 

than from zero. Therefore, we need a much more accurate estimate of E 

to calculate the phase shift. Thusl a small error in the total energy gives 

rise to a large error in the phase shift as can be seen from Table-1 5. For 

example, 

atE~ -3.50 MeV, Oph 2 ~ -0.75 radians and 6ph 3 ~ -.54radians . 

Hence we conclude that, though the two-body approximation determines, 

for a large a, the value of energy for a given a reasonably well, the esti­

mate of the phase shift at a given energy is not adequate. 

Table-16 gives the results where we have two two-body bound states. 

As the energy approaches the bound state value we find that t he algo­

rithm becomes unstable. Though we have attempted to examine the 

results with smaller integration, it is of course possible that we should 

use a still smaller integration step. We, ·however, found that for the 

values of a less than 5fm it was difficult to get a reas onable sampling 

interval. Even for a =4. 9 fm, which differs from 5 very s lightly, we find 

the instability, while for a =5.0fm the convergence is clear. Since this 

raised some doubt about the run at a =5.0fm, another run, t hough only 

for 3000 iterations long, was made with a different seed for t he r andom 

number generator. The result is satisfactory as can be seen fr om Table-

16. Therefore, we conclude that the calculations probably do break dovm 

as the energy approaches the h igher bound state from below. 
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5.3 Case-IT: Case-2, Antisymmetric Channels 

Here the particle 2 could form a two-body bound fragment either 

with particle 1 or 3. This does not, however, necessarily lead to two 

modess. We may consider two cases. Firstly, we have the situation where 

the particles 1 and 3 are identical. Now we cannot distinguish between 

the two modes and therefore we have only one mode. Next, we may con­

sider the particles to be distinguishable. In this case we have two modes. 

On one hand, the first case may be analyzed directly to give the phase 

shift. We may, however, superpose the scattering states of the latter case 

to get the solution for the indistinguishable case. The extent of agree­

ment between the two alternative ways of treating the case of identical 

particles vvill give some indication of the accuracy of the method. 

Once again if the total energy is negative, the only possibility is the 

two-fragment channels. We may, however, find that E<e, from which we 

may conclude occurrence of the three-body bound state. We choose the 

parameters to be, 

a 0=2.0fm, m =2'"'-p and V0= lO.OMeV. 5.3.1 

With the above parameters there is only one two-body bound state vvith 

e =-5. 96385MeV; j.t=4T11p I 3. 5.3.2 

If we define the range of interaction between the fragment on the bas is of 

effective potential defined in Section-5.2, however, we would be making a 

mistake. The effective potential so defined is zero. If we examine the 

physical situation more carefully, we see that in reality the unbound par­

ticle vvill polarize the composite fragment. For example, the p article 1 in 

the vicinity of the fragment (2,3) will attract the particle 2 and r epel the 
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particle 3. 1 Therefore, we define the range on the basis of Table-12, calcu-

lated on the basis of situation in Case-1, and for the above choice of 

parameters d ~4 . 50 fm. 

C. Particles 1 and 3 Identical 

First consider channel coordinates r 1 and r 3 as the generalized co or-

dinates. The wave function must be symmetric in both the coordinates 

and must vanish on the boundary at r 1=a and r 3=a. The trial function 

Ur must satisfy the above criterion and, in addition asymptotically be in 

appropriate channels. 1Ne choose Ur as, 

5.3 .3 

We see that the first two criteria are satisfied. To see the asymptotic 

behavior clearly we write Ur as a function of the generalized coordinates 

r 1 and r 1. Then we have, 

5.3.4 

+sin(7Tr 1/ a )cos ( 1TT 1/ 2a )sin(3rrr 1 I 4a). 

Channel-l is characterized by large values of r 1 and small values of r 1. 

For such a situation we see that the trial function has characteristics 

similar to the characteristic of the wave function if the interaction 

between the fragments is zero. The phase shift is now given by, 

1. The polarization is not possible for Case-1 and Case-3 since the p articles of th e 
two-body fragment are symmetric with respect to the unbound particle . 

5.3 .5 
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where 

Table-17 gives the results. We defer the discussion of the results to a 

later time .. 

D. Particles 1 and 3 Distinguishable 

As mentioned above, we have two possible channels. Ins t ead of calcu-

lating S-matrix for a spectrum of energy it would be more interesting to 

calculate the S-matrix at a given energy and calculate the phase shift for 

the Case-C above by superposing the solutions for different channels, 

regarding these channels to be indistinguishable. 

Next we need to find the expression for the phase shift in terms of 

the elements of S-matrix. First consider the one channel case. Here if 

the incoming wave function is given by 1/J, then the scattering solution is, 

5.3 .6 

Then the relation between the phase shift, oph and the S-matrix 2 is given 

by, 

5 .3.7 

We, however, have two channels if the particles are distinguishable. If the 

incoming wave function in Channel-l is 1/11 then the scattering solution is 

5.3.8 

2. Here the matrix is one-dimensional. 
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But we cannot distinguish between the two channels and therefore we 

consider the superposition of 1j;2 and 1j;1. Then we can write, 

1/lsct =1j;-(S 1,1 + S 1,2)1/J • 5.3.9 

where, 

Now comparing with equation 5.3. 7 we get, 

5.3.10 

This has an obvious generalization to many channels which are in dis tin-

guishable if appropriate particles are considered identical. 

Next we must choose the trial function such that it has nodes in both 

the channels. V{e will consider the incoming channel to be 1. Now we 

take the trial function as 

5.3.11 

Here R~=b and R} =a and we have nodes at r 1=a and r 3=b. The expres-

sian for D2,1 relevant for this case is given by Eq-2.3.15. Though we must 

choose a and b less than d, we may vary both the parameters. Re'i'vTiting 

Ur above as a function of r 1 and r 1 we can see that it has desired proper-

ties in Channel-l. 

At low energy we expect the error to be large compared to the 

kinetic energy. At energies above zero the approximation is lik ely to be 

inadequate. Therefore, we simulate for three different case s: one a t low 

energy, one at high energy and one at medium energy. Table-1 8 gives the 

results of the calculation. 
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Discussion 

As mentioned above Table-17 gives the results for the indistinguish­

able case, i .e. , the case C above. All the runs are for 7000 it erations. The 

parameters for ensemble size are, Nu=105 , N 0 =100, and N L= 95. As the 

parameters a and b are reduced it is necessary to r educe t he int egration 

step. A larger error in the estimate of the energy as a gets larger is due 

to the same size of the ensemble representing the wavefunction over 

larger space. Though the error in the estimation of energy doe s not vary 

by much, the error in the phase shift increases as the energy re duces . As 

repeated frequently, this is due to the fact that the error with r espect t o 

the kinetic energy gets larger. 

Table-18 gives the results for the case with distinguishable channels. 

Evaluation of the expression for D 1,2 , Eq.-2.3.15, needs the value of the 

energy. Hence it is convenient to evaluate <7Jo.> and < V77o.> fo r all a and 

calculate the D-matrix elements at the end ·using the averag e value of E. 

Another procedure is to calculate the part of D-matrix elements inYolving 

<7Jo.> and < V7Jo.> at each iteration. The latter method is less accurate . 

In estimating the error, however, it is difficult to det ermine the error in 

D-matrix from the error in <77o.> and < V77o.> since these estimates are 

correlated .3 The err or estimates are based on the calculation via the 

second m ethod. \'Ye see that the errors are larger at a lower ene r gy . A 

part of this is due t o the higher relative error in the k inetic energy . But 

the re is also some contribution due to the larger err or in the estimat es 

<77> and < V7]> . A close look at the derivation sh ows that off-diagonal D-

matrix element s ar e based on the derivatives of th e wave fun clion a t the 

3. Two m ethod s give the results within t his e rror estimat e . However, it is clear 
that the first me t hod will give bette r e stimat es of D-matr ix e leme nts. 
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boundary between the interior and exterior regions. As the r egion gets 

larger the estimate of parameters at the boundary becomes less accu­

rate. This is clearly shown by the error in the off-diagonal elements. 

Instead of giving the S-matrix elements we have listed the phase 

shift, obtained by superposition, for the indistinguishable case. These 

phase shifts are to be compared with the ones given in Table-17. The fifth 

case from Table-17, E=-3.64872 MeV, and the third case from Table-18, 

E=-3.4 7844 Mev, are very close in energy and within the error estimates 

could be regarded as identical. The phase shifts for these two cases are 

marginally consistent with the error estimate. We, however, need much 

better statistics to make a final conclusion. Though we have to take into 

account the extrapolation to the infinitesimal time step, we note that the 

integration steps for above two cases are identical. The interior region, 

however, is different and extrapolation to oT=O could be different. 

5.4 Case-lli: Case-2, Two Channels in Each Mode 

Possible fragmentation modes are same as for Case-II. Sim ilarly, as 

in Case-II, we can consider the particles 1 and 3 either t o be identical or 

distinguishable. For the distiguishable case we have four channels which 

are depicted graphically in Figure-S. If the particles are identical we can­

not distinguish between channels 1 (I) and 3 (3). As in Case-II, vre can 

obtain the solution to the identical particle case by superposing the chan­

nels 1 (I) and 3 (3). This gives relation between the S-Matrix elem ents for 

these two cases. Once again the extent of agreement between t he two 

alternative ways of treating the case of identical particles will give some 

indication of the accuracy of the method and verification of the algo­

rithm. 
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Once again, if the total energy is negative, the only possibility is the 

two-fragment modes and, if E<e, we may conclude that a three-body 

bound state can be formed . We choose the parameters the same as in 

Case-II; i.e., 

a 0=2.0fm, m=2'Tnp and V0=10.0MeV. 5.4.1 

With the above parameters there is only one two-particle bound state 

with 

e =-5.96385MeV, J.t=4TT1p I 3 and d~4.53fm. 5.4.2 

E. Particles 1 and 3 Identical 

Here we have two channels designated by 1 and T. The scattering 

solution is of the form, 

5.4. 3 

and 

wave function Ur to be, 

_ . n(r 1-b) i 1T(r 3-b) J 
Ur-s?-n [ ( ) j s"n [ ( ) J· a-b a-b 

5.4 .4 

The above nodes define the parameters Ra, for the interior reg ion and we 

have, 

R] =a and RP =-b . 
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The off-diagonal element of the D-Matrix, D-:u, is given by the Eq.-2.3.16. 

Therefore, two elements of the D-Matrix to be calculated are given by, 

5.4.5 

and, 

D- = 1 <(E-e-V1)(r 1-a)17 1> 
l,l ksink(a-b) <(E-e-V1)(r 1-b )171 > 

Table-19 gives the results of the calculation. The number of iterations for 

all the cases is 7,500 of which initial 500 were discarded. Once again we 

choose Nu=105, N 0 =100 and NL=lOO. The integration step is 

0.0002x10-23Sec for all the cases. 

F. Particles 1 and 3 Distinguishable 

As already mentioned we have four channels shown in Figure-8. 

Without loss of generality we take the incoming wave to be exp (ir 1). The 

four channels are: back scattering, 

5.4.6 

transmission, 

5.4.7 

rearrang em ent back scattering, 

5.4.8 

and rearrangement transmission, 

5.4.9 
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As mentioned above we can obtain the results for the identical particles 

case by superposition. This gives the following two identities, 

5.4.10 

5. 4. 11 

where the subscripts idnt. and dist . refer to Case-E and Case-F, respec-

tively. 

We set the nodes, at r 1=a, r 1=b, r 3=b and r 3=-b, defining the inte-

rior region. The trial wave function is taken to be, 

5 .4. 12 

The nodes define the parameters Rp as, R{=a, RP=-b, Rf=b, Rg=-b 

and R~ =b . From this we obtain the D-MatrLx elements using the exres-

sian 2.3.16 as , 

D1,1 =- fzcotk (a-b), 5.4.13 

·and, 

Table-20 gives the results of computation for one case. The nodes for this 

case are chosen such that the value of the energy is in the range c overed 

by the indistinguishable particle case so that we can exaifljne Lhe identi-

ties 5.4.10 and 5.4.11 by interpolation if necessary. The integration s tep 
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is 0.0002x10-23sec. The ensemble size parameters are Nu=105, N 0=100 

and NL =95. 14000 iterations were carried out, of which the initial 500 

were discarded. 

Discussion 

Table-19 gives the results for Case-E above. We note that the esti­

mates for the energy are close to the internal energy for the two-body 

bound state. Thus the kinetic energy is low and the error estimates for 

the energy are significant. We also note that the lower the energy the 

higher the error in the estimate. The error in the real i_maginary parts of 

the scattering amplitudes is also quite large. The errors for the last case 

in Table-19 are quite large and therefore the results may be completely 

disregarded. 

Table-20 gives the results for Case-F where particles are considered 

distinguishable. Once again the errors are large. The value of t he energy 

for this case is very close to the energy for the second case in Table-19. 

In fact, considering the magnitude of the error, we may regard the 

energy to be identical and compare the identities 5.4.10 and 5.4.11. 

Below we give the various terms of these identities. 

(S 1, 1 +S 3, 1)ctist = -0.24187-·i 0.11920 

(52,1 +S 4,1)dist =0.42568-i0.86376 

(S l,l)idm =-(0.17553±0663)-i(0.11457±0.0493) 

(S 2, 1ktnt =(0.53445±0.0865) -i(0.81880 ±0 .0964) 

5. 4 .10a 

5.4. 11 a 

5. 4. 10b 

5.4.11 b 
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The sources of error are numerous. Firstly, we have considered that 

the second case in Table-19 and the case in Table-20 are at the same 

energy. This may not be the case considering the error in the estimates 

of the energy. The quantities in 5.4.10a and 5.4.11a are sums of two quan-

tities ·with considerable error. These two quantities, however, are not 

independent and estimate of the error in the sum is difficult and there-

fore we have not quoted any error. But the error, however, is at least of 

the order of error in one of the quantities summed. The magnitude of 

this error is of the order of the error for the quantities in 5.4.10b and 

5.4.11 b. With all these errors in mind we may regard that the identities 

5.4.10 and 5.4.11 are satisfied. For a definite conclusion, however, consid-

erable amount of computation will be necessary. The identities 5.4.10 

and 5.4.11 should be valid in principle and any discripancy will be a com­

ment on the computer program 1 and the accuracy of the Monte Carlo 

results. 

Contrasting the values of energy for the cases in Section-4.3 with the 

cases in Section-4.4 we notice that we have low energies for the latter. 

Here, the way we get information about the antisymmetric channel is by 

by distorting the symmetric channel slightly. Another way would be to 

distort the node structure of the antisymmetric channel, keeping the 

three nodes to get the information about the symmetric channel. For a 

completely antisymmetric case we know the location of the nodes. How-

ever, the relative location of three nodes for a distorted case is not kno-vvn 

1. We could assume that these two cases are at an identical energy. Then we 
could consider the two results as independent and average the quantities in 
5.4. 10a-b, and, 5.4.lla-b and compare these quantities with the average. Then we 
can consider the results as more satisfactory. In a computer work, l:owever, one 
has a tendency to stop when the results are satisfactory and one must guard 
against such a tendency. 
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a priori. But, ii we could solve the problem of location of nodes e legantly , 

then we could treat the situations with higher energy by distorting the 

antisymmetric case. This would be useful in calculating the scattering 

matrix at higher energy. If the middle node falls outside the range of 

interaction, then we need to consider the region between the two nodes 

covering the interaction (which amounts to the distorted symmetric 

case) since in the other region we can consider the fragments as free. 
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6. Summary and Conclusions 

Our main purpose was to calculate the scattering matrix for a many­

body system, restricted to two-fragment channels, by Monte Carlo simu­

lation. We use the Path Integral Monte Carlo (PIMC) or the Diffusion 

Monte Carlo. We have confined the investigation to a three-body system, 

with a two-body interaction, in one dimension. The interaction between a 

pair is either a square well or a square barrier. The parameters of the 

square well have been chosen, except for one case, such that there is only 

one two-body bound state. Depending on the nature of the interactions, 

one, two, or all three pairs of particles can form a two-body bound state, 

thus giving three different cases. 

In each of the disintegration modes we have two channels 

corresponding to the unbound particle on the left and on the right of the 

bound fragment. These two channels can be superposed to get a sym­

metric and an antisyrnmetric wave function. The symmetric and 

antisymmetric wave functions can be construed as an alternative 

definition of channels. However, the decomposition into symmetric and 

antisymmetric channels are indepedent if the Hq.miltonian does not have 

a parity mixing term. The complete problem can now be solved by simu­

lating the symmetric and the antisymmetric channels separately. Here 

the nodes are symmetric about r a=O. We can, however, solve the com­

plete problem in one simulation by choosing the asymmetric node struc­

ture . Though the first method is inefficient in comparison t o the latter 

method, we have two ways of solving the same problem by Monte Carlo. 
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This can be used as the program verification tool. We have not done this 

in this work, however, but we have used another method of verification to 

be discussed later. 

If only one pair of particles can form a two-body bound state we have 

only one two-fragment mode. In this case we have studied the problem in 

two different ways: 1) Two-body Monte Carlo approximation, where the 

composite and a free particle are considered to interact through an 

effective potential and 2) Three-body Monte Carlo. Here we have 

restricted ourselves to the antisymmetric channel. The two-body approx­

imation, as to be expected, is in good agreement vvith the three-body 

Monte Carlo at low energies. Though the value of the energy calculated 

with the same boundary condition, that is, the node at a point along the 

channel coordinate, is in good agreement, the phase shift does not agree 

as well. This is not paradoxical if we remember that we should compare 

the error with the kinetic energy. We also investigated the situation with 

total positive energy, which corresponds to the opening of the disintegra­

tion channel (i.e., the three-fragment channel). If the energy is low we 

should expect the small amplitudes for scattering into the disintegration 

channel. Here, it seems plausible that we should be able to disregard the 

three-fragment channel. We, however, find that the Monte Carlo calcula­

tions do not give good results and, if the simulation can be continued into 

the continuum at all, it is in a narrow region. We have also analyzed the 

case with two two-body bound states. The aim was to find how well the 

calculations proceed as the energy reaches the value near the second 

bound state. Once again we find that, if we go near the second energy 

level, the calculations break down. Though the evidence is not 

overwhelming, it seems that possibility of another energy level as well as 



- 82-

the continuum of energy level is detrimental to t he calculation if the 

energy is larger than these levels. 

Next we choose the interaction such that the two pairs of particles 

can form a two-body bound state. Once again we res trict ourselves to the 

antisymmetric channel. We may, however, choose the distinguishability 

of the particles. Thus, if the particles are considered distinguishable, we 

have the possibility of two channels. However, if the particles are identi­

cal (we confine ourselves to the bosons) then we have one channel. We 

can, however, obtain the solution to the indistinguishable cases by super­

posing the solutions to the distinguishable cases. Thus we can simulate 

the one-channel case in two different ways. We may choose the trial func­

tion symmetrical in all the channels and treat the problem as one­

channel case, or we may treat it as a multichannel case and superpose 

the solutions to construct the one-channel case. We have calculated the 

phase shift for the one-channel case in these two different ways . Though 

the accuracy of the calculation needs to be improved with better statis­

tics and extrapolation to the infinitesimal integration step, the results 

are satisfactory within the error. However, the principle is clearly true 

and provides a good check within the Monte Carlo calculations. This is 

quite desirable when the problems cannot be treated otherwise. Even for 

the distinguishable particles this check can be used as another program 

verification tool. 

Next we solve the above problem in full by choosing an antisym­

metric node structure. Now if the particles are distinguishable, we have 

four channels. If the particles are identical, however, we have two chan­

nels. As before we can solve the identical particle case in the two ways 

mentioned above. This gives us the relation between t he S-matrix 
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elements for distinguishable and nondistinguishable cases. We h ave 

simulated these two cases and compared the re sults . Though t h e s tatisti­

cal error remains to be improved for a definite conclusion, the results are 

consistent with the error estimates. 

Besides the above we have also given (in Appendix-3) a sampling 

method and studied the effects of various artificial parameters in the 

algorithm. This is of general interest in solutions of diffus ion equations 

via the Monte Carlo technique. The sampling interval obviously reflects 

the correlation between consecutive values of the energy, which consti­

tute a time series, during iteration. Since during relaxation t h e system 

tends to the ground state, there is a stronger correlation. Ther efor e, we 

get a larger sampling interval if we do not exclude the part of the serie s 

during relaxation. Moreover , once beyond the relaxation point we h ave 

better precision in determining the sampling intervaL Hence we can use 

the behavior of the sampling interval in conjunction with the dr ift in the 

ensemble size to detect the equilibration point. The methods given here 

could be of use in analysis of metastable systems. 

As the ensemble drifts it is necessary to restore it to a n omi nal value. 

There is an optimum value of allo~able drift. For the example we st u died 

this was about 5%. Once established, this has been used t hroughout. 

Monitoring the restoration process is useful in dete ction of lhe equilib ra­

tion point as well as the stability with reg ard to t he integr ation s t ep. 

Since the initial ensemble is approximate, the drift is larg e and the res­

toration frequency is large . Besides, at the beginning the ens em ble dr ifts 

to only one of t he bound s ince the distribution of the ens emble is skewed. 

These two characteristics and the behavior of the sampling inter val are 

useful in the d etection of the equilibration point. 
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A smaller integration step obviously gives a large sampling interval. 

A large sampling interval, however, is not always due to a small integra­

tion step. If the integration step is large then the configurations with 

high local energy are readily destroyed, which reduces the fluctuation in 

the energy. This, though, gives rise to a large sampling interval, and, 

however is accompanied by a large drift of the ensemble size, indicated 

by frequent restoration. Another observable is that the drift is skewed to 

one of the bounds, usually the lower bound. Thus the sampling interval 

and the drift of ensemble size are useful in determining the adequacy of 

the integration step. 

Ideal reference energy is the exact energy for the system. Since we 

do not know the exact energy, we have to use the value based on the 

simulation itself which needs to be updated at certain intervals. The 

interval at which we update the reference energy has a definite effect, at 

least for the example we considered, on the correlation exemplified by 

the maxima in the sampling interval, the significance of which is not 

clear. The example we studied does not indicate any instability and the 

region of the small sampling interval seems adequate and reduces the 

estimate of the standard error. A large sampling interval sometimes 

indicated a change in frequency of the update of reference energy. How­

ever this was not useful in fixing the parameters in the subsequent cases. 

Further study of multichannel scattering may be along the following 

lines. We have here used the exact eigenfunction for the two-body bound 

state. For practically interesting cases, however, we will not have this 

information. Therefore, it would be of interest to investigate the sensi­

tivity of the results to small changes in the two-body eigenfunction. 

Study of a realistic model would also be of interest. The case of the 
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Fermion remains to be solved. The fixed node treatmenl used in calcula­

tion of bound state energy, however, is likely to be inaccurate since in 

scattering calculations the wave function is of importance, while in calcu­

lation of bound state energy the exact wave function is n ot as important. 

The real problem is to get away from the fixed node treatment. One way 

to accomplish this is to estimate the "pressure" in each of t he regions 

between the nodes and to determine how they should move. This is possi­

bly an ideal problem for the concurrent processors where e ach of the 

reg ions is analyzed by different processors for some t ime and t he nodes 

are moved after a large number of iterations. The geometry for more 

than three particles, however, complicates the matter. 

The sampling method we have used is based on an empirical study. 

One may abstract a mathematical problem from this: Given a finite series 

of numbers, which is stationary albeit with some correlation, we want to 

sample t his series at a given interval such that the sampled series is the 

b es t representative of random number sequence. A theorem giving the 

estimates of the error will be of use in science and engineering and possi­

bly in economics. 
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Appendix 1. Three-Body Problem: Notation 

The description below is for the one-dimensional case. The extension to 

three dimensions is straight-forward. 

The Hamiltonian. 

The Hamiltonian, in each of the channel ex, may be written as, 

Al.l 

where H 0 is kinetic energy, Va is the interaction potential between the 

fragments and va is the internal potential responsible for the binding 

energy of the fragments. 

Convention for numbering the channels. 

Fragmentation Mode Channel Number 

0 Three particles dissociated: 0 

1 Two fragments;2 and 3 bound: 1 I 

2 Two fragments; 1 and 3 bound: 2 2 

3 Two fragments;2 and 1 bound: 3 3 

4 Three particles bound state: 4 

A general treatment of the scattering requires that the configurations of 

positive and negative values of r a be considered as separate channels. If 

such is the case we will designate the channel \'Vith negative values of r a 

by Ci. It is also convinient to define ra.= -r a · Now we give expressions for 
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some of the parameters for Channel-L The parameters for Channels-2 

and 3 can be obtained by cyclic exchange among indices 1, 2 and 3. 

The channel potential V1 and internal potential V1 are given by, 

A1.2 

Channel coordinate r 1 and corresponding internal coordinate r 1 are given 

by, 

A1.3 

r1=x2-x3 

AL4 

If m 1=m 2=m 3=m the above expressions reduce to, 

Al.5 

and, 

J,L1=2m/ 3. A1.6 

The motion of the center of mass may be excluded with the condition, 

A1.7 

Since we can take r 1 and r 1 as generalized coordinates, it is useful to 

express the similar coordinates in other channels in terms of r 1 and r 1 . 

Al.B 
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A useful transformation 

Due to condition Al. 7 we need two independent coordinates to describe 

the system. In Appendix-4 we check the Monte Carlo algorithm by com­

paring with a calculation by a relaxation technique. There, due to the 

simplicity of the geometry, it is convenient to use the channel coordinate 

r 1=X and r 2=Y as the independent coordinates. Figure-6 shows the 

region risa in the X-Y coordinate sytem. For the case m 1=m 2=m3=m 

we have the coordinates of the particles given by, 

2X 2Y , x 1=-, x 2=-and x 3=-2(.X + Y)l 3. 
3 3 

A1.9 

Then with the two-body potential lti.i = V( I xi -xi I) the Hamiltonian 

transforms to, 

H= 

+ V( I 2 (X-Y)l 31 ) + V( I4X I 3 + 2 Y I 31 ) + V( I 2X I 3 +4 Y I 31 ) . A 1. 10 
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Appendix-2. Random Number Generators 

Here we list the random number generators used in the simulation. 

16807, 2147483647 and 2147483648 are machine dependent numbers. The 

computer we used was VAX. with 32 bit words. The choice of the above 

constants is to give maximum cycle for the random number generator 

(Ha65). 

Uniformly Distributed Random Numbers 

REAL*8 FUNCTION Rt\NDM(dseed) 

DOUBLE PRECISION dseed,d2p31p,d2p31 

DATA d2p31m,d2p31 /2147483647.D0,2147483711.DO/ 

dseed = DMOD( 16807.DO*dseed,d2p31m) 

RANDM = dseed/d2p31 

END 

Gaussian Distributed Random Numbers 

REAL*8 FUNCTION RANDG(dseed) 

IMPLICIT REAL*8 (A-H,O-Z) 
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DATA 

sqrt2,d2p31m,d2pn31 I 1.414214D0,2147483647.D0,2147483648.DOI 

DATA al,a2,a3/-.5751703D0,-1.896513D0,-.5496261D-11 

DATA bO,b 1,b2,b31-.113773D0,-3.293474D0,-2.374996D0,-1.187515DOI 

DATA c0,cl,c2,c31-.1146666D0,-.1314774D0,-.2368201D0,.5073975D-11 

DATA dO,d1,d21-44.27977D0,21.98546D0,-7.586103DOI 

DATA eO,e 1,e2,e3/-.5668422D-1, .3937021DO, -.3166501D0,.6208963D-1 I 

DATA fO,f1,f2/-6.266786D0,4.666263D0,-2.962883DO/ 

DATA gO,gl,g2,g3/.1851159D-3,-.2028152D-2,-.1498384D0,.1078639D-1 I 

DATA hO,hl,h21.9952975D-1,.5211733D0,-.6888301D-1 I 

100 CONTINUE 

dseed = DMOD( 16807.DO*dseed,d2p31m) 

RANDG = dseedld2pn31 

X= l.ODO- 2*RANDG 

IF( .NOT.(x.GT.-l.DO .AND. x.LT.LDO)) GO TO 100 

sigma= DSIGN ( l.DO,x) 

z = DABS(x) 

IF( z.LE. 0 .85DO)GO TO 400 

a= l.DO- z 



b = z 

w = DSQRT(-DLOG(a + a*b)) 

IF( w.LT.2.5DO)GO TO 300 

IF( w.LT.4.0DO)GO TO 200 

wi = l.ODO/w 

sn = (( g3*wi+g2)*wi+gl)*wi 
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sd = (( wi+ h2)*wi + hl)*1vi +hO 

f = w + w*(gO + sn/sd) 

GO TO 500 

200 CONTINUE 

s n = ( ( e 3 *w + e 2) *w + e 1) *w 

sd = (( w+ f2)*w + fl)*w + fO 

f = w + w*(eO + sn/sd) 

GO TO 500 

300 CONTINUE 

sn = ( ( c 3 *w + c 2) *w + c 1) *w 

sn = (( w + d2)*w + dl)*w +dO 

f = w + w*(co + sn/sd) 
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GO TO 500 

400 CONTINUE 

z2 = z*z 

f = z + z*(bO + a1 *z2/(b1 +z2+a2/(b2+z2+a3/(b3+z2)))) 

500 CONTINUE 

y = sigma*f 

RANDG = SQRT2*y 

END 
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Appendix-3. The Sampling Method and Detection of 
Equilibration Point 

The Sampling Method 

We have a time series of expectation values of energy and we wish to 

sample this series at an interval such that we get a random series, i.e., an 

uncorrelated series. This sampling interval can be defined to be the 

correlation length. One way to find the sampling interval is to compare 

the sample against a sample of pseudo random numbers, generated on 

the computer, of the same size and distribution. Therefore, we want to 

know the distribution of the energy values. We expect the distribution to 

be the Gaussian about the mean. 1 This is borne out by the statistical tests 

of many series of energy and we illustrate one such example in Table-1. 

The energy series is for the example to be described in Section-4. 3 

Next we consider a method of comparison between the samples from 

the time series and the samples of Gaussian distributed random 

numbers, which will be referred to as the random number samples in 

here. For this purpose we define a Fourier integrat F(CJ). and a correla-

tion coefficient, CN,n, for a finite series of length N. Let Ei be the value of 

the energy at time Ti with an average E. Let ei =Ei-E. Then we define a 

Fourier integral for this as, 

N-1 
F(w) = 2:: J dT(~ +biT)exp ( -iCJT) 

i=l 

1. The reason for this is that the energy is mean over large numbe r of 
configuratior...s. 

A3.1 



where, 

a.;,= 
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eiTi+l- ei+lTi 

Ti+l-Ti 

ei+l-ei 
bi=---­

Ti+l-Ti 

The power spectrum of the series is defined as, 

A3.2 

The correlation coefficient , CN,n , is calculated by shifting the series by 

n units and calculating the correlation between the overlapping N -n 

points. That is, we define CN,n as, 

N-n 
~ eiei+n 

i=l CN,n = _N _ ___:. __ N---n----. 

[ ~ I ei I2J*[ 2: I ei I2J* 
i=n i=l 

A3.3 

Figure-1 shows the power spectrum and the correlation coefficient, CN,n, 

for a random sample of size 200. Here we remark: 

a. The time scale is normalized such that TN= 1.0. 

b. We observe that the power spectrum has significant value to about 

a frequency of 100, which is half the frequency of the sample points. 

c. We can assert that the tail of the correlation coefficient curve is 

equivalent to the one we will obtain from a smaller sample except for 

n=O. Forn=O,CNn=l.O. 
I 

d. As the sample size reduces CN,n becomes significant and varies 

violently. 

From Fig-2 we see that the direct use of the above quantities is 

difficult due to fluctuations, which are particularly large for small sample 

size. Secondly, it is not a particular sequence of random number we 
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should be comparing but rather an average property of such samples. 

What we need is a measure which is averaged over many random samples. 

Below we define such a measure . 

We consider a random sample of size N , and calculate CN,n• as 

defined by Eq. -4.2.4 by shifting the sample by n. As defined above, CN,n is 

calculated on the basis of only the overlapping part of the sample . Now 

we define, 

m 

QN,m = 2; CN,n· A3 .4 
n=l 

We find the value m =m 1 where the value of QN,m = 1, interpolating if 

necessary. 2 Next we 1-vish to average m 1 over an adequate number of 

samples to get an estimate of m 1. For this purpose we generated 20,000 

Gaussian distributed random numbers and constructed as many samples 

of a particular size as possible by taking cqnsecutive random numbers, 

with no intersection between any two samples. For example, for size 50, 

sample one has 1 through 50 numbers, sample two 51 through 100 

numbers ....... etc, which give 400 samples . In Table-2 we give the values 

m 1 for all the samples of size 50.3 Table-3 summarizes the results for the 

sizes 50 through 1000 at an interval of 50. From Table-3 we see that the 

relative standard error depends on N times S, which is approximately 

20,000. 

Table-3 suggests a linear fit with or without a constant term, 

2. If QN ,m is chosen larger than 1 then m 1will be undefined for some samples . 
3. We here n ote that m 1 has Gaussian distribution based on a test d etailed in 
Table-?. 

A3.5 
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gives, 

a = 0.5820 and b = 0.6193, 

while, 

m 1 = bN; gives b = 0.6220. A3.6 

If we compare the above in light of the standard error it is quite appropri­

ate to assume that the linear relation m 1 =biV is adequate. 4 

We find the sampling interval as follows. We guess an approximate 

sampling interval by observing the correlation coefficient for the time 

series or we may arbitrarily start with Ns=64. If the sampling interval is 

inadequate, this will be clear from the fact that the QN,m quickly 

approaches unity. Obviously it is not adequate to consider only one sam-

ple. However, by changing the starting point for the sampling, we get Ns 

different samples and average the value of m 1 over these samples. For 

uncorrelated samples we expect the value of m 1 between 0.60N an 0.66N 

if the standard error is about 0.01N, which we expect. It is clear that too 

large a sampling interval will satisfy the criterion. However, we wish to 

determine the least value of the sampling interval that will satisfy the cri­

terion. This can be done by a binary search starting from N s = 128 or 64. 

Computationally, however, it is efficient to start from a larger value and 

go down than start from the smaller value and move upwards. Once we 

approach a candidate for the sampling interval, we check in the 

4. In the continuum limit, i.e., N ~ T and n ~t, if we consider a continuous sta­
tionary Gaussian random process of length T, then the correlation, C(T,t ) with a 
shift oft, defined analogous to CN,n, is (Pa65), 

I C(T,t) i2 = (T~t) and m 1"" 0.63235N 
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neighborhood. If the candidate is right, then below we will see m 1/ N 

decreasing and above we find m 1; N constant. However, there will be 

fluctuations and we have to consider this as average behavior. We defer 

further discussion to Section-4.4 where we illustrate the method through 

an example. 

Detection of the Equilibration Point 

Since the initial ensemble is a representative of an approximate 

wave function, we have to wait for the system to relax before we begin 

sampling. Hence we need a procedure to find when the system 

approaches the equilibrium, that is a stationary stochastic process, albeit 

with some correlation. The time, or iteration number NR, at which the 

system has relaxed to the ground state, of course, with some fluctuations, 

we refer to as the equilibration point. One •Nay to do this is to determine 

the characteristic time of the the system and thereby guess at the rela.x­

ation time. That is, we say that the relaxation time is some multiple of 

the characteristic time and discard the iteration. during this time. 

Besides the uncertainities involved in such a procedure, it may be that 

the system has many characteristic times. To estimate the relaxation 

time one has to evaluate the relative importance · of various time scales . 

Though this may be simple in some cases, it may not be so in general. 

Some systems may have metastable regions which may give rise to 

further complications. Therefore, it may be worthwhile to find a method 

of detecting the relaxation time within the Monte Carlo simulation. Below 

we describe such a method. 

As the iterations proceed, the size of the ensemble NB drifts due to 

replication or deletion of the configurations. As discussed in Secti:::>n-2.1, 
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if the local energy is larger than the reference energy Er. then there is a 

chance that the configuration will be destroyed. If the local energy is 

smaller than the reference energy; however, new replicas of the 

configuration are created. This, of course, changes the reference energy 

for the later iterations and also gives rise to the drift of the ensemble 

size. In the beginning when the ensemble is representative of the approx­

imate wave function, this drift will be large. If the system is relaxed, how­

ever, the reference energy will fluctuate about the ground state energy. 

Also the probabilities for replication and deletion vvill become equal. 

Therefore, the ensemble size will stabilize and the rate of drift will 

reduce. Therefore, while the ensemble reaches the bounds frequently 

during relaxation, this frequency will reduce considerably after the relax­

ation has occurred. Another difference is that, while during relaxation 

the ensemble will repeatedly reach one of the bounds, for the relaxed 

system the ensemble will hit both upper (Nu) and lower (NL) bounds on 

its size. If we observe the nature of the drift of the ensemble, which can 

be accomplished by monitoring the frequency of the update and type of 

bounds crossed, we can get a fair judgement about the relaxation time. 

Further, with some experience, this monitoring helps to judge the ade­

quacy of the integration step OT with regard to the stability of the algo­

rithm, since the larger the oT the faster is the drift. 

All the above statements are true only in a statistical sense. Hence 

although the above procedure is reasonably accurate, there are times 

when ambiguities are present. There is a chance that the ensemble will 

hit the same bound repeatedly even after relaxation. Sometimes the 

update may create new members where they will be readily destroyed. 

This gives rise to some variation of the frequency of upd a tes. 
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Nevertheless, we can guess that at certain points the stationary state 

may have been reached. This can be further verified as described below. 

During relaxation there is a stronger correlation between one itera­

tion to another since both of them try to drive the system toward the sta­

tionary state; some fluctuations, however, will persist. Now if we were to 

determine the sampling interval including relaxation time, then the sam­

pling interval will be larger compared to the sampling interval based on 

the iterations after relaxation. Once the system has reached the station­

ary point, however, the sampling interval, determined by the method of 

Section-4.2, will approach a relatively constant value. We can use this in 

conjunction with the nature and the rate of drift of the ensemble size to 

judge whether the system has relaxed. 

Although we will not have an opportunity for its use, we make a brief 

remark on the possibility of treating the system with a metastable state. 

The metastable state is characterized by a very slow drift towards the 

stable state. The drift could be assumed linear. 5 In the case of a stable 

state we consider the deviations from the mean. Now we consider the 

deviations from the assumed linear relation. The correlation will be least 

when the assumed slope is adequate. Consequently, the sampling interval 

will be minimum. This requires good precision, and therefore a long run 

time, in determining the sampling interval. 

5. This assumption is not essential and further generalization is straight forward. 
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Appendix 4. A Test of the .Algorithm 

Here we use the X-Y coordinate system defined in Appendix-1. To 

test the alogorithm for the three-particle case we consider the problem 

below. We consider a system of three identical particles(bosons) in one 

dimension with two-body interaction potential which we take to be 

square-wells of depth V0 and widths. We choose the parameters to be, 

m='/Tlp ; V0=8.0JWeV and a 0=1.0fm. A4.1 

We choose the boundaries of the system to be Ra=a=5.0. At the boun­

dary the wave function is forced to vanish. We wish to find the lowest 

energy state with the above conditions. 

The Monte Carlo Solution 

This problem can readily be solved by the Monte Carlo a lgorithm used 

in this work. We choose the trial wave function to be, 

Ur=cos (1rX I 2a )cos (1rY I 2a )cos (1r(X + Y)l 2a) . A4.2 

We choose a = 5 fm. The Monte Carlo results for various integration steps 

are given in Table-12b 
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The Relaxation Solution 

We divide the region in a grid of size !::J.x=!::J.y =10.0/ Nx. Consider a 

grid point at i along the X-axis and j along theY-axis. Let ui.i ( T) be the 

value of the wave function at the grid point (i,j) at time T . A wave func-

tion W evolves, regarding the time as imaginary, as, 

A4.4 

where the Hamiltonian H, is given by equation A 1. 9. As usual we can 

incorporate an energy shiftEr through the transformation 

V~exp(-TEr)U. A4.5 

Then the equation for U is, 

au aT = -(H - Er) U. A4.6 

Integrating the equation-A4.6 by finite difference, with an integration step 

OT, we get, 

A4.7 

Using equation A4. 7 we can integrate the wave function to give the ground 

state. We need to define the differential operator in the Hamiltonian as a 

finite difference operator. The operator corresponding to five-point 

operator V5 (Da74) we define as, 

au .. 
1.,) 

a r-2 

ui+ l, j + ui-l ,j -2 ui .i 
f1X2 

= u i ,j+1 + ui,j-1-2 ui.i 
~y2 

A4.8 



au .. 
t,) 

axay 
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ui + l.j + 1 + ui -l.j -1 - ui + l,j -1-ui -1.i + 1 

4LlX!J.Y 

Here we make the following remarks on the relaxation calculation. 

a. We initialize Ui,i with Ur given by equation A4.2. 

b. For Er we use the expectation value of the Hamiltonian with 

current values of the Ui.i, given by, 

A4.9 

This will give the value of the energy at the end of the calculation once 

the ground state is reached. 

c. After relaxing the relaxation we renormalize the values of Ui,i. If 

this is not done the values of Ui,j can drift to low values since Er is 

different than the ground state energy. 

d. For a given value of LlX the value of OTis not arbitrary. The value 

of OT must be lower than the critical value and above this the relaxation 

procedure is not stable. Moreover there is an optimum value of OT for 

which the relaxation procedure is fastest. We find this optimum value for 

a coarse size and then scale this for use for a finer grid by 

A4.10 

e. Table-12a gives the results for various grid sizes . We extrapolate to 

OT=O through a linear least-square fit. 
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The Results: 

Finite Difference Relaxation: 

1. Linear Extrapolation: E = -3.11312 MeV 

2. Quadratic Extrapolation: E = -3.09789 MeV 

Path Integral Monte Carlo: E = -3.06766 MeV ±0.033 

Referring to Table-11 two-body binding energy is: e = -1.23553 MeV. 

Since E is less thane there is a three-particle bound state. 
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Table-1 ( 4 pages ) 

Comparison between exact Gaussian distribution~ Gaussian distributed 

pseudo-random numbers generated on the computer and the distribution 

of the values of the energy in a Monte Carlo simulation. r is the distance 

from the mean in units of variance. The numbers tabulated against r are 

the fraction of the number of events within a distance of r from the 

mean. The second column is the theoretical value given by 2erf(r). The 

third column is for 5000 computer-generated Gaussian distributed 

pseudo-random numbers. The fourth column is for 5000 energy values 

where to take care of transients we have discarded 2000 initial iterations 

out of 7000. In the last column we list the standard error for the sample 

size of 5000. 

p Exact 

0 .05 0.03988 

0.10 0.07966 

0.15 0.11924 

0.20 0.15852 

0.25 0.17942 

0.30 0.23582 

0 .35 0.27366 

0 .40 0.31084 

0.45 0.34728 

0.50 0.38728 

Pseudo-random 

0.0390 

0.0722 

0.1132 

0.1486 

0.1950 

0.2320 

0.2774 

0 .3146 

0.3552 

0.3874 

Energy 

0.0406 

0.0840 

0.1242 

0.1646 

0.2068 

0.2441 

0.2827 

0.3211 

0.3581 

0.3955 

St. error 

0.00277 

0.00383 

0.00458 

0.00517 

0.00543 

0.00600 

0.0063 1 

0.00655 

0.006?3 

0.00689 



Table-1 (continued) 

p Exact 

0.55 0.41768 

0.60 0.45150 

0.65 0.48430 

0.70 0.51608 

0.75 0.54674 

0.80 0.57628 

0.85 0.60468 

0.90 0.63188 

0.95 0.65788 

1.00 0.68268 

1.05 0. 70628 

1.10 0.72866 

1.15 0.74986 

1.20 0. 76986 

1.25 0. 78870 

1.30 0. 80640 

1.35 0.82298 

1.40 0.83848 

1.45 0.85294 

1.50 0. 86638 
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Pseudo-random 

0.4230 

0.4570 

0.4902 

0.5194 

0.5448 

0.5744 

0.6012 

0.6328 

0.6616 

0.6856 

0.7088 

0.7292 

0.7504 

0.7706 

0.7924 

0 .8084 

0.8210 

0.8388 

0.8530 

0.8638 

Energy St. error 

0.4325 0.00690 

0.4659 0.00704 

0.4985 0.00707 

0.5257 0.00707 

0.5551 0.00704 

0.5883 0.00699 

0.6171 0.00691 

0.6467 0.00682 

0.6705 0.00871 

0.6941 0.00658 

0.7163 0.00644 

0.7337 0.00629 

0.7544 0.006 12 

0.7744 0.00595 

0. 7906 0.00577 

0. 8064 0. 00559 

0.8246 0.00540 

0.8372 0.00520 

0.8528 0.00501 

0.8710 0.00481 



Table-1 (continued) 

p Exact 

1.55 0.87886 

1.60 0.89040 

1.65 0.90106 

1.70 0.91086 

1.75 0.91988 

1.80 0.92814 

1.85 0. 93568 

1.90 0.94256 

1.95 0 .94881 

2.00 0 .95450 

2.05 0. 95964 

2.10 0.96428 

2.15 0.96844 

2.20 0. 97220 

2.25 0.9?556 

2.30 0. 97856 

2.35 0.98122 

2.40 0. 98360 

2.45 0. 98572 

2.50 0. 98758 
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Pseudo-random 

0.8820 

0.8932 

0.9040 

0.9134 

0.9214 

0.9304 

0.9352 

0.9428 

0.9490 

0.9540 

0.9590 

0.9634 

0.9688 

0.9718 

0.9742 

0.9776 

0.9796 

0.9826 

0.9842 

0.9856 

Energy St. error 

0.8822 0.00461 

0.8940 0.00442 

0.9032 0.00422 

0.9098 0.00403 

0.9168 0.00384 

0.9242 0.00365 

0.9320 0.00347 

0.9386 0.00329 

0.9440 0.00312 

0.9496 0.00295 

0.9552 0.00278 

0.9600 0.00262 

0.9644 0.00247 

0.9696 0.00232 

0.9738 0.002 18 

0.9756 0.00205 

0.9790 0.001 92 

0.9798 0.00 180 

0.9822 0.001 68 

0.9850 0. 001 57 



Table-1 (continued) 

p Exact 

2.55 0.98922 

2.60 0.99068 

2.65 0.99194 

2.70 0.99306 

2.75 0.99404 

2.80 0. 99488 

2.85 0. 99562 

2.90 0.99626 

2.95 0.99682 

3.00 0. 99730 
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Pseudo-random 

0.9864 

0.9886 

0.9912 

0.9922 

0.9934 

0.9946 

0.9950 

0.9962 

0.9964 

0.9972 

Energy St. error 

0.9868 0.001 46 

0.9880 0.00136 

0.9894 0.00126 

0.9906 0.00117 

0.9920 0.00109 

0.9932 0.00101 

0.9938 0.00093 

0.9948 0.00086 

0. 9954 0. 00080 

0.9956 0.00073 
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Table-2 ( 3 pages ) 

The values of m 1 for the Gaussian distributed random numbers were cal­

culated by simulation, using computer-generated pseudo-random 

numbers (Gaussian distributed). 20 ,000 numbers were generated vvith t he 

seed 53193710303.00 . For the sample size of 50, 400 samples were u sed 

using 50 consecutive random numbers. Following are the values of m 1 for 

these samples. The distribution of m 1 is Gaussian about the mean, m 1, as 

is shown in Table-7. Without listing m 1 for other sample sizes, the results 

are summarized in Table-3. 

34.20 

25.91 

29.99 

38.21 

29.81 

33.25 

31.60 

30.21 

25. 10 

36.0? 

33.75 

30. 10 

38.22 

36.65 

36.31 

38.64 

26.71 

30.12 

22.78 

37.70 

34.46 

21.93 

23.70 

20.59 

30.18 

32.38 

35.20 

29.50 

29.91 

38.29 

26.09 

33.74 

21.87 

30.34 

31.62 

33.21 

22.02 

32.40 

40.17 

34.80 

30.16 

27.34 

27.51 

29.13 

29 .30 

31.15 

32.64 

27.41 

19.86 

25.70 

34.59 

35.42 

29.16 

23.71 . 24.52 

34.24 

34.76 

30.72 

27.74 

36.01 

33.46 

30.38 

32.89 

31.29 

33 .78 

29.41 

35.11 

30.65 

27.45 

26.06 

32.53 

33.75 

30.38 

35.67 

28.05 

31.72 

30.66 

20.93 

29.60 

35.28 

27.92 

33.70 

38.37 

23.41 

30 .08 

37.94 

32.83 

28 .90 

34 .31 

25. 84 

30.14 

24.54 

34.37 

23.50 

30 .57 

31.06 

29. 23 

34.90 

28 .13 

38.74 

31 .20 

27 .99 

34 .93 

31. 53 

30 .34 

23.47 

32.96 

41 .44 

31.79 

23.18 

33 .52 

34.15 

29 .72 

32.36 

31.4 1 

33.72 

28 .98 

29 .13 

29 .26 

33 .59 
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Table-2 ( continued ) 

31.22 30.09 23.99 31.55 27.03 35.63 31.79 33.11 

30.96 33.37 31.93 32 .83 37.35 40.25 29.72 22.60 

28.31 30.40 33.70 31.08 31.02 22.31 30.46 27.01 

25.98 29.21 26.79 34.18 22.71 34.19 22.02 36.26 

37.20 28.55 32.39 35.10 16.12 38.69 34.19 31.82 

33.36 35.47 31.71 34.67 33.93 30.92 21.96 29.51 

21.57 22.84 24.03 34.05 35.28 29.49 21.46 28.65 

32.30 36.10 33.92 35.25 33.28 31.87 30.90 29.83 

30.02 25.27 29.13 22.04 37.25 37.13 33.70 22.41 

35.39 32.38 37.37 27.06 31.81 34.88 32.26 24.89 

37.20 32.03 32.34 34.26 27.30 25.51 34.34 16.80 

36.56 36.56 33.13 36.10 30.22 33 .70 21.88 35.43 

37.89 36.46 32.26 36.83 30.39 37.57 31.22 30.97 

29.96 27.74 32.74 37.57 30.33 28 .62 39.88. 32.36 

28.39 35.22 24.70 32.47 28.74 35.12 31.88 30.32 

27.43 28.70 32.67 33.46 33.98 39.25 28.12 26. 85 

33.06 28.91 35.23 23.12 37.69 34.45 39.89 36.14 

29.79 31.58 33 .68 29.12 37.60 27.24 27.84 34.29 

30.95 34.33 22.04 31.66 36.90 24.84 29.45 31.79 

29.08 33.85 32.20 29.71 35.50 33.49 25.56 33.81 
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Table-2 ( continued) 

33.04 34.66 35.36 27.21 27.65 32.07 29.71 29.58 

21.72 42.23 34.31 34.31 37.14 26. 32 27.09 36 .26 

37.64 32.84 33.12 34.82 21.21 34.24 39.16 26.45 

30.09 23.42 34.92 36.28 26.99 29.11 30.40 31 .79 

27.86 35.67 32.61 29.90 28.84 22.77 19.20 33.10 

32.02 35.91 31.76 29.48 35.67 34.34 31.93 28.06 

33.36 33.64 25.27 34.02 32.78 21.60 28.20 23.68 

21.85 23.31 28.36 32.34 37.35 35.43 28.08 33.27 

33.86 28.11 34.50 33.06 23.11 36.12 23 .24 23.67 

24.44 34.20 29.06 38.59 22.56 35.92 34.22 34.61 

37.94 26.56 22.87 33.72 31.51 30.00 24.72 23.62 

21.95 32.52 34.28 27.98 22.39 27.50 22. 99 30.58 

35.59 37.95 34.97 32.55 35.23 38.19 34.84 28.34 

35.94 31.91 30.36 29.42 30.57 35.49 35.65 32.86 

37.45 38.65 22.10 34.49 24.76 38.26 26.99 26.66 
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Table-3 (2 pages) 

A Monte Carlo simulation to calculate m 1 for the Gaussian distribute d 

pseudo-random numbers. 20,000 numbers were generated vvith the seed 

5319371303.00. S samples 'With size N were selected from these numbers, 

taking N consecutive numbers in each of the samples. u is the standard 

deviation for m 1. The standard error is calculated as a/ s*. 

N s ml () 

50 400 31.00 4.77 

100 200 61.77 8.12 

150 133 94.16 11.55 

200 100 126.31 11.19 

250 80 155.38 12.44 

300 66 185.17 15.71 

350 57 215.34 17.71 

400 50 252.31 18.82 

450 44 275.49 17.45 

500 40 315.49 13.69 

550 36 347.18 23.16 

600 33 383.05 19.50 

650 30 412.28 25 .50 

700 28 444.03 23.4 7 

750 26 479.49 27.42 

st. error 

0.239 

0.575 

1.002 

1.119 

1.390 

1.935 

2.345 

2.661 

2 .630 

2.164 

3.859 

3.394 

4.654 

4.436 

5.377 

m 1/N 

0.62001 

0.61775 

0.62772 

0.63157 

0.62151 

0.61721 

0.61526 

0.63076 

0.61221 

0.63098 

0.63 124 

0.63841 

0.63427 

0.63433 

0.63931 
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Table-3 ( continued) 

N s rn1 a st. error rn. 1/ N 

800 25 511.32 22.64 4.527 0.639 15 

850 23 539.12 23 .88 4 .978 0.63427 

900 22 571.08 20.17 4.299 0. 63453 

950 21 611.64 28.83 6.291 0.64372 

1000 20 641.64 24.52 5.480 0.64164 
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Table-4 

Comparison between the exact (ex), Monte Carlo (MC) and variational 

(var) calculation of the energy E and phase shift o for a one-dimensional 

scattering problem. The potential is Poschl-Teller defined in Eq. (4.3.3) of 

Section-4.4 for U0=-8kleVandx0=2fermi. The parameter R defines the 

"box" boundary where the wave function is forced to have a node. The 

exact phase shifts are calculated both by solving the Calogero equation 

(Ca67) and from the exact value of E using Eq. 4.4.4. The former values 

are the true values, while the latter ones (shown in the parentheses) will 

coincide with these only when V(r) is negligible for r > R. This table is 

reproduced from (Al84). 

R(fm) 5.0 7.5 

Eex (MeV) 5.3732 2.1236 

EMc(MeV) 5.3752 2.1236 

±0.0054 ±0.0073 

Evar(MeV) 5.4993 

Oe:r;(rad) 0.6014 

(0.5962) 

6 Mc(rad) 0.5959 

2.3176 

0.7416 

(0.7414) 

0.7426 

10.0 

1.1453 

1.1404 

±0.005 

1.3410 

0 . 7912 

(0. 7913) 

0.7964 

±0.0013 ±0.0041 ±0.0051 

0.5665 0.6341 0.5984 

20 .0 

0.2991 

0.3011 

±0.004 

0.3951 

0.7390 

(0.7395) 

0.7310 

±0.016 

0.381 
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Table-5 ( 2 pages ) 

The values of iteration at which the ensemble is updated are listed. The 

upper limit of 90 and lower limit of 110 were imposed on the ensemble. 

The ensemble was updated to 100 whenever the above bounds were 

crossed. The data below pertain to the case discussed in Section-4.3. 

From the table we may guess that the stationary point is reached 

between iterations 214 and 824. 

Iteration 

16 

45 

215 

824 

1376 

1724 

2006 

2115 

2533 

2673 

3512 

4741 

4909 

4958 

5252 

Interval 

16 

39 

170 

609 

548 

348 

282 

146 

378 

140 

839 

1229 

168 

49 

294 

Updated from 

90 

90 

90 

110 

90 

90 

90 

90 

90 

90 

90 

110 

110 

110 

110 



( Table-5 continued ) 

Iteration 

5368 

5400 

5681 

5731 

6130 

6270 

6383 

6829 
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Interval 

116 

32 

281 

50 

399 

140 

113 

446 

Updated from 

110 

110 

110 

90 

110 

90 

110 

89 
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Table-6 

The table below is for the case discussed in Section-4.4 . The sampling 

interval is tabulated against the number of initial iterations discarded. 

From the table we conclude that the stationary point is reached after 

about 700 iterations. 

Iterations discarded Sampling interval 

0 42 ±2 

100 42 ±2 

200 39 ±2 

300 37 ±2 

400 35 ±2 

500 35 ±1 

600 35 ±1 

700 . 31 ± 1 

800 31 ±1 

900 31 ±1 

1000 31 ± 1 
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Table-7 ( 3 pages ) 

The table below gives the values of m 1/ N for various sampling intervals 

for the example in Section-4.4 . The table is for Case-b in Figure-6 vihere 

the first 700 iterations have been discarded. The error in the last column 

is the standard error in m 1; N. The striking feature is the fluctuation in 

the value beyond the sampling interval of 31. The theoretical asymptotic 

value of m 1/ N as N~oo is 0.6325. 

Sampling Interval 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

m 1/N Error 

0.26280 0.01107 

0.32250 0.00943 

0.37093 0.01875 

0.40914 0.01026 

0.43385 0.00852 

0.47336 0.01457 

0.48519 0.00907 

0.50359 0.00979 

0.52326 0.01162 

0.53726 0.01335 

0.55895 0.01294 

0. 56119 0.00938 

0.55392 0.01654 

0.58744 0.01343 

0.60039 0.01283 
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Table-? continued 

Sampling Interval m 1/ lV Error 

26 0.56880 0.01324 

27 0.60336 0.00985 

28 0.59846 0.01220 

29 0.59435 0.00803 

30 0.61015 0.00777 

31 0 .65100 0.00924 

32 0.63205 0.00869 

33 0.60602 0.01159 

34 0.62215 0.01377 

35 0.63808 0.00803 

36 0.62174 0.011 76 

37 0.65721 0.01035 

38 0.65637 0.00974 

39 0.65141 0.00609 

40 0.62639 0.01005 

41 0.6221 4 0.00742 

42 0.67225 0.00638 

43 0.64066 0.01 223 

44 0.65096 0.00905 

45 0.60969 0.011 44 
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Table-7 continued 

Sampling Interval m 1/N Error 

46 0.64814 0.00885 

47 0.64715 0.00914 

48 0.63809 0.00782 

49 0.64311 0.01182 

50 0.65939 0.01153 

51 0.61469 0.00970 

52 0.63628 0.00880 

53 0.63588 0.00858 

54 0.60011 0.01044 

55 0.65487 0.00675 

56 0.61787 0.00909 

57 0.63243 0.01101 

58 0.64093 0.00994 

59 0.66597 0.00808 

60 0.67873 0.00858 
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Table-Ba. 

The values of m 1 for the sampling of a time series of energy. The initial 

700 iterations are discarded so that the system has relaxed. The sam­

pling interval, however, is taken as 120 iterations enabling us to obtain 

120 different samples of size 50. This enables us to compare the distribu­

tion of m 1 for this series with that of the pseudo-random series, r ecorded 

in Table-2. 

28.91 

31.03 

36.62 

34.36 

34.25 

36.96 

35.50 

24.35 

29.49 

24.57 

22.18 

34.16 

25.40 

27.83 

27.33 

34.55 

24.87 

31.71 

34.64 

32.81 

27.47 

35.99 

26.46 

29.97 

29.88 

22.02 

30.69 

27.81 

28.81 

30.20 

34.55 

28 .52 

32.65 

34.28 

33.87 

31.38 

35.96 

29.79 

31.08 

24.78 

27.37 

32.04 

26.62 

28 .86 

32.19 

37.08 

31.56 

32.97 

31.48 

36.00 

38.33 

36.33 

29.49 

29.52 

27.15 

29.84 

32 .33 

27.15 

20.27 

32.00 

34.78 

30.59 

34.93 

31.61 

33.69 

37.55 

35.40 

29.14 

29.97 

24.35 

31.07 

20.14 

25.28 

22.47 

28.68 

32.25 

32.78 

34.23 

33.14 

37.35 

38.71 

30.75 

29.27 

27.30 

32.19 

31.89 

16.23 

25.96 

27 .54 

32.12 

30.32 

34.31 

34.46 

31 .73 

35.41 

38.19 

29.90 

29.74 

23.36 

22.94 

32.31 

17.85 

30.59 

28 .07 

30.79 

32.33 

34.22 

34.22 

31 .94 

37.11 

37.49 

29.21 

27.58 

20.91 

22.42 

32.38 

24 .29 

31.43 

22.88 

32.80 
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Table-8b 

This table summarizes the comparison between Table-2 and Table-Sa. In 

Table-9 the distribution is compared in more detail. Note the closeness 

of the variance a. 

N 

s 

u 

St. error 

m 1/ N 

St. error IN 

Gaussian Random Numbers Energy Time Series 

50 

400 

31.00 

4.771 

0.239 

0.620 

0.00477 

50 

120 

30.41 

4.64 

0. 423 

0.608 

0.0085 
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Table-9 ( 4 pages ) 

The table below compares the 'distribution for m 1 for a Gaussian p seudo­

random series and the time series for the energy obtained in the 

Diffusion Monte Carlo for the example in Section-4.4 . p is the dist ance 

from the average in the units of variance . As in Table-1 the fraction of 

events vvithin this distance is tabulated . The second column is the exact 

value for the Gaussian distribution. The third column is t he dis tribution 

of m 1, listed in Table-1 , for the samples from the pseudo-random series . 

The last column is for the samples of energy values sampled at an inter­

val of 120 for which values of m 1 are listed in Table-Ba. While comparing 

we should note that, while the number of events considered for column 

three is 400, this value is 120 for column four . 

p Gauss . 

0.05 0.03988 

0.10 0.07966 

0.15 0.11924 

0.20 0.15852 

0.25 0.17942 

0.30 0.23582 

0.35 0.27366 

0.40 0.31084 

0.45 0.34728 

0.50 0.38728 

m l(random) . 

0.0300 

0.0500 

0. 0975 

0.1550 

0.1825 

0.2300 

0.2625 

0.3075 

0.3400 

0.3700 

m 1 ( em:rgy) 

0.0333 

0.0750 

0.1417 

0.1667 

0.2083 

0.2500 

0.3000 

0.34 17 

0.3917 

0.4000 



Table-9 continued 

p Gauss. 

0.55 0.41768 

0.60 0.45150 

0.65 0.48430 

0.70 0.51608 

0.75 0.54674 

0.80 0.57628 

0. 85 0.60468 

0.90 0.63188 

0. 95 0.65788 

1. 00 0.68268 

1.05 0.70628 

1.10 0.72866 

1.15 0.74986 

1.20 0.76986 

1.25 0.78870 

1.30 0.80640 

1. 35 0 .82298 

1.40 0.83848 

1.45 0.85294 

1.50 0.86638 
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ml(random) 

0.3875 

0.4325 

0.4700 

0.5200 

0.5500 

0.5775 

0.6100 

0.6400 

0.6675 

0.6875 

0.7000 

0.7225 

0.7400 

0.7500 

0.7625 

0. 7725 

0.7950 

0 .8150 

0.8225 

0.8350 

m 1(energy) 

0.4333 

0.4667 

0.4917 

0.5167 

0.5500 

0.5500 

0.6167 

0.6583 

0.6750 

0.6917 

0.6917 

0 . 7167 

0.7333 

0.7417 

0.7750 

0. 7917 

0.8250 

0.8250 

0.8417 

0.8500 



Table-9 continued 

p Gauss. 

1.55 0.87886 

1.60 0.89040 

1.65 0.90106 

1.70 0.91086 

1.75 0.91988 

1.80 0.92814 

1.85 0.93568 

1.90 0.94256 

1.95 0.94881 

2.00 0.95450 

2.05 0.95964 

2.10 0.96428 

2.15 0.96844 

2.20 0.97220 

2.25 0.97556 

2.30 0.97856 

2.35 0.98122 

2.40 0.98360 

2.45 0.98572 

2.50 0.98758 
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m 1(ra.ndom) 

0.8625 

0.8750 

0.8925 

0.9000 

0.9175 

0.9225 

0.9300 

0.9525 

0.9700 

0.9750 

0.9775 

0.9800 

0.9825 

0.9875 

0.9875 

0.9875 

0.9900 

0.9925 

0.9925 

0.9950 

m1(energy) 

0.8833 

0.8833 

0.9000 

0.9083 

0.9333 

0.9500 

0.9583 

0.9583 

0.9583 

0.9583 

0.9583 

0.9667 

0. 9667 

0.9750 

0.9833 

0. 9833 

0. 9833 

0. 9833 

0. 9833 

0. 9833 



Table-9 continued 

p Gauss. 

2.55 0.98922 

2.60 0.99068 

2.65 0.99194 

2.70 0.99306 

2.75 0.99404 

2.80 0.99488 

2.85 0.99562 

2.90 0.99626 

2. 95 0.99682 

3.00 0.99730 
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m l(ra.ndom) 

0.9950 

0.9950 

0.9950 

0.9950 

0.9950 

0.9950 

0.9950 

0.9950 

0.9950 

0.9975 

m l(energy) 

0.9833 

0.9833 

0.9833 

0.9833 

0.9917 

0.9917 

0.9917 

0.9917 

0.9917 

0.9917 



- 129-

Table-lOa 

This table gives results of runs with various parameters for the problem 

defined in Section-4.4. Each run is 7000 iterations long with an integr a­

tion step oT= 0.001x 10-23sec. In the fourth case the system was found to 

be destabilized every time the ensemble was restored to a nominal value 

of 100. Except for the last two cases the seed for the random number 

generator is the same. The last two cases, however, are the same as the 

first case with the seed for the random number generator changed. 

Nu No NL NE NR Ns s E oE 

(MeV) (MeV) 

105 100 95 20 401 29 228 5.40205 0.01093 

110 100 90 20 701 32 175 5.37471 0.01290 

115 100 85 20 1301 35 163 5.39177 0.01476 

120 100 80 20 

205 200 195 20 801 27 229 5.37172 0.00873 

210 200 190 20 401 35 189 5.38246 0.00947 

220 200 180 20 801 36 172 5.37480 0.00972 

105 100 95 10 401 30 220 5.38640 0.01 254 

105 100 95 25 401 37 178 5.38762 0.0 1093 

105 100 95 30 401 83 80 5.38949 0.01 995 

105 100 95 35 401 65 102 5.39194 0.0 1806 

105 100 95 40 401 35 189 5.39882 0.01 349 

105 100 95 20 401 29 227 5.38649 0.01233 

105 100 95 20 401 31 213 5.37804 0.01286 
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Table-lOb 

The table below gives results of runs with different integration steps. The 

physical problem is the same as the one for Table-lOa. The cases with the 

same integration steps were calculated with different seeds. Extrapolat­

ing by the linear least-square fit, E(OT)=a +bOT, we get 

E(0)=5.37403-+0.0061 MeV. 

OT L NE NR Ns s E oE 

(10-23Sec) ( 103) (MeV) (MeV) 

0.00100 7 20 401 32 175 5.41989 0.01707 

0.00100 14 20 401 38 357 5.38759 0.00937 

0.00075 10 20 401 48 200 5.37993 0.01406 

0.00050 10 30 601 88 107 5.37471 0.01290 

0.00050 10 40 801 87 105 5.40599 0.01829 

0.000125 10 20 401 49 195 5.37981 0.01231 
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Table-11 

This table g1ves the two-body binding energy, e, and the range of the 

potential, d, between the fragments for the three-body system. The sys-

tern is one-dimensional and all the particles are of mass m. The interac-

tion between the particles is square-well of depth V0 and 'Width a 0 . We 

define d as the distance at w·hich the effective interaction, define d in 

Section-5.2, reduces to 0.01 V0 . The mass of the particles is in u!lits of 

'TTLp, the proton mass. In the last column we tabulate V1, the depth at 

which the second energy level appears (V1=~ n:
2
nj2). For the last case, 

m a 

since there are two two-body bound states, we have given b oth the levels. 

ao m Vo e d v1 
(fm) ( 1'TLp) (MeV) (MeV) (fm) (MeV) 

1.0 1.0 10.0 -1.84162 5.37 102.323 

2.0 1.0 10.0 -4.45825 5.56 25.5808 

1.0 2.0 10.0 -3.00922 3.72 51.1615 

1.0 1.0 20.0 -6.01844 3.72 102.323 

2.0 2.0 10.0 -5.96385 4.53 12.7904 

2.0 3.0 8.00 -5.06995 4.34 8.52693 

2.0 3.0 20.0 -15.8387 3.72 8.52693 

-4.91 347 
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Table-12a 

The result of the problem in Appendix-4 by relaxation. The boundary is 

defined by Ra=5.0 fm. Figure-6 shows the region in the XY-coordinate 

system defined in Appendix-1. The masses of all three particles are taken 

to be~. The potential is taken to be square-well with width 2.0 fm. The 

linear least-square fit, E(oT)=a+boT, gives E(O)=a=-3.11312 MeV. The 

quadratic least-square fit, E(oT)=a+boT+co~ gives, E(O)=a=-3.09789 

MeV. The energy for the two-particle fragment is -1.23553 MeV and 

therefore the system is in a bound state. 

Nx ox OT E 

(fm) ( 10-23 Sec) (MeV) 

40 0.25 0.0090 -2.32318 

100 0.10 0.0015 -2.80544 

200 0.05 0.00035 -2.95653 

300 0.0333 0.00015 -3.00215 
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Table-12b 

The Monte Carlo results corresponding to the relaxation results given in 

Table-12a. The linear least-square fit, E(c5T)=a +boT gives, 

E(O)=a=-3.06766±0.0329 MeV. 

OT s E oE 

(1o-23Sec) (MeV) (MeV) 

0.0005 258 -3.14975 0.04803 

0.0004 161 -3.05887 0.05730 

0.0003 203 -3.10416 0.05357 

0.0002 114 -3.11234 0.06885 
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Table-13 

The results of the Monte Carlo simulation of the two-body approximation 

of the three-body problem. The problem is equivalent to the scattering of 

a particle of mass M=2m/ 3 and, as defined in Section-5.2 and shovrn in 

Fig .-7, by the effective potential V(R). The direct result of the simulation 

gives the kinetic energy Ek, while total energy E=Ek +e is tabulated 

below. The formula 5.2.3 gives the phase shift. The parameters are: 

m =3~, a 0=2 fm and V0=8.0Me V which gives e =-5.06995 I.;IeV. 

Case 

1a 

lb 

lc 

1d 

1e 

2 

3 

4a 

4b 

4c 

5 

6 

7 

8 

9 

10 

a 

(fm) 

10.0 

10.0 

10.0 

10.0 

10.0 

9.00 

8.00 

7.00 

7.00 

7.00 

6.50 

6 .30 

6.25 

6.20 

6.15 

6.10 

OT 

( 10-23Sec) 

0.0020 

0.0015 

0.0010 

0.0008 

0.0006 

0.0010 

0.0010 

0.0010 

0.0010 

0.0010 

0.0008 

0.0010 

0.0008 

0.0010 

0.0010 

0.0010 

s 

181 

172 

88 

56 

30 

82 

87 

40 

53 

41 

80 

79 

55 

67 

109 

105 

E 

(MeV) 

-3.54046 

-3.52655 

-3.53457 

-3.50631 

-3.51066 

-3.10346 

-2.42564 

-1.36071 

-1.40955 

-1.37604 

-0.62432 

-0.28464 

-0.12432 

-0.07912 

00.08417 

00.04244 

oE 
(MeV) 

0.01301 

0.01 162 

0.01953 

0.02703 

0.02820 

0.02290 

0.02472 

0.04586 

0.03864 

0.04276 

0.03977 

0.04045 

0.04932 

0.04328 

0.03640 

0.03826 
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Table-14 

The results for the three-body problem defined in Section-5.2. The 

interaction between the pair 1-3 is a square-well of depth 8 MeV and the 

interaction between pairs , 2-1 and 2-3 is a square-barrier of height 8 MeV. 

The width of both the interactions is 4.0 fm. All three p articles are of 

mass. m =31'11:P The kinetic energy Ek is given by Ek =E -e and the phase 

shift is given by Eq.-5.2.4. The binding energy for the two-body bound 

state is e =5.06995 MeV. 

Case 

la 

lb 

le 

ld 

le 

2 

3 

4a 

4b 

4c 

4d 

4e 

5a 

5b 

5c 

6 

a 

(fm) 

10.0 

10.0 

10.0 

10.0 

10.0 

9 .00 

8 .00 

7.00 

7 .00 

7.00 

7.00 

7 .00 

6 .50 

6.50 

6.50 

6.00 

OT 

(10-23Sec) 

0.0020 

0.0015 

0.0010 

0.0008 

0.0006 

0.0010 

0.0010 

0.0020 

0.0020 

0.001 5 

0.0010 

0.0008 

0.0010 

0.0008 

0.0006 

0.0010 

S E 

(MeV) 

200 -3.71712 

155 -3. 75545 

110 -3 .69135 

68 -3 .57813 

47 -3 .77828 

111 -3 .29117 

80 -2. 57219 

82 -1.89203 

103 -2.00297 

47 -2.35525 

51 -1. 80777 

75 -1. 96906 

41 -1. 22658 

131 -1.14399 

46 -1.18013 

60 -0 .5269 1 

oE 
(MeV) 

0.03300 

0.03921 

0.04701 

0.05573 

0.06588 

0.04593 

0.05469 

0.06787 

0.05297 

0.04782 

0.08414 

0.06483 

0.08476 

0.05177 

0.1 1218 

0.09209 
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Table-15 

The comparison between the results of two-body approximation and the 

three-body Monte Carlo results. We tabulate the values of energy against 

the parameter a. E 2, the same as E of Table-13, is the result of the two-

body approximation while E3, the same as E in Table-14, is the Monte 

Carlo result for the three-body. We tabulate the results for oT=0.001 and 

the results obtained by extrapolation to OT=O, w·hich are identified by *in 

the column for OT. 

a OT Ez E3 oph2 oph3 

(fm) (1o-23Sec) (IvieV) (MeV) (Rad.) (Rad.) 

10.0 0.001 -3.53457 -3.69135 -0.70672 -0.50495 

±0.01953 ±0.04701 ±0.0245 ±0.0622 

10.0 * -3.50774 -3.6614 -0.74698 -0.66696 

±0.00838 ±0.02365 ±0.0104 ±0.0299 

9.00 0.001 -3.10346 -3.29117 -0.77809 -0.58632 

±0.02290 ±0.04593 ±0.0228 ±0.0299 

8 .00 0.001 -2.42564 -2.57129 -0.89867 -0. 78582 

±0.02472 ±0.05469 ±0.0189 ±0.0430 

7 .00 0.001 -1.38210 -1.80777 -1.03332 -0.78992 

±0.04276 ±0.06787 ±0.0242 ±0.0404 

7.00 * -1.204961 -0.63655 

±0.03073 ±0.0192 

6.50 0.001 -0.62432 -1.16013 -1.11481 -0.85008 

±0.03864 ±0.11218 ±0.0185 ±0.0573 

6.50 * -1.02995 -0 .91599 

±0.05595 ±0 .0281 
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Table-16 

The table below gives results for the case with two two-body bound states. 

The pair ( 1,3) have negative potential while the other two pairs have posi-

tive potential. The parameters are: V0 = 20 MeV, a 0=2 fm and m =3771p. 

Referring to Table-11, two-body bound states are at -15.8387 MeV and 

-4.91347 MeV. L is the number of iterations carried out. 

case a OT L s E oE 
(fm) ( 10-23Sec) (Mev) (MeV) 

1 10.0 0.0005 7000 57 -14.5178 0.1186 

2 6.00 0.0002 7000 47 -9.95226 0.1906 

3a 5.00 0.0002 7000 54 -6.9584 0.1722 

3b 5.00 0.0001 3000 25 -6.521 4 0.3345 

4a 4.50 0.0002 7000 * Unstable 

4b 4.50 0.0001 1000 * Unstable 

5a 4.75 0.00015 1000 * Unstable 

5b 4.75 0.0001 1000 * Unstable 

6 4 .80 0.0001 1000 * unstable 

7 4.90 0.0001 1000 * Unstable 
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Table-17 

The results of the problem-C defined in Section-5.3. The interaction 

between the pair (1,3) is a square-barrier. And the interaction of the 

pairs ( 1,2) and (2,3) is the square-well. The height of the barrier and the 

depth of the well are chosen to be 10 MeV and all the interactions have 

width 4fm. All three particles are of mass m =2771p. The kinetic energy is 

given by Ek=E-e and the phase shift, oph is then given by Eq.-5.3.5. The 

internal energy of the two-body bound state is e =-5.96385 MeV. Here the 

particles 1 and 3 are considered indistinguishable. We also restrict to the 

antisyrnrnetric incoming channel. 

Case a OT E oE s oph 

(fm) (1o-23Sec) (MeV) (MeV) (Rad.) 

1 11.0 0.0010 -5.44696 0.17531 49 1.1361±0.34 

2 10.0 0.0008 -4.99266 0.11012 55 0.6425±0.14 

3 9.00 0.0005 -4.51007 0.10862 47 0.3898±0.10 

4 8.00 0.0005 -4.13943 0.14227 31 0.4015±0.11 

5 7.50 0.0005 -3.64872 0.06204 112 0.2478±0.05 

6 5.50 0.0005 -1.52482 0.14700 57 0.2031±0.05 
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Table-18 

The table gives the results of the simulation of Case-D. The particles 1 

and 3 repel while the other two pairs of particles attract. The particles 1 

and 3 are considered distinguishable. Further, we consider only the 

antisymmetric combination of the two channels in the incoming mode. 

Therefore, there are two channels. By superposition of two channels, 

however, we get Case-C and obtain the phase shift. The phase shift given 

here is to be compared with the value in Table-17. 

Case 1 2 3 

a (fm) 9.0 8.0 7.0 

b (fm) 6.0 6.0 5.0 

OT (1o-23Sec) 0.0005 0.0005 0.0005 

s 89 61 50 

E (MeV) -4.8459 -4.32598 -3.47844 

oE (MeV) 0.0705 0.0823 0.1025 

D1,1 (fm) -3.59 -4.01 -2.432 

oDl,l (fm) 0.31 0.25 0.13 

D1,2 (fm) -8.376 -7.054 -4.54 

6D1 2 (fm) 3.18 0.82 0.42 
I 

oph (Rad.) 1.231 0.924 0.398 

ooph (Rad.) 0.11 0.06 0.07 
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Table-19 

The table gives the results of the simulation of Case-E. The particles 1 

and 3 repel while the other two pairs of particles attract. The width of 

interaction is 4 fm and the depth is 10 Mev. The particles 1 and 3 are 

considered indistinguishable. Therefore, two modes of fragmentation are 

also indistinguishable. Therefore, there are two channels. The number of 

iterations is 7500 of which the initial 500 were discarded. The internal 

energy of the two-body bound state is e = -5.96386 MeV. 

Case 1 2 3 

a (fm) -4.75 -5.0 -5.25 

b (fm) 4.5 4.5 4.5 

OT ( 10-23Sec) 0.0002 0.0002 0.0002 

s 140 175 140 

E (MeV) -5.13044±.0672 -5.3086±.0708 -5.56046 ±.0757 

k 1 .23150±0.0093 .20527±0.0111 .16106±0.152 
fm 

D 1,1 (fm) 2. 77225± .3672 1.941884±.4943 -.002918 ±.9432 

D1,1 (fm) -6.11588±.2337 -6.3916± .141 2 -6.5460 ± .5749 

s 1,1 

Real: -.11537 ±. 0070 -.17553 ±.0066 -.05243±.0033 

Imaginary: -.16922 ± .0460 -.11457 ±.0492 .00641 ± .0102 

s1.1 

Real: -. 80873±. 0687 -.53445±.0865 .12124±.2705 

Imaginary: .55136±.1128 .81880±.0964 .99121 ±.0770 
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Table-20 

The table gives the results of the simulation of Case-F. The particles 1 

and 3 repel while the other two pairs of particles attract. The width of 

interaction is 4 fm and the depth is 10 Mev. The particles 1 and 3 are 

considered distinguishable. Therefore, two modes of fragmentation are 

also distinguishable. Therefore, there are four channels. The number of 

iterations is 14000 of which the initial 500 were discarded. The internal 

energy of the two-body bound state is e = -5.96386 MeV. 

a (fm) -5.0 

b (fm) 4.5 

OT ( to-23Sec) 0.0002 

s 280 

E (MeV) -5.2854 7± 0. 0857 

k 1 
fm 

.20886±0.0100 

D1,1 (fm) 2. 72746± .4995 

D1,1 (fm) -5.46843±0.1615 

D3,1 (fm) 5.40002±0.1322 

s . 1,1 

Real: -0.44645±0.0814 

Imaginary: 0.31977± .0102 

sl.l 

Real 0.22111 ±0 .0508 

Imaginary: -.42479±.0164 

s3,1 

Real: 0 .20458±0.0898 

Imaginary: -0.43897±.0870 
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Figure-1. 

Plot of CN,n and P(GJ) for a sample of pseudo-random (Gaussian) 

numbers. CN,n and P(GJ) are defined by Eqs.- 4.2.3 and 4.2. 4, respec­

tively. The sample, of size 200, was generated from the seed value 

53193710303. Violent behavior of CN,n for large n and low values of P(GJ) 

beyond the frequency of 100 is to be noted. 
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Figure-2. 

Comparison of CN,n between energy sampled at an interval of 30 itera­

tions (for the example in Section-4.4), and pseudo-random numbers 

(Gaussian). The plots a, b and c are for the samples of pseudo-random 

numbers and the plot d is for the energy sample. All samples are of size 

200. 
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Figure-3. 

CN,n for an energy series obtained for the example defined in Sec tion-

4.4. The first 700 iterations are discarded and the next 5000 iterations 

are considered. One way to find the sampling interval is to take it to be n 

at the fl..rst minimum of CN,n which gives N3 =56. 
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Figure-4 

The power spectrum, defined by Eq.-4.2.3, for the energy series obtained 

from Monte Carlo . The physical example is the problem defined in 

Section-4.4. The duration of iterations is scaled to unity. 
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Figure-5 

The plot of mN1 against the sampling interval N8 . m 1 is calculated using 
IV 

5000 consecutive iterations. For the plots a, b and c the number of ini-

tial iterations discarded is, respectively, 0, 700 and 1000. The horizontal 

line corresponds to m 1/ N = 0.60. 
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Figure-6 

The bounded region risR in the X-Y coordinate system defined in 

Appendix-1. The region for risRi, which is also hexagonal, can be 

obtained by moving the boundary lines parallel to themselves . If X =r 1 

and Y=r 2 , the boundary lines at 45 degrees are due to the condition 

T3~R3. 
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Figure-? 

The effective potential, V(R), defined by Eq.-5.2.1. Interaction between 

particles 1 and 3 is a square-well while the other two pairs interact with a 

square-barrier. All three particles have equal mass, m. 
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Figure-8 

Four channels for Case-Fare shown. The pairs (1,2) and (3,2) can form a 

bound state. In each possible mode of fragmentation we have two chan­

nels depending on the relative positions of fragments . If the particles are 

identical, as in Case-E, then we cannot distinguish between the two 

modes . Therefore, the first and third, and, second and fourth channels 

can not be distinguished. Since we consider the particles to be bosons we 

must superpose these indistinguishable channels and in this case we have 

only two channels. 



-157-

Chnnnel-1: (1~~~ -- r
1 
--~2.3) 

Channel-l: (2,3)~----·r1 --~:--( 1) 

Channel-3: (3h...-.:;:....--- r~---(2,1) 

Channel-3: (2,1)--r3 ---->-(3) 

Figure-S 


