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ABSTRACT

The main topic of this thesis is time-varying optimization, which studies algorithms that can track optimal trajectories of optimization problems that evolve with time. A typical time-varying optimization algorithm is implemented in a running fashion in the sense that the underlying optimization problem is updated during the iterations of the algorithm, and is especially suitable for optimizing large-scale fast varying systems. Motivated by applications in power system operation, we propose and analyze first-order and second-order running algorithms for time-varying nonconvex optimization problems.

The first-order algorithm we propose is the regularized proximal primal-dual gradient algorithm, and we develop a comprehensive theory on its tracking performance. Specifically, we provide analytical results in terms of tracking a KKT point, and derive bounds for the tracking error defined as the distance between the algorithmic iterates and a KKT trajectory. We then provide sufficient conditions under which there exists a set of algorithmic parameters that guarantee that the tracking error bound holds. Qualitatively, the sufficient conditions for the existence of feasible parameters suggest that the problem should be “sufficiently convex” around a KKT trajectory to overcome the nonlinearity of the nonconvex constraints. The study of feasible algorithmic parameters motivates us to analyze the continuous-time limit of the discrete-time algorithm, which we formulate as a system of differential inclusions; results on its tracking performance as well as feasible and optimal algorithmic parameters are also derived. Finally, we derive conditions under which the KKT points for a given time instant will always be isolated so that bifurcations or merging of KKT trajectories do not happen.

The second-order algorithms we develop are approximate Newton methods that incorporate second-order information. We first propose the approximate Newton method for a special case where there are no explicit inequality or equality constraints. It is shown that good estimation of second-order information is important for achieving satisfactory tracking performance. We also propose a specific version of the approximate Newton method based on L-BFGS-B that handles box constraints. Then, we propose two variants of the approximate Newton method that handle explicit inequality and equality constraints. The first variant employs penalty functions to obtain a modified version of the original problem, so that the approximate Newton method for the special case can be applied. The second variant can
be viewed as an extension of the sequential quadratic program in the time-varying setting.

Finally, we discuss application of the proposed algorithms to power system operation. We formulate the time-varying optimal power flow problem, and introduce partition of the decision variables that enables us to model the power system by an implicit power flow map. The implicit power flow map allows us to incorporate real-time feedback measurements naturally in the algorithm. The use of real-time feedback measurement is a central idea in real-time optimal power flow algorithms, as it helps reduce the computation burden and potentially improve robustness against model mismatch. We then present in detail two real-time optimal power flow algorithms, one based on the regularized proximal primal-dual gradient algorithm, and the other based on the approximate Newton method with the penalty approach.
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INTRODUCTION

1.1 Overview of Time-Varying Optimization

Suppose we are given a physical or logical system, and for each time \( t \in [0, T] \), the optimal operation of the system can be modeled as the following optimization problem:

\[
\begin{align*}
\min_{x} & \quad c(x, t) \\
\text{s.t.} & \quad f(x, t) \leq 0.
\end{align*}
\]  

Here \( x \in \mathbb{R}^n \) is the decision variable that will be applied for operating the system, \( c(x, t) \) is the objective function, and \( f(x, t) \) gives the constraints at time \( t \). It can be seen that (1.1) gives an optimization problem that evolves with time. We focus on the situations where the maps \( x \mapsto c(x, t) \) and \( x \mapsto f(x, t) \) will only be revealed at time \( t \) and their prior predictions are not available. This is a typical setting of a time-varying optimization problem.

In most situations where digital computers are used to solve this problem, we discretize the period \([0, T]\) by a sequence \((t_{\tau})_{\tau=1}^{K}\) satisfying \( 0 < t_1 < \ldots < t_K \leq T \), and obtain the following sequence of sampled problems:

\[
\begin{align*}
\min_{x} & \quad c_{\tau}(x) \\
\text{s.t.} & \quad f_{\tau}(x) \leq 0,
\end{align*}
\]  

where \( \tau \in \{1, \ldots, K\} \) labels the discrete time index, and \( c_{\tau} \) and \( f_{\tau} \) denote the sampled versions \( c(\cdot, t_{\tau}) \) and \( f(\cdot, t_{\tau}) \). Traditionally, each instance of (1.2) is solved in the batch scheme abstracted as follows:

\[
\begin{align*}
z_{\tau}^{k} & = T(z_{\tau}^{k-1}; D(t_{\tau})) \\
& \text{for each } k = 1, 2, \ldots \text{ until } z_{\tau}^{k} \text{ convergences to some } z_{\tau}^{\infty}.
\end{align*}
\]

For each \( \tau = 1, 2, \ldots, K \),
1. Collect problem data \( D(t_{\tau}) \) at \( t = t_{\tau} \), and construct the initial iterate \( z_{\tau}^{0} \).
2. Repeat

\[
\begin{align*}
z_{\tau}^{k} & = T(z_{\tau}^{k-1}; D(t_{\tau}))
\end{align*}
\]

for each \( k = 1, 2, \ldots \) until \( z_{\tau}^{k} \) convergences to some \( z_{\tau}^{\infty} \).
3. Let \( x_{\tau}^{*} = \Pi z_{\tau}^{\infty} \), and apply \( x_{\tau}^{*} \) to the system of interest.
Here the operator $T$ represents a single iteration of some iterative optimization algorithm, $z^k$ denotes the intermediate iterate, $D(t)$ denotes the problem data (objective function and constraints) at time $t$, and $\Pi$ is a canonical projection map that extracts an applicable solution from the intermediate iterate. In order for the batch scheme to work smoothly, the iterations (1.3) for each $\tau$ should converge before the next sampling instant $t_{\tau+1}$ arrives. However, when each sampling interval $t_{\tau+1} - t_\tau$ needs to be very small to fully capture fast-varying costs and constraints and closely approximate the continuous-time optimal trajectory, the batch scheme may not be appropriate as the iterations (1.3) may fail to converge within the interval $(t_\tau, t_{\tau+1})$. The batch scheme may also break down if each instance of (1.2) is a large-scale problem or the optimization procedure requires heavy communication over a network in a distributed setting, as limited computation resources or high computational complexity may prevent the iterations (1.3) from converging within the interval $(t_\tau, t_{\tau+1})$.

The operation and control of smart grids is one such example. Technological advances have continuously reduced the cost of sustainable energy, and it is anticipated that future smart grids will incorporate a large number of distributed energy resources, including renewable generations such as solar panels and wind turbines, as well as small-scale, distributed devices with controllable power injections such as smart inverters, smart appliances, electric vehicles, and distributed energy storage to name a few. On the one hand, renewable generations introduce hard-to-predict fluctuations and uncertainties into the power network, making the operation and control of smart grids challenging. On the other hand, the increasing penetration of distributed controllable devices can provide diverse control capabilities that can be potentially utilized to overcome these challenges. In addition, extensive real-time measurement data will become available through the installation of smart meters and other advanced measurement equipment.

The optimal operation of smart grids can be formulated as a time-varying optimal power flow (OPF) problem, which is generally nonconvex. There is extensive literature on traditional OPF algorithms that solve each instance of (1.2) in the batch scheme; see the survey papers [45, 46] and the tutorial papers [65, 66]. However, these traditional algorithms are computationally burdensome if one needs to handle the fast fluctuations and uncertainties introduced by renewable generations, considering that the number of distributed controllable devices will be large in future smart grids. This motivates us to develop novel technologies for the operation and
control of smart grids.

The operation of smart grids is not the only case where batch solutions can be difficult to obtain or inappropriate for application due to the time-varying nature of the problems. Similar situations can also occur in communication networks [29, 67], robotic networks [25], social networks [8], sparse signal recovery [6, 9], online learning [68, 96], economics [39], etc.

In time-varying optimization, this issue is resolved by designing algorithms that can be implemented in a running fashion, in the sense that the underlying optimization problem changes during the iterations of the algorithm. In other words, the problem data will be constantly updated regardless of whether the iterations converge to an optimal solution, and a sub-optimal solution can be extracted from the iterations at any time when necessary.

Throughout the thesis we consider the situation where each sampling instant $t_\tau$ is equal to $\tau \Delta$ for some $\Delta > 0$; in other words, we discretize $[0,T]$ by a uniform sampling interval $\Delta$. Then, a running time-varying optimization algorithm for solving (1.1) can be described by the following procedure:

1. Collect problem data $D(t)$ at $t = \tau \Delta$.
2. Compute
   \[
   \hat{z}_\tau = T(\hat{z}_{\tau-1}; D(\tau \Delta)),
   \hat{x}_\tau = \Pi \hat{z}_\tau.
   \]  
   (1.4)
3. Apply $\hat{x}_\tau$ to the system of interest.

Here $\hat{z}_\tau \in \mathbb{R}^d$ denotes the intermediate iterate, $D(t) \in \mathbb{R}^p$ represents the problem data (parameters that describe the time-varying objective function, constraints, etc.) at time $t$. The map $T: \mathbb{R}^d \times \mathbb{R}^p \to \mathbb{R}^d$ computes the new iterate from the previous iterate and the problem data, and $\Pi : \mathbb{R}^d \to \mathbb{R}^n$ is a canonical projection map that extracts an applicable solution from the intermediate iterate. The operator $T$ has the following features:

1. The computation of $T$ is relatively inexpensive so that (1.4) can be finished within the interval $(\tau \Delta, (\tau + 1)\Delta)$.
2. Suppose $X^*(t)$ is the set of global optimal solutions to (1.1) at time $t$ which is nonempty. Let $T_\tau$ denote the map $x \mapsto T(x; D(t))$. Then there exist an open
subset $U_t \subseteq \mathbb{R}^d$ with $X^*(t) \subset \Pi[U_t]$ and a set $K_t \supseteq X^*(t)$ with
\[ \sup_{x \in K_t} \inf_{x' \in X^*(t)} \|x - x'\| < +\infty, \]
such that for any $z \in U_t$,
\[ \Pi \circ T^k_t(z) \in K_t \]
eventually as $k \to \infty$, where
\[ T^k_t := T_t \circ \cdots \circ T_t \]
k times
Roughly speaking, this feature ensures that, if we fix $t$ and run the iteration $T_t$ in the batch scheme from a sufficiently good initial point, then in the long run we will get a good sub-optimal solution to (1.1) at time $t$. In other words, the iteration (1.4) is able to at least properly handle static problems.

In applications, the iteration (1.4) is carried out immediately after the problem data $D(\tau \Delta)$ has been collected, and once a single iteration (1.4) is finished, the solution $\hat{x}_\tau$ will be immediately applied to the real world, and one prepares to collect the new problem data at time $t = (\tau + 1)\Delta$. While the solution $\hat{x}_\tau$ is in general only sub-optimal, the problem data is updated frequently to keep pace with the time-varying problem, so that the resulting solutions $\hat{x}_\tau$ will be able to track the optimal trajectory.

The simplest time-varying optimization algorithm is perhaps the running gradient descent algorithm for unconstrained time-varying optimization problems, whose iterations are given by
\[ \hat{x}_{\tau} = \hat{x}_{\tau-1} - \alpha \nabla c_\tau(\hat{x}_{\tau-1}). \]
One can readily recognize that this is exactly a single iteration of the gradient descent algorithm for static optimization problems. In fact, many time-varying optimization algorithms are developed in a similar way, where the operator $T$ resembles a single iteration of some existing iterative algorithm for static optimization, as the operator $T$ constructed in such manner will be very likely to possess the aforementioned two features.

Let’s look at a toy example that illustrates the advantages of employing running time-varying algorithms over batch solutions. Consider the following time-varying optimization problem
\[ \min_{x \in \mathbb{R}^2} c(x, t) = \frac{1}{2} \begin{bmatrix} x_1 - \cos t \\ x_2 - \sin t \end{bmatrix}^T \begin{bmatrix} 3 - 2 \cos 2t & 2 \sin 2t \\ 2 \sin 2t & 3 + 2 \cos 2t \end{bmatrix} \begin{bmatrix} x_1 - \cos t \\ x_2 - \sin t \end{bmatrix} \]
for \( t \in [0, 2\pi] \), which models the optimization of some fictitious system that is time-varying. It is easy to recognize that the problem is quadratic and convex for each \( t \) and the trajectory of optimal solution is given by

\[
x^*(t) = \begin{bmatrix} \cos t \\ \sin t \end{bmatrix}.
\]

Let us consider two strategies for solving this problem:

1. The batch scheme: The gradient descent algorithm is employed. Computation of one gradient \( \nabla_x c(x, t) \) takes a fixed amount of time \( \pi/200 \). Starting from \( t = 0 \), we update the problem data, then run the gradient descent algorithm until the \( \ell_\infty \) norm of the gradient is less than \( 10^{-3} \). Immediately after the iteration has converged, we apply the resulting solution to the fictitious system, increase \( \tau \) by 1, update the problem data, and restart the iterations with the initial point being the previous solution that has just been calculated. For the fictitious system, the applied setpoint does not change until the next solution arrives.

2. The running scheme: The running gradient descent algorithm is employed, and computation of one gradient \( \nabla_x c(x, t) \) takes the same fixed amount of time \( \pi/200 \). After one iteration has been carried out, we immediately apply the iterate to the fictitious system as a sub-optimal solution, increase \( \tau \) by 1, update the problem data, and compute the next iteration. For the fictitious system, the applied setpoint does not change until the next solution arrives.

The initial point at \( t = 0 \) is \((1.01, 0)\), and the step size is 1/3 for both schemes. We assume that apart from the delays caused by the gradient computation, there are no other delays or time spent during the procedure. The two schemes will provide two solution trajectories; we denote the trajectory generated by the batch scheme by \( x^b(t) \), and denote the trajectory generated by the running scheme by \( x^r(t) \). They are step functions over \( t \in [0, 2\pi] \) as can be seen from the setting.

Figure 1.1 shows the curves of the distances to the optimal trajectory \( \|x^b(t) - x^*(t)\| \) and \( \|x^r(t) - x^*(t)\| \), and the objective value differences \( c(x^b(t), t) - c(x^*(t), t) \) and \( c(x^r(t), t) - c(x^*(t), t) \). It is apparent that the running scheme achieves much better performance in terms of tracking the time-varying optimal solution. In the batch scheme, it takes quite some time for the iterations to converge, and when a batch solution is applied to the system, the optimization problem has already changed considerably, meaning that the applied solution is not up-to-date. But in the running scheme, since we do not wait for the iterations to converge, we can update the
Figure 1.1: The distances to the optimal trajectory $\|x^b(t) - x^*(t)\|$ and $\|x^r(t) - x^*(t)\|$, and the objective value differences $c(x^b(t), t) - c(x^*(t), t)$ and $c(x^r(t), t) - c(x^*(t), t)$ of the two optimization schemes.

problem data much more frequently, and the resulting setpoints are able to keep track of the fast varying problem. While this toy example has a much simplified setting compared to practical scenarios, it demonstrates the benefits of time-varying optimization algorithms that can become significant in appropriate situations.

**Performance Evaluation of Time-Varying Optimization Algorithms**

As previously discussed, the solutions provided by time-varying optimization algorithms are in general not optimal; instead one focuses on whether and how accurately the solutions can track the optimal solution trajectory. Tracking performance is central in evaluating time-varying optimization algorithms.

Let us consider the sampled problem (1.2), and denote $(x^*_\tau)$ as a sequence of its (local) optimal solutions$^1$. Suppose we run some time-varying optimization

---

$^1$ We choose $x^*_\tau$ arbitrarily when there are multiple local optimal solutions to (1.2).
algorithm and obtain a sequence of solutions denoted by \((\hat{x}_\tau)\). So far in existing literature, three types of quantities have been proposed as metrics for tracking performance with respect to \((x^*_\tau)\).

1. The distance to the optimal solution \(x^*_\tau\)

\[ e_\tau := \|\hat{x}_\tau - x^*_\tau\|, \]

where the norm can be arbitrary. When there are explicit equality or inequality constraints and the algorithm also generates dual iterates, we can also evaluate the distance between the primal-dual pairs. This metric has been analyzed in [64, 77, 84, 86–88, 95] for specific time-varying optimization algorithms and employed in [9, 29, 35, 36, 90] for specific applications.

2. The sub-optimality in terms of objective values. Comparison of objective values is standard for evaluating performance of online learning algorithms, and can also be employed in time-varying optimization. There can be two sub-categories in this type of metric:

a) The difference in objective values

\[ e_\tau := c_\tau(\hat{x}_\tau) - c_\tau(x^*_\tau). \]

The notion of dynamic regret in online learning is closely related to this metric [48, 56, 68, 96, 99].

b) The ratio of objective values

\[ r_\tau := \frac{c_\tau(\hat{x}_\tau)}{c_\tau(x^*_\tau)} \quad \text{or} \quad r := \frac{\sum_\tau c_\tau(\hat{x}_\tau)}{\sum_\tau c_\tau(x^*_\tau)}. \]

Competitive ratio in online convex optimization can be viewed as a variant of this metric [4, 30, 63]. This metric can be employed in situations where the relative gap to the optimal objective value is more relevant than the absolute gap. On the other hand, one usually needs strong assumptions on the objective function to achieve a bounded competitive ratio.

When the iterates \(\hat{x}_\tau\) generated by the algorithm do not strictly satisfy the constraints \(f_\tau(\hat{x}_\tau) \leq 0\), we can use some metric function

\[ \phi_\tau(x) = c_\tau(x) + \sum_i g([f_\tau,i(x)]_+) \]

instead of the objective function \(c_\tau\), where \([\cdot]_+\) denotes the positive part of a scalar, and \(g : \mathbb{R} \to \mathbb{R}_+\) is a non-decreasing function with \(g(x) = 0\) for \(x \leq 0\).
3. The fixed-point residual

\[ e_\tau := \|\hat{x}_\tau - G_\tau(\hat{x}_\tau)\|, \]

where \( G_\tau : \mathbb{R}^n \to \mathbb{R}^n \) is a continuous map such that any fixed point of \( G_\tau \) is an optimal solution (local or global) to (1.2) at time \( \tau \). This metric has been introduced and analyzed in [84].

We mention that, in existing literature, researchers have also proposed to compare \( \hat{x}_\tau \) with an optimal solution of the problem instance at the next time step \( \tau + 1 \); in other words, metrics based on

\[ \|\hat{x}_\tau - x_{\tau+1}^*\|, \quad c_{\tau+1}(\hat{x}_\tau) - c_{\tau+1}(x_{\tau+1}^*), \quad \frac{c_{\tau+1}(\hat{x}_\tau)}{c_{\tau+1}(x_{\tau+1}^*)}, \quad \|\hat{x}_\tau - G_{\tau+1}(\hat{x}_\tau)\| \]

have also been proposed. It turns out that it doesn’t matter much whether we choose to compare \( \hat{x}_\tau \) with \( x_\tau^* \) or \( x_{\tau+1}^* \) in the time-varying optimization setting\(^2\); results on either one of the choices can usually be transferred to results on the other choice under appropriate conditions.

The three types of metrics are all reasonable quantitative characterizations of the tracking performance mathematically, and depending on specific scenarios where the time-varying optimization algorithms are applied, one can choose different metrics that are more suitable for application. In this thesis, we mostly use the first metric, the distance to the optimal trajectory, as the metric for tracking performance.

### 1.2 Review of Existing Works

In this section we give a brief and non-exhaustive review of some existing works on time-varying optimization and related topics.

Reference [77] is one of the early papers that consider time-varying optimization problems with a similar setting to the one in this thesis. The paper derived a tracking error bound of the running gradient descent algorithm for unconstrained time-varying strongly convex problems, where

\[ \Lambda_{\min} = \inf_{\tau,x} \lambda_{\min} \left( \nabla^2 c_\tau(x) \right), \quad \Lambda_{\max} = \sup_{\tau,x} \lambda_{\max} \left( \nabla^2 c_\tau(x) \right), \]

\(^2\)It does matter, however, in online learning where the actual loss incurred is \( c_{\tau+1}(\hat{x}_\tau) \).
\[ \rho = \max \{|1 - \alpha \Lambda_{\min}|, |1 - \alpha \Lambda_{\max}|\}, \]

and \( \alpha \in (0, 2/\Lambda_{\max}) \) is the step size. The paper also considered a special case where the tracking error \( \|\hat{x}_\tau - x^*_\tau\| \) tends to zero as \( \tau \to \infty \). The tracking error bound (1.5) turns out to be one of the most fundamental results in time-varying optimization.

Recent years have witnessed considerable advances in the theory and algorithms of time-varying convex optimization. [64] proposed a decentralized algorithm based on Alternating Direction Method of Multipliers for time-varying unconstrained consensus problems, and also derived a tracking error bound that is similar to (1.5). [86] proposed a running algorithm based on the consensus + innovations method for time-varying constrained consensus problems, and also showed a similar tracking error bound. [87] proposed and analyzed the double smoothing method based on the multiuser optimization algorithm in [60], which is one of the earliest time-varying optimization algorithms that treat explicit inequality constraints. [95] introduced auxiliary variables in the design of the running algorithm for time-varying unconstrained consensus problems over directed networks, and showed convergence to a bounded tracking error. [84] proposed a unified framework for time-varying convex optimization using averaged operators, and derived tracking error bounds for several running algorithms. [16] proposed and analyzed a feedback-based time-varying optimization algorithm based on the primal-dual gradient method, which applies to logical or physical systems with feedback measurements. [34] proposed and analyzed a feedback-based method to regulate the output of a linear time-invariant dynamical system to the optimal solution of a time-varying convex optimization problem. [54] proposed a formulation of time-varying projected gradient dynamics by introducing the notion of temporal tangent cones, and showed existence of solution to the resulting differential equations. [15] developed an algorithmic framework for tracking fixed points of time-varying contraction mappings, and derived tracking error results in the situations where communication delays and packet drops lead to asynchronous algorithmic updates.

We would like to further expand on the results of [84] and [87]. In [84], the author considered the case where the time-varying optimization algorithm can be abstracted as

\[ \hat{x}_\tau = T_\tau(\hat{x}_{\tau-1}), \]

where for each \( \tau \), \( T_\tau : \mathbb{R}^n \to \mathbb{R}^n \) can be represented as

\[ T_\tau(x) = (1 - a_\tau)x + a_\tau G_\tau(x), \quad x \in \mathbb{R}^n \]
for some $a_\tau > 0$ and some nonexpansive operator $G_\tau$ (i.e., $\|G_\tau(x_1) - G_\tau(x_2)\| \leq \|x_1 - x_2\|$), and the fixed point of the operator $T$ gives the optimal solution $x^*_\tau$. The paper showed that, if $\sigma := \sup_\tau \|x^*_\tau - x^*_{\tau-1}\| < +\infty$ and $X := \sup_{x \in \mathbb{R}^n} T(x) < +\infty$, then the sequence $(\hat{x}_\tau)$ satisfies
\[
\frac{1}{K} \sum_{\tau=1}^{K} \frac{1 - a_\tau}{a_\tau} \|T(\hat{x}_{\tau-1}) - \hat{x}_{\tau-1}\|^2 \leq \frac{1}{K} \|\hat{x}_0 - x^*_1\|^2 + \sigma(4X + \sigma).
\]
In addition, in the special case where $T$ is a contraction mapping with a uniform contraction coefficient $\rho \in (0, 1)$, it was shown that
\[
\|\hat{x}_{\tau-1} - x^*_\tau\| \leq \rho^{\tau-1} \|\hat{x}_0 - x^*_1\| + \frac{1 - \rho^{\tau-1}}{1 - \rho} \sigma.
\]

The paper then applied this bound to several time-varying optimization algorithms. Especially, a bound on the fixed-point residual was established for the running projected gradient descent method that solves
\[
\min_{x \in X(t)} c(x, t),
\]
where $X(t) \subset \mathbb{R}^n$ is compact and uniformly bounded, and $c(\cdot, t)$ is convex and uniformly strongly smooth for each $t$.

In [87], the authors considered the time-varying convex problem
\[
\min_{x \in X} c_\tau(x)
\]
\[
s.t. \quad f_\tau(x) \leq 0,
\]
where $c_\tau : \mathbb{R}^n \to \mathbb{R}$ is convex, $f_\tau : \mathbb{R}^n \to \mathbb{R}^m$ has convex components, and $X \subseteq \mathbb{R}^n$ is convex and closed. The paper proposed a running version of the double smoothing algorithm [60] given by
\[
\hat{x}_\tau = P_X \left[ \hat{x}_{\tau-1} - \alpha \nabla_x L_\tau^{\nu,\epsilon}(\hat{x}_{\tau-1}, \hat{\lambda}_{\tau-1}) \right], \\
\hat{\lambda}_\tau = P_{\mathbb{R}^m} \left[ \hat{\lambda}_{\tau-1} + \alpha \nabla_\lambda L_\tau^{\nu,\epsilon}(\hat{x}_{\tau-1}, \hat{\lambda}_{\tau-1}) \right],
\]
where the regularized Lagrangian $L_\tau^{\nu,\epsilon}$ is defined by
\[
L_\tau^{\nu,\epsilon}(x, \lambda) := c_\tau(x) + \lambda^T f_\tau(x) + \frac{\nu}{2} \|x\|^2 - \frac{\epsilon}{2} \|\lambda\|^2.
\]
The paper showed that, when the step size $\alpha$ is sufficiently small, there exists some $\rho < 1$ such that
\[
\limsup_{k \to \infty} \|\hat{z}_\tau - z^*_{\tau+1}\| \leq \frac{1}{1 - \rho} \sup_{\tau} \|z^*_\tau - z^*_{\tau+1}\|,
\]
where $\hat{z}_\tau = (\hat{x}_\tau, \hat{\lambda}_\tau)$, and $z^*_\tau = (x^*_\tau, \lambda^*_\tau)$ denotes the saddle point of the regularized Lagrangian $L_{\nu, \epsilon}^{x, \lambda}(x, \lambda)$. The authors also considered how to implement the algorithm in a distribution manner when the cost and constraint functions have special structures.

Time-varying optimization is closely related to parametric optimization that has a long history [49, 73, 81]. The formulation of one-parametric optimization problems is almost the same as (1.1), where $t$ is regarded as a one-dimensional parameter that may or may not represent time. Path-following methods (also called continuation methods or homotopy methods) and their variants have been developed to solve these problems [3, 39, 43, 80, 85, 97]. A typical parametric optimization algorithm discretizes the parameter set $[0, T]$ by $0 < t_1 < \ldots < t_K \leq T$, and generates approximate solutions $\hat{x}_\tau$ such that

$$e := \sup_{\tau} ||\hat{x}_\tau - x^*(t_\tau)|| = O(\Delta_{\text{max}}), \quad \text{as} \quad \Delta_{\text{max}} \to 0,$$

where $\Delta_{\text{max}} = \max_\tau |t_{\tau+1} - t_\tau|$. The theory of parametric optimization generally focuses on the convergence rate of the approximation error $e$ as $\Delta_{\text{max}} \to 0$. In addition, many parametric optimization algorithms consist of a predictor and a corrector: for each $\tau = 1, \ldots, K$, the corrector utilizes the problem data at $t = t_\tau$ to move the prediction produced by the previous iteration towards the optimal trajectory, and the predictor then estimates the tangent vector $dz^*(t)/dt$ at $t = t_\tau$ to provide a prediction of the optimal solution at the subsequent parameter value. This predictor-corrector procedure assumes knowledge of how the cost and constraint functions evolve with time, which is different from the time-varying optimization setting discussed in this thesis. The theory and algorithms of parametric optimization provide important insights on and tools for the study of time-varying optimization.

We would also like to mention that, in online learning, theories on dynamic regret have been developed, which are closely related to time-varying optimization [21, 48, 51, 56, 62, 68, 96, 99]. In online learning, for each time step $\tau$, a player chooses a strategy $\hat{x}_\tau$ from some feasible set $X$ by an online learning algorithm, and suffers some loss $c_{\tau+1}(\hat{x}_\tau)$. To evaluate the performance of the online learning algorithm in the time-varying setting, the dynamic regret is proposed that compares the cumulative losses of the online player with the losses of the best possible

---

3 We label the time indices in a fashion that is different from online learning literature but similar to the time-varying optimization setting.
responses
\[
\sum_{\tau=1}^{K} c_{\tau}(\hat{x}_{\tau-1}) - c_{\tau}(x^*_\tau) .
\]

Particularly, researchers are interested in bounding the growth rate of the dynamic regret as \( K \to \infty \) over a specific class of loss functions, and usually focus on the situations where the dynamic regret achieves sublinear growth.

For example, the pioneering paper [99] formulated the online convex programming problem in which \( X \subseteq R^n \) is convex and compact and \( c_{\tau} \) is convex and differentiable for all \( \tau \). The paper proposed the online projected gradient descent algorithm whose iterations are given by
\[
\hat{x}_{\tau} = \mathcal{P}_X [ \hat{x}_{\tau-1} - \alpha \nabla c_{\tau}(\hat{x}_{\tau-1}) ] .
\]

The paper showed that, for the online projected gradient descent algorithm, the dynamic regret can be upper bounded by
\[
\sum_{\tau=1}^{K} c_{\tau}(\hat{x}_{\tau-1}) - c_{\tau}(x^*_\tau) \leq \frac{7R^2}{4\alpha} + \frac{R}{\alpha} \sum_{\tau=1}^{K-1} \|x^*_\tau - x^*_\tau\| + \frac{G\alpha}{2}K,
\]
where
\[
R := \sup_{x_1, x_2 \in X} \|x_2 - x_1\|, \quad G := \sup_{\tau, x \in X} \|\nabla c_{\tau}(x)\| .
\]

In [68], the authors considered an online learning problem where \( X \subseteq R^n \) is convex and compact and the loss function \( c_{\tau} \) is uniformly strongly convex, i.e., there exists \( \mu > 0 \) such that
\[
c_{\tau}(x_2) \geq c_{\tau}(x_1) + \nabla c_{\tau}(x_1)^T (x_2 - x_1) + \frac{\mu}{2} \|x_2 - x_1\|^2 , \quad \forall x_1, x_2 \in X .
\]

It was shown that an improved bound on the dynamic regret can be derived for the online projected gradient descent algorithm when the step size \( \alpha \) is sufficiently small:
\[
\sum_{\tau=1}^{K} c_{\tau}(\hat{x}_{\tau-1}) - c_{\tau}(x^*_\tau) \leq G \left( \frac{1}{1 - \rho} \sum_{\tau=1}^{K-1} \|x^*_\tau - x^*_\tau\| + \frac{\|\hat{x}_0 - x^*_1\|}{1 - \rho} \right),
\]
where
\[
\rho = \sqrt{1 - \alpha \mu}, \quad G = \sup_{\tau, x \in X} \|\nabla c_{\tau}(x)\| .
\]

A recent paper [48] considered an online learning problem where the loss function could be nonconvex. Specifically, while \( X \subseteq R^n \) was still assumed to be convex and
compact, each loss function $c_T : X \to \mathbb{R}$ was assumed to be weakly pseudo-convex: there exists $M > 0$ such that

$$c_T(x) - c_T(x^*_T) \leq \begin{cases} M \frac{\nabla c_T(x)^T (x - x^*_T)}{\|\nabla c_T(x)\|}, & \nabla c_T(x) \neq 0, \\ 0, & \nabla c_T(x) = 0 \end{cases}$$

for any $x \in X$ and any $x^*_T \in \text{arg min}_{u \in X} c_T(u)$. The paper showed that, if the strategies $\hat{x}_T$ are generated by the online normalized gradient descent algorithm

$$\hat{x}_T = \mathcal{P}_X [\hat{x}_{T-1} - \eta g_T], \quad g_T := \begin{cases} \frac{\nabla c_T(\hat{x}_{T-1})}{\|\nabla c_T(\hat{x}_{T-1})\|}, & \nabla c_T(\hat{x}_{T-1}) \neq 0, \\ 0, & \nabla c_T(\hat{x}_{T-1}) = 0, \end{cases}$$

where $\eta$ is some positive constant, then the following bound on the dynamic regret holds under certain conditions:

$$\sum_{T=1}^{K} c_T(\hat{x}_{T-1}) - c_T(x^*_T) \leq \frac{M}{2\eta} \left( 4R^2 + \eta^2 K + 6R \sum_{T=1}^{K-1} \|x^*_T - x^*_t\| \right),$$

where $R := \sup_{x \in X} \|x\|$. Further investigation of these examples and other related works suggests that, although time-varying optimization and online learning have different perspectives and settings, the mathematics behind the theories of dynamic regret can be very relevant for the research on time-varying optimization.

Time-varying optimization has also found its place in various applications. While the original formulation was for static problems, the network flow control algorithm in [67] is essentially implemented in a running fashion and can be easily extended to time-varying situations. In [29], the primal-dual saddle point dynamics was applied in time-varying wireless systems, with theoretical analysis on the tracking performance. In [9], the running version of the iterative soft-thresholding algorithm and its continuous-time counterpart for sparse signal recovery were analyzed under the time-varying setting. In [8], the authors proposed a running stochastic gradient descent method for topology tracking in social networks, though no theoretical guarantee on tracking performance has been provided.

With the technological advances in sustainable energy and smart grids, recent research has found it necessary to consider power system operation in the time-varying setting. Reference [24] proposed an online algorithm based on the dual subgradient ascent method, and [17, 47] proposed online algorithms based on the projected gradient descent method for the operation of distribution networks, though no theoretical results were developed for the time-varying setting. [35, 36] employed the
double smoothing method [87] and a linearized power flow model for real-time operation of distribution networks, and [14] presented a more comprehensive framework that can handle a wider range of controllable power devices. [52, 55] proposed continuous-time online algorithms that employ projected gradient dynamics on the power flow manifold.

1.3 Organization of the Thesis

Chapter 2: First-Order Algorithms for Time-Varying Optimization

In Chapter 2, we propose a first-order time-varying optimization algorithm, which we call the regularized proximal primal-dual gradient algorithm. The regularization comes in the form of a strongly concave term in the dual vector variable that is added to the Lagrangian function [50, 58, 60]. The strongly concave regularization term plays a critical role in establishing contraction-like behavior of the proposed algorithm. However, as an artifact of this regularization, existing works for time-invariant convex programs [60], time-varying convex programs [16], and for static nonconvex problems [50] could prove that gradient-based iterative methods approach an approximate KKT point. On the other hand, in Chapter 2 we provide analytical results in terms of tracking a KKT point (as opposed to an approximate KKT point) of (1.2) and provide bounds for the distance of the algorithmic iterates from a KKT trajectory. The bounds are obtained by finding conditions under which the regularized proximal primal-dual gradient step exhibits a contraction-like behavior. The bounds are directly related to the maximum temporal variability of a KKT trajectory, and also depend on pertinent algorithmic parameters such as the step size and the regularization coefficient.

We then provide sufficient conditions for the existence of algorithmic parameters that guarantee bounded tracking error for sufficiently small sampling interval. From a qualitative standpoint, the sufficient conditions for the existence of feasible parameters suggest that the problem should be “sufficiently convex” around a KKT trajectory to overcome the nonlinearity of the nonconvex constraints.

The study of feasible algorithmic parameters suggests analyzing the continuous-time limit of the proposed regularized proximal primal-dual gradient algorithm; see, e.g., [31, 32, 78, 79, 93] and pertinent references therein for continuous-time algorithmic platforms. We show that the continuous-time counterpart of the discrete-time algorithm is given by a system of differential inclusions that can be viewed as a generalization of perturbed sweeping processes [2, 28]. The tracking performance
of the system of differential inclusions is analytically established; the continuous-
time tracking error bound shares a similar form with the discrete-time tracking
error bound. Then, we provide sufficient conditions for the existence of feasible
algorithmic parameters, and also analyze the existence and properties of the optimal
algorithmic parameters that minimize the tracking error bound.

Finally, we derive conditions under which the KKT points for a given time will
always be isolated; that is, bifurcations or merging of KKT trajectories do not
happen.

While most existing works on time-varying optimization focus on problems that are
globally convex, our study does not assume global convexity of the objective and
constraint functions, which can be particularly useful for time-varying nonconvex
problems such as the time-varying optimal power flow problem. Part of these results
have been reported in [88, 89].

**Chapter 3: Second-Order Algorithms for Time-Varying Optimization**

In Chapter 3, we consider second-order algorithms for time-varying optimization. By “second-order” algorithms, we mean that for each $\tau$, not only the current function
value and gradient information is used, but also the exact or approximate curvature
information is employed, which is similar to Newton and quasi-Newton methods in
static optimization.

We first propose the *approximate Newton method* for a special case where the
constraints in (1.2) appear in the form $x \in X_\tau$ for some closed and convex $X_\tau$. The
approximate Newton method is a natural extension of (quasi-)Newton method to
the time-varying setting. It is shown that the tracking error is directly affected by
how well we can approximate the curvature of the objective function $c_\tau$. We also
propose a specific version of the approximate Newton method based on L-BFGS-B
[26, 69] that handles box constraints.

Then, we propose two variants of the approximate Newton method that can handle
nonlinear constraints that are formulated as explicit equalities and inequalities. The
first variant employs penalty functions [19, 72] to obtain a modified version of the
original problem, so that the approximate Newton method for the special case dis-
cussed above can be applied. We investigate the relationship between the penalty
functions and regularization on the dual variables, and derive bounds on the differ-
ence between optimal solutions of the penalized problem and the original problem.
The second variant can be viewed as an extension of sequential quadratic program-
ming [23] in the time-varying setting, with regularization on the dual variable just like the regularized proximal primal-dual gradient algorithm. We perform a direct analysis of the tracking error with respect to the optimal trajectory and discuss its implications.

Finally, we use a toy example to compare first-order and second-order methods, in order to have a better understanding of how to appropriately choose between these two types of methods in practical scenarios.

As mentioned in Section 1.2, parametric optimization is closely related to time-varying optimization, and many path-following algorithms utilize curvature information in a very similar fashion to the approximate Newton methods [39, 43, 49, 97]. On the other hand, parametric optimization generally focuses on whether and how fast the trajectory generated by path-following algorithms will converge to the optimal trajectory as the sampling interval goes to zero. This is different from our setting where we assume a given and fixed sampling interval, considering that the delays caused by computation, communication, etc. will prevent the sampling interval from being arbitrarily small in practice.

Similar to Chapter 2, we do not explicitly assume global convexity for the time-varying optimization problem in our study. Part of these results have been reported in [90, 91].

**Chapter 4: Applications in Power System Operation**

In Chapter 4, we discuss the application of time-varying optimization algorithms to power system operation, motivated by the consideration that batch solutions are inappropriate when one needs to optimize over a large number of distributed controllable devices to handle fast-timescale fluctuations and uncertainties introduced by distributed energy resources in future smart grids.

We formulate the time-varying optimal power flow problem, where the decision variables are subject to the power flow equations. We partition the decision variables into two groups, and replace the power flow equations by an implicit power flow map between the two groups of variables. We present sufficient conditions for the existence of the implicit power flow map, and discuss the advantages of introducing implicit power flow map to utilize real-time feedback measurements. The use of real-time feedback measurements is a central idea in real-time optimal power flow algorithms [35, 36, 90, 91] (also see [47] for static optimization), which not only greatly reduces the computation burden, but also improves robustness against model...
mismatch.

Then we present two real-time optimal power flow algorithms in detail. The first algorithm applies the regularized primal-dual gradient algorithm to the real-time operation of a distribution feeder. Specifically, we show how real-time measurement data can be naturally incorporated in the computation, and analyze the effect of employing approximate Jacobian of the implicit power flow map in the algorithm theoretically. The second algorithm applies the approximate Newton method with penalty functions to the time-varying optimal power flow problem. Second-order real-time optimal power flow method was first proposed by [90] and here we present the distributed implementation proposed in [91].

Chapter 5: Concluding Remarks on Future Directions

We conclude the thesis by remarks on some future directions that are worth exploration.

1.4 Notations and Terminologies

Sets and Functions

For any set $A$, its power set will be denoted by $2^A$, and the Cartesian product $A \times \cdots \times A$ will be denoted by $A^n$.

Let $(A_i)_{i=1}^n$ be a finite sequence of sets, and let $S$ be a nonempty subset of $A_1 \times \cdots \times A_n$. A map $\pi : S \to \bigcup_{i=1}^n A_i$ is called a canonical projection if there exists $j \in \{1, \ldots, n\}$ such that

$$\pi(x_1, \ldots, x_n) = x_j, \quad \forall (x_1, \ldots, x_n) \in S.$$

We denote $\mathbb{R}_+ = [0, +\infty)$ and $\mathbb{R}_{++} = (0, +\infty)$.

Suppose $f : X \to Y$ where $X$ and $Y$ are any sets. For any subset $A \subseteq Y$, $f^{-1}[A]$ denotes the preimage $\{x \in X : f(x) \in A\}$.

For a real-valued function $f$ defined on an interval $D \subseteq \mathbb{R}$, we say that it is nondecreasing if $\forall x_1, x_2 \in D$, $x_1 < x_2 \Rightarrow f(x_1) \leq f(x_2)$, and say that it is (strictly) increasing if the inequality is strict. The notion of nonincreasing and (strictly) decreasing functions are defined similarly. We say that $f$ is unimodal if there exists $x_0 \in D$ such that $f$ is strictly decreasing on $D \cap (-\infty, x_0]$ and is strictly increasing on $D \cap [x_0, +\infty)$.

For $f : \mathbb{R}^n \to \mathbb{R}^m$, the inequality $f(x) \leq 0$ means $-f(x) \in \mathbb{R}_+^m$. 

For any $x \in \mathbb{R}$, $\lfloor x \rfloor$ denotes the largest integer $n$ such that $n \leq x$, and $\lceil x \rceil$ denotes the smallest integer $n$ such that $n \geq x$.

**Linear Algebra**

We use

$$x = (x_1, \ldots, x_n) = \begin{bmatrix} x_1 \\ \vdots \\ x_n \end{bmatrix}$$

to denote vector $x$ in $\mathbb{R}^n$. The Euclidean norm on $\mathbb{R}^n$ will be simply denoted by

$$\|x\| := \sqrt{\sum_{i=1}^{n} x_i^2}, \quad x \in \mathbb{R}^n.$$

The identity matrix will be denoted by $I$, or $I_n \in \mathbb{R}^{n \times n}$ when the dimension needs to be specified to avoid confusion.

For any matrix $M = (M_{ij}) \in \mathbb{R}^{m \times n}$, $\|M\|$ denotes the operator norm

$$\|M\| := \sup_{x \neq 0} \frac{\|Mx\|}{\|x\|}.$$

When $M$ is a square matrix, we use $\lambda_{\text{max}}(M)$ and $\lambda_{\text{min}}(M)$ to denote the largest and the smallest eigenvalues of $M$ respectively.

For two real symmetric matrix $A$ and $B$, the expression $A \preceq B$ means $B - A$ is positive semidefinite, and $A \prec B$ means $B - A$ is positive definite.

**Real Analysis**

For a topological space $X$ and a subset $A \subseteq X$, the interior of $A$ will be denoted by $\text{int } A$, and the closure of $A$ will be denoted by $\text{cl } A$.

The closed unit ball in $\mathbb{R}^n$ centered at the origin will be denoted by $B_n$. For any two subsets $A, B$ of $\mathbb{R}^n$ and any $\alpha, \beta \in \mathbb{R}$, we define

$$\alpha A + \beta B := \{ \alpha x + \beta y : x \in A, y \in B \}.$$

As an example, $\{x\} + rB_n$ is the closed ball in $\mathbb{R}^n$ of radius $r$ centered at $x$.

Suppose $f : X \rightarrow \mathbb{R} \cup \{+\infty\}$ where $X$ is a topological space. We say that $f$ is lower semicontinuous if $\liminf_{n \to \infty} f(x_n) \geq f(x)$ for any $x \in X$ and any sequence $(x_n) \subset X$ that converges to $x$. Equivalently, $f$ is lower semicontinuous if $\{x \in X : f(x) > a\}$ is an open subset of $X$ for all $a \in \mathbb{R}$. A function $f : X \rightarrow \mathbb{R} \cup \{-\infty\}$
is upper semicontinuous if \(-f\) is lower semicontinuous. A function \(f : X \to \mathbb{R}\)
 is continuous if and only if it is both lower and upper semicontinuous. See [57, Section 12] for more details.

Let \(f : I \to \mathbb{R}\) be a function defined on an interval \(I\) of \(\mathbb{R}\). The essential supremum of \(f(t)\) over \(t \in I\) is defined by

\[
\text{ess sup}_{t \in I} f(t) := \inf \left\{ M \in \mathbb{R} : \text{Leb} \left( f^{-1}[\left( M, +\infty \right)) \right) = 0 \right\},
\]

where \(\text{Leb}\) denotes the Lebesgue measure on \(\mathbb{R}\).

Let \(f : [a, b] \to \mathbb{R}^m\) be a vector-valued function whose components are absolutely continuous. Then there exists a Lebesgue integrable function from \([a, b]\) to \(\mathbb{R}^m\), which we denote by \(Df\), such that

\[
f(t) - f(a) = \int_a^t Df(s) \, ds
\]

for all \(t \in [a, b]\), and \(Df\) is unique up to a Lebesgue null set. We will also denote \(d\,f(t) := Df(t)\). Furthermore, \(f\) is Lipschitz continuous on \([a, b]\) if and only if

\[
\text{ess sup}_{t \in [0,T]} \|Df(t)\| < +\infty,
\]

or in other words, \(Df \in L^\infty([a, b])\), and in this case,

\[
\sup_{t_1, t_2 \in [a,b], t_1 \neq t_2} \frac{\|f(t_2) - f(t_1)\|}{|t_2 - t_1|} = \text{ess sup}_{t \in [a,b]} \|Df(t)\|.
\]

See [44, Section 3.5] for more details.

**Differential Calculus**

Let \(f : \mathbb{R}^n \to \mathbb{R}\) be differentiable on \(\mathbb{R}^n\). The gradient of \(f\) at \(x \in \mathbb{R}^n\) will be denoted by \(\nabla f(x)\) which is an \(n\)-dimensional column vector. If \(f\) is twice differentiable, the Hessian of \(f\) at \(x \in \mathbb{R}^n\) will be denoted by \(\nabla^2 f(x)\).

Let \(f(x, y)\) be a function from \(\mathbb{R}^n \times Y\) to \(\mathbb{R}\) where \(Y\) is any set, and for some \(y_0 \in Y\), \(f(x, y_0)\) is differentiable with respect to \(x\). The (partial) gradient of \(f(x, y)\) with respect to \(x\) at \((x_0, y_0) \in \mathbb{R}^n \times Y\) will be denoted by \(\nabla_x f(x_0, y_0)\). If \(f(x, y_0)\) is twice differentiable with respect to \(x\), the (partial) Hessian of \(f(x, y)\) with respect to \(x\) at \((x_0, y_0) \in \mathbb{R}^n \times Y\) will be denoted by \(\nabla^2_{x,x} f(x_0, y_0)\).
Let $f : \mathbb{R}^n \to \mathbb{R}^m$ be a differentiable vector-valued function. We will denote its components by $f_1, \ldots, f_m$. The Jacobian of $f$ at $x \in \mathbb{R}^n$ will be denoted by

$$J_f(x) := \begin{bmatrix} \nabla f_1(x)^T \\ \vdots \\ \nabla f_m(x)^T \end{bmatrix} \in \mathbb{R}^{m \times n}. $$

Let $f(x, y)$ be a vector-valued function from $\mathbb{R}^n \times Y$ to $\mathbb{R}^m$ where $Y$ is any set. Suppose for some $y_0 \in Y$, $f(x, y_0)$ is differentiable with respect to $x$. The (partial) Jacobian of $f(x, y)$ with respect to $x$ at $(x_0, y_0) \in \mathbb{R}^n \times Y$ will be denoted by

$$J_{f,x}(x_0, y_0) := \begin{bmatrix} \nabla_x f_1(x_0, y_0)^T \\ \vdots \\ \nabla_x f_m(x_0, y_0)^T \end{bmatrix} \in \mathbb{R}^{m \times n}. $$

The following equalities can be shown by straightforward calculations.

**Lemma 1.1.** 1. Suppose $f : \mathbb{R}^n \to \mathbb{R}^m$ is continuously differentiable. Then for any $x, y \in \mathbb{R}^n$,

$$f(y) = f(x) + \left( \int_0^1 J_f(x + \theta(y - x)) \, d\theta \right) (y - x). \quad (1.6)$$

2. Suppose $f : \mathbb{R}^n \to \mathbb{R}$ is twice continuously differentiable. Then for any $x, y \in \mathbb{R}^n$,

$$f(y) = f(x) + \nabla f(x)^T (y - x)
+ \frac{1}{2} (y - x)^T \left( \int_0^1 2(1 - \theta) \nabla^2 f(x + \theta(y - x)) \, d\theta \right) (y - x). \quad (1.7)$$

**Convex Analysis**

Let $C \subseteq \mathbb{R}^n$ be a convex set. The indicator function of $C$ will be defined and denoted by

$$I_C(x) = \begin{cases} 0, & x \in C, \\ +\infty, & x \not\in C. \end{cases}$$

The relative interior of $C$ will be denoted by relint $C$. The normal cone of $C$ at $x \in C$ is defined by

$$N_C(x) := \{ y \in \mathbb{R}^n : y^T(z - x) \leq 0, \forall z \in C \}. $$

When $C$ is closed, for any $x \in \mathbb{R}^n$, it is known [20, Proposition 2.2.1] that there exists a unique vector that minimizes $\|y - x\|$ over all $y \in C$. We call this vector the
projection of $x$ into $C$, and denote it by
\[ P_C(x) := \arg \min_{y \in C} \|y - x\|. \]
Furthermore, we have the following proposition.

**Proposition 1.1** ([20, Proposition 2.2.1]). *Suppose $C \subseteq \mathbb{R}^n$ is convex and closed.*

1. For any $x \in \mathbb{R}^n$,
   \[ y = P_C(x) \iff (x - y)^T(z - y) \leq 0, \forall z \in C \iff x - y \in N_C(y). \]
2. $P_C$ is nonexpansive, i.e., $\|P_C(x) - P_C(y)\| \leq \|x - y\|$ for any $x, y \in \mathbb{R}^n$.

For a convex cone $C \subseteq \mathbb{R}^n$, its polar cone is defined by
\[ C^\circ := \{y \in \mathbb{R}^n : y^T z \leq 0, \forall z \in C\}. \]
For any subset $A$ of $\mathbb{R}^n$, its convex hull will be denoted by $\text{conv} A$, and its affine hull will be denoted by $\text{aff} A$.

Let $f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ be a convex function. The domain of $f$ is defined by
\[ \text{dom}(f) := \{x \in \mathbb{R}^n : f(x) < +\infty\}. \]
We say that $f$ is proper if $\text{dom}(f)$ is nonempty. We say that $f$ is closed if the epigraph
\[ \text{epi}(f) := \{(x, y) \in \mathbb{R}^n \times \mathbb{R} : y \geq f(x)\} \]
is closed.

**Proposition 1.2** ([82, Theorem 7.1]). *A proper convex function $f : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ is lower semicontinuous if and only if it is closed.*

The subdifferential of $f$ at $x_0 \in \text{dom}(f)$ is defined by
\[ \partial f(x_0) := \{u \in \mathbb{R}^n : f(x) - f(x_0) \geq u^T(x - x_0), \forall x \in \mathbb{R}^n\}. \]
The definition indicates that $\partial f(x_0)$ is the intersection of a collection of closed half-spaces in $\mathbb{R}^n$, and therefore is convex and closed.

Suppose $g(x, y)$ is a function from $\mathbb{R}^n \times Y$ to $\mathbb{R} \cup \{+\infty\}$ where $Y$ is any set, and for some fixed $y_0 \in Y$, $g(x, y_0)$ is a proper convex function of $x$. We denote the partial subdifferential of $g(x, y)$ with respect to $x$ at $(x_0, y_0) \in \mathbb{R}^n \times Y$ by
\[ \partial_x g(x_0, y_0) := \{u \in \mathbb{R}^n : g(x, y_0) - g(x_0, y_0) \geq u^T(x - x_0), \forall x \in \mathbb{R}^n\}. \]
First-Order Algorithms for Time-Varying Optimization

2.1 Problem Formulation

Let us consider the following time-varying optimization problem

$$
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad c(x,t) + h(x,t) \\
\text{s.t.} & \quad f^c(x,t) + f^{nc}(x,t) \leq 0, \\
& \quad f^{eq}(x,t) = 0.
\end{align*}
$$

(2.1)

Here \( t \in [0, T] \) labels time and \( T > 0 \) is a fixed constant that represents the length of the period we consider, \( c : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}, h : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R} \cup \{+\infty\}, f^c : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^m, f^c : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^m \) and \( f^{eq} : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}^{m'} \). For each fixed \( t \in [0, T] \), \( c(\cdot, t), f^c(\cdot, t), f^{nc}(\cdot, t) \) and \( f^{eq}(\cdot, t) \) are twice continuously differentiable, \( f^c(\cdot, t) \) has convex components, and \( h(\cdot, t) \) is a closed proper convex function with a closed domain.

We denote the domain of \( h(\cdot, t) \) by

$$
\text{dom}_t(h) := \{ x \in \mathbb{R}^n : h(x,t) < +\infty \}.
$$

In addition, we also assume that \( \nabla_{xx}^2 c(x,t), \nabla_{xx}^2 f^c(x,t), \nabla_{xx}^2 f^{nc}(x,t) \) and \( \nabla_{xx}^2 f^{eq}(x,t) \) for each \( i = 1, \ldots, m \) and \( j = 1, \ldots, m' \) are continuous over \( \mathbb{R}^n \times [0, T] \). We let \( f^{in} := f^c + f^{nc} \).

We assume that (2.1) is feasible for all \( t \in [0, T] \), and that there exists a Lipschitz continuous trajectory of primal-dual pair \( z^* = (x^*, \lambda^*, \mu^*): [0, T] \to \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m'} \) such that for each \( t \in [0, T] \), \( z^*(t) = (x^*(t), \lambda^*(t), \mu^*(t)) \) satisfies

$$
\begin{align*}
-(x^*(t), \lambda^*(t), \mu^*(t)) & \in \text{dom}_t(h) \times \mathbb{R}^m \times \mathbb{R}^{m'}, \\
nabla_x c(x^*(t),t) - J_{f^{in},x}(x^*(t),t) & \in \partial h(x^*(t),t), \\
f^{in}(x^*(t), t) & \in N_{\mathbb{R}^m}(\lambda^*(t)), \\
f^{eq}(x^*(t), t) & = 0.
\end{align*}
$$

(2.2a, 2.2b, 2.2c, 2.2d)

The following proposition justifies (2.2) as KKT conditions for (2.1) under appropriate constraint qualification conditions.
Proposition 2.1. Suppose $\bar{x}$ is a local minimum of the following optimization problem

$$
\min_{x \in \mathbb{R}^n} \ c(x) + h(x)
\quad \text{s.t.} \quad f(x) \in C,
$$

(2.3)

where $c : \mathbb{R}^n \to \mathbb{R}$ and $f : \mathbb{R}^n \to \mathbb{R}^p$ are continuously differentiable, $h : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}$ is a closed proper convex function with a closed domain, and $C \subseteq \mathbb{R}^p$ is a closed convex cone. Suppose the following constraint qualification condition is satisfied:

There is no $\lambda \in C^\circ \backslash \{0\}$ such that $\lambda^T f(\bar{x}) = 0$ and $-J_f(\bar{x})^T \lambda \in N_{\text{dom}(h)}(\bar{x})$. \hfill (2.4)

Then there exists $\bar{\lambda} \in C^\circ$ such that

$$
-\nabla c(\bar{x}) - J_f(\bar{x})^T \bar{\lambda} \in \partial h(\bar{x}),
$$

(2.5a)

$$
f(\bar{x}) \in N_{C^\circ}(\bar{\lambda}).
$$

(2.5b)

The set of optimal Lagrange multipliers

$$
\Lambda = \{\bar{\lambda} \in C^\circ : \bar{\lambda} \text{ satisfies (2.5)}\}
$$

is convex and compact.

The proof is given in Appendix 2.A for completeness.

Remark 2.1. The constraint qualification in Proposition (2.4) can be viewed as a generalization of the Mangasarian-Fromovitz constraint qualification (MFCQ) [19]. Indeed, in the case where $h = 0$ and $C = -\mathbb{R}^m_+ \times \{0\}^m$, we can prove that MFCQ is equivalent to (2.4). Let $I \subseteq \{1, \ldots, m\}$ denote the index set of active constraints at $\bar{x}$, and denote $\mathcal{E} = \{m+1, \ldots, m'\}$.

1. Suppose MFCQ holds at $\bar{x}$, and $u \in \mathbb{R}^n$ satisfies $J_{f_I}(\bar{x})u < 0$ and $J_{f_E}(\bar{x})u = 0$. Suppose $\lambda \in \mathbb{R}^m_+ \times \mathbb{R}^{m'}$ satisfies $\lambda^T f(\bar{x}) = 0$ and $J_f(\bar{x})^T \lambda = 0$. Then we have $\lambda_i = 0$ for $i \notin I \cup \mathcal{E}$, and

$$
0 = \lambda^T J_f(\bar{x}) u = \lambda^T_J J_{f_I}(\bar{x}) u + \lambda^T_{\mathcal{E}} J_{f_E}(\bar{x}) u = \lambda^T_J J_{f_I}(\bar{x}) u.
$$

Considering that $J_{f_I}(\bar{x})u < 0$ while $\lambda_I \geq 0$, we get $\lambda_I = 0$. Thus $J_f(\bar{x})^T \lambda = J_{f_E}(\bar{x})^T \lambda_{\mathcal{E}} = 0$. MFCQ requires that $J_{f_E}(\bar{x})$ has linearly independent row vectors, which implies that $\lambda_{\mathcal{E}} = 0$. Now we see that $\lambda = 0$. Therefore MFCQ implies the constraint qualification (2.4).
2. Suppose that MFCQ does not hold at \( \bar{x} \). If the row vectors of \( J_{fe}(\bar{x}) \) are linearly dependent, then there exists \( \mu \in \mathbb{R}^{m'} \setminus \{0\} \) such that \( J_{fe}(\bar{x})^T \mu = 0 \), and (2.4) is obviously violated. If there is no \( u \in \mathbb{R}^n \) satisfying \( J_{f_I}(\bar{x})u < 0 \) and \( J_{fe}(\bar{x})u = 0 \), we let

\[
S_1 = \left\{ \begin{bmatrix} J_{f_I}(\bar{x}) \\ J_{fe}(\bar{x}) \end{bmatrix} u : u \in \mathbb{R}^n \right\}, \quad S_2 = \left\{ (z, 0) \in \mathbb{R}^{|I|} \times \mathbb{R}^{m'} : z \in -\mathbb{R}^{\lvert I \rvert}_+ \right\}.
\]

Obviously \( S_1 \) and \( S_2 \) are convex sets, and since \( S_1 \cap S_2 = \emptyset \), by the separating hyperplane theorem, there exists some nonzero \( (v_1, v_2) \in \mathbb{R}^{\lvert I \rvert} \times \mathbb{R}^{m'} \) such that

\[
v_1^T z \geq 0 \quad \text{for all} \quad z \in -\mathbb{R}^{\lvert I \rvert}_+,
\]

and

\[
v_1^T J_{f_I}(\bar{x})u + v_2^T J_{fe}(\bar{x})u \leq 0, \quad \forall u \in \mathbb{R}^n.
\]

By setting \( u = J_{f_I}(\bar{x})^T v_1 + J_{fe}(\bar{x})^T v_2 \) in the above inequality, we see that \( J_{f_I}(\bar{x})^T v_1 + J_{fe}(\bar{x})^T v_2 = 0 \). On the other hand, \( v_1^T z \geq 0 \) for all \( z \in -\mathbb{R}^{\lvert I \rvert}_+ \) implies \( v_1 \geq 0 \). We then see that if we define \( \lambda \in \mathbb{R}^m \times \mathbb{R}^{m'} \) by \( \lambda_I = v_1 \), \( \lambda_E = v_2 \) and \( \lambda_i = 0 \) for any \( i \not\in I \cup E \), the constraint qualification (2.4) is violated by \( \lambda \).

We now see that the constraint qualification (2.4) is equivalent to MFCQ. ■

Remark 2.2. In general, there can be multiple KKT points of (2.1) that move in \( \mathbb{R}^n \times \mathbb{R}^m_+ \times \mathbb{R}^{m'} \) as time proceeds, which form multiple trajectories that can appear, terminate, bifurcate or merge during the period \((0, T)\). Reference [49] presented a very comprehensive theory of the structures and singularities of trajectories of KKT points for time-varying optimization problems. In [39], the authors show that strong regularity for generalized equations is a key concept for establishing the existence of Lipschitz continuous KKT trajectories over a given finite period. Here, we arbitrarily select one of these trajectories that is well defined and Lipschitz continuous for \( t \in [0, T] \), denote it by \( z^*(t) \), and mainly focus on this trajectory in most part of our study. ■

As a special case of (2.1), if we set \( h(x, t) \) to be the indicator function

\[
h(x, t) = \begin{cases} 
0, & x \in X(t), \\
+\infty, & \text{otherwise},
\end{cases}
\]

where \( X(t) \subset \mathbb{R}^n \) is convex and compact for each \( t \in [0, T] \), then (2.1) includes the
following problem as a special case

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad c(x, t) \\
\text{s.t.} & \quad f^c(x, t) + f^{in}(x, t) \leq 0, \\
& \quad f^{eq}(x, t) = 0, \\
& \quad x \in X(t),
\end{align*}
\]

(2.7)

and in this case, the subdifferential \( \partial_x h(x, t) \) is the normal cone \( N_{X(t)}(x) \) as can be seen by

\[
\begin{align*}
y \in \partial_x h(x, t) & \iff h(z, t) \geq h(x, t) + y^T(z - x), \quad \forall z \in \mathbb{R}^n \\
& \iff 0 \geq y^T(z - x), \quad \forall z \in X(t) \\
& \iff y \in N_{X(t)}(x).
\end{align*}
\]

**Proximal Operator**

We define the proximal operator to a convex function \( g: \mathbb{R}^k \to \mathbb{R} \cup \{+\infty\} \) by

\[
\text{prox}_g(x) := \arg \min_{y \in \mathbb{R}^k} g(y) + \frac{1}{2}\|y - x\|^2.
\]

(2.8)

The proximal operator can be viewed as a generalization of projection onto convex sets. Indeed, if we take \( g \) to be the indicator function of a convex set \( C \subseteq \mathbb{R}^k \), the proximal operator is just the projection onto \( C \).

The following lemma summarizes the properties of the proximal operator that will be frequently used in subsequent sections.

**Lemma 2.1** ([74]). Let \( g: \mathbb{R}^k \to \mathbb{R} \cup \{+\infty\} \) be convex and proper. Then

1. \( \text{prox}_g(x) \) is well-defined for all \( x \in \mathbb{R}^k \).
2. \( y = \text{prox}_g(x) \) if and only if \( x - y \in \partial g(y) \).
3. \( \text{prox}_g \) is nonexpansive: for any \( x, y \in \mathbb{R}^k \), \( \|\text{prox}_g(x) - \text{prox}_g(y)\| \leq \|x - y\| \).

We can use the second property in Lemma 2.1 to rewrite two of the KKT conditions (2.2b) and (2.2c) equivalently in the form of a fixed-point equation

\[
\begin{align*}
x^*(t) & = \text{prox}_{\alpha h(\cdot, t)} \left[ x^*(t) - \alpha \left( \nabla_x c(x^*(t), t) + \begin{bmatrix} J_{f^{in}}(x^*(t), t) \\ J_{f^{eq}}(x^*(t), t) \end{bmatrix}^T \begin{bmatrix} \lambda^*(t) \\ \mu^*(t) \end{bmatrix} \right) \right], \\
\lambda^*(t) & = P_{\mathbb{R}^n_{+}} \left[ \lambda^*(t) + \beta f^{in}(x^*(t), t) \right],
\end{align*}
\]

(2.9a, 2.9b)

where \( \alpha \) and \( \beta \) are any positive real number.
2.2 Regularized Proximal Primal-Dual Gradient Algorithm

We first discretize the time domain \([0, T]\) so that discrete-time algorithms can be proposed and implemented. Let \(\Delta > 0\) be the sampling interval. Let \(\mathcal{T} := \{1, 2, \ldots, [T/\Delta]\}\) be the set of discrete time indices, and we denote

\[
\begin{align*}
  c_\tau(x) &= c(x, \tau \Delta), \quad h_\tau(x) = h(x, \tau \Delta), \\
  f^c_\tau(x) &= f^c(x, \tau \Delta), \quad f^{nc}_\tau(x) = f^{nc}(x, \tau \Delta), \\
  f^{in}_\tau(x) &= f^{in}(x, \tau \Delta) \quad f^{eq}_\tau(x) = f^{eq}(x, \tau \Delta),
\end{align*}
\]

for each \(\tau \in \mathcal{T}\). The sampled version of the KKT trajectory \(z^*(\tau)\) will be denoted by \(z^*_\tau = (x^*_\tau, \lambda^*_\tau, \mu^*_\tau)\) for \(\tau \in \mathcal{T}\).

Let \(\hat{z}_0 = (\hat{x}_0, \hat{\lambda}_0, \hat{\mu}_0) \in \text{dom}_0(h) \times \mathbb{R}^m_+ \times \mathbb{R}^{m'}\) be the initial point. The regularized proximal primal-dual gradient algorithm produces a primal-dual pair \((\hat{x}_\tau, \hat{\lambda}_\tau, \hat{\mu}_\tau)\) iteratively by

\[
\begin{align*}
  &\hat{x}_\tau = \text{prox}_{\alpha h_\tau} \left[ \hat{x}_{\tau-1} - \alpha \left( \nabla c_\tau(\hat{x}_{\tau-1}) + \left[ J_{f^{in}_\tau}(\hat{x}_{\tau-1}) \right] \hat{\lambda}_{\tau-1} + \left[ J_{f^{eq}_\tau}(\hat{x}_{\tau-1}) \right] \hat{\mu}_{\tau-1} \right) \right], \quad (2.10a) \\
  &\hat{\lambda}_\tau = \mathcal{P}_{\mathbb{R}^n_+} \left[ \hat{\lambda}_{\tau-1} + \eta \alpha \left( f^{in}_\tau(\hat{x}_{\tau-1}) - \epsilon (\hat{\lambda}_{\tau-1} - \lambda_{\text{prior}}) \right) \right], \quad (2.10b) \\
  &\hat{\mu}_\tau = \hat{\mu}_{\tau-1} + \eta \alpha \left( f^{eq}_\tau(\hat{x}_{\tau-1}) - \epsilon (\hat{\mu}_{\tau-1} - \mu_{\text{prior}}) \right) \quad (2.10c)
\end{align*}
\]

for each \(\tau \in \mathcal{T}\). Here \(\alpha > 0, \eta > 0, \epsilon > 0, \lambda_{\text{prior}} \in \mathbb{R}^m_+\) and \(\mu_{\text{prior}} \in \mathbb{R}^{m'}\) are parameters of the algorithm.

The regularized proximal primal-dual gradient algorithm is closely related to the following saddle point problem

\[
\min_{x \in \mathbb{R}^n} \max_{\lambda \in \mathbb{R}^m_+, \mu \in \mathbb{R}^{m'}} L^e_\tau(x, \lambda, \mu), \quad (2.11)
\]

where \(L^e_\tau(x, \lambda, \mu)\) denotes the regularized Lagrangian defined by

\[
\begin{align*}
  L^e_\tau(x, \lambda, \mu) &= c_\tau(x) + h_\tau(x) + \lambda^T f^{in}_\tau(x) + \mu^T f^{eq}_\tau(x) \\
  &\quad - \frac{\epsilon}{2} \left( \|\lambda - \lambda_{\text{prior}}\|^2 + \|\mu - \mu_{\text{prior}}\|^2 \right). \quad (2.12)
\end{align*}
\]

We can see that there is an additional term \(-\frac{\epsilon}{2} \left( \|\lambda - \lambda_{\text{prior}}\|^2 + \|\mu - \mu_{\text{prior}}\|^2 \right)\) compared to the original Lagrangian function, which represents regularization that drives the dual variables towards \((\lambda_{\text{prior}}, \mu_{\text{prior}})\). Then, (2.10) can be viewed as applying a single iteration of proximal gradient descent on the primal variable and projected gradient ascent on the dual variables in (2.12), with step sizes being \(\alpha\) for the primal
update and $\eta \alpha$ for the dual updates respectively. The parameter $\epsilon$ then controls the amount of regularization on the dual variables. The constant vectors $\lambda_{\text{prior}}$ and $\mu_{\text{prior}}$ can be viewed as prior estimates of the optimal dual variables, and can be set to zero if such prior estimates cannot be obtained.

It can be seen that the regularized Lagrangian (2.12) is strongly concave with respect to the dual variables, which potentially improves the convergence behavior of primal-dual gradient methods. On the other hand, even if we solve the saddle point problem (2.11) exactly, the resulting solution will be in general different from the KKT points of (2.1), which suggests that there could be further sub-optimality introduced by regularization in the time-varying setting. This is indeed the case as will be seen in Section 2.3.

We denote the primal-dual pair produced by (2.10) as $\hat{z}_\tau = (\hat{x}_\tau, \hat{\lambda}_\tau, \hat{\mu}_\tau)$, where

$$
\|z\|_\eta := \sqrt{\|x\|^2 + \eta^{-1}\|\lambda\|^2 + \eta^{-1}\|\nu\|^2}
$$

for $z = (x, \lambda, \nu) \in \mathbb{R}^{n+m+m'}$.

### 2.3 Tracking Performance

The regularized proximal primal-dual gradient algorithm proposed in the previous section is expected to produce a sequence of primal-dual pairs that are sufficiently close to the KKT points for each time instant; in other words, the algorithm should be able to track the KKT points $z^*_\tau = (x^*_\tau, \lambda^*_\tau, \mu^*_\tau)$ for each $\tau$. In this section, we study the tracking performance of the regularized proximal primal-dual gradient algorithm.

We define the tracking error to be

$$
\|\hat{z}_\tau - z^*_\tau\|_\eta = \sqrt{\|\hat{x}_\tau - x^*_\tau\|^2 + \eta^{-1}\|\hat{\lambda}_\tau - \lambda^*_\tau\|^2 + \eta^{-1}\|\hat{\mu}_\tau - \mu^*_\tau\|^2},
$$

which represents the distance between the KKT point and the solution produced by (2.10); a small tracking error implies good tracking performance with respect to $(z^*_\tau)$. We are interested in factors that affect the tracking error, and especially conditions under which a bounded tracking error can be guaranteed.

---

1 The dual update (2.10b) can also be equivalently written as

$$
\hat{\lambda}_\tau = \mathcal{P}_{\mathbb{R}^m_+} \left[ \lambda_{\tau-1} + \eta \alpha \left( f^\text{in}_{\tau-1}(\hat{x}_{\tau-1}) - \epsilon \hat{\lambda}_{\tau-1} \right) \right]
$$

with $f^\text{in}_{\tau}(x) = f^\text{in}_{\tau}(x) + \epsilon \lambda_{\text{prior}}$. In other words, we can also view (2.10b) as employing no prior estimate of $\lambda^*_\tau$ but a more conservative version of the inequality constraint given by $f^\text{in}_{\tau}(x) + \epsilon \lambda_{\text{prior}} \leq 0$. 

Before proceeding, we first define some quantities that will be used in our analysis. Let
\[ \sigma_\eta := \sup_{t_1, t_2 \in [0, T], t_1 \neq t_2} \frac{\|z^*(t_2) - z^*(t_1)\|_\eta}{|t_2 - t_1|} = \text{ess sup}_{t \in [0, T]} \left\| \frac{d}{dt} z^*(t) \right\|_\eta, \]
i.e., the maximum speed of the KKT point with respect to the norm \( \| \cdot \|_\eta \); hence \( \|z^*_\tau - z^*_{\tau-1}\|_\eta \leq \sigma_\eta \Delta \) for each \( \tau \). We assume that \( \sigma_\eta > 0 \) for some (and thus for any) \( \eta > 0 \). Intuitively, the slower \( z^*(t) \) moves, the more likely it is to obtain a smaller tracking error. We then define
\[
M_d := \sup_{t \in [0, T]} \left\| \lambda^*(t) - \lambda_{\text{prior}} \right\|, \quad (2.13)
\]
\[
M_{nc}(\delta) := \sup_{t \in [0, T]} \sup_{u : \|u\| \leq \delta} \left\| D^2_{xx} \left[ f^{\text{nc}}(x^*(t) + u, t) \right] \right\|, \quad (2.14)
\]
\[
M_c(\delta) := \sup_{t \in [0, T]} \sup_{u : \|u\| \leq \delta} \left\| D^2_{xx} f^c(x^*(t) + u, t) \right\|, \quad (2.15)
\]
\[
L_f(\delta) := \sup_{t \in [0, T]} \sup_{u : \|u\| \leq \delta} \left\| J_f^\text{lin}(x^*(t) + u, t) \right\|, \quad (2.16)
\]
\[
D(\delta, \eta) := \sqrt{\eta} L_f(\delta) + M_c(\delta) \sup_{t \in [0, T]} \| \lambda^*(t) \| . \quad (2.17)
\]

Here for a vector-valued \( f(x, t) \) that is twice continuously differentiable in \( x \) for a fixed \( t \), we use \( D^2_{xx} f(x, t) \) to denote the bilinear map that maps a pair of vectors \((h_1, h_2)\) to a vector whose \( i \)'th entry is given by \( h_1^T \nabla^2_{xx} f_i(x, t) h_1 \), i.e.,
\[
D^2_{xx} f(x, t) : (h_1, h_2) \mapsto \left( h_1^T \nabla^2_{xx} f_i(x, t) h_1 \right)_i,
\]
and \( \|D^2_{xx} f(x, t)\| \) is defined by
\[
\|D^2_{xx} f(x, t)\| := \sup_{h_1, h_2 \neq 0} \frac{\|D^2_{xx} f(x, t)(h_1, h_2)\|}{\|h_1\| \|h_2\|} = \sup_{\|h_1\| = \|h_2\| = 1} \|D^2_{xx} f(x, t)(h_1, h_2)\|.
\]

Intuitively, \( \|D^2_{xx} f(x, t)\| \) characterizes the nonlinearity of function \( f \) with respect to \( x \) at time \( t \). Specifically, we have the following lemma, whose proof is given in Appendix 2.A.

**Lemma 2.2.** Let \( t \in [0, T] \) be fixed. Then for any \( x_1, x_2 \),
\[
\|J_{f,x}(x_2, t) - J_{f,x}(x_1, t)\| \leq \|x_2 - x_1\| \sup_{\theta \in [0, 1]} \left\| D^2_{xx} f(x_1 + \theta(x_2 - x_1), t) \right\|, \quad (2.18)
\]
\[ f(x_2, t) - f(x_1, t) - J_{f_x}(x_1, t)(x_2 - x_1) \leq \frac{1}{2} \|x_2 - x_1\|^2 \cdot \sup_{\theta \in [0,1]} \left\| D^2_{xx} f(x_1 + \theta(x_2 - x_1), t) \right\|. \] (2.19)

The argument \( \delta \in (0, +\infty) \) in the definitions (2.14)–(2.17) represents the radius of the ball centered at \( x^*(t) \), i.e., the local region around \( x^*(t) \) we are interested in.

Let the “nonconvex Lagrangian component” be

\[ L^{nc}(x, \lambda, \mu, t) := c(x, t) + \lambda^T f^{nc}(x, t) + \mu^T f^{eq}(x, t), \]

\[ L^{nc}_\tau(x, \lambda, \mu) := L^{nc}(x, \lambda, \mu, \tau \Delta). \]

We also define

\[ \bar{H}_{L^{nc}}(u, t) := \int_0^1 \nabla^2_{xx} L^{nc}(x^*(t) + \theta u, \lambda^*(t), \mu^*(t), t) \, d\theta, \] (2.20)

\[ \bar{H}_{f^c}(u, t) := \int_0^1 (1 - \theta) \nabla^2_{xx} f^c(x^*(t) + \theta u, t) \, d\theta, \] (2.21)

and

\[
\rho^{(P)}(\delta, \alpha, \eta, \epsilon) := \sup_{\|u\| \leq \delta} \left\| \left( I - \alpha \bar{H}_{L^{nc}}(u, t) \right)^2 - \alpha(1 - \eta \alpha \epsilon) \sum_{i=1}^{m} \lambda^*_i(t) \bar{H}_{f^c}(u, t) \right\|,
\]

\[
\rho(\delta, \alpha, \eta, \epsilon) := \left[ \max \left\{ \rho^{(P)}(\delta, \alpha, \eta, \epsilon), (1 - \eta \alpha \epsilon)^2 \right\} + \alpha(1 - \eta \alpha \epsilon) \frac{\sqrt{\eta \delta \M_{nc}(\delta)}}{2} \right]^{1/2} + \alpha^2 \left( 2 \sup_{\|u\| \leq \delta} \left\| \eta \epsilon I - \bar{H}_{L^{nc}}(u, t) \right\| \left\| D(\delta, \eta) + D^2(\delta, \eta) \right\| \right),
\]

\[
\kappa(\delta, \alpha, \eta, \epsilon) := \max \left\{ 1, \frac{1 - \eta \alpha \epsilon}{\rho(\delta, \alpha, \eta, \epsilon)^{1/2} \rho^{(P)}(\delta, \alpha, \eta, \epsilon)}, \frac{\sqrt{\eta \alpha \L_f(\delta)}}{\rho(\delta, \alpha, \eta, \epsilon)} \right\}.
\]

Here, \( \bar{H}_{L^{nc}}(u, t) \) is the averaged Hessian matrix of the “nonconvex Lagrangian component” around \( x^*(t) \) along the vector \( u \), and \( \bar{H}_{f^c}(u, t) \) is the averaged Hessian matrix of the convex part of the \( i \)’th constraint along the vector \( u \). The quantity \( \rho(\delta, \alpha, \eta, \epsilon) \), as we will show later, can be viewed as the contraction coefficient of a single step of the algorithm.

**Remark 2.3.** Although the algorithm (2.10) runs in the discrete time domain, the definitions above take supremum over the continuous time domain \([0, T]\), as some
of these quantities will be employed again to study the continuous-time limit of the algorithm (2.10) in Section 2.4. The results in Theorem 2.1 will still follow if we replace all the supremum over \( t \in [0,T] \) by supremum over \( t \in \tau T \) in the definitions above. ■

The following lemma is critical in establishing the tracking error bound of the algorithm (2.10), whose proof will be presented in Appendix 2.A.

**Lemma 2.3.** Let \( \tau \in T \) be arbitrary. If \( \| \hat{z}_{\tau-1} - z^* \|_\eta \leq \delta \) and \( \hat{z}_\tau \) is generated by (2.10), then

\[
\| \hat{z}_\tau - z^*_\tau \|_\eta \leq \rho(\delta, \alpha, \eta, \epsilon) \| \hat{z}_{\tau-1} - z^*_\tau \|_\eta + \kappa(\delta, \alpha, \eta, \epsilon) \sqrt{\eta \alpha \epsilon M_d},
\]

where \( \kappa(\delta, \alpha, \eta, \epsilon) \) is upper bounded by \( \sqrt{2} \) and satisfies

\[
\lim_{\alpha \to 0^+} \kappa(\delta, \alpha, \eta, \epsilon) = 1.
\]

Now we present one of the main results of this chapter, which establishes the tracking error bound of the regularized proximal primal-dual gradient algorithm (2.10).

**Theorem 2.1.** Suppose there exist \( \delta > 0, \alpha > 0, \eta > 0 \) and \( \epsilon > 0 \) such that

\[
\sigma_\eta \Delta \leq (1 - \rho(\delta, \alpha, \eta, \epsilon)) \delta - \kappa(\delta, \alpha, \eta, \epsilon) \sqrt{\eta \alpha \epsilon M_d}.
\]

Let the initial point \( \hat{z}_0 = (\hat{x}_0, \hat{\lambda}_0, \hat{\mu}_0) \) be sufficiently close to the KKT point \( z^*_1 \) so that

\[
\| \hat{z}_0 - z^*_1 \|_\eta \leq \delta.
\]

Then the sequence \( (\hat{z}_\tau)_{\tau \in \mathcal{T}} \) produced by the regularized proximal primal-dual gradient algorithm (2.10) satisfies

\[
\| \hat{z}_\tau - z^*_\tau \|_\eta \leq \frac{\rho(\delta, \alpha, \eta, \epsilon) \sigma_\eta \Delta + \kappa(\delta, \alpha, \eta, \epsilon) \sqrt{\eta \alpha \epsilon M_d}}{1 - \rho(\delta, \alpha, \eta, \epsilon)}
\]

\[
+ \rho^\tau(\delta, \alpha, \eta, \epsilon) \left( \| \hat{z}_0 - z^*_1 \|_\eta - \frac{\sigma_\eta \Delta + \kappa(\delta, \alpha, \eta, \epsilon) \sqrt{\eta \alpha \epsilon M_d}}{1 - \rho(\delta, \alpha, \eta, \epsilon)} \right)
\]

for all \( \tau \in \mathcal{T} \).

Moreover, we have

\[
\lim_{\alpha \to 0^+} \kappa(\delta, \alpha, \eta, \epsilon) = 1 \quad \text{and} \quad \kappa(\delta, \alpha, \eta, \epsilon) \leq \sqrt{2}.
\]
Note that Lemma 2.3 asserts that if the radius $\delta$ is chosen such that $\rho := \rho(\delta, \alpha, \eta, \epsilon) < 1$, iteration (2.10) is an approximate local contraction with coefficient $\rho$ and error term $e := \kappa(\delta, \alpha, \eta, \epsilon) \sqrt{\eta \alpha \epsilon M_d}$. The idea of the proof of Theorem 2.1 is then based on showing that condition (2.23a) is sufficient to guarantee that the trajectory generated by the algorithm is confined within the contraction region at every time step. Note that (2.23a) implies

$$B(z_1^*, \rho \delta + e) \subseteq B(z_{\tau+1}^*, \delta),$$

where $B(z, \delta)$ is the ball centered at $z$ with radius $\delta$ (with respect to the norm $\| \cdot \|_\eta$).

Then, it is possible to show by induction that if $\hat{z}_0 \in B(z_1^*, \delta)$, then $\hat{z}_{\tau-1} \in B(z_\tau^*, \delta)$ for all $\tau$. The idea of condition (2.25) is illustrated in Figure 2.1 and the formal proof of Theorem 2.1 is given below.

![Figure 2.1: Illustration of condition (2.25). This condition is essentially on: (i) time-variability of a KKT point, (ii) extent of the contraction, and (iii) maximum error in each iteration. Note that in the error-less static case (i.e., $\sigma_\eta = e = 0$), this condition is trivially satisfied.](image)

**Proof of Theorem 2.1.** For notational simplicity, we just use $\rho$ to denote $\rho(\delta, \alpha, \eta, \epsilon)$ and use $\kappa$ to denote $\kappa(\delta, \alpha, \eta, \epsilon)$. The condition (2.23b) guarantees that we can use Lemma 2.3 to get

$$\| \hat{z}_1 - z_1^* \|_\eta \leq \rho \| \hat{z}_0 - z_1^* \|_\eta + \kappa \sqrt{\eta \alpha \epsilon M_d},$$
which shows that (2.24) holds for \( \tau = 1 \). Now suppose that (2.24) holds for some \( \tau \in T \). We have

\[
\left\| \hat{z}_\tau - z^*_\tau + 1 \right\|_\eta \leq \left\| \hat{z}_\tau - z^*_\tau \right\|_\eta + \left\| z^*_\tau - z^*_\tau + 1 \right\|_\eta \\
\leq \frac{\rho \sigma_\eta \Delta + \kappa \sqrt{\eta} \alpha \epsilon M_d}{1 - \rho} + \rho^\tau \left( \left\| \hat{z}_0 - z_1^* \right\|_\eta - \frac{\sigma_\eta \Delta + \kappa \sqrt{\eta} \alpha \epsilon M_d}{1 - \rho} \right) + \sigma_\eta \Delta \\
= (1 - \rho^\tau) \frac{\sigma_\eta \Delta + \kappa \sqrt{\eta} \alpha \epsilon M_d}{1 - \rho} + \rho^\tau \left\| \hat{z}_0 - z_1^* \right\|_\eta .
\]

(2.26)

The condition (2.23a) implies

\[
\rho < 1 \quad \text{and} \quad \delta \geq \frac{\sigma_\eta \Delta + \kappa \sqrt{\eta} \alpha \epsilon M_d}{1 - \rho},
\]

and therefore

\[
\left\| \hat{z}_\tau - z^*_\tau + 1 \right\|_\eta \leq (1 - \rho^\tau) \delta + \rho^\tau \delta \leq \delta .
\]

We can then use Lemma 2.3 and (2.26) to get

\[
\left\| \hat{z}_{\tau + 1} - z^*_\tau + 1 \right\|_\eta \leq \rho \left\| \hat{z}_\tau - z^*_\tau + 1 \right\|_\eta + \kappa \sqrt{\eta} \alpha \epsilon M_d \\
\leq \rho \left( 1 - \rho^\tau \right) \frac{\sigma_\eta \Delta + \kappa \sqrt{\eta} \alpha \epsilon M_d}{1 - \rho} + \rho^\tau \left\| \hat{z}_0 - z_1^* \right\|_\eta + \kappa \sqrt{\eta} \alpha \epsilon M_d \\
= \frac{\rho \sigma_\eta \Delta + \kappa \sqrt{\eta} \alpha \epsilon M_d}{1 - \rho} + \rho^{\tau + 1} \left( \left\| \hat{z}_0 - z_1^* \right\|_\eta - \frac{\sigma_\eta \Delta + \kappa \sqrt{\eta} \alpha \epsilon M_d}{1 - \rho} \right),
\]

and by induction we get (2.24) for all \( \tau \in T \).

\[\square\]

It can be seen that the tracking error bound in (2.24) consists of a constant term and a term that decays geometrically with \( \tau \), as the condition (2.23a) implies \( \rho (\delta, \alpha, \eta, \epsilon) < 1 \). We call the constant term

\[
\rho(\delta, \alpha, \eta, \epsilon) \frac{\sigma_\eta \Delta + \kappa(\delta, \alpha, \eta, \epsilon) \sqrt{\eta} \alpha \epsilon M_d}{1 - \rho(\delta, \alpha, \eta, \epsilon)}
\]

(2.27)

the *eventual tracking error bound*, which can be further split into two parts:

1. The first part

\[
\frac{\rho(\delta, \alpha, \eta, \epsilon)}{1 - \rho(\delta, \alpha, \eta, \epsilon)} \sigma_\eta \Delta
\]

is proportional to \( \sigma_\eta \), the maximum speed of the KKT point. In time-varying optimization, such terms are common in the tracking error bound [35, 68, 84, 90]. This term also decreases as one reduces the sampling interval \( \Delta \).
2. The second part
\[
\frac{\kappa(\delta, \alpha, \eta, \epsilon) \sqrt{\eta} \alpha \epsilon M_d}{1 - \rho(\delta, \alpha, \eta, \epsilon)}
\]
is proportional to \(M_d\), the maximum distance between the optimal Lagrange multiplier \((\lambda^*(t), \mu^*(t))\) and the prior estimate \((\lambda_{\text{prior}}, \mu_{\text{prior}})\). This term represents the discrepancy introduced by adding regularization on the dual variable; similar behavior has also been observed in [60].

In addition, the first part has a multiplicative factor \(\rho(\delta, \alpha, \eta, \epsilon)/(1 - \rho(\delta, \alpha, \eta, \epsilon))\), while the second part has a multiplicative factor \(1/(1 - \rho(\delta, \alpha, \eta, \epsilon))\), which are all strictly increasing in \(\rho(\delta, \alpha, \eta, \epsilon)\). This implies that a smaller \(\rho(\delta, \alpha, \eta, \epsilon)\) will lead to better tracking performance. The condition (2.23a) is also more likely to be satisfied when \(\rho(\delta, \alpha, \eta, \epsilon)\) is smaller.

**Feasible Parameters**

In order that (2.23a) can be satisfied and the bound (2.27) can be as small as possible, one needs to find an appropriate set of the parameters \(\alpha, \eta, \epsilon\). However, the expression that defines \(\rho(\delta, \alpha, \eta, \epsilon)\) is rather complicated, making it difficult to analyze how to achieve a smaller bound (2.27); even the existence of parameters that can guarantee the condition (2.23a) is not readily available. In this section, we give a preliminary study of the conditions under which (2.23a) can be satisfied.

**Definition 2.1.** We say that \((\delta, \alpha, \eta, \epsilon) \in \mathbb{R}_+^4\) is a tuple of feasible parameters if
\[
(1 - \rho(\delta, \alpha, \eta, \epsilon)) \delta - \kappa(\delta, \alpha, \eta, \epsilon) \sqrt{\eta} \alpha \epsilon M_d > 0. \tag{2.28}
\]

It can be seen that, if (2.28) is satisfied, then for sufficiently small sampling interval \(\Delta\) the condition (2.23a) can be satisfied; otherwise (2.23a) cannot be satisfied no matter how much one reduces the sampling interval \(\Delta\). The quantity \(\delta\) has been added to the tuple of parameters for convenience.

Define
\[
\Lambda_m(\delta) := \inf_{t \in [0, T]} \inf_{\|u\| \leq \delta} \lambda_{\min} \left( \bar{H}_{L^{nc}}(u, t) + \frac{1}{2} \sum_{i=1}^{m} \lambda^*_i(t) \bar{H}_{f_i^{nc}}(u, t) \right), \tag{2.29}
\]
\[
\Lambda_M(\delta) := \sup_{t \in [0, T]} \sup_{\|u\| \leq \delta} \lambda_{\max} \left( \bar{H}_{L^{nc}}(u, t) + \frac{1}{2} \sum_{i=1}^{m} \lambda^*_i(t) \bar{H}_{f_i^{nc}}(u, t) \right). \tag{2.30}
\]

Roughly speaking, \(\Lambda_m(\delta)\) characterizes how convex the problem (2.1) is in the neighborhood of \(x^*(t)\). It’s easy to see that \(\Lambda_m(\delta)\) is a nonincreasing function in \(\delta\).
Lemma 2.4. 1. Suppose $X$ and $Y$ are metric spaces with $X$ being compact, and $f : X \times Y \to \mathbb{R}$ is a continuous function. Let $g : Y \to \mathbb{R}$ be given by

$$g(y) = \sup_{x \in X} f(x, y).$$

Then $g$ is a continuous function.

2. Suppose $f : \mathbb{R}B_n \times V \to \mathbb{R}$ is a continuous function for some $R > 0$ and $V$ is a metric space. Define $g : (0, R) \times V \to \mathbb{R}$ by

$$g(r, v) = \sup_{u : \|u\| \leq r} f(u, v)$$

Then $g$ is a continuous function on $(0, R) \times V$.

The proof of Lemma 2.4 will be given in Appendix 2.A.

Theorem 2.2. Suppose there exists some $\bar{\delta} > 0$ such that

$$\Lambda_m(\bar{\delta}) > M_d M_{nc}(\bar{\delta}).$$

(2.31)

Let

$$S_{fp} := \{ (\delta, \alpha, \eta, \epsilon) \in \mathbb{R}^4_{++} : (1 - \rho(\delta, \alpha, \eta, \epsilon)) \delta - \kappa(\delta, \alpha, \eta, \epsilon) \sqrt{\eta \alpha \epsilon M_d} > 0 \}.$$

Then $S_{fp}$ is a non-empty open subset of $\mathbb{R}^4_{++}$.

Proof. Let $R > \bar{\delta}$ be arbitrary. We first show that $\overline{H}_{L_{nc}}(u, t)$ and each $\overline{H}_{f_i^c}(u, t)$ are continuous over $(u, t) \in \mathbb{R}B_n \times [0, T]$. Indeed, by their definitions (2.20) and (2.21), any entry of these matrices can be written in the form

$$\int_0^1 g(\theta, u, t) d\theta,$$

where $g$ is some continuous function over $(\theta, u, t) \in [0, 1] \times \mathbb{R}B_n \times [0, T]$ as we have assumed the continuity of $\nabla^2_{xx} c(x, t)$ and each $\nabla^2_{xx} f_i^c(x, t)$, $\nabla^2_{xx} f_{nc}^i(x, t)$, $\nabla^2_{xx} f_{eq}^i(x, t)$.

Since $[0, 1] \times \mathbb{R}B_n \times [0, T]$ is a compact set, $g(\theta, u, t)$ is bounded above. By the dominated convergence theorem, $\int_0^1 g(\theta, u, t) d\theta$ is continuous over $(u, t) \in \mathbb{R}B_n \times [0, T]$.

As a consequence of the continuity of $\overline{H}_{L_{nc}}(u, t)$ and each $\overline{H}_{f_i^c}(u, t)$, $\Lambda_M(\delta)$ is finite for all $\delta \leq R$.

Let

$$f_R(\delta, \alpha, \eta, \epsilon) := (1 - \rho(\delta, \alpha, \eta, \epsilon)) \delta - \kappa(\delta, \alpha, \eta, \epsilon) \sqrt{\eta \alpha \epsilon M_d}$$
for \((\delta, \alpha, \eta, \epsilon) \in (0, R) \times \mathbb{R}^3_{++}\), and let us consider the Taylor expansion of \(f_R(\delta, \alpha, \eta, \epsilon)\) with respect to \(\alpha\) as \(\alpha \to 0^+\). We have

\[
(I - \alpha \overline{H}_{Lnc}(u, t))^2 - \alpha (1 - \eta \alpha \epsilon) \sum_{i=1}^{m} \lambda_i^*(t) \overline{H}_{f_i^c}(u, t)
\]

\[
= I - 2\alpha \left( \overline{H}_{Lnc}(u, t) + \frac{1}{2} \sum_{i=1}^{m} \lambda_i^*(t) \overline{H}_{f_i^c}(u, t) \right) + \alpha^2 Q(u, t, \eta, \epsilon),
\]

where \(Q(u, t, \eta, \epsilon)\) is some positive semidefinite matrix that depends continuously on \((u, t, \eta, \epsilon)\). It can be checked that for \(\alpha < (2\Lambda_M(R))^{-1}\), we have

\[
0 < 2\alpha \left( \overline{H}_{Lnc}(u, t) + \frac{1}{2} \sum_{i=1}^{m} \lambda_i^*(t) \overline{H}_{f_i^c}(u, t) \right) < I
\]

whenever \(\|u\| < R\), and so

\[
\left\| I - 2\alpha \left( \overline{H}_{Lnc}(u, t) + \frac{1}{2} \sum_{i=1}^{m} \lambda_i^*(t) \overline{H}_{f_i^c}(u, t) \right) \right\| = 1 - 2\alpha \lambda_{\text{min}} \left( \overline{H}_{Lnc}(u, t) + \frac{1}{2} \sum_{i=1}^{m} \lambda_i^*(t) \overline{H}_{f_i^c}(u, t) \right)
\]

whenever \(\|u\| < R\) and \(\alpha < (2\Lambda_M(R))^{-1}\). By (2.32), we get

\[
\sup_{t \in [0, T]} \sup_{u : \|u\| \leq \delta} \left\| I - \alpha \overline{H}_{Lnc}(u, t) )^2 - \alpha (1 - \eta \alpha \epsilon) \sum_{i=1}^{m} \lambda_i^*(t) \overline{H}_{f_i^c}(u, t) \right\| = 1 - 2\alpha \Lambda_m(\delta) + O(\alpha^2)
\]

as \(\alpha \to 0^+\) for any \(\delta \in (0, R)\). Consequently, by Taylor expansion of \(\rho(\delta, \alpha, \eta, \epsilon)\) with respect to \(\alpha\) and using the properties of \(\kappa(\delta, \alpha, \eta, \epsilon)\), we can show that

\[
\rho(\delta, \alpha, \eta, \epsilon) = 1 - \alpha \left( \min \{\Lambda_0(\delta), \eta \epsilon \} - \frac{\sqrt{\eta \epsilon}}{4} \delta M_0(\delta) \right) + O(\alpha^2)
\]

(2.33)

and

\[
f_R(\delta, \alpha, \eta, \epsilon)
\]

\[
= \alpha \left( \delta \left( \min \{\Lambda_0(\delta), \eta \epsilon \} - \frac{\sqrt{\eta \epsilon}}{4} \delta M_0(\delta) \right) - \sqrt{\eta \epsilon} M_d \right) + O(\alpha^2).
\]

(2.34)

Now we consider two cases:
1. $M_d > 0$: Let $\delta_0 = \bar{\delta}$ and

$$\eta_0 = \left( \frac{2 \Lambda_m(\delta_0)}{\delta_0 M_{nc}(\delta_0)} \right)^2, \quad \epsilon_0 = \frac{\Lambda_m(\delta_0)}{\eta_0}.$$

By (2.34),

$$f_R(\delta_0, \alpha, \eta_0, \epsilon_0) = \alpha \bar{\delta} \left( \frac{\Lambda_m(\delta)}{2} - M_d M_{nc}(\bar{\delta}) \right) + O(\alpha^2). \tag{2.35}$$

Together with the condition (2.31), we can see from (2.35) there exists a sufficiently small $\alpha_0 > 0$ such that $f_R(\delta_0, \alpha_0, \eta_0, \epsilon_0)$ is positive, and consequently $S_{fp}$ is non-empty.

2. $M_d = 0$: Let $\eta_0 > 0$ be arbitrary. Consider the function 

$$g(\delta) = \Lambda_m(\delta) - \frac{\sqrt{\eta_0}}{4} \delta M_{nc}(\delta).$$

By the monotonicity of $\Lambda_m(\delta)$ and $M_{nc}(\delta)$,

$$\lim_{\delta \to 0^+} g(\delta) = \lim_{\delta \to 0^+} \Lambda_m(\delta) \geq \Lambda_m(\bar{\delta}) > 0.$$

Therefore there exists some $\delta_0 \in (0, \bar{\delta}]$ such that $g(\delta_0) > 0$.

Now let $\epsilon_0 = \eta_0^{-1} \Lambda_m(\delta_0)$. By (2.34),

$$f_R(\delta_0, \alpha, \eta_0, \epsilon_0) = \alpha \delta_0 g(\delta_0) + O(\alpha^2). \tag{2.36}$$

Therefore we can find some $\alpha_0 > 0$ such that $f_R(\delta_0, \alpha_0, \eta_0, \epsilon_0)$ is positive, and consequently $S_{fp}$ is non-empty.

Finally, by Lemma 2.4, it can be seen that $f_R(\delta, \alpha, \eta, \epsilon)$ is a continuous function over $(\delta, \alpha, \eta, \epsilon) \in (0, R) \times \mathbb{R}_{++}^3$. Therefore the set

$$S_{fp} \cap \left( (0, R) \times \mathbb{R}_{++}^3 \right) = \{ (\delta, \alpha, \eta, \epsilon) \in (0, R) \times \mathbb{R}_{++}^3 : f_R(\delta, \alpha, \eta, \epsilon) > 0 \}$$

is an open subset of $\mathbb{R}_{++}^4$, and consequently

$$S_{fp} = \bigcup_{R > \delta} S_{fp} \cap \left( (0, R) \times \mathbb{R}_{++}^3 \right)$$

is an open subset of $\mathbb{R}_{++}^4$. □

The condition (2.31) for the existence of feasible parameters can be intuitively interpreted as follows: The problem should be sufficiently convex around the KKT
trajectory to overcome the nonlinearity of the nonconvex constraints. It should be emphasized that this is only a sufficient condition.

The parameters \((\delta_0, \alpha_0, \eta_0, \epsilon_0)\) given in the proof are in general not the optimal choice of parameters. However, they do provide some insights on how to choose parameters in practical situations:

1. Since \(\epsilon\) controls the amount of regularization on the dual variable, a smaller \(\epsilon\) can help reduce the inaccuracy introduced by the regularization. On the other hand, if \(\epsilon\) is too small, one could have \(\rho^{(P)}(\delta, \alpha, \eta, \epsilon) < (1 - \eta \alpha \epsilon)^2\), and the contraction coefficient \(\rho(\delta, \alpha, \eta, \epsilon)\) can be too close to 1, which degrades the overall tracking performance. In the proof we set \(\epsilon_0 = \eta_0^{-1} \Lambda_m(\delta_0)\) so that \(\rho^{(P)}(\delta_0, \alpha_0, \eta_0, \epsilon_0) \approx (1 - \eta_0 \alpha_0 \epsilon_0)^2\).

2. It can be seen that, in the case where the constraints and objective are all convex, if we choose \(\epsilon\) as previously mentioned, then the “contraction coefficient” \(\rho(\delta, \alpha, \eta, \epsilon)\) has a particular form

\[
\rho(\delta, \alpha, \eta, \epsilon) \approx 1 - \alpha \Lambda_m(\delta) + \alpha^2 \cdot \text{(additional terms)}
\]

where those “additional terms” are mainly related to the Lipschitz constants of various functions. Similar forms have appeared in [35, 60, 87]. For the non-convex case, the coefficient of the first-order term will be reduced, but Theorem 2.2 guarantees that it can be made positive by appropriate choice of parameters under the condition (2.31).

Because of the “additional terms”, we could choose \(\alpha\) to be sufficiently small so that \(\rho(\delta, \alpha, \eta, \epsilon)\) is less than 1, but an excessively small \(\alpha\) can also degrade the tracking performance. In practice the step size can be chosen heuristically by experiments or simulations. Adaptive step sizes will be left for future study.

In the proof of Theorem 2.2, we consider the asymptotic behavior of \(\rho(\delta, \alpha, \eta, \epsilon)\) as the step size \(\alpha\) approaches zero, which greatly simplifies the analysis. It is well known that when the step size is very small, the classical projected gradient descent can be viewed as good approximation of the continuous-time projected gradient flow [71] which has simpler analysis but still provides valuable results for understanding the discrete-time counterpart. This observation suggests that by studying the continuous-time limit of (2.10), we may get a better understanding of the discrete-time algorithm.
2.4 Continuous-Time Limit

In this section, we study the continuous-time limit of the regularized proximal primal-dual gradient algorithm (2.10).

Let \( \hat{z}_0 = (\hat{x}_0, \hat{\lambda}_0, \hat{\mu}_0) \) be the initial primal-dual pair. For each \( K \in \mathbb{N} \), let \( \hat{z}^{(K)} = (\hat{x}^{(K)}, \hat{\lambda}^{(K)}, \hat{\mu}^{(K)}) \), \( \tau = 0, 1, 2, \ldots, K \) be the sequence produced by (2.10) with sampling interval \( \Delta = \Delta_K := T/K \) and step size \( \alpha = \Delta_K \beta \) for some fixed \( \beta > 0 \). In other words, we let \( \hat{z}^{(K)}_0 = \hat{z}_0 \) and \( \hat{z}^{(K)}_t = (\hat{x}^{(K)}_t, \hat{\lambda}^{(K)}_t, \hat{\mu}^{(K)}_t) \) with

\[
\hat{x}^{(K)}_\tau = \text{prox}_{\Delta_K \beta \nabla f} \left[ \hat{x}^{(K)}_{\tau-1} - \Delta_K \beta \left( \nabla c_{\tau} \left( \hat{x}^{(K)}_{\tau-1} \right) + \left[ \frac{J_{f_1}^{in} \left( \hat{x}^{(K)}_{\tau-1} \right)}{J_{f_1}^{eq} \left( \hat{x}^{(K)}_{\tau-1} \right)} \right] \right) \right],
\]

\[
\hat{\lambda}^{(K)}_\tau = \mathcal{P}_{\mathbb{R}^n_{\mu}} \left[ \hat{\lambda}^{(K)}_{\tau-1} - \Delta_K \eta f \left( \frac{J_{f_1}^{in} \left( \hat{x}^{(K)}_{\tau-1} \right)}{J_{f_1}^{eq} \left( \hat{x}^{(K)}_{\tau-1} \right)} \right) \right],
\]

\[
\hat{\mu}^{(K)}_\tau = \hat{\mu}^{(K)}_{\tau-1} + \Delta_K \eta \left( J_{f_1}^{eq} \left( \hat{x}^{(K)}_{\tau-1} \right) - \epsilon \left( \hat{\lambda}^{(K)}_{\tau-1} - \lambda_{\text{prior}} \right) \right),
\]

for \( \tau = 1, 2, \ldots, K \). Define

\[
\hat{z}^{(K)}(t) = \frac{t \Delta_K - t \hat{z}^{(K)}_{\tau-1} + (t - (\tau - 1) \Delta_K) \hat{z}^{(K)}_{\tau}}{\Delta_K}
\]

if \( t \in [(\tau - 1) \Delta_K, \tau \Delta_K] \) for each \( \tau = 1, \ldots, K \). It can be seen that \( \hat{z}^{(K)} \) is a linear interpolation of the set of points \( \left\{(\tau \Delta_K, \hat{z}^{(K)}_\tau)\right\} \), and we are interested in the behavior of \( \hat{z}^{(K)} \) when \( K \to \infty \).

**Definition 2.2.** Given \( S : [0, T] \to \mathbb{R}^k \), we say that \( S(t) \) is \( \kappa \)-Lipschitz in \( t \) if

\[
d_H(S(t_1), S(t_2)) \leq \kappa |t_1 - t_2|
\]

for all \( t_1, t_2 \in [0, T] \), where and \( d_H \) denotes the Hausdorff distance of two sets:

\[
d_H(A, B) := \max \left\{ \sup_{x \in A} \inf_{y \in B} \|x - y\|, \sup_{y \in B} \inf_{x \in A} \|x - y\| \right\}.
\]

**Theorem 2.3.** Suppose the following conditions hold:

1. \( \text{graph}_\tau(h) \) is \( \kappa_1 \)-Lipschitz in \( t \) for some \( \kappa_1 > 0 \), where

\[
\text{graph}_\tau(h) := \{(x, h(x, t)) : x \in \text{dom}_\tau(h)\}
\]

 denotes the graph of the function \( x \mapsto h(x, t) \) for each \( t \in [0, T] \);

2. there exists \( \ell > 0 \) such that

\[
\sup_{x_1, x_2 \in \text{dom}_\tau(h)} \frac{|h(x_2, t) - h(x_1, t)|}{\|x_2 - x_1\|} \leq \ell, \quad \forall t \in [0, T];
\]

(2.39)
3. $\nabla_x c(x, t)$ is continuous on the set $\bigcup_{t \in [0,T]} \text{dom}_t(h) \times [0, T]$, and there exists some $\kappa_2 > 0$ such that

\[ \| \nabla_x c(x, t) \| \leq \kappa_2(1 + \| x \|), \quad \forall (x, t) \in \bigcup_{t \in [0,T]} \text{dom}_t(h) \times [0, T]; \quad (2.40) \]

4. $f^{in}(x, t)$ and $f^{eq}(x, t)$ are continuous, and $J_{f^{in},x}(x, t)$ and $J_{f^{eq},x}(x, t)$ are bounded and continuous over $(x, t) \in \bigcup_{t \in [0,T]} \text{dom}_t(h) \times [0, T]$. Moreover, there exists some integrable function $l : [0, T] \to \mathbb{R}_+$ such that for each $t \in [0, T]$

\[ \sup_{x \in \text{dom}_t(h)} \left\| \nabla^2_{xx} c(x, t) \right\| \leq l(t), \quad \forall j = 1, \ldots, m; \]

\[ \sup_{x \in \text{dom}_t(h)} \left\| \nabla^2_{xx} f^{in}_j(x, t) \right\| \leq l(t), \quad \forall j = 1, \ldots, m', \quad (2.41) \]

We keep $T$ constant and let $K \to \infty$. Then the sequence of trajectories $(\hat{z}^{(K)})_{K \in \mathbb{N}}$ defined in (2.38) converges uniformly to some Lipschitz continuous $\hat{z} = (\hat{x}, \hat{\lambda}, \hat{\mu})$ that satisfies

\[ -\frac{d}{dt} \hat{x}(t) - \beta \left( \nabla_x c(\hat{x}(t), t) + \begin{bmatrix} J_{f^{in},x}(\hat{x}(t), t) \\ J_{f^{eq},x}(\hat{x}(t), t) \end{bmatrix}^T \right) \in \beta \partial_x h(\hat{x}(t), t), \quad (2.42a) \]

\[ -\frac{d}{dt} \hat{\lambda}(t) + \eta \beta \left( f^{in}(\hat{x}(t), t) - \epsilon (\hat{\lambda}(t) - \lambda_{\text{prior}}) \right) \in N_{\mathbb{R}^m_+}(\hat{\lambda}(t)), \quad (2.42b) \]

\[ -\frac{d}{dt} \hat{\mu}(t) + \eta \beta \left( f^{eq}(\hat{x}(t), t) - \epsilon (\hat{\mu}(t) - \mu_{\text{prior}}) \right) = 0 \quad (2.42c) \]

for almost all $t \in [0, T]$. Moreover, the differential inclusions (2.42) have a unique absolutely continuous solution given any initial condition $\hat{z}(0) = \hat{z}_0$.

The proof of Theorem 2.3 is given in Appendix 2.A.

Remark 2.4. Theorem 2.3 indicates that a continuous-time counterpart of the discrete-time algorithm (2.10) is given by the differential inclusions (2.42). In the special case where $h$ is the indicator function of a compact convex set $X(t)$ as given in (2.6), the differential inclusions (2.42) can be written in the form

\[ -\frac{d}{dt} \hat{z}(t) + \Phi(\hat{z}(t), t) \in N_{C(t)}(\hat{z}(t)), \quad (2.43) \]

where $C(t) = X(t) \times \mathbb{R}^m_+ \times \mathbb{R}^{m'}$ is convex and $\Phi : \mathbb{R}^n \times \mathbb{R}^m_+ \times \mathbb{R}^{m'} \to \mathbb{R}^n \times \mathbb{R}^m_+ \times \mathbb{R}^{m'}$ gives the gradient step of the primal and dual variables. This form of differential
inclusions has been studied under the name *perturbed sweeping processes* in the literature [28], and the discrete-time algorithm has been called the catching algorithm of the perturbed sweeping processes.

It should be noted that, when the convex set $C(t)$ is time-varying, the perturbed sweeping process (2.43) in general cannot be equivalently written in the form

$$
\frac{d}{dt} \hat{z}(t) = \mathcal{P}_{T_{C(t)}(\hat{z}(t))} [\Phi(\hat{z}(t), t)],
$$

(2.44a)

where $T_{C(t)}$ denotes the tangent cone of $C(t)$, or

$$
\frac{d}{dt} \hat{z}(t) = \lim_{s \to 0^+} \frac{\mathcal{P}_{C(t)} [\hat{z}(t) + s\Phi(\hat{z}(t), t)] - \hat{z}(t)}{s}
$$

(2.44b)

as an ordinal projected dynamical system, as there may not exist solutions on $[0, T]$ that satisfy these equations almost everywhere. A simple example is given by $C(t) = \{(x_1, x_2) \in \mathbb{R}^2 : x_1 \geq t\}$ with $\Phi(z, t) = 0$. It can be seen that under the initial condition $(x_1(0), x_2(0)) = (0, 0)$, (2.43) admits the solution $x_1(t) = t, x_2(t) = 0$, but (2.44a) and (2.44b) do not have solutions. In [54], the authors introduced a formulation similar to (2.44a) based on the notion of temporal tangent cones, which is a generalization of tangent cones in time-varying situations.

Remark 2.5. Among the four conditions listed in Theorem 2.3, the first three conditions and the continuity of $f^{in}, f^{eq}, Jf^{in,x}$ and $Jf^{eq,x}$ guarantee that $(\hat{z}^{(K)})_{K \in \mathbb{N}}$ will always have a convergent subsequence, any any convergent subsequence will converge uniformly to an absolutely continuous solution to (2.42), while by adding the existence of the function $l(t)$ that satisfies (2.41), we can further derive the uniqueness of the absolutely continuous solution to (2.42) and the convergence of the sequence $(\hat{z}^{(K)})_{K \in \mathbb{N}}$ itself.

Tracking Performance

After showing that the differential inclusions (2.42) give the correct continuous-time limit of the algorithm (2.10), we proceed to study the tracking performance under the continuous-time limit.

We first present a Gronwall-type lemma, whose proof is given in Appendix 2.A.

**Lemma 2.5.** Let $v(t)$ be a nonnegative absolutely continuous function that satisfies

$$
\frac{1}{2} \frac{d}{dt} \left( v^2(t) \right) \leq av(t) - bv^2(t)
$$

for almost all $t \in [0, T]$, where $a$ and $b$ are nonnegative constants. Then

$$
v(t) \leq e^{-bt}v(0) + \frac{a}{b} (1 - e^{-bt}).
$$
The following theorem then establishes the tracking error bound of the differential inclusions (2.42), which is the continuous-time counterpart of Theorem 2.1. It characterizes the behavior of the discrete-time algorithm (2.10) under the continuous-time limit.

**Theorem 2.4.** Suppose there exists \( \delta > 0, \beta > 0, \eta > 0 \) and \( \epsilon > 0 \) such that

\[
\beta^{-1} \sigma_\eta < \delta \gamma(\delta, \eta, \epsilon) - \sqrt{\eta} \epsilon M_d, \tag{2.45}
\]

where

\[
\gamma(\delta, \eta, \epsilon) := \min \{ \Lambda_m(\delta), \eta \epsilon \} - \frac{\sqrt{\eta}}{4} \delta M_{nc}(\delta). \tag{2.46}
\]

Let \( \hat{z}(t) \) be a Lipschitz continuous solution to (2.42) with \( \| \hat{z}(0) - z^*(0) \|_\eta < \delta \). Then for all \( t \in [0, T] \),

\[
\| \hat{z}(t) - z^*(t) \|_\eta < \frac{\beta^{-1} \sigma_\eta + \sqrt{\eta} \epsilon M_d}{\gamma(\delta, \eta, \epsilon)} + e^{-\beta \gamma(\delta, \eta, \epsilon) t} \left( \| \hat{z}(0) - z^*(0) \|_\eta - \frac{\beta^{-1} \sigma_\eta + \sqrt{\eta} \epsilon M_d}{\gamma(\delta, \eta, \epsilon)} \right). \tag{2.47}
\]

**Proof.** First of all, we notice that (2.42a) implies

\[
\beta \left( h(x^*(t), t) - h(\hat{x}(t), t) \right)
\]

\[
\geq (x^*(t) - \hat{x}(t))^T \left( - \frac{d}{dt} \hat{x}(t) - \beta \nabla_x c(\hat{x}(t), t) - \beta \begin{bmatrix} J_{fin, x}(\hat{x}(t), t) \\ J_{f\text{eq}, x}(\hat{x}(t), t) \end{bmatrix}^T \begin{bmatrix} \hat{\lambda}(t) \\ \hat{\mu}(t) \end{bmatrix} \right)
\]

\[
= (x^*(t) - \hat{x}(t))^T \left( - \frac{d}{dt} \hat{x}(t) - \beta \nabla_x \mathcal{L}^{nc}(\hat{x}(t), \lambda^*(t), \mu^*(t), t) - \beta J_{f\text{eq}, x}(\hat{x}(t), t)^T \hat{\lambda}(t) + \beta \begin{bmatrix} J_{fin, x}(\hat{x}(t), t) \\ J_{f\text{eq}, x}(\hat{x}(t), t) \end{bmatrix}^T \lambda^*(t) - \hat{\lambda}(t) \right) + \beta \begin{bmatrix} J_{fin, x}(\hat{x}(t), t) \\ J_{f\text{eq}, x}(\hat{x}(t), t) \end{bmatrix}^T \mu^*(t) - \hat{\mu}(t),
\]

and by (2.2b),

\[
\beta \left( h(\hat{x}(t), t) - h(x^*(t), t) \right)
\]

\[
\geq (\hat{x}(t) - x^*(t))^T \left( - \beta \nabla_x c(x^*(t), t) - \beta \begin{bmatrix} J_{fin, x}(x^*(t), t) \\ J_{f\text{eq}, x}(x^*(t), t) \end{bmatrix}^T \lambda^*(t) \right)
\]

\[
= (\hat{x}(t) - x^*(t))^T \left( - \beta \nabla_x \mathcal{L}^{nc}(x^*(t), \lambda^*(t), \mu^*(t), t) - \beta J_{f\text{eq}, x}(x^*(t), t)^T \lambda^*(t) \right).
\]
Thus

\[(\hat{x}(t) - x^*(t))^T \frac{d}{dt} \hat{x}(t) \leq -\beta (\hat{x}(t) - x^*(t))^T \nabla_x \mathcal{L}^{nc}(\hat{x}(t), \lambda^*(t), \mu^*(t), t) - \nabla_x \mathcal{L}^{nc}(x^*(t), \lambda^*(t), \mu^*(t), t) \]

\[+ \int_{\mathcal{L}^{nc}}(\hat{x}(t), t)^T \hat{A}(t) - \int_{\mathcal{L}^{nc}}(x^*(t), t)^T \lambda^*(t) + \begin{bmatrix} \int_{\mathcal{L}^{nc}}(\hat{x}(t), t) \quad \int_{\mathcal{L}^{nc}}(\hat{x}(t), t) \end{bmatrix}^T \begin{bmatrix} \hat{A}(t) - \lambda^*(t) \\ \hat{\mu}(t) - \mu^*(t) \end{bmatrix} \]

\[= -\beta (\hat{x}(t) - x^*(t))^T \mathcal{B}^{nc}(t) (\hat{x}(t) - x^*(t)) - \beta (\hat{x}(t) - x^*(t))^T \left( \int_{\mathcal{L}^{nc}}(\hat{x}(t), t)^T \hat{A}(t) - \int_{\mathcal{L}^{nc}}(x^*(t), t)^T \lambda^*(t) \right)
\]

\[+ \begin{bmatrix} \int_{\mathcal{L}^{nc}}(\hat{x}(t), t) \\ \int_{\mathcal{L}^{nc}}(\hat{x}(t), t) \end{bmatrix} \begin{bmatrix} \hat{A}(t) - \lambda^*(t) \\ \hat{\mu}(t) - \mu^*(t) \end{bmatrix} \]

where \(\mathcal{B}^{nc}(t) := \mathcal{H}^{nc}(\hat{x}(t) - x^*(t), t)\). Then, by (2.42b),

\[0 \geq (\lambda^*(t) - \hat{A}(t))^T \left( -\frac{d}{dt} \hat{A}(t) + \eta \beta \left( f^{in}(\hat{x}(t), t) - \epsilon (\hat{A}(t) - \lambda_{prior}) \right) \right), \]

and by (2.2c),

\[0 \geq \eta \beta (\hat{A}(t) - \lambda^*(t))^T f^{in}(x^*(t), t), \]

which lead to

\[(\hat{A}(t) - \lambda^*(t))^T \frac{d}{dt} \hat{A}(t) \leq \eta \beta (\hat{A}(t) - \lambda^*(t))^T (f^{in}(\hat{x}(t), t) - f^{in}(x^*(t), t)) - \eta \beta \epsilon \| \hat{A}(t) - \lambda^*(t) \|^2 - \eta \beta \epsilon (\hat{A}(t) - \lambda^*(t))^T (\lambda^*(t) - \lambda_{prior}). \]

Similarly by (2.42c) and (2.2d), we have

\[(\hat{\mu}(t) - \mu^*(t))^T \frac{d}{dt} \hat{\mu}(t) = \beta \eta (\hat{\mu}(t) - \mu^*(t))^T (f^{eq}(\hat{x}(t), t) - f^{eq}(x^*(t), t)) - \eta \beta \epsilon \| \hat{\mu}(t) - \mu^*(t) \|^2 - \eta \beta \epsilon (\hat{\mu}(t) - \mu^*(t))^T (\mu^*(t) - \mu_{prior}). \]
Then it can be seen that
\[
\frac{1}{2} \frac{d}{dt} \| \hat{z}(t) - z^*(t) \|_{\eta}^2 \\
= (\hat{x}(t) - x^*(t))^T \frac{d}{dt} \hat{x}(t) + \eta^{-1} (\hat{\lambda}(t) - \lambda^*(t))^T \frac{d}{dt} \hat{\lambda}(t) + \eta^{-1} (\hat{\mu}(t) - \mu^*(t))^T \frac{d}{dt} \hat{\mu}(t) \\\n- (\hat{z}(t) - z^*(t))^T \begin{bmatrix} I_n \\ \eta^{-1}I_{m+m'} \end{bmatrix} \frac{d}{dt} z^*(t) \leq - \beta (\hat{x}(t) - x^*(t))^T B_{Z^c}(t)(\hat{x}(t) - x^*(t)) \\\n- \beta \epsilon \left( \| \hat{\lambda}(t) - \lambda^*(t) \|^2 + \| \hat{\mu}(t) - \mu^*(t) \|^2 \right) \\\n- \beta (\hat{x}(t) - x^*(t))^T \left( J_{f^c,x}(\hat{x}(t),t)^T \hat{\lambda}(t) - J_{f^c,x}(x^*(t),t)^T \lambda^*(t) \right) \\\n- \beta (\hat{x}(t) - x^*(t))^T \begin{bmatrix} J_{f^{nc,x}}(\hat{x}(t),t) \\ J_{f^{eq,x}}(\hat{x}(t),t) \end{bmatrix}^T \begin{bmatrix} \hat{\lambda}(t) - \lambda^*(t) \\ \hat{\mu}(t) - \mu^*(t) \end{bmatrix} + \beta \left[ \lambda^*(t) - \lambda_{\text{prior}} \right]^T \left[ \hat{\lambda}(t) - \lambda^*(t) \right] + \beta \epsilon \left[ \mu^*(t) - \mu_{\text{prior}} \right]^T \left[ \hat{\mu}(t) - \mu^*(t) \right] + \sigma_\eta \| \hat{z}(t) - z^*(t) \|_{\eta},
\]

in which
\[
- (\hat{x}(t) - x^*(t))^T \left( J_{f^c,x}(\hat{x}(t),t)^T \hat{\lambda}(t) - J_{f^c,x}(x^*(t),t)^T \lambda^*(t) \right) \\\n- (\hat{x}(t) - x^*(t))^T \begin{bmatrix} J_{f^{nc,x}}(\hat{x}(t),t) \\ J_{f^{eq,x}}(\hat{x}(t),t) \end{bmatrix}^T \begin{bmatrix} \hat{\lambda}(t) - \lambda^*(t) \\ \hat{\mu}(t) - \mu^*(t) \end{bmatrix} + \left[ f^{in}(\hat{x}(t),t) - f^{in}(x^*(t),t) \right]^T \left[ \hat{\lambda}(t) - \lambda^*(t) \right] + \left[ f^{eq}(\hat{x}(t),t) - f^{eq}(x^*(t),t) \right]^T \left[ \hat{\mu}(t) - \mu^*(t) \right] = - \hat{\lambda}(t)^T \left( f^c(x^*(t),t) - f(\hat{x}(t),t) - J_{f^c,x}(\hat{x}(t),t)(x^*(t) - \hat{x}(t)) \right) \\\n- \lambda^*(t)^T \left( f^c(\hat{x}(t),t) - f(x^*(t),t) - J_{f^c,x}(x^*(t),t)(\hat{x}(t) - x^*(t)) \right) + \left[ f^{nc}(\hat{x}(t),t) + J_{f^{nc,x}}(\hat{x}(t),t)(x^*(t) - \hat{x}(t)) - f^{nc}(x^*(t),t) \right]^T \left[ \hat{\lambda}(t) - \lambda^*(t) \right] + \left[ f^{eq}(\hat{x}(t),t) + J_{f^{eq,x}}(\hat{x}(t),t)(x^*(t) - \hat{x}(t)) - f^{eq}(x^*(t),t) \right]^T \left[ \hat{\mu}(t) - \mu^*(t) \right].
\]

Since
\[
f^c(x^*(t),t) - f(\hat{x}(t),t) - J_{f^c,x}(\hat{x}(t),t)(x^*(t) - \hat{x}(t)) \geq 0
\]
by the convexity of $f^c$, and
\[
\lambda^*(t)^T \left( f^c(\hat{x}(t),t) - f(x^*(t),t) - J_{f^c,x}(x^*(t),t)(\hat{x}(t) - x^*(t)) \right) \\\n= (\hat{x}(t) - x^*(t))^T \left( \frac{1}{2} \sum_{i=1}^m \lambda_i^*(t) B_{f_i^c}(t) \right) (\hat{x}(t) - x^*(t)),
\]
where we denote \( B_{fi}^r (t) := \overline{H}_{fi}^r (\hat{x}(t) - x^*(t), t) \), we can see that
\[
\frac{1}{2} \frac{d}{dt} \| \hat{z}(t) - z^*(t) \|_\eta^2 \\
\leq - \beta (\hat{x}(t) - x^*(t))^T \left( B_{Lnc}^r (t) + \frac{1}{2} \sum_{i=1}^m \lambda_i^r (t) B_{fi}^r (t) \right) (\hat{x}(t) - x^*(t)) \\
- \beta \epsilon \left( \| \hat{\lambda}(t) - \lambda^*(t) \|^2 + \| \hat{\mu}(t) - \mu^*(t) \|^2 \right) \\
+ \beta \left[ f_{nc}^r (\hat{x}(t), t) + J_{fnc,x}^r (\hat{x}(t), t)(x^*(t) - \hat{x}(t)) - f_{nc}^r (x^*(t), t) \right] \\
+ \beta \left[ \hat{f} (\hat{x}(t), t) + J_{\hat{f}eq,x} (\hat{x}(t), t)(x^*(t) - \hat{x}(t)) - \hat{f}_{eq} (x^*(t), t) \right] \\
- \beta \epsilon \left[ \lambda^*(t) - \lambda_{\text{prior}} \right]^T \left[ \hat{\lambda}(t) - \lambda^*(t) \right] + \sigma_\eta \| \hat{z}(t) - z^*(t) \|_\eta.
\]
(2.48)

Let \( \kappa_1 \) be the Lipschitz constant of \( \hat{z}(t) \) with respect to the norm \( \| \cdot \|_\eta \). Define
\[
\tilde{\lambda} := \frac{1}{2(\kappa_1 + \sigma)} \left( \delta - \max \left\{ \| \hat{z}(0) - z^*(0) \|_\eta, \frac{\beta^{-1} \sigma_\eta + \sqrt{\gamma} \epsilon M_d}{\gamma(\delta, \eta, \epsilon)} \right\} \right).
\]
We prove by induction that
\[
\| \hat{z}(t) - z^*(t) \|_\eta \leq \max \left\{ \| \hat{z}(0) - z^*(0) \|_\eta, \frac{\beta^{-1} \sigma_\eta + \sqrt{\gamma} \epsilon M_d}{\gamma(\delta, \eta, \epsilon)} \right\}
\]
(2.49)
for \( t \in [(k-1)\tilde{\lambda}, k\tilde{\lambda}] \cap [0, T] \) for each \( k = 1, \ldots, \lceil T/\tilde{\lambda} \rceil \). Obviously (2.49) holds for \( t = 0 \). Now assume that (2.49) holds for \( t = k\tilde{\lambda} \). Then we have
\[
\| \hat{z}(t) - z^*(t) \|_\eta \leq \| \hat{z}(t) - \hat{z}(k\tilde{\lambda}) \|_\eta + \| \hat{z}(k\tilde{\lambda}) - z^*(k\tilde{\lambda}) \|_\eta + \| z^*(k\tilde{\lambda}) - z^*(t) \|_\eta \\
\leq (\kappa_1 + \sigma_\eta) \tilde{\lambda} + \| \hat{z}(k\tilde{\lambda}) - z^*(k\tilde{\lambda}) \|_\eta < \delta
\]
for any \( t \in [k\tilde{\lambda}, (k+1)\tilde{\lambda}] \cap [0, T] \). Therefore by the definition of \( M_{nc}(\delta) \) and (2.19),
\[
\left\| f_{nc}^r (\hat{x}(t), t) + J_{fnc,x}^r (\hat{x}(t), t)(x^*(t) - \hat{x}(t)) - f_{nc}^r (x^*(t), t) \right\| \\
\leq \frac{M_{nc}(\delta)}{2} \| \hat{x}(t) - x^*(t) \|^2
\]
(2.50)
for \( t \in [k\tilde{\lambda}, (k+1)\tilde{\lambda}] \cap [0, T] \). Moreover, by Young’s inequality,
\[
\| \hat{x}(t) - x^*(t) \| \left\| \hat{\lambda}(t) - \lambda^*(t) \right\| \leq \frac{1}{2} \left( \sqrt{\gamma} \| \hat{x}(t) - x^*(t) \|^2 + \frac{1}{\sqrt{\gamma}} \left\| \hat{\lambda}(t) - \lambda^*(t) \right\|^2 \right) \\
= \frac{\sqrt{\gamma}}{2} \| \hat{z}(t) - z^*(t) \|^2_\eta.
\]
(2.51)
Combining (2.50) and (2.51) with (2.48), we see that
\[
\frac{1}{2} \frac{d}{dt} \|\hat{z}(t) - z^*(t)\|_\eta^2 \\
\leq \beta(\hat{x}(t) - x^*(t))^T \left( B_{\ell_{nc}}(t) + \frac{1}{2} \sum_{i=1}^{m} \lambda_i(t) B_{f_i^*}(t) \right) (\hat{x}(t) - x^*(t)) \\
- \beta \epsilon \left( \|\hat{\lambda}(t) - \lambda^*(t)\|^2 + \|\hat{\mu}(t) - \mu^*(t)\|^2 \right) \\
+ \frac{\beta M_{nc}(\delta)}{2} \|\hat{x}(t) - x^*(t)\|^2 \left\| \left[ \hat{\lambda}(t) - \lambda^*(t) \right] - \left[ \hat{\mu}(t) - \mu^*(t) \right] \right\| \\
- \beta \epsilon \left[ \lambda^*(t) - \lambda_{\text{prior}}^* \right]^T \left[ \hat{\lambda}(t) - \lambda^*(t) \right] + \sigma_\eta \|\hat{z}(t) - z^*(t)\|_\eta \\
\leq \beta \left( \min \{ \Lambda_m(\delta, \eta \epsilon) - \sqrt{\eta} M_{nc}(\delta) \} \right) \|\hat{z}(t) - z^*(t)\|_\eta^2 \\
+ \beta \left( \beta^{-1} \sigma_\eta + \sqrt{\eta} \epsilon M_d \right) \|\hat{z}(t) - z^*(t)\|_\eta \\
\tag{2.52}
\]
for \( t \in [k\hat{\Delta}, (k + 1)\hat{\Delta}] \cap [0, T] \). Then by the condition (2.45), Lemma 2.5 implies
\[
\|\hat{z}(t) - z^*(t)\|_\eta \leq e^{-\beta \gamma(\delta, \eta \epsilon)(t-k\hat{\Delta})} \left( \|\hat{z}(k\hat{\Delta}) - z^*(k\hat{\Delta})\|_\eta - \frac{\beta^{-1} \sigma_\eta + \sqrt{\eta} \epsilon M_d}{\gamma(\delta, \eta \epsilon)} \right) + \frac{\beta^{-1} \sigma_\eta + \sqrt{\eta} \epsilon M_d}{\gamma(\delta, \eta \epsilon)} \tag{2.53}
\]
for \( t \in [k\hat{\Delta}, (k + 1)\hat{\Delta}] \cap [0, T] \). Now, if \( \|\hat{z}(k\hat{\Delta}) - z^*(k\hat{\Delta})\|_\eta \) is less than or equal to \( (\beta^{-1} \sigma_\eta + \sqrt{\eta} \epsilon M_d) / \gamma(\delta, \eta \epsilon) \), then (2.53) shows that
\[
\|\hat{z}(t) - z^*(t)\|_\eta \leq \frac{\beta^{-1} \sigma_\eta + \sqrt{\eta} \epsilon M_d}{\gamma(\delta, \eta \epsilon)}, \quad t \in [k\hat{\Delta}, (k + 1)\hat{\Delta}] \cap [0, T],
\]
while if \( \|\hat{z}(k\hat{\Delta}) - z^*(k\hat{\Delta})\|_\eta \) is greater than \( (\beta^{-1} \sigma_\eta + \sqrt{\eta} \epsilon M_d) / \gamma(\delta, \eta \epsilon) \), then (2.53) with \( t = k\hat{\Delta} \) and (2.49) imply
\[
\|\hat{z}(t) - z^*(t)\|_\eta \leq \|\hat{z}(k\hat{\Delta}) - z^*(k\hat{\Delta})\|_\eta \\
\leq \|\hat{z}(0) - z^*(0)\|_\eta, \quad t \in [k\hat{\Delta}, (k + 1)\hat{\Delta}] \cap [0, T],
\]
and we can see that (2.49) for \( t \in [k\hat{\Delta}, (k + 1)\hat{\Delta}] \cap [0, T] \). By induction (2.49) holds for all \( t \in [0, T] \), and particularly we get
\[
\|\hat{z}(t) - z^*(t)\|_\eta < \delta
\]
for all \( t \in [0, T] \). This suggests that (2.52) holds for all \( t \in [0, T] \), and finally by Lemma 2.5, we get the desired bound on \( \|\hat{z}(t) - z^*(t)\|_\eta \). \( \square \)
It is interesting to compare Theorem 2.1 and Theorem 2.4. The Taylor expansion (2.33) shows that
\[ \rho(\delta, \alpha, \eta, \epsilon) = 1 - \alpha \gamma(\delta, \eta, \epsilon) + O(\alpha^2). \]
Therefore if we set \( \alpha = \Delta \beta \) in the condition (2.23a) and let \( \Delta \to 0^+ \), we will recover the condition (2.45) except the strictness of the inequality. Furthermore, for any \( t \in [0, T] \), we have
\[ \rho^{[t/\Delta]}(\delta, \Delta \beta, \eta, \epsilon) = \left(1 - \Delta \beta \gamma(\delta, \eta, \epsilon) + O(\Delta^2)\right)^{[t/\Delta]} = e^{-\beta \gamma(\delta, \eta, \epsilon) t} + O(\Delta), \]
from which we can also recover (2.47). These observations partially justify that (2.42) indeed gives the correct continuous-time limit of the discrete-time algorithm (2.10).

Notice that the continuous-time tracking error bound (2.47) shares a similar form with the discrete-time tracking error bound (2.24): a constant term
\[ \frac{\beta^{-1} \sigma \eta + \sqrt{\eta \epsilon M_d}}{\gamma(\delta, \eta, \epsilon)}, \]
which we still call the eventual tracking error bound in the continuous-time limit, plus something that decays exponentially with \( \tau \). The eventual tracking error bound can also be split into two parts, the first part \( \beta^{-1} \sigma \eta / \gamma(\delta, \eta, \epsilon) \) being proportional to \( \sigma \eta \), and the second part \( \sqrt{\eta \epsilon M_d} / \gamma(\delta, \eta, \epsilon) \) representing the discrepancy introduced by regularization.

**Feasible and Optimal Parameters**

As can be seen, \( \gamma(\delta, \zeta, \epsilon) \) and the bound (2.54) are much easier to analyze than \( \rho(\delta, \alpha, \zeta, \epsilon) \) and (2.27). This enables us not only to discuss the existence of feasible parameters but also the structure of the optimal parameters.

**Theorem 2.5.** Let
\[ \mathcal{A}_{fp}(\delta, \beta) := \left\{ (\eta, \epsilon) \in \mathbb{R}^2_+ : \beta^{-1} \sigma \eta < \delta \gamma(\delta, \eta, \epsilon) - \sqrt{\eta \epsilon M_d} \right\}. \]
1. Suppose \( \Lambda_m(\delta) > M_d M_n(\delta) \) for some \( \delta > 0 \). Then the set
\[ \mathcal{A}_{fp} := \left\{ (\delta, \beta, \eta, \epsilon) \in \mathbb{R}^4_+ : (\eta, \epsilon) \in \mathcal{A}_{fp}(\delta, \beta) \right\} \]
is a nonempty open subset of \( \mathbb{R}^4_+ \).
2. Let $\beta > 0$ and $\delta > 0$ be fixed such that $\mathcal{A}_{fp}(\delta, \beta)$ is nonempty, and suppose $M_d M_{nc}(\delta) > 0$. Then the minimizer of (2.54) over $(\eta, \epsilon) \in \mathcal{A}_{fp}(\delta, \beta)$ exists and is unique, and is equal to $(\Lambda_m(\delta)/\epsilon^*, \epsilon^*)$ where $\epsilon^*$ is the unique minimizer of the unimodal function

$$b_{\delta, \beta}(\epsilon) := \frac{\beta^{-1} \sigma^{-1} \Lambda_m(\delta) + \sqrt{\epsilon \Lambda_m(\delta) M_d}}{\Lambda_m(\delta) - \delta M_{nc}(\delta) \sqrt{\epsilon^{-1} \Lambda_m(\delta)}}/4,$$

$$\epsilon > \frac{1}{\Lambda_m(\delta)} \left( \frac{\delta M_{nc}(\delta)}{4 \Lambda_m(\delta)} \right)^2.$$

The proof is postponed to Appendix 2.A.

The first part of Theorem 2.5 is the continuous-time counterpart of Theorem 2.2, and the proof uses the same approach as well. Then in Part 2, we proved that when $\beta$ and $\delta$ are fixed, there exists a unique optimal $(\eta^*, \epsilon^*)$ that minimizes the eventual tracking error bound (2.54). We have also shown that $\eta^*$ is equal to $\Lambda_m(\delta)/\epsilon^*$, which has been suggested in Section 2.3 and now justified in the continuous-time limit. The fact that $\epsilon^*$ is the unique minimizer of the unimodal function $b_{\delta, \beta}(\epsilon)$ quantitatively characterizes the trade-off in choosing the regularization parameter $\epsilon$: more regularization makes the Lagrangian better conditioned in the dual variables, but introduces additional errors as a side effect.

We fix $\beta$ and $\delta$ in Part 2 of Theorem 2.5, as a larger $\beta$ or a smaller $\delta$ will always lead to a smaller bound, while in applications $\beta$ usually cannot be arbitrarily chosen because of practical limitations (e.g., computation or communication delays), and an excessively small $\delta$ can also result in violating the condition (2.45).

It should be noted that, the optimal $(\eta^*, \epsilon^*)$ that minimizes the bound (2.54) may not be the optimal parameters that minimizes the tracking error itself, as (2.54) is only an upper bound which can be loose in certain situations. However, the analysis presented here will still be of value and can serve as a guide for choosing the parameters in practice.

Remark 2.6. In the second part of Theorem 2.5, we only consider the case where neither $M_d$ and $M_{nc}(\delta)$ is zero. If one of $M_d$ and $M_{nc}(\delta)$ is zero, the optimal $(\eta^*, \epsilon^*)$ may not satisfy the structure stated in Theorem 2.5, but the analysis is similar and no harder which we omit here.

Isolation of the KKT Trajectory

In Section 2.1, we remarked that there could be multiple trajectories of KKT points, and $z^*(t) = (x^*(t), \lambda^*(t), \mu^*(t))$ is only one of these trajectories that is chosen arbitrarily. Then we analyzed the tracking performance of the algorithm (2.10) and its
continuous-time limit (2.42), and showed that under the conditions (2.23) or (2.45) a bounded tracking error can be achieved. On the other hand, if the KKT trajectory $z^*(t)$ bifurcates into two or more branches at some time $\tilde{t} \in [0, T]$ and these branches become far away as time proceeds, then we have no way to identify from Theorem 2.1 or Theorem 2.4 which trajectory the algorithm will track. It is also possible that two KKT trajectories come very close to each other at some time, and Theorem 2.1 or Theorem 2.4 cannot distinguish which trajectory the algorithm will track afterwards. Fortunately, as the following theorems show, such possibilities will not occur in some sense under certain conditions.

**Theorem 2.6a.** Suppose for some $\delta > 0$ and $\eta > 0$, 

$$\Lambda_m(\delta) - \frac{\sqrt{\eta}}{2} \delta M_{nc}(\delta) > 0. \quad (2.55)$$

Then there is no KKT point in the set 

$$\{ z = (x, \lambda, \mu) : 0 < \| z - z^*(t) \|_\eta \leq \delta, x \neq x^*(t) \}$$

for each $t \in [0, T]$.

In particular, (2.55) holds if the condition (2.45) holds for some $\delta \leq 2\eta^{-1/2}M_\delta$.

**Theorem 2.6b.** Let $z^*_i(t) = (x^*_i(t), \lambda^*_i(t), \mu^*_i(t))$, $i = 1, 2$, be two Lipschitz continuous trajectories of KKT points of (2.1) over $t \in [0, T]$, and for each $i = 1, 2$, define $\Lambda^{(i)}_m(\delta), M^{(i)}_{nc}(\delta)$ for the associated trajectories by (2.29) and (2.14). Suppose there exist $\delta(1) > 0, \delta(2) > 0$ and $\eta > 0$ such that 

$$\Lambda^{(i)}_m(\delta(1)) - \frac{\sqrt{\eta}}{2} \delta^{(i)}_n M^{(i)}_{nc}(\delta(1)) > 0 \quad (2.56)$$

for $i = 1, 2$, and for some $t \in [0, T], x^*_1(t) \neq x^*_2(t)$. Then

$$\| z^*_1(t) - z^*_2(t) \|_\eta > \delta(1) + \delta(2).$$

**Proof of Theorem 2.6a.** Suppose for some $t \in [0, T]$, there is another KKT point $z^* = (x^*, \lambda^*, \mu^*)$ satisfying 

$$0 < \| z^* - z^*(t) \|_\eta \leq \delta \quad \text{and} \quad x^* \neq x^*(t).$$

By the KKT condition (2.2b), we have

$$h(x^+) - h(x^*(t))$$

$$\geq (x^* - x^*(t))^T \left( -\nabla_x C(x^*(t), t) - \begin{bmatrix} J_{f_{in},x}(x^*(t), t) & J_{f_{eq},x}(x^*(t), t) \end{bmatrix}^T \begin{bmatrix} \lambda^*(t) \\ \mu^*(t) \end{bmatrix} \right)$$

$$= (x^* - x^*(t))^T \left( -\nabla_x L^{nc}(x^*(t), \lambda^*(t), \mu^*(t), t) - J_{f_{eq},x}(x^*(t), t)^T \lambda^*(t) \right),$$
and
\[ h(x^*(t)) - h(x^+) \]
\[ \geq (x^*(t) - x^+)^T \left( -\nabla_x c(x^+, t) - \begin{bmatrix} J_{f_{in,x}}(x^*, t) \\ J_{f_{eq,x}}(x^*, t) \end{bmatrix}^T \begin{bmatrix} \lambda^+ \\ \mu^+ \end{bmatrix} \right) \]
\[ = (x^*(t) - x^+)^T \left( \nabla_x \mathcal{L}^{nc}(x^+, \lambda^*(t), \mu^*(t), t) - J_{f_{nc,x}}(x^*, t)^T \lambda^+ + \begin{bmatrix} J_{f_{nc,x}}(x^*, t) \\ J_{f_{eq,x}}(x^*, t) \end{bmatrix}^T \begin{bmatrix} \lambda^*(t) - \lambda^+ \\ \mu^*(t) - \mu^+ \end{bmatrix} \right). \]

Thus
\[ 0 \geq (x^*-x^*(t))^T \left( \nabla_x \mathcal{L}^{nc}(x^+, \lambda^*(t), \mu^*(t), t) - \nabla_x \mathcal{L}^{nc}(x^*(t), \lambda^*(t), \mu^*(t), t) \right) \]
\[ + J_{f_{nc,x}}(x^*(t), t)^T \lambda^+ - J_{f_{nc,x}}(x^*(t), t)^T \lambda^* + \begin{bmatrix} J_{f_{nc,x}}(x^*, t) \\ J_{f_{eq,x}}(x^*, t) \end{bmatrix}^T \begin{bmatrix} \lambda^*(t) - \lambda^+ \\ \mu^*(t) - \mu^+ \end{bmatrix} \]
\[ = (x^*-x^*(t))^T \mathcal{B}_{\mathcal{L}^{nc}}(t)(x^*-x^*(t)) \]
\[ + (x^*-x^*(t))^T \left( J_{f_{nc,x}}(x^*(t), t)^T \lambda^+ - J_{f_{nc,x}}(x^*(t), t)^T \lambda^* \right) \]
\[ + (x^*-x^*(t))^T \begin{bmatrix} J_{f_{nc,x}}(x^*, t) \\ J_{f_{eq,x}}(x^*, t) \end{bmatrix}^T \begin{bmatrix} \lambda^* - \lambda^+ \\ \mu^* - \mu^+ \end{bmatrix}, \]

where \( \mathcal{B}_{\mathcal{L}^{nc}}(t) := \mathcal{H}_{\mathcal{L}^{nc}}(x^* - x^*(t), t) \). Also,
\[ (\lambda^+ - \lambda^*)^T (f_{in}(x^+, t) - f_{in}(x^*(t), t)) \]
\[ = -\lambda^T f_{in}(x^*(t), t) - \lambda^*(t)^T f_{in}(x^+, t) \geq 0 \]

by the complementary slackness condition, and
\[ (\mu^+ - \mu^*(t))^T (f_{eq}(x^+, t) - f_{eq}(x^*(t), t)) = 0. \]

Therefore
\[ 0 \geq (x^*-x^*(t))^T \mathcal{B}_{\mathcal{L}^{nc}}(t)(x^*-x^*(t)) \]
\[ + (x^*-x^*(t))^T \left( J_{f_{nc,x}}(x^*(t), t)^T \lambda^+ - J_{f_{nc,x}}(x^*(t), t)^T \lambda^* \right) \]
\[ + \begin{bmatrix} \lambda^+ - \lambda^* \\ \mu^+ - \mu^* \end{bmatrix}^T \begin{bmatrix} J_{f_{nc,x}}(x^*, t) \\ J_{f_{eq,x}}(x^*, t) \end{bmatrix} (x^*-x^*(t)) - \begin{bmatrix} f_{in}(x^+, t) - f_{in}(x^*(t), t) \\ f_{eq}(x^+, t) - f_{eq}(x^*(t), t) \end{bmatrix}. \]
Notice that
\[
(x^+ - x^*(t))^T \left( J_{f^c,x}(x^+, t)^T \Lambda^+ - J_{f^c,x}(x^*(t), t) \Lambda^*(t) \right) \\
+ \left[ \frac{\Lambda^+ - \Lambda^*(t)}{\mu^+ - \mu^*(t)} \right]^T \left( J_{f^c,x}(x^+, t)^T (x^+ - x^*(t)) - f^{in}(x^+, t) - f^{eq}(x^*(t), t) \right) \\
= \lambda^+ T \left( f^c(x^*(t), t) - f^c(x^+, t) - J_{f^c,x}(x^+, t)(x^*(t) - x^+) \right) \\
+ \lambda^*(t)^T \left( f^c(x^+, t) - f^c(x^*(t), t) - J_{f^c,x}(x^*(t), t)(x^+ - x^*) \right) \\
- \left[ \frac{\Lambda^+ - \Lambda^*(t)}{\mu^+ - \mu^*(t)} \right]^T \left[ f^{nc}(x^+, t) + J_{f^{nc,x}}(x^*(t) - x^+) - f^{nc}(x^*(t), t) \right] \\
- \left[ \frac{\mu^+ - \mu^*(t)}{\mu^+ - \mu^*(t)} \right]^T \left[ f^{eq}(x^+, t) + J_{f^{eq,x}}(x^*(t) - x^+) - f^{eq}(x^*(t), t) \right],
\]

where we denote \( B_{f^c}(t) := \mathcal{H}_{f^c}(x^+ - x^*(t), t) \). Therefore
\[
0 \geq (x^+ - x^*(t))^T \left( B_{f^{nc}} + \frac{1}{2} \sum_{i=1}^m \lambda_i^+(t) B_{f^c_i}(t) \right) (x^+ - x^*(t)) \\
- \left[ f^{nc}(x^+, t) + J_{f^{nc,x}}(x^*(t) - x^+) - f^{nc}(x^*(t), t) \right] \left[ \frac{\lambda^+ - \lambda^*(t)}{\mu^+ - \mu^*(t)} \right] \\
\geq \Lambda_m(\delta) \| x^+ - x^*(t) \|_2^2 - \frac{M_{nc}(\delta)}{2} \| x^+ - x^*(t) \|_2 \| \frac{\lambda^+ - \lambda^*(t)}{\mu^+ - \mu^*(t)} \|_2 \\
\geq \left( \Lambda_m(\delta) - \frac{\sqrt{\eta}}{2} \delta M_{f^{nc}}(\delta) \right) \| x^+ - x^*(t) \|_2^2.
\]

However, if (2.55) holds, the right-hand side of the above inequality is then positive, leading to a contradiction.

Now we prove that (2.55) holds if (2.45) holds for some \( \delta \leq 2\eta^{-1/2} M_d \). We have
\[
\min \{ \Lambda_m(\delta), \eta \epsilon \} \leq \frac{\Lambda_m(\delta) + \eta \epsilon}{2},
\]
and so
\[
\Lambda_m(\delta) \geq 2 \min \{ \Lambda_m(\delta), \eta \epsilon \} - \eta \epsilon.
\]

On the other hand, (2.45) implies that
\[
\min \{ \Lambda_m(\delta), \eta \epsilon \} > \frac{\sqrt{\eta}}{4} \delta M_{nc}(\delta) + \delta^{-1} \left( \beta^{-1} \sigma_\eta + \sqrt{\eta} \epsilon M_d \right) \\
> \frac{\sqrt{\eta}}{4} \delta M_{nc}(\delta) + \beta^{-1} \sigma_\eta + \sqrt{\eta} \epsilon M_d.
\]
Since $\delta \leq 2\eta^{-1/2}M_d$, we have $\delta^{-1}\sqrt{\eta}\epsilon M_d \geq \eta\epsilon / 2$, and so

$$\Lambda_m(\delta) > 2\left(\frac{\sqrt{\eta}}{4} \delta M_{nc}(\delta) + \delta^{-1}\sqrt{\eta}\epsilon M_d\right) - \eta\epsilon \geq \frac{\sqrt{\eta}}{2} \delta M_{nc}(\delta).$$

$\square$

Proof of Theorem 2.6b. We temporarily denote $z^*_i(t) = (x^*_i(t), \lambda^*_i(t), \mu^*_i(t))$ by $z_i = (x_i, \lambda_i, \mu_i)$ for notational simplicity. Let

$$\bar{\theta}_1 := \frac{\delta(1)}{\delta(1) + \delta(2)}, \quad \bar{\theta}_2 := \frac{\delta(2)}{\delta(1) + \delta(2)}, \quad \bar{z} := \bar{\theta}_2 z(1) + \bar{\theta}_1 z(2).$$

Then it can be checked that

$$z(2) - z(1) = -\frac{z(1) - \bar{z}}{\bar{\theta}_1} = \frac{z(2) - \bar{z}}{\bar{\theta}_2}$$

and

$$\|\bar{z} - z(1)\|_\eta \leq \delta(1), \quad \|\bar{z} - z(2)\|_\eta \leq \delta(2).$$

Now by (2.2b), we have

$$h(x(2), t) - h(x(1), t) \geq (x(2) - x(1))^T \left( -\nabla_x c(x(1), t) - \left[J_{fin,x}(x(1), t) \begin{bmatrix} \lambda(1) \\ \mu(1) \end{bmatrix} \right] \right),$$

$$h(x(1), t) - h(x(2), t) \geq (x(1) - x(2))^T \left( -\nabla_x c(x(2), t) - \left[J_{fin,x}(x(2), t) \begin{bmatrix} \lambda(2) \\ \mu(2) \end{bmatrix} \right] \right).$$

Taking their sum, we get

$$0 \geq (x(2) - x(1))^T \left( -\nabla_x c(x(2), t) - \nabla_x c(x(1), t) \right)$$

$$+ \left[ J_{fin,x}(x(2), t) \right]^T \begin{bmatrix} \lambda(2) \\ \mu(2) \end{bmatrix} - \left[ J_{fin,x}(x(1), t) \right]^T \begin{bmatrix} \lambda(1) \\ \mu(1) \end{bmatrix}$$

$$= (x(2) - x(1))^T \left( -\nabla_x c(x(2), t) - \nabla_x c(x(1), t) \right)$$

$$+ \left( \left[ J_{fin,x}(x(2), t) \right]^T \begin{bmatrix} \lambda(2) \\ \mu(2) \end{bmatrix} - \left[ J_{fin,x}(x(1), t) \right]^T \begin{bmatrix} \lambda(1) \\ \mu(1) \end{bmatrix} \right) \tag{2.58}$$

$$- \left( \left[ J_{fin,x}(x(2), t) \right]^T \begin{bmatrix} \lambda(2) \\ \mu(2) \end{bmatrix} - \left[ J_{fin,x}(x(1), t) \right]^T \begin{bmatrix} \lambda(1) \\ \mu(1) \end{bmatrix} \right).$$
For the dual variables, by (2.2c),

\[ 0 \geq - (\lambda(2) - \lambda(1))^T \left( f^{in}_{x}(x(2), t) - f^{in}_{x}(x(1), t) \right) \]

\[ = - (\lambda(2) - \lambda(1))^T \left( f^{in}_{x}(x(2), t) - f^{in}_{x}(x(1), t) - \left( f^{in}_{x}(x(1), t) - f^{in}_{x}(\tilde{x}, t) \right) \right), \quad (2.59) \]

and also

\[ 0 = - (\mu(2) - \mu(1))^T \left( f^{eq}_{c}(x(2), t) - f^{eq}_{c}(x(1), t) \right) \]

\[ = - (\mu(2) - \mu(1))^T \left( f^{eq}_{c}(x(2), t) - f^{eq}_{c}(x(1), t) - (f^{eq}_{c}(x(1), t) - f^{eq}_{c}(\tilde{x}, t)) \right) \quad (2.60) \]

Now, for each \( i = 1, 2 \), we have

\[
(x(i) - \tilde{x})^T \left( \nabla_x c(x(i), t) - \nabla_x c(\tilde{x}, t) \right)
\]

\[ + \begin{bmatrix} f^{eq}_{c}(x(i), t) \\ J^{eq}_{c}(x(i), t) \end{bmatrix}^T \begin{bmatrix} \lambda(i) \\ \mu(i) \end{bmatrix} - \begin{bmatrix} J^{eq}_{c}(x(i), t) \end{bmatrix}^T \begin{bmatrix} \tilde{\lambda} \\ \tilde{\mu} \end{bmatrix} \]

\[ = (x(i) - \tilde{x})^T \left( \nabla_x L^{nc}(x(i), \lambda(i), \mu(i), t) - \nabla_x L^{nc}(\tilde{x}, \lambda(i), \mu(i), t) \right) \]

\[ + \begin{bmatrix} f^{eq}_{c}(x(i), t) \\ J^{eq}_{c}(x(i), t) \end{bmatrix}^T \begin{bmatrix} \lambda(i) - \tilde{\lambda} \\ \mu(i) - \tilde{\mu} \end{bmatrix} \]

\[ + \lambda(i)^T \left( f^{c}(x(i), t) - f^{c}(x(1), t) - J^{c}(x(i), t) \right) \]

\[ + \tilde{\lambda}^{T} \left( f^{c}(x(i), t) - f^{c}(\tilde{x}, t) - J^{c}(\tilde{x}, t) \right) \]

\[ \geq (x(i) - \tilde{x})^T B^{(i)}(x(i) - \tilde{x}) - \frac{M^{(i)}_{nc}(\delta(i))}{2} \left\| x(i) - \tilde{x} \right\|^2 \left\| \lambda(i) - \tilde{\lambda} \right\|, \quad (2.61) \]

where

\[ B^{(i)} := \int_0^1 \nabla^2_{xx} L^{nc}(x(i) + \theta(\tilde{x} - x(i)), \lambda(i), \mu(i), t) \, d\theta \]

\[ + \sum_{j=1}^m \lambda(i,j) \int_0^1 (1 - \theta) \nabla^2_{xx} J^{c}(x(i) + \theta(\tilde{x} - x(i)), t) \, d\theta. \]

By summing (2.58), (2.59), and (2.60), and plugging in (2.57) and (2.61), we can see that

\[ 0 \geq \sum_{i=1,2} \frac{1}{\tilde{\theta}_i} \left( (x(i) - \tilde{x})^T B^{(i)}(x(i) - \tilde{x}) - \frac{M^{(i)}_{nc}(\delta(i))}{2} \left\| x(i) - \tilde{x} \right\|^2 \left\| \lambda(i) - \tilde{\lambda} \right\| \right) \]

\[ \geq \sum_{i=1,2} \tilde{\theta}_i \left( \Lambda^{(i)}_m(\delta(i)) - \frac{\sqrt{\eta}}{2} \delta(i) M^{(i)}_{nc}(\delta(i)) \right) \left\| x(2) - x(1) \right\|^2. \]
But (2.56) then implies that the right-hand side of the above inequality is positive, leading to a contradiction. □

**Remark 2.7.** It should be noted that, the condition (2.55) does not exclude the possibility that at time $t$, there exists $(\lambda^+, \mu^+)$ such that $(x^*(t), \lambda^+, \mu^+)$ is also a KKT point of (2.1) and $0 < \|(x^*(t), \lambda^+, \mu^+) - (x^*(t), \lambda^*, \mu^*)\|_\eta \leq \delta$, unless we also assume that the optimal dual variable associated with $x^*(t)$ is unique at time $t$. A typical constraint qualification condition that guarantees the uniqueness of the optimal Lagrange multiplier is the linear independence constraint qualification (LICQ) [92], which cannot be directly used in our setting but can be possibly checked if we write (2.1) in some alternative formulation.

Now, let us further assume that the optimal dual variable associated with $x^*(t)$ is unique for all $t \in [0, T]$ as Remark 2.7 points out. Then Theorems 2.6a and 2.6b show that, under certain conditions, the KKT points for a given time will always be isolated. Especially, when the condition (2.45) is satisfied for some $\delta$ that is not too large, there is no ambiguity in which of the KKT trajectories will be tracked by the continuous-time algorithm (2.42).

### 2.5 Summary

In this chapter, we conducted a comprehensive study on the regularized proximal primal-dual gradient method and its continuous-time counterpart for time-varying nonconvex optimization.

For the discrete-time algorithm, we derived sufficient conditions that guarantee bounded tracking error by investigating when the regularized proximal primal-dual gradient step has a contraction-like behavior. The tracking error bounds are directly related to the maximum temporal variability of a KKT trajectory, and also depend on pertinent algorithmic parameters such as the step size and the regularization coefficient.

We then investigated whether there exist algorithmic parameters that guarantee bounded tracking error when the sampling interval is sufficiently small. Specifically, we derived a sufficient condition for the existence of feasible parameters, which, qualitatively, suggests that the problem should be “sufficiently convex” around a KKT trajectory to overcome the nonlinearity of the nonconvex constraints.

The study on feasible parameters suggested analyzing the continuous-time limit of the discrete-time algorithm. We formulated the continuous-time limit as a system of...
differential inclusions, and established analytical results on the tracking performance of the system of differential inclusions. The continuous-time tracking error bound shares a similar form to the discrete-time tracking error bound. Then, we studied the existence of feasible parameters of the continuous-time counterpart, and also derived structural results on the optimal parameters that minimize the derived tracking error bound, which can serve as guidelines for choosing parameters in practice.

Finally, we derived conditions under which the KKT points for a given time will always be isolated, i.e., bifurcations or merging of KKT trajectories do not happen. These conditions are closely related to the conditions for bounded tracking error derived previously.

2. Proofs

This section provides the proofs of the theorems that have been skipped in the text.

Proof of Proposition 2.1

We first present some lemmas and their corollaries that will be used in the proof.

**Lemma 2.6.** Let $g_1$ and $g_2$ be two closed proper convex functions on $\mathbb{R}^k$, and let $g = g_1 + g_2$. Then

$$\partial g(x) = \partial g_1(x) + \partial g_2(x), \quad \forall x \in \text{dom}(g)$$

if any one of the following conditions are satisfied:

1. ([82, Theorem 23.8]) relint $\text{dom}(g_1) \cap \text{relint dom}(g_2)$ is nonempty;
2. ([75, Theorem 3.16]) there exists $x \in \text{dom}(g)$ such that $g_1$ or $g_2$ is continuous at $x$.

**Corollary 2.1.** 1. Let $C_1$ and $C_2$ be two closed convex subsets of $\mathbb{R}^k$. Then $N_{C_1 \cap C_2}(x) = N_{C_1}(x)$ if $x \in \text{int} C_2$.

2. Let $g : \mathbb{R}^k \to \mathbb{R} \cup \{+\infty\}$ be a closed proper convex function. Then $\partial g(x) = \partial g(x) + N_{\text{dom}(g)}(x)$ for any $x \in \text{dom}(g)$.

**Proof of Corollary 2.1.** The first corollary follows by applying Lemma 2.6 to the indicator function $I_{C_1 \cap C_2} = I_{C_1} + I_{C_2}$. The second corollary follows by noting that $g = g + I_{\text{dom}(g)}$. □

**Lemma 2.7** ([82, Theorem 24.4]). Let $g : \mathbb{R}^k \to \mathbb{R} \cup \{+\infty\}$ be a closed proper convex function. Then the graph of $\partial g(x)$, defined by $\text{graph}(g) := \{(x, y) : x \in \text{dom}(g), y \in \partial g(x)\}$, is closed.
Let $\tilde{z}$ be a local minimum of a function $g : \mathbb{R}^k \to \mathbb{R}$ over a closed convex subset $C$ of $\mathbb{R}^k$. Assume that $g$ has the form $g = g_1 + g_2$ where $g_1$ is smooth and $g_2$ is convex. Then

$$-\nabla g_1(\tilde{z}) \in \partial g_2(\tilde{z}) + N_C(\tilde{z}).$$

Now we begin the proof of Proposition 2.1. Since $\tilde{x}$ is a local minimum, we can find some $\epsilon > 0$ such that for all $x \in X := \{ x \in \text{dom}(h) : \| x - \tilde{x} \| \leq \epsilon \}$, we have $c(x) + h(x) \geq c(\tilde{x}) + h(\tilde{x})$ as long as $f(x) \in C$. Obviously $X$ is compact as $\text{dom}(h)$ is closed. Let $D := \{ y \in C : \| y - f(\tilde{x}) \| \leq \epsilon \}$. Now consider the following auxiliary problem:

$$\min_{(x,s) \in X \times D} F_k(x, s) := c(x) + h(x) + \frac{k}{2} \| f(x) - s \|^2 + \frac{1}{2} \| x - \tilde{x} \|^2$$

(2.62)

for each $k \in \mathbb{N}$, and let $(x_k, s_k)$ denote its global minimum. Since $(\tilde{x}, f(\tilde{x}))$ is a feasible solution to this auxiliary problem, we have

$$c(\tilde{x}) + h(\tilde{x}) \geq c(x_k) + h(x_k) + \frac{k}{2} \| f(x_k) - s_k \|^2 + \frac{1}{2} \| x_k - \tilde{x} \|^2.$$  

(2.63)

Since $X \times D$ is compact, $(x_k, s_k)$ has a convergent subsequence. Let $(\tilde{x}, \tilde{s})$ denote the limit of an arbitrary convergent subsequence of $(x_k, s_k)$. By (2.63) and noticing that $c$ and $f$ are continuous and $h$ is closed (and thus lower semicontinuous) on $X$, we get $c(\tilde{x}) + h(\tilde{x}) \geq c(\tilde{x}) + h(\tilde{x}) + \frac{1}{2} \| \tilde{x} - \tilde{x} \|^2$ and $f(\tilde{x}) = \tilde{s}$. We then see that $(\tilde{x}, f(\tilde{x}))$ is also a feasible solution to the original problem (2.3), implying that $c(\tilde{x}) + h(\tilde{x}) \leq c(\tilde{x}) + h(\tilde{x})$. Therefore we have $\tilde{x} = \bar{x}$, meaning that all convergent subsequences of $(x_k, s_k)$ will converge to the same limit, and by the compactness of $X \times D$, we get $(x_k, s_k) \to (\tilde{x}, f(\tilde{x}))$.

By applying Lemma 2.8 to (2.62), we get

$$-\nabla c(x_k) - kJ_f(x_k)^T(f(x_k) - s_k) - (x_k - \tilde{x}) \in \partial h(x_k) + N_X(x_k),$$

$$k(f(x_k) - s_k) \in N_D(s_k).$$

Since for large enough $k \in \mathbb{N}$, $x_k$ is in the interior of $\{ x \in \mathbb{R}^n : \| x - \tilde{x} \| \leq \epsilon \}$ and $s_k$ is in the interior of $\{ y \in \mathbb{R}^n : \| y - f(\tilde{x}) \| \leq \epsilon \}$, we have $N_X(x_k) = N_{\text{dom}(h)}(x_k)$ and $N_D(s_k) = N_C(s_k)$ by the first part of Corollary 2.1. Together with the second part of Corollary 2.1, we see that for large enough $k$,

$$-\nabla c(x_k) - kJ_f(x_k)^T(f(x_k) - s_k) - (x_k - \tilde{x}) \in \partial h(x_k),$$

(2.64a)

$$k(f(x_k) - s_k) \in N_C(s_k).$$

(2.64b)
If there exists a subsequence of \( \{k(f(x_k) - s_k)\}_{k \in \mathbb{N}} \) that converges to some \( \bar{\lambda} \), then since \( \partial h(x) \) and \( N_C(s) \) have closed graphs Lemma 2.7, we get

\[
-\nabla c(\bar{x}) - J_f(\bar{x})^T \bar{\lambda} \in \partial h(\bar{x}),
\]

\[
\bar{\lambda} \in N_C(f(\bar{x})),
\]

and \( \bar{\lambda} \in N_C(f(\bar{x})) \) is equivalent to \( f(\bar{x}) \in N_C(\bar{\lambda}) \) as can be seen by

\[
\bar{\lambda} \in N_C(f(\bar{x})) \iff \bar{\lambda}^T (s - f(\bar{x})) \leq 0, \quad \forall s \in C
\]

\[
\iff \bar{\lambda}^T s \leq 0, \quad \forall s \in C \quad \text{and} \quad \bar{\lambda}^T f(\bar{x}) = 0
\]

\[
\iff \bar{\lambda} \in C^\circ \quad \text{and} \quad f(\bar{x})^T \bar{\lambda} = 0
\]

\[
\iff (\lambda - \bar{\lambda})^T f(\bar{x}) \leq 0, \quad \forall \lambda \in C^\circ
\]

\[
\iff f(\bar{x}) \in N_C(\bar{\lambda}),
\]

where we used the fact that \( f(\bar{x}) \in C \) and \( C \) is a closed convex cone.

Otherwise, if \( \|k(f(x_k) - s_k)\| \to +\infty \) as \( k \to \infty \), we define

\[
l_k := \|k(f(x_k) - s_k)\|, \quad y_k := \frac{k(f(x_k) - s_k)}{l_k}.
\]

Since \( \|y_k\| = 1 \) for all \( k \in \mathbb{N} \), by extracting a subsequence, we can without loss of generality assume that \( y_k \to \bar{y} \) for some \( \bar{y} \) as \( k \to \infty \). Obviously \( \bar{y} \neq 0 \), and by (2.64b) and that the graph of \( N_C(s) \) is closed, we have \( \bar{y} \in N_C(f(\bar{x})) \). By (2.64a), we see that for any \( x' \in \text{dom}(h) \),

\[
l_k^{-1}(h(x') - h(x_k)) \geq - \left( l_k^{-1} \left( \nabla c(x_k) + (x_k - \bar{x}) \right) + J_f(x_k)^T y_k \right)^T (x' - x_k),
\]

and by letting \( k \to \infty \), we get

\[
-(x' - \bar{x})^T J_f(\bar{x})^T \bar{y} \leq 0 \quad \text{for all} \quad x' \in \text{dom}(h), \quad \text{i.e.,}
\]

\[
-J_f(\bar{x})^T \bar{y} \in N_{\text{dom}(h)}(\bar{x}),
\]

which contradicts the constraint qualification condition.

Next we consider the set

\[
\Lambda := \{ \bar{\lambda} \in C^\circ : \bar{\lambda} \text{ satisfies } (2.5) \}.
\]

By (2.65), it can be easily seen that \( \Lambda \) is convex and closed as \( \partial h(\bar{x}) \) and \( N_C(f(\bar{x})) \) are convex and closed. If \( \Lambda \) is unbounded, then there exists a sequence \( \{\lambda_k\}_{k \in \mathbb{N}} \subset \Lambda \) such that \( \|\lambda_k\| \to \infty \). By extracting a subsequence we can assume without loss of
generality that $\lambda_k/\|\lambda_k\|$ converges to some $\tilde{\lambda}$ which is in $C^\circ$ since $C^\circ$ is a closed cone. By (2.65), we have

$$\frac{1}{\|\lambda_k\|} (h(x) - h(\bar{x})) \geq (x - \bar{x})^T \left( -\frac{1}{\|\lambda_k\|} \nabla_c(\bar{x}) - J_f(\bar{x})^T \frac{\lambda_k}{\|\lambda_k\|} \right), \quad \forall x \in \text{dom}(h)$$

and

$$\frac{\lambda_k^T f(\bar{x})}{\|\lambda_k\|} = 0$$

for all $k \in \mathbb{N}$. Now let $k \to \infty$, and we get

$$0 \geq -(x - \bar{x})^T J_f(\bar{x})^T \tilde{\lambda}, \quad \forall x \in \text{dom}(h),$$

i.e., $-J_f(\bar{x})^T \tilde{\lambda} \in N_{\text{dom}(h)}(\bar{x})$, and $\tilde{\lambda}^T f(\bar{x}) = 0$, which contradicts the constraint qualification condition. Therefore $\Lambda$ is bounded. ■

**Proof of Lemma 2.2**

Denote $h := (x_2 - x_1)/\|x_2 - x_1\|$. By (1.6), for each $i$, we have

$$h^T (\nabla_x f_i(x_2, t) - \nabla_x f_i(x_1, t))$$

$$= \|x_2 - x_1\| \int_0^1 h^T \nabla^2_{xx} f_i(x_1 + \theta(x_2 - x_1), t) h \, d\theta,$$

where $h'$ is any nonzero vector. Therefore

$$\left\| (J_{f,x}(x_2, t) - J_{f,x}(x_1, t)) h' \right\|$$

$$= \left\| x_2 - x_1 \| \int_0^1 D^2_{xx} f_i(x_1 + \theta(x_2 - x_1))(h, h') \, d\theta \right\|$$

$$\leq \|x_2 - x_1\| \int_0^1 \left\| D^2_{xx} f_i(x_1 + \theta(x_2 - x_1))(h, h') \right\| \, d\theta$$

$$\leq \|x_2 - x_1\| \sup_\theta \left\| D^2_{xx} f_i(x_1 + \theta(x_2 - x_1), t) \right\| \|h'\|,$$

and by the arbitrariness of $h'$, we get (2.18).

Similarly, by (1.7), for each $i$, we have

$$f_i(x_2, t) - f_i(x_1, t) - \nabla_x f_i(x_1, t)^T (x_2 - x_1)$$

$$= \frac{1}{2} \int_0^1 2(1 - \theta) (x_2 - x_1)^T \left[ \nabla^2_{xx} f_i(x_1 + \theta(x_2 - x_1), t) \right] (x_2 - x_1) \, d\theta$$

$$= \frac{1}{2} \|x_2 - x_1\|^2 \int_0^1 2(1 - \theta) h^T \left[ \nabla^2_{xx} f_i(x_1 + \theta(x_2 - x_1), t) \right] h \, d\theta,$$
and so

\[
\begin{align*}
f(x_2, t) - f(x_1, t) - J_{f,x}(x_1, t)(x_2 - x_1) & = \frac{1}{2} \|x_2 - x_1\|^2 \int_0^1 2(1 - \theta) D_{xx}^2 f(x_1 + \theta(x_2 - x_1), t)(h, h) d\theta, \\
\end{align*}
\]

which leads to

\[
\begin{align*}
\|f(x_2, t) - f(x_1, t) - J_{f,x}(x_1, t)(x_2 - x_1)\| & \leq \frac{1}{2} \|x_2 - x_1\|^2 \int_0^1 2(1 - \theta) \|D_{xx}^2 f(x_1 + \theta(x_2 - x_1), t)\| d\theta \\
& \leq \frac{1}{2} \|x_2 - x_1\|^2 \cdot \sup_{\theta \in [0,1]} \|D_{xx}^2 f(x_1 + \theta(x_2 - x_1), t)\| \int_0^1 2(1 - \theta) \ d\theta \\
& = \frac{1}{2} \|x_2 - x_1\|^2 \cdot \sup_{\theta \in [0,1]} \|D_{xx}^2 f(x_1 + \theta(x_2 - x_1), t)\|. 
\end{align*}
\]

\[\blacksquare\]

**Proof of Lemma 2.3**

We have

\[
\begin{align*}
\nabla c_\tau(\hat{x}_{\tau-1}) - \nabla c_\tau(x_\tau^*) + \begin{bmatrix} J_{f_{\tau}^{n}}(\hat{x}_{\tau-1}) \\ J_{f_{\tau}^{eq}}(\hat{x}_{\tau-1}) \end{bmatrix}^T \begin{bmatrix} \hat{\lambda}_{\tau-1} \\ \hat{\mu}_{\tau-1} \end{bmatrix} - \begin{bmatrix} J_{f_{\tau}^{n}}(x_\tau^*) \\ J_{f_{\tau}^{eq}}(x_\tau^*) \end{bmatrix}^T \begin{bmatrix} \lambda_\tau^* \\ \mu_\tau^* \end{bmatrix} \\
\n= \nabla_x L_\tau^{nc}(\hat{x}_{\tau-1}, \lambda_\tau^*, \mu_\tau^*) - \nabla_x L_\tau^{nc} (x_\tau^*, \lambda_\tau^*, \mu_\tau^*) + \begin{bmatrix} J_{f_{\tau}^{n}}(\hat{x}_{\tau-1}) \\ J_{f_{\tau}^{eq}}(\hat{x}_{\tau-1}) \end{bmatrix}^T \begin{bmatrix} \hat{\lambda}_{\tau-1} - \lambda_\tau^* \\ \hat{\mu}_{\tau-1} - \mu_\tau^* \end{bmatrix} \\
+ J_{f_{\tau}^{n}}(\hat{x}_{\tau-1})^T \hat{\lambda}_{\tau-1} - J_{f_{\tau}^{n}}(x_\tau^*)^T \lambda_\tau^* \\
= B_L^{nc}(\hat{x}_{\tau-1} - x_\tau^*) + \begin{bmatrix} J_{f_{\tau}^{n}}(\hat{x}_{\tau-1}) \\ J_{f_{\tau}^{eq}}(\hat{x}_{\tau-1}) \end{bmatrix}^T \begin{bmatrix} \hat{\lambda}_{\tau-1} - \lambda_\tau^* \\ \hat{\mu}_{\tau-1} - \mu_\tau^* \end{bmatrix} + J_{f_{\tau}^{n}}(\hat{x}_{\tau-1})^T \hat{\lambda}_{\tau-1} - J_{f_{\tau}^{n}}(x_\tau^*)^T \lambda_\tau^*, \\
\end{align*}
\]

where

\[
B_L^{nc} := \overline{H}_L^{nc}(\hat{x}_{\tau-1} - x_\tau^*, \tau \Delta).
\]
Then by (2.10) and (2.9a), and using the nonexpansiveness of the proximal operator, we get

\[
\begin{align*}
\|\hat{x}_\tau - x_\tau^*\|^2 & \leq \|\hat{x}_{\tau-1} - x_\tau^*\|^2 - \alpha \left( \nabla c_\tau(\hat{x}_{\tau-1}) - \nabla c_\tau(x_\tau^*) \right) \\
& \quad + \left[ J_{f_\tau}^{in}(\hat{x}_{\tau-1}) \right]^T \left[ \hat{\lambda}_{\tau-1} - \lambda_\tau^* \right] - \left[ J_{f_\tau}^{eq}(x_\tau^*) \right]^T \left[ \lambda_\tau^* \right] \right) \| \|^2 \\
& = \left\| \left( I - \alpha B_{L_{eq}^{in}} \right) (\hat{x}_{\tau-1} - x_\tau^*) \right. \\
& \quad - \alpha \left( \left[ J_{f_\tau}^{nc}(\hat{x}_{\tau-1}) \right]^T \left[ \hat{\lambda}_{\tau-1} - \lambda_\tau^* \right] + J_{f_\tau}^{eq}(\hat{x}_{\tau-1}) \hat{\lambda}_{\tau-1} - J_{f_\tau}^{eq}(x_\tau^*) \lambda_\tau^* \right) \right\|^2. 
\end{align*}
\]

We have,

\[
\begin{align*}
& \left\| \left[ J_{f_\tau}^{nc}(\hat{x}_{\tau-1}) \right]^T \left[ \hat{\lambda}_{\tau-1} - \lambda_\tau^* \right] + J_{f_\tau}^{eq}(\hat{x}_{\tau-1}) \hat{\lambda}_{\tau-1} - J_{f_\tau}^{eq}(x_\tau^*) \lambda_\tau^* \right\| \\
& \leq \left\| \left[ J_{f_\tau}^{nc}(\hat{x}_{\tau-1}) \right]^T \left[ \hat{\lambda}_{\tau-1} - \lambda_\tau^* \right] \right\| + \left\| J_{f_\tau}^{eq}(\hat{x}_{\tau-1}) - J_{f_\tau}^{eq}(x_\tau^*) \right\| \sup_{t\in[0,T]} \|\lambda^*(t)\| \\
& \leq L_f(\delta) \left\| \left[ \hat{\lambda}_{\tau-1} - \lambda_\tau^* \right] \right\| + M_\epsilon(\delta) \left\|\hat{x}_{\tau-1} - x_\tau^*\right\| \sup_{t\in[0,T]} \|\lambda^*(t)\|,
\end{align*}
\]

where we used (2.18) and the definitions of $M_\epsilon(\delta)$ and $L_f(\delta)$.

For the dual variables, by (2.10b), (2.10c), (2.9b) and (2.2d), and using the nonexpansiveness of projection onto convex sets,

\[
\begin{align*}
& \left\| \left[ \hat{\lambda}_{\tau-1} - \lambda_\tau^* \right] \right\|^2 \\
& \quad = \left(1 - \eta\alpha\epsilon\right) \left[ \hat{\lambda}_{\tau-1} - \lambda_\tau^* \right] - \eta\alpha\epsilon \left[ \lambda_\tau^* - \lambda_{\text{prior}} \right] + \eta\alpha \left[ f_{\tau}^{in}(\hat{x}_{\tau-1}) - f_{\tau}^{in}(x_\tau^*) \right] \\
& \quad = \left(1 - \eta\alpha\epsilon\right) \left[ \hat{\lambda}_{\tau-1} - \lambda_\tau^* \right] - \eta\alpha\epsilon \left[ \lambda_\tau^* - \lambda_{\text{prior}} \right] + \eta^2\alpha^2 \left[ f_{\tau}^{eq}(\hat{x}_{\tau-1}) - f_{\tau}^{eq}(x_\tau^*) \right] \\
& \quad + 2\eta\alpha \left(1 - \eta\alpha\epsilon\right) \left[ \hat{\lambda}_{\tau-1} - \lambda_\tau^* \right] - \eta\alpha\epsilon \left[ \lambda_\tau^* - \lambda_{\text{prior}} \right]^T \left[ f_{\tau}^{eq}(\hat{x}_{\tau-1}) - f_{\tau}^{eq}(x_\tau^*) \right] \\
& \quad + 2\eta\alpha \left(1 - \eta\alpha\epsilon\right) \left[ \hat{\lambda}_{\tau-1} - \lambda_\tau^* \right] - \eta\alpha\epsilon \left[ \lambda_\tau^* - \lambda_{\text{prior}} \right]^T \left[ f_{\tau}^{eq}(\hat{x}_{\tau-1}) - f_{\tau}^{eq}(x_\tau^*) \right].
\end{align*}
\]
Noting that \(\|\hat{x}_{\tau-1} - x^*_\| \leq \|\hat{z}_{\tau-1} - z^*_\|\eta \leq \delta\), by (1.6) and the definitions of \(M_d, L_f(\delta)\), we get
\[
\left\|\hat{\lambda}_\tau - \lambda^*_\right\|^2 \leq \left(1 - \eta \alpha \epsilon\right)^2\left\|\hat{\lambda}_{\tau-1} - \lambda^*_\right\|^2 + \eta \alpha \epsilon M_d + \eta^2 \alpha^2 L_f^2(\delta)\|\hat{x}_{\tau-1} - x^*_\|^2 + 2\eta \alpha (1 - \eta \alpha \epsilon) \left[\hat{\lambda}_{\tau-1} - \lambda^*_\right]^T \left[\frac{f_{\tau}^{in}(\hat{x}_{\tau-1}) - f_{\tau}^{in}(x^*_\)}{\hat{\mu}_{\tau-1} - \mu^*_\} \right] + 2\eta^2 \alpha^2 M_d L_f(\delta)\|\hat{x}_{\tau-1} - x^*_\|^2.
\]
(2.68)

By the convexity of the components of \(f^\tau_f\) and noting that \(\hat{\lambda}_{\tau-1} \in \mathbb{R}^m_+\), we have
\[
\hat{\lambda}^T_{\tau-1}\left(f^\tau_f(\hat{x}_{\tau-1}) + J^\tau_{f_e}(\hat{x}_{\tau-1})(x^*_\hat{x}_{\tau-1}) - f^\tau_f(x^*_\)) \leq 0.
\]
In addition, by (1.7), we have
\[
\hat{\lambda}_{\tau-1}^T f^\tau_f(x^*_\) + \hat{J}_{f_e}(\hat{x}_{\tau-1})(x^*_\hat{x}_{\tau-1}) - f^\tau_f(x^*_\)) = -\frac{1}{2}(\hat{x}_{\tau-1} - x^*_\)\left(\sum_{i=1}^m \lambda^*_{\tau,i} B_{f^\tau_{f,i}}\right)(\hat{x}_{\tau-1} - x^*_\),
\]
where we denote \(B_{f^\tau_{f,i}} := \mathbf{H}_{f^\tau_{f}}(\hat{x}_{\tau-1} - x^*_\), \(\tau\Delta\). Therefore,
\[
\left[\hat{\lambda}_{\tau-1} - \lambda^*_\right]^T \left[\frac{f_{\tau}^{in}(\hat{x}_{\tau-1}) - f_{\tau}^{in}(x^*_\)}{\hat{\mu}_{\tau-1} - \mu^*_\} \right]
\]
\[
- (\hat{x}_{\tau-1} - x^*_\)\left(\sum_{i=1}^m \lambda^*_{\tau,i} B_{f^\tau_{f,i}}\right)(\hat{x}_{\tau-1} - x^*_\) \leq \frac{M_d(\delta)}{2}\|\hat{x}_{\tau-1} - x^*_\|^2 = \frac{1}{2}(\hat{x}_{\tau-1} - x^*_\)\left(\sum_{i=1}^m \lambda^*_{\tau,i} B_{f^\tau_{f,i}}\right)(\hat{x}_{\tau-1} - x^*_\). \]
(2.69)

where we used (2.19) and the definition of \(M_d(\delta)\) in the second step, and used
\[
\|\hat{x}_{\tau-1} - x^*_\|^2 \leq \frac{1}{2}\left(\sqrt{\eta}\|\hat{x}_{\tau-1} - x^*_\|^2 + \frac{1}{\sqrt{\eta}}\|\hat{x}_{\tau-1} - x^*_\|^2\right) = \frac{\sqrt{\eta}}{2}\|\hat{x}_{\tau-1} - x^*_\|^2.
\]
in the last step.

Now we take the sum of (2.66) and (2.68) and use (2.67) to bound $\|\hat{x}_\tau - z^*_\tau\|_\eta^2$ by

$$\|\hat{x}_\tau - z^*_\tau\|_\eta^2 = \|\hat{x}_\tau - x^*_\tau\|_\eta^2 + \eta^{-1} \left\| \hat{\lambda}_\tau - \lambda^*_\tau \right\|^2$$

$$\leq (\hat{x}_{\tau - 1} - x^*_\tau)^T (I - \alpha B \mathcal{L}^{\text{nc}}) (\hat{x}_{\tau - 1} - x^*_\tau)$$

$$+ \alpha^2 \left( L_f(\delta) \left\| \hat{\lambda}_{\tau - 1} - \lambda^*_\tau \right\| + M_c(\delta) \|\hat{x}_{\tau - 1} - x^*_\tau\| \sup_{t \in [0,T]} \|\lambda^*(t)\|^2 \right)$$

$$- 2\alpha (\hat{x}_{\tau - 1} - x^*_\tau)^T (I - \alpha B \mathcal{L}^{\text{nc}}) \left( \begin{array}{c} J_{f^m}(\hat{x}_{\tau - 1}) \\ J_{f^q}(\hat{x}_{\tau - 1}) \end{array} \right)^T \left( \begin{array}{c} \hat{\lambda}_{\tau - 1} - \lambda^*_\tau \\ \hat{\mu}_{\tau - 1} - \mu^*_\tau \end{array} \right)$$

$$+ J_{f^m}(\hat{x}_{\tau - 1})^T \hat{\lambda}_{\tau - 1} - J_{f^q}(x^*_\tau)^T \lambda^*_\tau$$

$$+ \eta^{-1} \left( 1 - \eta \alpha \epsilon \right) \left\| \hat{\lambda}_{\tau - 1} - \lambda^*_\tau \right\| + \eta \alpha \epsilon \|\hat{x}_{\tau - 1} - x^*_\tau\|^2$$

$$+ 2\alpha (1 - \eta \alpha \epsilon) \left( \begin{array}{c} \hat{\lambda}_{\tau - 1} - \lambda^*_\tau \\ \hat{\mu}_{\tau - 1} - \mu^*_\tau \end{array} \right)^T \left( \begin{array}{c} f^m(\hat{x}_{\tau - 1}) - f^m(x^*_\tau) \\ f^q(\hat{x}_{\tau - 1}) - f^q(x^*_\tau) \end{array} \right)$$

$$+ 2\eta \alpha^2 \epsilon M_d L_f(\delta) \|\hat{x}_{\tau - 1} - x^*_\tau\|.$$

(2.70)

Notice that

$$\alpha^2 \left( L_f(\delta) \left\| \hat{\lambda}_{\tau - 1} - \lambda^*_\tau \right\| + M_c(\delta) \|\hat{x}_{\tau - 1} - x^*_\tau\| \sup_{t \in [0,T]} \|\lambda^*(t)\|^2 \right)$$

$$+ \eta \alpha^2 \|\hat{x}_{\tau - 1} - x^*_\tau\|^2$$

$$\leq \alpha^2 \left( \sqrt{\eta} L_f(\delta) + M_c(\delta) \sup_{t \in [0,T]} \|\lambda^*(t)\| \right)^2 \|\hat{x}_{\tau - 1} - z^*_\tau\|_\eta^2$$

$$= \alpha^2 D^2(\delta, \eta) \|\hat{x}_{\tau - 1} - z^*_\tau\|_\eta^2.$$

(2.71)
Moreover,

\[
(1 - \eta \alpha \epsilon) \begin{bmatrix}
\hat{\lambda}_{t-1} - \lambda^*_\tau \\
\hat{\mu}_{t-1} - \mu^*_\tau
\end{bmatrix}^T
\begin{bmatrix}
J^{in}_{f}(\hat{x}_{t-1}) - f^{in}_t(x^*_\tau) \\
J^{eq}_{f}(\hat{x}_{t-1}) - f^{eq}_t(x^*_\tau)
\end{bmatrix}
- (\hat{x}_{t-1} - x^*_\tau)^T (I - \alpha B L_{nc}^\tau) \begin{bmatrix}
J^{in}_{f}(\hat{x}_{t-1}) \\
J^{eq}_{f}(\hat{x}_{t-1})
\end{bmatrix}^T \begin{bmatrix}
\hat{\lambda}_{t-1} - \lambda^*_\tau \\
\hat{\mu}_{t-1} - \mu^*_\tau
\end{bmatrix}
+ J^{eq}_{f}(\hat{x}_{t-1})^T \hat{\lambda}_{t-1} - J^{eq}_{f}(x^*_\tau)^T \lambda^*_\tau
\]

\[
= (1 - \eta \alpha \epsilon) \begin{bmatrix}
\hat{\lambda}_{t-1} - \lambda^*_\tau \\
\hat{\mu}_{t-1} - \mu^*_\tau
\end{bmatrix}^T
\begin{bmatrix}
J^{in}_{f}(\hat{x}_{t-1}) - f^{in}_t(x^*_\tau) \\
J^{eq}_{f}(\hat{x}_{t-1}) - f^{eq}_t(x^*_\tau)
\end{bmatrix}
- (\hat{x}_{t-1} - x^*_\tau)^T \begin{bmatrix}
J^{in}_{f}(\hat{x}_{t-1}) \\
J^{eq}_{f}(\hat{x}_{t-1})
\end{bmatrix}^T \begin{bmatrix}
\hat{\lambda}_{t-1} - \lambda^*_\tau \\
\hat{\mu}_{t-1} - \mu^*_\tau
\end{bmatrix}
+ J^{eq}_{f}(\hat{x}_{t-1})^T \hat{\lambda}_{t-1} - J^{eq}_{f}(x^*_\tau)^T \lambda^*_\tau
\]

\[
\leq (1 - \eta \alpha \epsilon) \left( \frac{\sqrt{\bar{\eta}}}{4} M_{nc}(\delta) \|\hat{x}_{t-1} - z^*_\tau\|_\eta^2 - \frac{1}{2} (\hat{x}_{t-1} - x^*_\tau)^T \left( \sum_{t=1}^m \lambda^*_\tau^T B f^c_{f,t} \right) (\hat{x}_{t-1} - x^*_\tau) \right)
+ \alpha \|\eta I - B L_{nc}^\tau\| \|\hat{x}_{t-1} - x^*_\tau\|
\times \left( L_f(\delta) \left\| \begin{bmatrix}
\hat{\lambda}_{t-1} - \lambda^*_\tau \\
\hat{\mu}_{t-1} - \mu^*_\tau
\end{bmatrix}
\right\| + M_c(\delta) \|\hat{x}_{t-1} - x^*_\tau\| \sup_{t \in [0,T]} \|\lambda^*(t)\| \right)
\leq (1 - \eta \alpha \epsilon) \left( \frac{\sqrt{\bar{\eta}}}{4} M_{nc}(\delta) \|\hat{x}_{t-1} - z^*_\tau\|_\eta^2 - \frac{1}{2} (\hat{x}_{t-1} - x^*_\tau)^T \left( \sum_{t=1}^m \lambda^*_\tau^T B f^c_{f,t} \right) (\hat{x}_{t-1} - x^*_\tau) \right)
+ \alpha \|\eta I - B L_{nc}^\tau\| \|D(\delta, \eta)\| \|\hat{x}_{t-1} - z^*_\tau\|_\eta^2.
\]
Therefore by plugging (2.71) and (2.72) into (2.70), we get

\[
\|\hat{z}_\tau - z^*_\tau\|_\eta^2 \\
\leq (\hat{x}_{\tau - 1} - x^*_\tau)^T \left( (I - \alpha B_{L^\infty})^2 - \alpha (1 - \eta \alpha \epsilon) \sum_{i=1}^m \lambda_\tau^* B_f \right) (\hat{x}_{\tau - 1} - x^*_\tau)
\]

\[
+ (1 - \eta \alpha \epsilon)^2 \eta^{-1} \left\| \hat{f}_{\tau - 1} - \lambda_\tau^* \right\|^2 + \alpha^2 D^2(\delta, \eta) \|\hat{z}_\tau - z^*_\tau\|_\eta^2
\]

\[
+ \alpha (1 - \eta \alpha \epsilon) \sqrt{\eta} \delta M_{nc}(\delta) \|\hat{z}_\tau - z^*_\tau\|^2 + 2 \alpha^2 \eta \epsilon I - B_{L^\infty} \| D(\delta, \eta) \|\hat{z}_\tau - z^*_\tau\|_\eta^2
\]

\[
+ 2 \sqrt{\eta} \alpha \epsilon M_d \left( \frac{1 - \eta \alpha \epsilon}{\sqrt{\eta}} \left\| \hat{f}_{\tau - 1} - \lambda_\tau^* \right\| + \sqrt{\eta} \alpha L_f(\delta) \|\hat{x}_{\tau - 1} - x^*_\tau\| \right)
\]

\[
+ \eta \alpha^2 \epsilon^2 M_d^2.
\]

It’s not hard to see that

\[
\left( \frac{1 - \eta \alpha \epsilon}{\sqrt{\eta}} \left\| \hat{f}_{\tau - 1} - \lambda_\tau^* \right\| + \sqrt{\eta} \alpha L_f(\delta) \|\hat{x}_{\tau - 1} - x^*_\tau\| \right)
\]

\[
\leq \max \{ 1 - \eta \alpha \epsilon, \sqrt{\eta} \alpha L_f(\delta) \} \|\hat{z}_\tau - z^*_\tau\|_\eta,
\]

and by the definition of \(\rho(\delta, \alpha, \eta, \epsilon)\) and \(\kappa(\delta, \alpha, \eta, \epsilon)\), we get

\[
\|\hat{z}_\tau - z^*_\tau\|_\eta^2 \\
\leq \rho^2(\delta, \alpha, \eta, \epsilon) \|\hat{z}_\tau - z^*_\tau\|_\eta^2 + \eta \alpha^2 \epsilon^2 M_d^2
\]

\[
+ 2 \sqrt{\eta} \alpha \epsilon M_d \cdot \max \{ 1 - \eta \alpha \epsilon, \sqrt{\eta} \alpha L_f(\delta) \} \|\hat{z}_\tau - z^*_\tau\|_\eta
\]

\[
\leq \left( \rho(\delta, \alpha, \eta, \epsilon) \|\hat{z}_\tau - z^*_\tau\|_\eta + \kappa(\delta, \alpha, \eta, \epsilon) \sqrt{\eta} \alpha \epsilon M_d \right)^2,
\]

which is just (2.22).

Now let \(\delta, \eta\) and \(\epsilon\) be fixed. With the help of Lemma 2.4, it can be shown that, if we temporarily allow \(\alpha\) to take arbitrary values in \(\mathbb{R}\), then the function \(\alpha \mapsto \rho^{(P)}(\delta, \alpha, \eta, \epsilon)\) is a continuous function over \(\alpha \in \mathbb{R}\), and so

\[
\lim_{\alpha \to 0^+} \rho^{(P)}(\delta, \alpha, \alpha \eta, \epsilon) = \rho^{(P)}(\delta, 0, \eta, \epsilon) = 1.
\]

Then by the definition of \(\rho(\delta, \alpha, \eta, \epsilon)\), it’s straightforward to get \(\rho(\delta, \alpha, \eta, \epsilon) \to 1\) when \(\alpha \to 0^+\), which further leads to

\[
\lim_{\alpha \to 0^+} \kappa(\delta, \alpha, \eta, \epsilon) = 1.
\]
We also have
\[
\max \left\{ 1 - \eta \alpha \epsilon, \sqrt{\eta \alpha} L_f(\delta) \right\} \leq \frac{1 - \eta \alpha \epsilon + \alpha D(\delta, \eta)}{\rho(\delta, \alpha, \eta, \epsilon)} \leq \frac{\sqrt{2 \left( (1 - \alpha \eta \epsilon)^2 + \alpha^2 D^2(\delta, \eta) \right)}}{\rho(\delta, \alpha, \eta, \epsilon)} \leq \sqrt{2},
\]
which implies that \(k(\delta, \alpha, \eta, \epsilon) \leq \sqrt{2}\).

**Proof of Lemma 2.4**

**Part 1.** Let \( a \in \mathbb{R} \) be arbitrary, and consider the set
\[
g^{-1}[(a, +\infty)] = \{ y \in Y : g(y) > a \} = \{ y \in Y : \exists x \in X \text{ such that } f(x, y) > a \} = \bigcup_{x \in X} \{ y \in Y : f(x, y) > a \}.
\]
The continuity of \( f \) implies that \( \{ y \in Y : f(x, y) > a \} \) is open for each \( x \in X \), and so \( g^{-1}[(a, +\infty)] \) is open. By the arbitrariness of \( a \in \mathbb{R} \), we see that \( g \) is lower semicontinuous.

Now let \( y^0 \in Y \) be arbitrary, and let \( (y_n)_{n \in \mathbb{N}} \) be any sequence in \( Y \) such that \( y_n \to y^0 \) and \( \lim_{n \to \infty} g(y_n) \) exists. Since \( X \) is compact and \( f \) is continuous, we can see that for any \( n \), there is some \( x_n \in X \) such that \( g(y_n) = f(x_n, y_n) \). By the compactness of \( X \), we can find a subsequence \( (x_{k_n})_{n \in \mathbb{N}} \) such that \( x_{k_n} \to x^0 \) for some \( x^0 \in X \) as \( n \to \infty \). Then
\[
\lim_{n \to \infty} g(y_n) = \lim_{n \to \infty} f(x_n, y_n) = \lim_{n \to \infty} f(x_{k_n}, y_{k_n}) = f(x^0, y^0) \leq g(y^0),
\]
where the third equality follows from the continuity of \( f \), and the last inequality follows from the definition of \( g \). By the arbitrariness of the sequence \( (y_n)_{n \in \mathbb{N}} \), we get
\[
\limsup_{y \to y^0} g(y) \leq g(y^0),
\]
where \( y^0 \in Y \) is arbitrary. Now we can conclude that \( f \) is upper semicontinuous, and thus continuous on \( Y \).

**Part 2.** Now suppose \( f : R \mathcal{B}_n \times V \to \mathbb{R} \) is continuous. Define the auxiliary function \( \tilde{f} : R \mathcal{B}_n \times (0, R) \times V \to \mathbb{R} \) by
\[
\tilde{f}(u, r, v) = f(\mathcal{P}_r \mathcal{B}_n(u), v).
\]
The function \((u, r) \mapsto P_{rB_n}(u)\) is continuous (in fact Lipschitz), as for any \((u_1, r_1)\) and \((u_2, r_2)\) in \(R\mathcal{B}_n \times (0, R)\), we have

\[
\|P_{r_1B_n}(u_1) - P_{r_2B_n}(u_2)\| \\
\leq \|P_{r_1B_n}(u_1) - P_{r_1B_n}(u_2)\| + \|P_{r_1B_n}(u_2) - P_{r_2B_n}(u_2)\| \\
\leq \|u_1 - u_2\| + |r_1 - r_2|.
\]

Therefore \(\tilde{f}\) is also a continuous function. Moreover,

\[
g(r, v) = \sup_{u: \|u\| \leq r} f(u, v) = \sup_{u \in R\mathcal{B}_n} \tilde{f}(u, r, v).
\]

By the compactness of \(R\mathcal{B}_n\) and the first part of Lemma 2.4, we conclude that \(g\) is continuous.

\[\blacksquare\]

**Proof of Lemma 2.5**

The proof is directly based on the following lemma.

**Lemma 2.9** ([94]). Let \(I\) be a closed interval with zero as left endpoint. Let \(u(t)\) be a continuous nonnegative function that satisfies the integral inequality

\[
u(t) \leq u_0 + \int_0^t w(s)u^p(s) \, ds,
\]

where \(w(t)\) is a continuous nonnegative function on \(I\). For \(0 \leq p < 1\) we have

\[
u(t) \leq \left( u_0^{1-p} + (1-p) \int_0^t w(s) \, ds \right)^{\frac{1}{1-p}},
\]

and for \(p = 1\), we have

\[
u(t) \leq u_0 \exp \int_0^t w(s) \, ds.
\]

Let us define \(u(t) = e^{2\beta t}v^2(t)\). Then

\[
\frac{d}{dt} u(t) = 2\beta e^{2\beta t}v^2(t) + e^{2\beta t} \frac{d}{dt} \left( v^2(t) \right) \\
\leq 2\beta e^{2\beta t}v^2(t) + 2e^{2\beta t}(\alpha v(t) - \beta v^2(t)) \\
= 2\alpha e^{2\beta t} v(t) = 2\alpha e^{\beta t} \sqrt{u(t)}
\]

for almost all \(t \in [0, T]\). Therefore by Lemma 2.9,

\[
u(t) \leq \left( \sqrt{u(0)} + \alpha \int_0^t e^{\beta s} \, ds \right)^2 = \left( \sqrt{u(0)} + \frac{\alpha}{\beta} (e^{\beta t} - 1) \right)^2,
\]

and by the definition of \(u(t)\), we get the desired result.

\[\blacksquare\]
Proof of Theorem 2.3

The following definitions and lemmas from set-valued analysis are needed.

**Definition 2.3.** Let $X$ and $Y$ be topological spaces. We say that $F : X \to 2^Y$ is a set-valued map from $X$ to $Y$. The domain of $F$ is defined by $\text{dom}(F) := \{x \in X : F(x) \neq \emptyset\}$. The graph of $F$ is defined by $\text{graph}(F) := \{(x, y) \in X \times Y : y \in F(x)\}$

We say that the set-valued map $F$ is closed if its graph is a closed subset of $X \times Y$.

We say that the set-valued map $F$ is upper semicontinuous at $x \in \text{dom}(F)$ if for any open subset $U \subseteq Y$ such that $F(x) \subseteq U$, there exists an open subset $V \subseteq X$ containing $x$ such that for all $x' \in V$, we have $F(x') \subseteq U$.

**Lemma 2.10 ([7, Proposition 1.4.9]).** Let $X$ and $Y$ be two topological spaces, and let $F$ and $G$ be two set-valued maps from $X$ to $Y$. Assume that $F$ is closed, that $G(x)$ is compact and that $G$ is upper semicontinuous at $x \in \text{dom}(F \cap G)$. Then $F \cap G$ is upper semicontinuous at $x$.

**Lemma 2.11 ([7, Theorem 7.2.2]).** Let $X$ be a topological vector space, $Y$ a Banach space and $F$ be a nontrivial set-valued map from $X$ to $Y$. We assume that $F$ is upper semicontinuous on its domain.

Let us consider measurable functions $x_m(\cdot)$ and $y_m(\cdot)$ from $\Omega$ to $X$ and $Y$ respectively, satisfying: for almost all $\omega \in \Omega$ and for all neighborhoods $U$ of 0 in the product space $X \times Y$, there exists $M := M(\omega, U)$ such that

$$\forall m > M, \ (x_m(\omega), y_m(\omega)) \in \text{graph}(F) + U.$$ 

If we assume that

1. $x_m(\cdot)$ converges almost everywhere to a function $x(\cdot)$,
2. $y_m(\cdot) \in L^1(\Omega; Y)$ and converges weakly in $L^1(\Omega; Y)$ to a function $y \in L^1(\Omega; Y)$,

then for almost all $\omega \in \Omega$ such that $x(\omega) \in \text{dom}(F)$, $y(\omega) \in \text{cl conv} \ F(x(\omega))$.

The following lemma provides conditions for the closedness of the partial subdifferential.

**Lemma 2.12.** Suppose we are given $g : \mathbb{R}^p \times [0, T] \to \mathbb{R} \cup \{+\infty\}$ satisfying

1. $\text{graph}_t(g)$ is $\kappa$-Lipschitz in $t$, where $\text{graph}_t(g) := \{(z, g(z, t)) : z \in \text{dom}_t(g)\}$;
2. for each fixed $t \in [0, T]$, $g(\cdot, t)$ is convex and proper, and is continuous when restricted to its domain.
Then the set
\[ \{(z, t, y) \in \mathbb{R}^p \times [0, T] \times \mathbb{R}^p : z \in \text{dom}_t(g), y \in \partial_z g(z, t)\} \]
is closed; in other words, the set-valued map \((z, t) \mapsto \partial_z g(z, t)\) is closed.

**Proof of Lemma 2.12.** Denote
\[ A = \{(z, t, y) \in \mathbb{R}^p \times [0, T] \times \mathbb{R}^p : z \in \text{dom}_t(g), y \in \partial_z g(z, t)\} . \]
Let \((z_k, t_k, y_k), k \in \mathbb{N},\) be a sequence in \(A\) that converges to some \((z, t, y)\). We then have
\[
\inf_{u \in \text{dom}_t(g)} \| z - u \| \leq \| z - z_k \| + \inf_{u \in \text{dom}_t(g)} \| z_k - u \|
\leq \| z - z_k \| + \inf_{u \in \text{dom}_t(g)} \| (z_k, g(z_k, t_k)) - (u, g(u, t)) \|
\leq \| z - z_k \| + d_H(\text{graph}_t(g), \text{graph}_{t_k}(g))
\leq \| z - z_k \| + \kappa|t - t_k|,
\]
where \(k \in \mathbb{N}\) is arbitrary. By letting \(k \to \infty\) we get \(\inf_{u \in \text{dom}_t(g)} \| z - u \| = 0,\) and since \(\text{dom}_t(g)\) is closed, we have \(z \in \text{dom}_t(g)\).

Next, for each \(k \in \mathbb{N},\) let
\[ u_k \in \arg \min_{u \in \text{dom}_t(g)} \| (u, g(u, t)) - (z_k, g(z_k, t_k)) \| . \]
We have \(\| (u_k, g(u_k, t)) - (z_k, g(z_k, t_k)) \| \leq \kappa|t - t_k|\) since \(\text{graph}_t(g)\) is \(\kappa\)-Lipschitz with respect to \(t\). Therefore
\[
\| u_k - z \| \leq \| u_k - z_k \| + \| z_k - z \|
\leq \| (u_k, g(u_k, t)) - (z_k, g(z_k, t_k)) \| + \| z_k - z \|
\leq \kappa|t - t_k| + \| z_k - z \|,
\]
which implies that \(u_k\) converges to \(z\) since \((z_k, t_k)\) converges to \((z, t)\). Then by taking the limit of
\[
\| g(z_k, t_k) - g(z, t) \| \leq \| g(z_k, t_k) - g(u_k, t) \| + \| g(u_k, t) - g(z, t) \|
\leq \kappa|t - t_k| + \| g(u_k, t) - g(z, t) \|,
\]
and using the continuity of \(g(\cdot, t)\), we get \(g(z_k, t_k) \to g(z, t)\).
Now let \( w \in \text{dom}_t(g) \) be arbitrary, and let

\[
    w_k \in \arg \min_{u \in \text{dom}_t(g)} \| (u, g(u, t_k)) - (w, g(w, t)) \|.
\]

We have \( \| (w_k, g(w_k, t_k)) - (w, g(w, t)) \| \leq \kappa |t - t_k| \) as \( \text{graph}_t(g) \) is \( \kappa \)-Lipschitz with respect to \( t \). Then

\[
    \begin{bmatrix}
        y_k \\
        -1
    \end{bmatrix}^T \begin{bmatrix}
        w - z_k \\
        g(w, t) - g(z_k, t_k)
    \end{bmatrix} = \begin{bmatrix}
        y_k \\
        -1
    \end{bmatrix}^T \left( \begin{bmatrix}
        w - w_k \\
        g(w, t) - g(w_k, t_k)
    \end{bmatrix} + \begin{bmatrix}
        w_k - z_k \\
        g(w_k, t_k) - g(z_k, t_k)
    \end{bmatrix} \right) \leq (\|y_k\| + 1) \cdot \kappa |t - t_k|,
\]

where we used

\[
    y_k \in \partial_z g(z_k, t_k) \iff y_k^T (u - z_k) \leq g(u, t_k) - g(z_k, t_k), \quad \forall u \in \text{dom}_t(g).
\]

By letting \( k \to \infty \) and noting that \( z_k \to z, y_k \to y \) and \( g(z_k, t_k) \to g(z, t) \), we get

\[
    \begin{bmatrix}
        y \\
        -1
    \end{bmatrix}^T \begin{bmatrix}
        w - z \\
        g(w, t) - g(z, t)
    \end{bmatrix} \leq 0,
\]

or \( y^T (w - z) \leq g(w, t) - g(z, t) \). By the arbitrariness of \( w \in \text{dom}_t(g) \), we see that \( y \in \partial_z g(z, t) \), and therefore \( (z, t, y) \in A \). \( \square \)

The following lemma constitutes the core step of the proof of Theorem 2.3. It can be viewed as a generalization of [28, Theorem 4.1'] where the normal cone is replaced by the subdifferential, and the proof uses essentially the same techniques as in [2, 28].

**Lemma 2.13.** Suppose \( \Phi : \mathbb{R}^p \times [0, T] \to \mathbb{R}^p \) and \( g : \mathbb{R}^p \times [0, T] \to \mathbb{R} \cup \{+\infty\} \), and that

1. \( \text{graph}_t(g) \) is \( \kappa_1 \)-Lipschitz in \( t \), and for each fixed \( t \in [0, T] \), \( g(\cdot, t) \) is a proper convex function,

2. there exists \( \ell > 0 \) such that

\[
    \sup_{z_1, z_2 \in \text{dom}_t(g)} \frac{|g(z_2, t) - g(z_1, t)|}{\|z_2 - z_1\|} \leq \ell \]

for every \( t \in [0, T] \). In other words, \( g(z, t) \) is uniformly Lipschitz continuous with respect to \( z \).
3. \( \Phi \) is continuous when restricted to the set \( \bigcup_{t \in [0,T]} \text{dom}_t(g) \times [0,T] \), and there exists some \( \kappa_2 > 0 \) such that
\[
\| \Phi(z,t) \| \leq \kappa_2 (1 + \| z \|) , \quad \forall (z,t) \in \bigcup_{t \in [0,T]} \text{dom}_t(g) \times [0,T].
\]

Let \( z_0 \in \text{dom}_0(g) \) be arbitrary, and for each \( K \in \mathbb{N} \), Define \( z_{\tau}^{(K)} \), \( \tau \in \{0, 1, 2, \ldots, K\} \) by
\[
z_{\tau}^{(K)} = z_0,
\]
\[
z_{\tau}^{(K)} = \text{prox}_{\Delta_K g_t} \left[ z_{\tau-1}^{(K)} + \Delta_K \Phi \left( z_{\tau-1}^{(K)}, \tau \Delta_K \right) \right],
\]
where \( \Delta_K := T/K \), and for \( t \in [0,T] \), define
\[
z_t^{(K)}(t) = \frac{\tau \Delta_K - t}{\Delta_K} z_{\tau-1}^{(K)} + \frac{t - (\tau - 1) \Delta_K}{\Delta_K} z_{\tau}^{(K)}
\]
(2.73)
if \( t \in [(\tau - 1) \Delta_K, \tau \Delta_K] \). Then, if we keep \( T \) constant and let \( K \to \infty \), the sequence \( (z_{\tau}^{(K)})_{K \in \mathbb{N}} \) defined in (2.73) has a convergent subsequence, and any convergent subsequence converges uniformly to a Lipschitz continuous \( \hat{z} \) that satisfies
\[
z_0 = \hat{z}_0,
\]
\[
-\frac{d}{dt} \hat{z}(t) + \Phi(\hat{z}(t),t) \in \partial g(\hat{z}(t),t), \quad \forall t \in [0,T] \text{ a.e.}
\]
(2.74)

Proof of Lemma 2.13. Let \( A = \bigcup_{t \in [0,T]} \text{dom}_t(g), g_t^{K} (\cdot) = g(\cdot, \tau \Delta_K) \). For each \( \tau \geq 1 \), let
\[
u_{\tau}^{(K)} = \text{prox}_{\Delta_K g_t^{K}} \left[ z_{\tau-1}^{(K)} \right],
\]
\[
v_{\tau}^{(K)} \in \arg \min_{v \in \text{dom} \left( g_t^{K} \right)} \| (v, g_t^{K}(v)) - \left( z_{\tau-1}^{(K)}, g_{\tau-1}^{K} (z_{\tau-1}^{(K)}) \right) \|.
\]
We have
\[
\Delta_K g_t^{K} \left( u_{\tau}^{(K)} \right) + \frac{1}{2} \| u_{\tau}^{(K)} - z_{\tau-1}^{(K)} \|^2 \leq \Delta_K g_t^{K} \left( v_{\tau}^{(K)} \right) + \frac{1}{2} \| v_{\tau}^{(K)} - z_{\tau-1}^{(K)} \|^2
\]
by definition, which leads to
\[
\| u_{\tau}^{(K)} - z_{\tau-1}^{(K)} \|^2 \leq \| v_{\tau}^{(K)} - z_{\tau-1}^{(K)} \|^2 + 2 \Delta_K \left( g_t^{K} \left( v_{\tau}^{(K)} \right) - g_t^{K} \left( u_{\tau}^{(K)} \right) \right)
\]
\[
\leq \| v_{\tau}^{(K)} - z_{\tau-1}^{(K)} \|^2 + 2 \Delta_K \ell \| v_{\tau}^{(K)} - u_{\tau}^{(K)} \|
\]
\[
\leq \| v_{\tau}^{(K)} - z_{\tau-1}^{(K)} \|^2 + 2 \Delta_K \ell \left( \| v_{\tau}^{(K)} - z_{\tau-1}^{(K)} \| + \| u_{\tau}^{(K)} - z_{\tau-1}^{(K)} \| \right),
\]
and since \( \| v_{\tau}^{(K)} - z_{\tau-1}^{(K)} \| \leq \kappa_1 \Delta_K \) by the \( \kappa_1 \)-Lipschitz continuity of \( g_t^{K}(\cdot) \) in \( t \), we get
\[
\| u_{\tau}^{(K)} - z_{\tau-1}^{(K)} \|^2 + 2 \Delta_K \ell \| u_{\tau}^{(K)} - z_{\tau-1}^{(K)} \|^2 \leq \Delta_K^2 \left( \kappa_1^2 + 2 \kappa_1 \ell \right),
\]
which implies that 
\[ \left\| u_t^{(K)} - z_{t-1}^{(K)} \right\| \leq \Delta_K (\kappa_1 + 2\ell). \]

Then
\[
\begin{align*}
\left\| \hat{z}_t^{(K)} - \hat{z}_{t-1}^{(K)} \right\| & \leq \left\| \text{prox}_{\Delta_K g_T^K} \left[ \hat{z}_{t-1}^{(K)} + \Delta_K \Phi \left( \hat{z}_{t-1}^{(K)}, \tau \Delta_K \right) \right] - \text{prox}_{\Delta_K g_T^K} \left[ \hat{z}_{t-1}^{(K)} \right] \right\| \\
& \quad + \left\| \text{prox}_{\Delta_K g_T^K} \left[ \hat{z}_{t-1}^{(K)} \right] - \hat{z}_{t-1}^{(K)} \right\| \\
& \leq \Delta_K \left\| \Phi \left( \hat{z}_{t-1}^{(K)}, \tau \Delta_K \right) \right\| + \left\| u_t^{(K)} - \hat{z}_{t-1}^{(K)} \right\| \\
& \leq \Delta_K (\kappa_1 + \kappa_2 + 2\ell) + \Delta_K \kappa_2 \left\| \hat{z}_{t-1}^{(K)} \right\|,
\end{align*}
\]

and so
\[ \left\| \hat{z}_t^{(K)} \right\| \leq \Delta_K (\kappa_1 + \kappa_2 + 2\ell) + (1 + \Delta_K \kappa_2) \left\| \hat{z}_{t-1}^{(K)} \right\| \]

for any \( \tau = 1, \ldots, K \). By induction we can see that
\[ \left\| \hat{z}_t^{(K)} \right\| \leq (1 + \Delta_K \kappa_2)^{\tau} \left( \left\| \hat{z}_0 \right\| + \frac{\kappa_1 + \kappa_2 + 2\ell}{\kappa_2} \right) - \frac{\kappa_1 + \kappa_2 + 2\ell}{\kappa_2} \]

holds for all \( \tau = 0, \ldots, K \), and since \( \Delta_K = T/K \), we get
\[
\begin{align*}
\left\| \hat{z}_t^{(K)} \right\| & \leq \left( 1 + \frac{T \kappa_2}{K} \right)^K \left( \left\| \hat{z}_0 \right\| + \frac{(\kappa_1 + \kappa_2 + 2\ell)}{\kappa_2} \right) - \frac{\kappa_1 + \kappa_2 + 2\ell}{\kappa_2} \\
& \leq e^{T \kappa_2} \left( \left\| \hat{z}_0 \right\| + \frac{(\kappa_1 + \kappa_2 + 2\ell)}{\kappa_2} \right) - \frac{\kappa_1 + \kappa_2 + 2\ell}{\kappa_2} =: \kappa_3
\end{align*}
\]

for any \( \tau = 0, 1, \ldots, K \). By plugging it back to (2.75), we have
\[ \left\| \hat{z}_t^{(K)} - \hat{z}_{t-1}^{(K)} \right\| \leq \Delta_K (\kappa_1 + \kappa_2 + \kappa_2 \kappa_3 + 2\ell), \]

and consequently
\[
\left\| \frac{d}{dt} \hat{z}_t^{(K)}(t) \right\| = \Delta_K^{-1} \left\| \hat{z}_t^{(K)} \right\| \leq \Delta_K (\kappa_1 + \kappa_2 + \kappa_2 \kappa_3 + 2\ell) =: \ell
\]

for almost every \( t \in [0, T] \).

Let \( D\hat{z}_t^{(K)} \in L^\infty([0, T]) \) denote the weak derivative of the \( i \)'th entry of \( \hat{z}^{(K)} \) for each \( i = 1, \ldots, p \). Then the sequence \( \{D\hat{z}_t^{(K)}\}_{K \in \mathbb{N}} \) lies in the ball
\[ B = \left\{ f \in L^\infty([0, T]) : \text{ess sup}_{t \in [0, T]} |f(t)| \leq \ell \right\}. \]

The Banach–Alaoglu theorem [83] indicates that \( B \) is weak* sequentially compact, and so \( \{D\hat{z}_t^{(K)}\}_{K \in \mathbb{N}} \) has a convergent subsequence with respect to the weak* topology.
We extract an arbitrary convergent subsequence and still denote it by \((D_{z_i}^{(K)})_{K \in \mathbb{N}}\). Then \(D_{z_i}^{(K)} \rightharpoonup q_i\) for some \(q_i \in B\), or in other words,
\[
\int_0^T u(t)q_i(t) \, dt = \lim_{K \to \infty} \int_0^T u(t)D_{z_i}^{(K)}(t) \, dt
\]
for all \(u \in L^1([0, T])\). Consequently \(\hat{z}^{(K)}\) converges uniformly to \(\hat{z}\) given by
\[
\hat{z}(t) = \hat{z}_0 + \int_0^t q(s) \, ds,
\]
where \(q : [0, T] \to \mathbb{R}^p\) is the vector-valued function with entries \(g_1, \ldots, g_p\).

Next we prove that any convergent subsequence of \((\hat{z}^{(K)})_{K \in \mathbb{N}}\) converges to a limit that satisfies the differential inclusions (2.74). We still use \(\hat{z}\) to denote the limit of an arbitrary convergent subsequence of \((\hat{z}^{(K)})_{K \in \mathbb{N}}\), and without loss of generality we assume \(\hat{z}^{(K)} \to \hat{z}\) by extracting the subsequence. Since \((\hat{z}^{(K)})_{K \in \mathbb{N}}\) is equi-Lipschitz, the convergence \(\hat{z}^{(K)} \to \hat{z}\) is uniform, \(\hat{z}\) is \(\bar{\ell}\)-Lipschitz, and \(D\hat{z}^{(K)} \rightharpoonup D\hat{z}\). Define
\[
\hat{\delta}^{(K)}(t) = \left\lfloor \frac{t}{\Delta_K} \right\rfloor \Delta_K, \quad \hat{\theta}^{(K)}(t) = \left[ \frac{t}{\Delta_K} \right] \Delta_K.
\]
Then we have for almost all \(t \in [0, T]\),
\[
- \frac{d}{dt} \hat{z}^{(K)}(t) + \Phi(\hat{z}^{(K)}(\hat{\delta}^{(K)}(t)), \hat{\theta}^{(K)}(t)) = \frac{1}{\Delta_K} \left( \hat{z}^{(K)}(\hat{\delta}^{(K)}(t)) + \Delta_K \Phi(\hat{z}^{(K)}(\hat{\delta}^{(K)}(t)), \hat{\theta}^{(K)}(t)) - \hat{z}^{(K)}(\hat{\theta}^{(K)}(t)) \right)
\in \partial_z g(\hat{z}^{(K)}(\hat{\theta}^{(K)}(t)), \hat{\theta}^{(K)}(t)),
\]
where the second fact in Lemma 2.1 is used in the last step. In addition, for almost all \(t \in [0, T]\),
\[
\left\| - \frac{d}{dt} \hat{z}^{(K)}(t) + \Phi(\hat{z}^{(K)}(\hat{\delta}^{(K)}(t)), \hat{\theta}^{(K)}(t)) \right\| \leq \bar{\ell} + \kappa_2(1 + \kappa_3),
\]
and so for almost all \(t \in [0, T]\),
\[
- \frac{d}{dt} \hat{z}^{(K)}(t) + \Phi(\hat{z}^{(K)}(\hat{\delta}^{(K)}(t)), \hat{\theta}^{(K)}(t)) \in \partial_z g(\hat{z}^{(K)}(\hat{\theta}^{(K)}(t)), \hat{\theta}^{(K)}(t)) \cap (\bar{\ell} + \kappa_2(1 + \kappa_3))\mathcal{B}_p.
\]
Now we define the set-valued map
\[
F(z, t) = \partial_z g(z, t) \cap (\bar{\ell} + \kappa_2(1 + \kappa_3))\mathcal{B}_p, \quad (z, t) \in \mathbb{R}^p \times [0, T].
\]
By Lemma 2.12 and Lemma 2.10, the set-valued map $F$ is upper semicontinuous. We then have

$$-\frac{d}{dt} \hat{z}^{(K)}(t) + \Phi\left(\hat{z}^{(K)}(\delta^{(K)}(t)), \theta^{(K)}(t)\right) \in F\left(\hat{z}^{(K)}(\theta^{(K)}(t)), \theta^{(K)}(t)\right).$$

Noticing that

$$\lim_{K \to \infty} \delta^{(K)}(t) = \lim_{K \to \infty} \theta^{(K)}(t) = t,$$

by Lemma 2.11, we can conclude that, for almost all $t \in [0, T]$, 

$$-\frac{d}{dt} \hat{z}(t) + \Phi(\hat{z}(t), t) \in F(\hat{z}(t), t),$$

which implies (2.74). \hfill \Box

Now we are ready to finish the proof of Theorem 2.3. For each $t \in [0, T]$ and $z = (x, \lambda, \mu) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m'}$, we define

$$\Phi(z, t) := \beta \begin{bmatrix} -\nabla_x c(x, t) - J_{fin,x}(x, t)^T \lambda - J_{feq,x}(x, t)^T \mu \\ \eta \left(f^{in}(x, t) - \epsilon(\lambda - \lambda_{\text{prior}})\right) \\ \eta \left(f^{eq}(x, t) - \epsilon(\mu - \mu_{\text{prior}})\right) \end{bmatrix}$$

and

$$g(z, t) := \beta h(x, t) + I_{\mathbb{R}^m}(\lambda).$$

Since $g$ is a separable sum, we have [74]

$$\text{prox}_{\Delta K g(.), t}(x, \lambda, \mu) = \left(\text{prox}_{\Delta K \beta h(.), t}(x), \text{prox}_{\Delta K I_{\mathbb{R}^m}(\lambda)}, \mu\right)$$

for each $t \in [0, T]$ and $x \in \text{dom}(h), \lambda \in \mathbb{R}^m_+, \mu \in \mathbb{R}^{m'}$. The iterations (2.37) can then be formulated as

$$\hat{z}^{(K)}_{0} = \hat{z}_0,$$

$$\hat{z}^{(K)}_{\tau} = \text{prox}_{\Delta K g(.), \tau \Delta K}\left[\hat{z}^{(K)}_{\tau-1} + \Delta_k \Phi(\hat{z}^{(K)}_{\tau-1}, \tau \Delta K)\right].$$

We check the conditions of Lemma 2.13 as follows:
1. \( g(z, t) \) is \( \max \{1, \beta \} \kappa_1 \)-Lipschitz with respect to \( t \), as

\[
\begin{align*}
\inf_{z \in \text{dom}_t(g)} \| (z, g(z, t_2)) - (z_1, g(z_1, t_1)) \| \\
\leq \inf_{x \in \text{dom}_t(h), \lambda \in \mathbb{R}^m, \mu \in \mathbb{R}^{m'}} (\| (x, \beta h(x, t_2)) - (x_1, \beta h(x_1, t_1)) \| + \| (\lambda, \mu) - (\lambda_1, \mu_1) \|) \\
\leq \inf_{x \in \text{dom}_t(h)} \max \{1, \beta\} \| (x, h(x, t_2)) - (x_1, h(x_1, t_1)) \| \\
\leq \max \{1, \beta\} \kappa_1 |t_2 - t_1| 
\end{align*}
\]

for any \( t_1, t_2 \in [0, T] \) and \( z_1 = (x_1, \lambda_1, \mu_1) \in \text{dom}_t(g) \).

2. By (2.39), we have

\[
\sup_{z_1, z_2 \in \text{dom}_t(g)} \frac{|g(z_2, t) - g(z_1, t)|}{\| z_2 - z_1 \|} = \sup_{x_1, x_2 \in \text{dom}_t(h)} \beta \frac{|h(x_2, t) - h(x_1, t)|}{\| x_2 - x_1 \|} \leq \beta \ell
\]

for all \( t \in [0, T] \).

3. \( \Phi \) is obviously continuous on \( \bigcup_{t \in [0,T]} \text{dom}_t(g) \times [0, T] \). Moreover,

\[
\| \Phi(z, t) \| \leq \beta \left( \| \nabla_z c(x, t) \| + \left\| \begin{bmatrix} J_{\text{fin}, x}(x, t) \\ J_{\text{eq}, x}(x, t) \end{bmatrix} \right\| \begin{bmatrix} \lambda \\ \mu \end{bmatrix} \right) \\
+ \eta \beta \left( \left\| \begin{bmatrix} f_{\text{fin}}(x, t) \\ f_{\text{eq}}(x, t) \end{bmatrix} \right\| + \eta \beta \epsilon \left\| \begin{bmatrix} \lambda \\ \mu \end{bmatrix} \right\| + \eta \beta \epsilon \left\| \begin{bmatrix} \lambda_{\text{prior}} \\ \mu_{\text{prior}} \end{bmatrix} \right\| \right).
\]

Let \( x_{\text{aux}} \in \bigcup_{t \in [0,T]} \text{dom}_t(h) \) be arbitrary, and

\[
\kappa_3 := \sup \left\{ \left\| \begin{bmatrix} J_{\text{fin}, x}(x, t) \\ J_{\text{eq}, x}(x, t) \end{bmatrix} \right\| : (x, t) \in \bigcup_{t \in [0,T]} \text{dom}_t(h) \times [0, T] \right\},
\]

\[
\kappa_4 := \sup_{t \in [0,T]} \left\| \begin{bmatrix} f_{\text{fin}}(x_{\text{aux}}, t) \\ f_{\text{eq}}(x_{\text{aux}}, t) \end{bmatrix} \right\|
\]

both of which are finite. Then

\[
\left\| \begin{bmatrix} f_{\text{fin}}(x, t) \\ f_{\text{eq}}(x, t) \end{bmatrix} \right\| \leq \kappa_4 + \kappa_3 (\| x \| + \| x_{\text{aux}} \|).
\]

By (2.40) and noticing that \( \| x \| \leq \| z \| \) and \( \| (\lambda, \mu) \| \leq \| z \| \), we get

\[
\begin{align*}
\| \Phi(z, t) \| &\leq \beta (\kappa_2 (1 + \| z \|) + \kappa_3 \| z \|) \\
&\quad + \eta \beta (\kappa_4 + \kappa_3 (\| z \| + \| x_{\text{aux}} \|)) + \eta \beta \epsilon \| z \| + \eta \beta \epsilon \left\| \begin{bmatrix} \lambda_{\text{prior}} \\ \mu_{\text{prior}} \end{bmatrix} \right\| \\
&\leq \kappa_5 (1 + \| z \|),
\end{align*}
\]
where \( \kappa_5 \) satisfies

\[
\kappa_5 \geq \beta \kappa_2 + \eta \beta (\kappa_4 + \kappa_3 \| x_{\text{aux}} \|) + \eta \beta \epsilon \| (\lambda_{\text{prior}}, \mu_{\text{prior}}) \|,
\]

\[
\kappa_5 \geq \beta (\kappa_2 + \kappa_3) + \eta \beta \kappa_3 + \eta \beta \epsilon.
\]

By Lemma 2.13, the sequence of trajectories defined by (2.73) [and consequently (2.38)] then has convergent subsequences each of which converges to some Lipschitz continuous solution to (2.74). Let \( \hat{z}(t) = (\hat{x}(t), \hat{\lambda}(t)) \) denote one such solution. By (2.74) and the definition of \( \Phi \), we have

\[
\left( -\frac{d}{dt} \left[ \begin{array}{c} \hat{\lambda}(t) \\ \hat{\mu}(t) \end{array} \right] + \eta \beta \left[ \begin{array}{c} f_{\text{in}}(\hat{x}(t), t) \\ f_{\text{eq}}(\hat{x}(t), t) \end{array} \right] - \eta \beta \epsilon \left[ \begin{array}{c} \hat{\lambda}(t) - \lambda_{\text{prior}} \\ \hat{\mu}(t) - \mu_{\text{prior}} \end{array} \right] \right)^T \left[ \begin{array}{c} \lambda_{\text{prior}} - \hat{\lambda}(t) \\ \mu_{\text{prior}} - \hat{\mu}(t) \end{array} \right] \leq 0,
\]

which implies that

\[
\frac{1}{2} \frac{d}{dt} \left\| \begin{array}{c} \hat{\lambda}(t) - \lambda_{\text{prior}} \\ \hat{\mu}(t) - \mu_{\text{prior}} \end{array} \right\|^2 
\leq \eta \beta \left[ \begin{array}{c} f_{\text{in}}(\hat{x}(t), t) \\ f_{\text{eq}}(\hat{x}(t), t) \end{array} \right]^T \left[ \begin{array}{c} \hat{\lambda}(t) - \lambda_{\text{prior}} \\ \hat{\mu}(t) - \mu_{\text{prior}} \end{array} \right] - \eta \beta \epsilon \left[ \begin{array}{c} \hat{\lambda}(t) - \lambda_{\text{prior}} \\ \hat{\mu}(t) - \mu_{\text{prior}} \end{array} \right]^2 
\leq \eta \beta \kappa_2 \left[ \begin{array}{c} \hat{\lambda}(t) - \lambda_{\text{prior}} \\ \hat{\mu}(t) - \mu_{\text{prior}} \end{array} \right] - \eta \beta \epsilon \left[ \begin{array}{c} \hat{\lambda}(t) - \lambda_{\text{prior}} \\ \hat{\mu}(t) - \mu_{\text{prior}} \end{array} \right]^2.
\]

By Lemma 2.5,

\[
\left[ \begin{array}{c} \hat{\lambda}(t) - \lambda_{\text{prior}} \\ \hat{\mu}(t) - \mu_{\text{prior}} \end{array} \right] \leq e^{-\eta \beta \epsilon t} \left[ \begin{array}{c} \hat{\lambda}_0 - \lambda_{\text{prior}} \\ \hat{\mu}_0 - \mu_{\text{prior}} \end{array} \right] + \frac{\kappa_2}{\epsilon} \left( 1 - e^{-\eta \beta \epsilon t} \right),
\]

and then by triangle inequality we see that \( \left[ \begin{array}{c} \hat{\lambda}(t) \\ \hat{\mu}(t) \end{array} \right] \) is always strictly less than

\[
R_d := \left[ \begin{array}{c} \hat{\lambda}_0 - \lambda_{\text{prior}} \\ \hat{\mu}_0 - \mu_{\text{prior}} \end{array} \right] + \left[ \begin{array}{c} \lambda_{\text{prior}} \\ \mu_{\text{prior}} \end{array} \right] + \frac{\kappa_2}{\epsilon}.
\]

Now suppose \( \hat{z}(1) = (\hat{x}(1), \hat{\lambda}(1), \hat{\mu}(1)) \) and \( \hat{z}(2) = (\hat{x}(2), \hat{\lambda}(2), \hat{\mu}(2)) \) are two solutions to
the differential inclusions (2.74). Then for any $t \in [0, T],$

$$
\|\Phi(\hat{z}(2)(t), t) - \Phi(\hat{z}(1)(t), t)\| \\
\leq \beta \|\nabla_x c(\hat{x}(2)(t), t) - \nabla_x c(\hat{x}(1)(t), t)\| \\
+ \beta \left[ J_{fin,x}^{in}(\hat{x}(2)(t), t) - J_{fin,x}^{in}(\hat{x}(1)(t), t) \right]^T \left[ \hat{\lambda}(2)(t) - \hat{\lambda}(1)(t) \right] \\
+ \beta \left[ J_{eq,x}^{in}(\hat{x}(2)(t), t) - J_{eq,x}^{in}(\hat{x}(1)(t), t) \right]^T \left[ \hat{\mu}(2)(t) - \hat{\mu}(1)(t) \right] \\
+ \eta \beta \left[ f^{in}(\hat{x}(2)(t), t) - f^{in}(\hat{x}(1)(t), t) \right] + \eta \beta \left[ f^{eq}(\hat{x}(2)(t), t) - f^{eq}(\hat{x}(1)(t), t) \right] \\
\leq \beta l(t) \|\hat{x}(2)(t) - \hat{x}(1)(t)\| + \beta l(t) \|\hat{x}(2)(t) - \hat{x}(1)(t)\| \cdot R_d \\
+ \beta (\kappa_3 + \eta) \left[ \hat{\lambda}(2)(t) - \hat{\lambda}(1)(t) \right] + \eta \beta \kappa_3 \left[ \hat{x}(2)(t) - \hat{x}(1)(t) \right] \\
\leq \beta ((1 + R_d)l(t) + (1 + \eta)\kappa_3 + \eta) \|\hat{x}(2)(t) - \hat{x}(1)(t)\|, 
$$

where we used (2.41). Denote $\tilde{l}(t) = \beta ((1 + R_d)l(t) + (1 + \eta)\kappa_3 + \eta).$ Obviously $\tilde{l}(t)$ is nonnegative and integrable. Now by (2.74),

$$
- \frac{d}{dt} \hat{z}(i)(t) + \Phi(\hat{z}(i)(t), t) \in \partial_{\xi} g(\hat{z}(i)(t), t), \quad \forall t \in [0, T] \text{ a.e.}
$$

with $\hat{z}(i)(t) = \hat{z}_0$ for $i = 1, 2.$ We then have

$$
g(\hat{z}(2)(t), t) - g(\hat{z}(1)(t), t) \geq \left( - \frac{d}{dt} \hat{z}(1)(t) + \Phi(\hat{z}(1)(t), t) \right)^T (\hat{z}(2)(t) - \hat{z}(1)(t)), \\
g(\hat{z}(1)(t), t) - g(\hat{z}(2)(t), t) \geq \left( - \frac{d}{dt} \hat{z}(2)(t) + \Phi(\hat{z}(2)(t), t) \right)^T (\hat{z}(1)(t) - \hat{z}(2)(t))
$$

for almost all $t \in [0, T].$ By taking their sum, we get

$$
\left( \frac{d}{dt} (\hat{z}(2)(t) - \hat{z}(1)(t)) - (\Phi(\hat{z}(2)(t), t) - \Phi(\hat{z}(1)(t), t)) \right)^T (\hat{z}(2)(t) - \hat{z}(1)(t)) \leq 0,
$$

or

$$
\frac{1}{2} \frac{d}{dt} \|\hat{z}(2)(t) - \hat{z}(1)(t)\|^2 = \left( \frac{d}{dt} (\hat{z}(2)(t) - \hat{z}(1)(t)) \right)^T (\hat{z}(2)(t) - \hat{z}(1)(t)) \\
\leq (\Phi(\hat{z}(2)(t), t) - \Phi(\hat{z}(1)(t), t))^T (\hat{z}(2)(t) - \hat{z}(1)(t)) \\
\leq \tilde{l}(t) \|\hat{z}(2)(t) - \hat{z}(1)(t)\|^2.
$$
By Lemma 2.9, \( \| \hat{z}_{(2)}(t) - \hat{z}_{(1)}(t) \|^2 = 0 \) for every \( t \in [0, T] \), i.e., the two solutions are identical.

The uniqueness of the absolute continuous solution to (2.74) also implies that any convergent subsequence of \( (\hat{z}^{(K)})_{k \in \mathbb{N}} \) converges uniformly to the same limit \( \hat{z} \), and consequently any convergent subsequence of \( (D \hat{z}_{i}^{(K)})_{k \in \mathbb{N}} \) converges to the same limit \( D \hat{z}_{i} \) with respect to the weak* topology for each \( i = 1, \ldots, p \). In the proof of Lemma 2.13, we see that \( (D \hat{z}_{i}^{(K)})_{k \in \mathbb{N}} \) and \( D \hat{z}_{i} \) lie in the set

\[
B = \left\{ f \in L^\infty([0, T]) : \text{ess sup}_{t \in [0, T]} |f(t)| \leq \bar{\ell} \right\}
\]

for some \( \bar{\ell} > 0 \) for each \( i \), and the Banach–Alaoglu theorem [83] ensures that \( B \) is a compact and metrizable with respect to the weak* topology, we can then conclude that \( (D \hat{z}_{i}^{(K)})_{k \in \mathbb{N}} \) converges to \( D \hat{z}_{i} \) with respect to the weak* topology for every \( i = 1, \ldots, p \), and \( (\hat{z}^{(K)})_{k \in \mathbb{N}} \) converges uniformly to \( \hat{z} \).

**Proof of Theorem 2.5**

We first prove that \( \sigma_\eta \) is a continuous function of \( \eta \) over \( \eta \in \mathbb{R}_{++} \). Let \( t_1, t_2 \in [0, T] \) with \( t_1 \neq t_2 \) be given, and define

\[
\overline{v}(x; t_1, t_2) := \frac{\|z^*(t_2) - z^*(t_1)\|_{x^{-2}}}{|t_2 - t_1|}
\]

\[
= \frac{\left( \|x^*(t_2) - x^*(t_1)\|^2 + \chi^2 \left( \|\lambda^*(t_2) - \lambda^*(t_1)\|^2 + \|\mu^*(t_2) - \mu^*(t_1)\|^2 \right) \right)^{1/2}}{|t_2 - t_1|}
\]

for \( x \in \mathbb{R}_{++} \). Obviously \( \overline{v}(x; t_1, t_2) \) is a convex function of \( x \) over \( x \in \mathbb{R}_{++} \). Then since \( \sigma_{x^{-2}} \) is the supremum of \( v(x; t_1, t_2) \) over \( \{(t_1, t_2) \in [0, T]^2 : t_1 \neq t_2 \} \), \( \sigma_{x^{-2}} \) is also a convex function of \( x \) over \( x \in \mathbb{R}_{++} \). As the domain of \( \sigma_{x^{-2}} \) is \( \mathbb{R}_{++} \) which is open, we can conclude that \( \sigma_{x^{-2}} \) is a continuous function of \( x \) over \( x \in \mathbb{R}_{++} \), and consequently \( \sigma_\eta \) is a continuous function of \( \eta \) over \( \eta \in \mathbb{R}_{++} \).

**Part 1.** The proof uses the same approach as in proving Theorem 2.2. Let \( R > \bar{\delta} \) be arbitrary, and define

\[
f_R(\delta, \beta, \eta, \epsilon) = \delta \gamma(\delta, \eta, \epsilon) - \sqrt{\eta} \epsilon M_d - \beta^{-1} \sigma_\eta.
\]

We consider two cases.

1. \( M_d \neq 0 \): Let \( \delta_0 = \bar{\delta} \) and

\[
\eta_0 = \left( \frac{2\Lambda_m(\delta_0)}{\delta_0 M_{nc}(\delta_0)} \right)^2, \quad \epsilon_0 = \frac{\Lambda_m(\delta_0)}{\eta_0}.
\]
We then have
\[
 f_R(\delta, \beta, \eta_0, \epsilon_0) = \frac{\delta}{2} \left( \Lambda_m(\bar{\delta}) - M_d M_{nc}(\bar{\delta}) \right) - \beta^{-1} \sigma_{\eta_0}
\]
Since \( \Lambda_m(\bar{\delta}) > M_d M_{nc}(\bar{\delta}) \), we can find sufficiently large \( \beta_0 > 0 \) so that \( f_R(\delta, \beta_0, \eta_0, \epsilon_0) > 0 \), implying that \( \mathcal{S}_{fp} \) is nonempty.

2. \( M_d = 0 \): Let \( \eta_0 > 0 \) be arbitrary, and let \( \epsilon_0 = \eta_0^{-1} \Lambda_m(\delta_0) \). Then
\[
 \gamma(\delta, \eta_0, \epsilon_0) = \Lambda_m(\delta) - \frac{\sqrt{\eta_0} \epsilon}{4} \delta M_{nc}(\delta).
\]
By the monotonicity of \( \Lambda_m(\delta) \) and \( M_{nc}(\delta) \),
\[
 \lim_{\delta \to 0^+} \gamma(\delta, \eta_0, \epsilon_0) = \lim_{\delta \to 0^+} \Lambda_m(\delta) \geq \Lambda_m(\bar{\delta}) > 0.
\]
Therefore there exists some \( \delta_0 \in (0, \bar{\delta}] \) such that \( \gamma(\delta_0, \eta_0, \epsilon_0) > 0 \), and we have
\[
 f_R(\delta_0, \beta, \eta_0, \epsilon_0) = \delta_0 \gamma(\delta_0, \eta_0, \epsilon_0) - \beta^{-1} \sigma_{\eta_0}.
\]
Therefore we can find sufficiently large \( \beta_0 > 0 \) such that \( f_R(\delta_0, \beta_0, \eta_0, \epsilon_0) \) is positive, and consequently \( \mathcal{S}_{fp} \) is non-empty.

Finally, by Lemma 2.4 and the continuity of \( \eta \mapsto \sigma_{\eta} \), it can be seen that \( f_R(\delta, \beta, \eta, \epsilon) \) is a continuous function over \( (\delta, \beta, \eta, \epsilon) \in (0, R) \times \mathbb{R}_{++}^3 \). Therefore the set
\[
 \mathcal{S}_{fp} \cap \left( (0, R) \times \mathbb{R}_{++}^3 \right) = \{ (\delta, \beta, \eta, \epsilon) \in (0, R) \times \mathbb{R}_{++}^3 : f_R(\delta, \beta, \eta, \epsilon) > 0 \}
\]
is an open subset of \( \mathbb{R}_{++}^4 \), and consequently
\[
 \mathcal{S}_{fp} = \bigcup_{R > \bar{\delta}} \mathcal{S}_{fp} \cap \left( (0, R) \times \mathbb{R}_{++}^3 \right)
\]
is an open subset of \( \mathbb{R}_{++}^4 \).

Part 2. Denote
\[
 g_0(\eta, \epsilon) := \frac{\beta^{-1} \sigma_{\eta} + \sqrt{\eta} \epsilon M_d}{\gamma(\delta, \eta, \epsilon)},
\]
\[
 g_1(\eta, \epsilon) := \delta \gamma(\delta, \eta, \epsilon) - \sqrt{\eta} \epsilon M_d - \beta^{-1} \sigma_{\eta},
\]
where \( (\eta, \epsilon) \in \mathbb{R}_{++}^2 \). Obviously \( g_0(\eta, \epsilon) = \delta \) if \( g_1(\eta, \epsilon) = 0 \), and \( g_0(\eta, \epsilon) < \delta \) if \( g_1(\eta, \epsilon) > 0 \). It can also be seen that \( g_1(\eta, \epsilon) \) is a continuous function over \( (\eta, \epsilon) \in \mathbb{R}_{++}^2 \).
Now let \( M > 1 \) be arbitrary such that
\[
\frac{2\Lambda_m(\delta)}{M} \leq \min\left\{ 1, \frac{M_d}{\delta^2} \right\},
\]
and let \( (\eta, \epsilon) \in \mathbb{R}^2_+ \) be arbitrary such that \( \eta + \epsilon \geq M \). Consider the following two cases:

1. \( \eta \epsilon \geq \Lambda_m(\delta) \). Then
   \[
g_1(\eta, \epsilon) = \delta \Lambda_m(\delta) - \left( \frac{\delta^2 M_{nc}(\delta)}{4} \sqrt{\eta} + \sqrt{\eta} \epsilon M_d \right)^2 - \beta^{-1} \sigma_\eta
   \leq \frac{\delta^2 M_{nc}(\delta)}{16} \eta + M_d^2 \epsilon - \beta^{-1} \sigma_\eta
   \leq \delta \Lambda_m(\delta) - \frac{\delta^4 M_{nc}^2(\delta)}{16} \eta + M_d^2 \Lambda_m(\delta) \epsilon - \beta^{-1} \sigma_\eta
   \leq \delta \Lambda_m(\delta) - \min\left\{ \frac{\delta^2 M_{nc}(\delta)}{4}, M_d \sqrt{\Lambda_m(\delta)} \right\} \sqrt{M} - \beta^{-1} \sigma_\eta.
   
2. \( \eta \epsilon < \Lambda_m(\delta) \). In this case, since
   \[
   \frac{\epsilon + \Lambda_m(\delta)}{\epsilon} > \epsilon + \eta \geq M,
   \]
   we must have \( \epsilon \geq M/2 \) or \( \epsilon^{-1} \Lambda_m(\delta) \geq M/2 \). In the former case, we have
   \( \eta < \epsilon^{-1} \Lambda_m(\delta) \leq 2\Lambda_m(\delta)/M \), and by the choice of \( M \) we have \( \eta \leq 1 \) and \( \delta \sqrt{\eta} \leq M_d \). Thus
   \[
g_1(\eta, \epsilon) = \delta \eta \epsilon - \frac{\sqrt{\eta}}{4} \delta^2 M_{nc}(\delta) - \sqrt{\eta} \epsilon M_d - \beta^{-1} \sigma_\eta
   \leq \sqrt{\eta} \epsilon (\delta \sqrt{\eta} - M_d) - \beta^{-1} \sigma_\eta \leq -\beta^{-1} \sigma_1.
   
For the latter case, we have \( \eta \geq M - \epsilon \geq M - 2\Lambda_m(\delta)/M \geq M - 1 \), and therefore
   \[
g_1(\eta, \epsilon) = \delta \eta \epsilon - \frac{\sqrt{\eta}}{4} \delta^2 M_{nc}(\delta) - \sqrt{\eta} \epsilon M_d - \beta^{-1} \sigma_\eta
   \leq \delta \Lambda_m(\delta) - \frac{\sqrt{M - 1}}{4} \delta^2 M_{nc}(\delta).
   
Summarizing these results, we get by the arbitrariness of \( M \) that
   \[
   \limsup_{\eta + \epsilon \to +\infty} g_1(\eta, \epsilon) < 0.
   \]
   Therefore the set \( g_1^{-1} [[0, +\infty]] \) is a bounded subset of \( \mathbb{R}^2_+ \).
Now let \((\tilde{\eta}, \tilde{\epsilon})\) be any boundary point of the set \(g_1^{-1}[[0, +\infty]]\) in \(\mathbb{R}^2\), and let \((\eta_k, \epsilon_k)_{k \in \mathbb{N}}\) be a sequence in \(g_1^{-1}[[0, +\infty]]\) that converges to \((\tilde{\eta}, \tilde{\epsilon})\). Obviously
\[
\liminf_{k \to \infty} g_1(\eta_k, \epsilon_k) \geq 0,
\]
and by the continuity of \(g_1\) on \(\mathbb{R}^2_+\), we further have \(\lim_{k \to \infty} g_1(\eta_k, \epsilon_k) = g_1(\tilde{\eta}, \tilde{\epsilon}) = 0\) if \((\tilde{\eta}, \tilde{\epsilon}) \in \mathbb{R}^2_+\). Since
\[
\limsup_{(\eta, \epsilon) \to (0, \epsilon^+)} g_1(\eta, \epsilon) = \limsup_{\eta \to 0^+} \left( -\beta^{-1} \sigma_\eta \right) < 0,
\]
we see that \(\tilde{\eta} \neq 0\), and then since
\[
\lim_{(\eta, \epsilon) \to (\tilde{\eta}, 0)} g_1(\eta, \epsilon) = \frac{-\sqrt{\tilde{\eta}}}{4} \delta^2 M_{nc}(\delta) - \beta^{-1} \sigma_{\tilde{\eta}} < 0,
\]
we see that \(\tilde{\epsilon} \neq 0\). Therefore the boundary point of \(g_1^{-1}[[0, +\infty]]\) in \(\mathbb{R}^2\) are all in \(\mathbb{R}^2_+\).

By the continuity of \(g_1\), we can conclude that \(g_1^{-1}[[0, +\infty]]\) is a closed subset of \(\mathbb{R}^2\). Together with the boundedness shown above, we have shown that \(g_1^{-1}[[0, +\infty]]\) is compact.

By the continuity of \(g_0(\eta, \epsilon)\) over \((\eta, \epsilon) \in g_1^{-1}[[0, +\infty]]\) and the compactness of \(g_1^{-1}[[0, +\infty]]\), the minimum of \(g_0(\eta, \epsilon)\) over \((\eta, \epsilon) \in g_1^{-1}[[0, +\infty]]\) is achieved by some \((\eta^*, \epsilon^*) \in g_1^{-1}[[0, +\infty]]\). By assumption, the set
\[
\mathcal{A}_{\eta^*}(\delta, \beta) = g_1^{-1}[[0, +\infty]] \subseteq g_1^{-1}[[0, +\infty]]
\]
is nonempty, and for \((\eta, \epsilon) \in g_1^{-1}[[0, +\infty]]\) we have \(g_0(\eta, \epsilon) < \delta\), while for \((\eta, \epsilon) \in g_1^{-1}[[0]]\) we have \(g_0(\eta, \epsilon) = \delta\). Therefore \((\eta^*, \epsilon^*)\) must be in the set \(g_1^{-1}[[0, +\infty]]\).

Next we show that \(\epsilon^* = \Lambda_m(\delta^*)/\eta^*\). It’s not hard to check that the function \(\epsilon \mapsto g_1(\eta^*, \epsilon)\) is continuous over \(\epsilon \in \mathbb{R}_+\), is monotonic when \(\epsilon \leq \Lambda_m(\delta)/\eta^*\), and is decreasing when \(\epsilon \geq \Lambda_m(\delta)/\eta^*\). Thus the set
\[
A_{\eta^*} := \{ \epsilon > 0 : g_1(\eta^*, \epsilon) > 0 \}
\]
is an open interval in \(\mathbb{R}_+\). We have
\[
\frac{d}{d\epsilon} g_0(\eta^*, \epsilon) = -\frac{\eta^* (\delta M_d M_{nc}(\delta)/4 + \beta^{-1} \sigma_{\eta^*})}{(\eta^* \epsilon - \sqrt{\eta^* \delta M_{nc}(\delta)/4})^2} < 0
\]
when \(\epsilon \in A_{\eta^*} \cap (0, \Lambda_m(\delta)/\eta^*)\), and
\[
\frac{d}{d\epsilon} g_0(\eta^*, \epsilon) = \frac{\sqrt{\eta^*} M_d}{\Lambda_m(\delta) - \sqrt{\eta^*} \delta M_{nc}(\delta)/4} > 0
\]
when \( \epsilon \in A_{\eta^*} \cap (\Lambda_m(\delta)/\eta^*, +\infty) \). Since the minimum of \( g_0(\eta^*, \epsilon) \) over \( \epsilon \in A_{\eta^*} \) is achieved, we must have \( \epsilon^* = \Lambda_m(\delta)/\eta^* \). This conclusion has a further implication: If we define the function

\[
\tilde{g}_0(x) = g_0 \left( x^{-2}, x^2 \Lambda_m(\delta) \right) = \frac{\beta^{-1} \sigma_{x^{-2}} + x \Lambda_m(\delta) M_d}{\Lambda_m(\delta) - x^{-1} \delta M_{nc}(\delta)/4},
\]

\[
\tilde{g}_1(x) = g_1 \left( x^{-2}, x^2 \Lambda_m(\delta) \right)
\]

for \( x \in (x_l, +\infty) \), where

\[
x_l := \frac{\delta M_{nc}(\delta)}{4 \Lambda_m(\delta)},
\]

then

\[
\sqrt{\frac{\epsilon^*}{\Lambda_m(\delta)}} = \frac{1}{\sqrt{\eta^*}} \in \arg \min_{x \in \tilde{g}_0^{-1}((0, +\infty])} \tilde{g}_0(x).
\]

Finally, we prove that \( \tilde{g}_0(x) \) has a unique minimizer over \((x_l, +\infty)\). Since \( \sigma_{x^{-2}} \) is a convex and nondecreasing function of \( x \), it is absolutely continuous and admits a weak derivative \( u(x) \) which is nonnegative and nondecreasing in \( x \). Then we see that \( \tilde{g}_0(x) \) is also absolutely continuous, whose weak derivative is given by

\[
D \tilde{g}_0(x) = \frac{\beta^{-1} u(x) + \Lambda_m(\delta) M_d}{\Lambda_m(\delta) - x^{-1} \delta M_{nc}(\delta)/4} - \frac{\beta^{-1} x^{-1} \sigma_{x^{-2}} + \Lambda_m(\delta) M_d}{\Lambda_m(\delta) - x^{-1} \delta M_{nc}(\delta)/4} \frac{\delta M_{nc}(\delta)}{4}.
\]

We can see that \( x^{-1} \sigma_{x^{-2}} \) is equal to

\[
\sup_{t_1, t_2 \in [0, T], t_1 \neq t_2} \left( x^{-2} \left( \left\| x^*(t_2) - x^*(t_1) \right\|^2 + \left( \left\| x^*(t_2) - x^*(t_1) \right\|^2 + \left\| \mu^*(t_2) - \mu^*(t_1) \right\|^2 \right) \right) \right)^{1/2},
\]

\[
\left| t_2 - t_1 \right|
\]

showing that \( x^{-1} \sigma_{x^{-2}} \) is nonincreasing in \( x \). Then we can easily verify that

\[
\frac{\beta^{-1} x^{-1} \sigma_{x^{-2}} + \Lambda_m(\delta) M_d}{\Lambda_m(\delta) - x^{-1} \delta M_{nc}(\delta)/4}
\]

is a strictly decreasing function of \( x \), as the numerator is nonincreasing in \( x \) and the denominator is positive and strictly increasing in \( x \) for \( x > \delta M_{nc}(\delta)/(4 \Lambda_m(\delta)) \). Moreover, we have

\[
\lim_{x \to +\infty} \left( \beta^{-1} u(x) + \Lambda_m(\delta) M_d - \frac{\beta^{-1} x^{-1} \sigma_{x^{-2}} + \Lambda_m(\delta) M_d}{\Lambda_m(\delta) - x^{-1} \delta M_{nc}(\delta)/4} \frac{\delta M_{nc}(\delta)}{4} \right) = \beta^{-1} \lim_{x \to +\infty} u(x) + \Lambda_m(\delta) M_d > 0,
\]
while
\[
\lim_{x \to x_l^+} \left( \beta^{-1} u(x) + \Lambda_m(\delta)M_d - \frac{\beta^{-1} x^{-2} \sigma_{x^{-2}} + \Lambda_m(\delta)M_d}{x(\Lambda_m(\delta) - x^{-1} \delta M_{nc}(\delta)/4)} \delta M_{nc}(\delta) \right) = -\infty.
\]

Therefore there exists a unique \( x^* \in (x_l, +\infty) \) such that \( D\tilde{g}_0(x) < 0 \) for \( x \in (x_l, x^*) \) and \( D\tilde{g}_0(x) > 0 \) for \( x \in (x^*, +\infty) \). We then see that \( \tilde{g}_0(x) \) is a unimodal function over \( x \in (x_l, +\infty) \) with the unique minimizer \( x^* \). Therefore
\[
\{x^*\} = \arg\min_{x \in (x_l, +\infty)} \tilde{g}_0(x).
\]

Since \( \tilde{g}_1^{-1}[(0, +\infty)] \subseteq (x_l, +\infty) \), and both \( \tilde{g}_1^{-1}[(0, +\infty)] \) and \( (x_l, +\infty) \) are open subsets of \( \mathbb{R}_{++} \), we have
\[
\arg\min_{x \in \tilde{g}_1^{-1}[(0, +\infty)]} \tilde{g}_0(x) \subseteq \arg\min_{x \in (x_l, +\infty)} \tilde{g}_0(x),
\]
from which we can conclude that \( x^* = 1/\sqrt{\eta^*} = \sqrt{\epsilon^*/\Lambda_m(\delta)} \).

The unimodality of \( b_{\delta, \beta}(\epsilon) \) can be obtained by noting that \( b_{\delta, \beta}(\epsilon) = \tilde{g}_0(\sqrt{\epsilon/\Lambda_m(\delta)}) \) and that \( \epsilon \mapsto \sqrt{\epsilon/\Lambda_m(\delta)} \) is a strictly increasing function. \( \blacksquare \)
SECOND-ORDER ALGORITHMS FOR TIME-VARYING OPTIMIZATION

3.1 Problem Formulation

In this chapter, we consider the following time-varying optimization problem:

\[
\min_{x \in \mathbb{R}^n} \ c_\tau(x) + h_\tau(x)
\]
\[
\text{s.t. } f^{in}_\tau(x) \leq 0,
\]
\[
f^{eq}_\tau(x) = 0.
\]

Here \(\tau\) labels the discrete time index which ranges in the set \(\mathcal{T} = \{1, 2, \ldots, K\}\) for some \(K \in \mathbb{N}\). The maps \(c_\tau : \mathbb{R}^n \to \mathbb{R}\), \(f^{in}_\tau : \mathbb{R}^n \to \mathbb{R}^m\) and \(f^{eq}_\tau : \mathbb{R}^n \to \mathbb{R}^m\) are twice continuously differentiable, and \(h_\tau : \mathbb{R}^n \to \mathbb{R} \cup \{+\infty\}\) is a closed proper convex function with a closed domain for each \(\tau \in \mathcal{T}\). We assume that (3.1) always has a solution for every \(\tau \in \mathcal{T}\).

By “second-order” algorithms, we mean that for each \(\tau \in \mathcal{T}\), not only the current function value and gradient information is used, but also the exact or approximate curvature information is employed when generating approximate solutions to (3.1), which is similar to Newton and quasi-Newton methods in static optimization. In other words, the algorithms discussed in this chapter can be viewed as generalizations of Newton or quasi-Newton methods in the time-varying setting.

Unlike in Chapter 2, we are not going to consider continuous-time limit of second-order algorithms, and we directly consider a discrete-time setting where we already get a sequence of sampled problems. As we shall see, this is partially due to the fact that in practice, second-order methods are usually employed in situations where sampling intervals are large compared to where first-order methods are used. For the analysis of the asymptotic behavior of second-order methods in the continuous-time limit, we refer to [39, 97].

3.2 Approximate Newton Method: A Special Case

We first consider the special case where there are no explicit equality and inequality constraints in (3.1), i.e.,

\[
\min_{x \in \mathbb{R}^n} \ c_\tau(x) + h_\tau(x)
\]
for each $\tau \in T$. By Lemma 2.8, its optimality condition is given by

$$-\nabla c_\tau(x_\tau^*) \in \partial h_\tau(x_\tau^*),$$

(3.3)

where $x_\tau^*$ is any local optimal solution to (3.2). Just as in Chapter 2, in the following discussion, we use $x_\tau^*$ to denote an arbitrarily chosen local optimal solution in case there are multiple local optimal solutions to (3.2), and we will mainly focus on this particular sequence $(x_\tau^*)_{\tau \in T}$.

The approximate Newton method for (3.2) is given by the iteration

$$\hat{x}_\tau = \arg \min_{x \in \mathbb{R}^n} \nabla c_\tau(\hat{x}_{\tau-1})^T(x - \hat{x}_{\tau-1}) + \frac{1}{2}(x - \hat{x}_{\tau-1})^T B_\tau(x - \hat{x}_{\tau-1}) + h_\tau(x)$$

(3.4)

or equivalently in the form of a generalized equation

$$-\nabla c_\tau(\hat{x}_{\tau-1}) - B_\tau(\hat{x}_\tau - \hat{x}_{\tau-1}) \in \partial h_\tau(\hat{x}_\tau)$$

(3.5)

for each $\tau \in T$, where $B_\tau \in \mathbb{R}^{n \times n}$ is a positive definite matrix. The rationale behind (3.4) is that we approximate the smooth part of the objective function $c_\tau$ by a convex quadratic function for each $\tau$, and when $h_\tau$ is simple or has special structures, we expect that the resulting convex program can be solved much more efficiently than finding the batch solution. We do not put restrictions on the method of producing the matrix $B_\tau$ in (3.2) apart from the positive definiteness of $B_\tau$. Therefore (3.2) gives a class of algorithms. For example, we can set $B_\tau$ to be a scalar matrix, and in this case (3.2) is a special case of the first-order proximal gradient method proposed in Chapter 2. We can also set $B_\tau = \nabla^2 c_\tau(\hat{x}_{\tau-1})$, or use any quasi-Newton method to calculate $B_\tau$, and in this case we obtain a generalization of the (quasi-)Newton method to the time-varying situation, which can be seen more clearly by noting that (3.4) is equivalent to

$$\hat{x}_\tau = \hat{x}_{\tau-1} - B_\tau^{-1} \nabla c_\tau(\hat{x}_{\tau-1})$$

when $h_\tau = 0$.

Since we use a quadratic approximation of $c_\tau$ in deriving (3.4), we can tell from intuition that the quality of this quadratic approximation plays a significant role in the tracking performance. We now proceed to capture this intuition mathematically.

**Tracking Performance**

We define the *tracking error* by

$$\|\hat{x}_\tau - x_\tau^*\|_W$$
for each \( \tau \in \mathcal{T} \), where we denote \( \|x\|_W := x^T W x \) for any \( x \in \mathbb{R}^n \) and any positive definite \( W \in \mathbb{R}^{n \times n} \). Tracking performance will then be evaluated quantitatively by the tracking error.

We then define
\[
\sigma_W := \sup_{\tau \in \mathcal{T} \setminus \{0\}} \|x^*_\tau - x^*_{\tau-1}\|_W,
\]
which upper bounds the distance between consecutive optimal solutions. It characterizes how fast the optimal solution \( x^*_\tau \) drifts as time proceeds.

**Lemma 3.1.** Let \( \tau \in \mathcal{T} \) be arbitrary. If \( \hat{x}_\tau \) is generated by (3.4), then
\[
\|\hat{x}_\tau - x^*_\tau\|_{B_\tau} \leq \rho_\tau \|\hat{x}_{\tau-1} - x^*_{\tau-1}\|_{B_\tau},
\]
where
\[
\rho_\tau := \frac{\|B^{-1}_\tau (\nabla c_\tau(\hat{x}_{\tau-1}) - \nabla c_\tau(x^*_\tau)) - (\hat{x}_{\tau-1} - x^*_{\tau})\|_{B_\tau}}{\|\hat{x}_{\tau-1} - x^*_{\tau}\|_{B_\tau}}.
\]

**Proof.** The generalized equation (3.5) implies that
\[
h_\tau(x^*_\tau) - h_\tau(\hat{x}_\tau) \geq (x^*_\tau - \hat{x}_\tau)^T (\nabla c_\tau(\hat{x}_{\tau-1}) - B_\tau (\hat{x}_\tau - \hat{x}_{\tau-1})).
\]
On the other hand, by the optimality condition (3.3), we have
\[
h_\tau(\hat{x}_\tau) - h_\tau(x^*_\tau) \geq - (\hat{x}_\tau - x^*_\tau)^T \nabla c_\tau(x^*_\tau).
\]
We then have
\[
(\hat{x}_\tau - x^*_\tau)^T (\nabla c_\tau(\hat{x}_{\tau-1}) - \nabla c_\tau(x^*_\tau) + B_\tau (\hat{x}_\tau - \hat{x}_{\tau-1})) \leq 0,
\]
which leads to
\[
\|\hat{x}_\tau - x^*_\tau\|_{B_\tau}^2 = (\hat{x}_\tau - x^*_\tau)^T B_\tau (\hat{x}_\tau - x^*_\tau)
\leq (\hat{x}_\tau - x^*_\tau)^T B_\tau \left( B^{-1}_\tau (\nabla c_\tau(x^*_\tau) - \nabla c_\tau(\hat{x}_{\tau-1})) - (x^*_\tau - \hat{x}_{\tau-1})\right)
\leq \|\hat{x}_\tau - x^*_\tau\|_{B_\tau} \cdot \|B^{-1}_\tau (\nabla c_\tau(x^*_\tau) - \nabla c_\tau(\hat{x}_{\tau-1})) - (x^*_\tau - \hat{x}_{\tau-1})\|_{B_\tau}
= \|\hat{x}_\tau - x^*_\tau\|_{B_\tau} \cdot \rho_\tau \|\hat{x}_{\tau-1} - x^*_{\tau-1}\|_{B_\tau}^2.
\]
The inequality (3.6) now follows directly.

Lemma 3.1 directly leads to the following theorem on the tracking error bound for (3.4).
Theorem 3.1. Let $W \in \mathbb{R}^{n \times n}$ be a positive definite matrix, and

$$
\lambda_M := \sup_{\tau \in T} \inf \{ \lambda \in \mathbb{R} : \lambda W \succeq B_\tau \},
$$

$$
\lambda_m := \inf_{\tau \in T} \sup \{ \lambda \in \mathbb{R} : \lambda W \preceq B_\tau \}.
$$

If

$$
\rho := \sup_{\tau \in T} \frac{\| B_\tau^{-1} (\nabla c_\tau (\hat{x}_{\tau-1}) - \nabla c_\tau (x^*_\tau)) - (\hat{x}_{\tau-1} - x^*_\tau) \|_{B_\tau}}{\| \hat{x}_{\tau-1} - x^*_\tau \|_{B_\tau}} < \sqrt{\frac{\lambda_m}{\lambda_M}},
$$

then

$$
\| \hat{x}_\tau - x^*_\tau \|_W \leq \frac{\rho \sigma_W}{\sqrt{\lambda_m / \lambda_M} - \rho} \left( \rho \sqrt{\frac{\lambda_M}{\lambda_m}} \left( \| \hat{x}_0 - x^*_1 \|_W - \frac{\sigma_W \sqrt{\lambda_m / \lambda_M}}{\sqrt{\lambda_m / \lambda_M} - \rho} \right) \right)
$$

for any $\tau \in T$.

Proof. The definition of $\rho$ implies that $\rho_\tau \leq \rho$ for all $\tau \in T$. Therefore by Lemma 3.1, for $\tau = 1$, we have

$$
\| \hat{x}_1 - x^*_1 \|_W \leq \sqrt{\lambda_m^{-1}} \| \hat{x}_1 - x^*_1 \|_{B_1} \leq \rho \sqrt{\lambda_m^{-1}} \| \hat{x}_0 - x^*_1 \|_{B_1} \leq \rho \sqrt{\frac{\lambda_M}{\lambda_m}} \| \hat{x}_1 - x^*_0 \|_W,
$$

while if (3.8) holds for some $\tau$, then

$$
\| \hat{x}_{\tau+1} - x^*_{\tau+1} \|_W
\leq \sqrt{\lambda_m^{-1}} \| \hat{x}_{\tau+1} - x^*_{\tau+1} \|_{B_\tau} \leq \rho \sqrt{\lambda_m^{-1}} \| \hat{x}_\tau - x^*_\tau \|_{B_\tau}
\leq \rho \sqrt{\frac{\lambda_M}{\lambda_m}} \left( \| \hat{x}_\tau - x^*_\tau \|_W + \| x^*_\tau - x^*_{\tau+1} \|_W \right)
\leq \rho \sqrt{\frac{\lambda_M}{\lambda_m}} \left( \rho \sigma_W \sqrt{\frac{\lambda_m}{\lambda_M}} \right)
+ \left( \rho \sqrt{\frac{\lambda_M}{\lambda_m}} \left( \| \hat{x}_0 - x^*_1 \|_W - \frac{\sigma_W \sqrt{\lambda_m / \lambda_M}}{\sqrt{\lambda_m / \lambda_M} - \rho} \right) \right)
= \rho \sigma_W \sqrt{\frac{\lambda_m}{\lambda_M}} \left( \| \hat{x}_0 - x^*_1 \|_W - \frac{\sigma_W \sqrt{\lambda_m / \lambda_M}}{\sqrt{\lambda_m / \lambda_M} - \rho} \right).
$$

The bound (3.8) then follows from mathematical induction. \hfill \Box

The condition (3.7) and the tracking error bound (3.8) suggest that $\rho$ should be sufficiently small so that good tracking performance can be achieved. However, in practice, it is difficult to evaluate the quantity $\rho$ unless we carry out the whole iterations (3.4), which makes Theorem 3.1 not very useful for estimating the tracking error a priori. Rather, Theorem 3.1 justifies our intuition that the quality of the
quadratic approximation in (3.4), which is now quantitatively assessed by $\rho$, plays a central role in the tracking performance. Furthermore, in order to make $\rho$ as small as possible, we need

$$\nabla c_\tau(\hat{x}_{\tau-1}) - \nabla c_\tau(x^*_\tau) \approx B_\tau (\hat{x}_{\tau-1} - x^*_\tau).$$

for each $\tau$; in other words, the matrices $B_\tau$ in (3.4) should approximate the (averaged) Hessian of $c_\tau$ along the direction $\hat{x}_{\tau-1} - x^*_\tau$. This implication partially substantiates our motivation of introducing second-order methods: although (3.4) is in general harder to compute than the proximal gradient method, the tracking error can be potentially reduced by employing a more sophisticated $B_\tau$.

**A Centralized Algorithm Based on L-BFGS-B**

As Theorem 3.1 points out, the approach of producing the matrices $B_\tau$ has a major effect on the tracking performance of the approximate Newton method (3.4). However, the Hessian of $c_\tau$ is in general a dense $n \times n$ matrix, which makes the scalability of (3.4) questionable as $n$ increases. Another issue is that (3.4) involves optimization of a potentially nonsmooth function, and in the special case where $h_\tau$ is the indicator function of some convex set $X_\tau$, we obtain a constrained optimization problem which cannot be solved by directly applying algorithms for unconstrained optimization.

In this subsection, we provide a specific algorithm based on L-BFGS-B to deal with these issues, when the nonsmooth convex function $h_\tau$ is the indicator function of a rectangular set in $\mathbb{R}^n$ with a nonempty interior:

$$h_\tau = I_{X_\tau}, \quad X_\tau = \{x \in \mathbb{R}^n : \underline{x}_\tau \leq x \leq \bar{x}_\tau\}.$$  

The L-BFGS-B algorithm [26, 69] is a quasi-Newton method that solves nonlinear programs with box constraints. It employs two key techniques: the limited-memory BFGS method to produce the approximate Hessian, and the gradient projection method\(^1\) to handle the box constraints. By applying these two key techniques to the time-varying optimization setting, we propose the following procedure for each $\tau \in \mathcal{T}$:

1. Produce $B_\tau$ by the limited-memory BFGS method.

\(^1\) Not to be confused with the projected gradient method.
2. Use the gradient projection method to get an approximate solution to the quadratic program

\[
\min_{x \in \mathbb{R}^n} \quad q_\tau(x) := g_\tau^T(x - \hat{x}_{\tau-1}) + \frac{1}{2}(x - \hat{x}_{\tau-1})^TB_\tau(x - \hat{x}_{\tau-1}) \\
\text{s.t.} \quad x_\tau \leq x \leq \bar{x}_\tau,
\]

where \( g_\tau = \nabla c_\tau(\hat{x}_{\tau-1}) \).

Note that the gradient projection method which will be presented shortly will only produce an approximate solution to the quadratic program (3.9) in general. Nevertheless, simulation shows that such an approximate solution usually suffices.

We now give a succinct introduction to these two key techniques under the time-varying optimization setting.

**Limited-memory BFGS**  In limited-memory BFGS, the approximate Hessian \( B_\tau \) takes the form

\[
B_\tau = \theta_\tau I - K_\tau M_\tau K_\tau^T,
\]

where \( K_\tau \in \mathbb{R}^{n \times 2d} \) and \( M_\tau \in \mathbb{R}^{2d \times 2d} \) for some \( d \in \mathbb{N} \). In practice \( d \) is typically between 3 and 20 and is usually much smaller than \( n \). It can be seen that \( B_\tau \) is a small rank correction of a scalar matrix.

To be specific, we denote

\[
s_\tau = \hat{x}_\tau - \hat{x}_{\tau-1}, \quad y_\tau = \nabla c_\tau(\hat{x}_\tau) - \nabla c_\tau(\hat{x}_{\tau-1}),
\]

and

\[
Y_\tau = \begin{bmatrix} y_{\tau-d} & \cdots & y_{\tau-1} \end{bmatrix}, \quad S_\tau = \begin{bmatrix} s_{\tau-d} & \cdots & s_{\tau-1} \end{bmatrix},
\]

The matrices \( K_\tau \) and \( M_\tau \) are then given by

\[
K_\tau = \begin{bmatrix} Y_\tau & \theta_\tau S_\tau \end{bmatrix}, \quad M_\tau = \begin{bmatrix} -D_\tau & L_\tau^T \\ L_\tau & \theta_\tau S_\tau^T S_\tau \end{bmatrix}^{-1},
\]

where \( D_\tau \in \mathbb{R}^{d \times d} \) and \( L_\tau \in \mathbb{R}^{d \times d} \) are given by

\[
D_\tau = \text{diag} \left( s_{\tau-d}^T y_{\tau-d}, \ldots, s_{\tau-1}^T y_{\tau-1} \right),
\]

\[
(L_\tau)_{ij} = \begin{cases} s_{\tau-d+1+i}^T y_{\tau-d+1+j}, & \text{if } i > j, \\ 0, & \text{otherwise.} \end{cases}
\]
The scalar $\theta_\tau$ is given by

$$
\theta_\tau = \frac{y_{\tau-1}^T y_{\tau-1}}{y_{\tau-1}^T s_{\tau-1}}.
$$

For $1 < \tau \leq d$, the matrices $Y_\tau$, $S_\tau$, $D_\tau$ and $L_\tau$ will only be constructed from $s_1, \ldots, s_{\tau-1}$ and $y_1, \ldots, y_{\tau-1}$, and consequently $Y_\tau \in \mathbb{R}^{n \times (\tau-1)}$, $S_\tau \in \mathbb{R}^{n \times (\tau-1)}$, $K_\tau \in \mathbb{R}^{n \times 2(\tau-1)}$ and $M_\tau \in \mathbb{R}^{2(\tau-1) \times 2(\tau-1)}$. For $\tau = 1$, we let $B_\tau = \theta_0 I$ where $\theta_0 > 0$ is an initial estimate. For the rationale behind the limited-memory BFGS method and minor modifications to guarantee the positive definiteness of $B_\tau$, we refer to [26, 27, 72].

**The gradient projection method**  The gradient projection method estimates the free variables of the box constraints in (3.9) and then performs a subspace minimization to provide an approximate solution to (3.9). The estimation of the free variables is via the generalized Cauchy point. Let

$$
\tilde{x}_\tau(t) = \mathcal{P}_{X_\tau} \left[ w_{\tau-1} - t \nabla q_\tau(w_{\tau-1}) \right], \quad w_{\tau-1} := \mathcal{P}_{X_\tau}(\hat{x}_{\tau-1}),
$$

and let $t_\tau^c$ be the smallest minimizer of the piecewise quadratic function $q_\tau(\tilde{x}_\tau(t))$ over $t > 0$. The generalized Cauchy point is then given by $x_c^\tau := \tilde{x}_\tau(t_\tau^c)$. Let

$$
\mathcal{I} = \left\{ i \in \{1, \ldots, n\} : x_{\tau,i}^c = x^c_{\tau,i} \text{ or } x_{\tau,i}^c = x^c_{\tau,i} \right\}.
$$

We then solve

$$
u_\tau = \arg \min_{u \in \mathbb{R}^n} q_\tau(x_\tau^c + u) \quad \text{s.t.} \quad u_{\tau,\mathcal{I}} = 0.
$$

(3.11)

It can be immediately recognized that (3.11) is essentially an unconstrained quadratic program. After obtaining $u_\tau$, we compute\(^2\)

$$
\tilde{u}_\tau = \mathcal{P}_{X_\tau} \left[ x_\tau^c + u_\tau \right] - w_{\tau-1},
$$

(3.12)

and generate $\hat{x}_\tau$ by

$$
\hat{x}_\tau = w_{\tau-1} + \alpha_\tau \tilde{u}_\tau,
$$

where $\alpha_\tau$ is equal to 1 or is determined by some backtracking strategy.

Because of the compact representation of the limited-memory BFGS method (3.10), the search for $t_\tau^c$ and the minimization (3.11) can be computed in a very efficient manner that has time complexity $O(d^2 n + d^3 + n \log n)$. More details of the gradient projection method can be found in [72, Section 16.7] and also in [26, 69].

\(^2\) In the case where the $\tilde{u}_\tau$ generated by (3.12) does not satisfy $\nabla q_\tau(w_{\tau-1})^T \tilde{u}_\tau < 0$, we set $\tilde{u}_\tau = x_\tau^c + u_\tau - w_{\tau-1}$, which is a descent direction of $q_\tau$ as shown in [26]. A backtracking is then needed to ensure that $\hat{x}_\tau$ is feasible.
3.3 Approximate Newton Method: The General Case

Now we consider the general case given by

$$\min_{x \in \mathbb{R}^n} c_\tau(x) + h_\tau(x)$$

s.t. 

$$f_{in}^{\tau}(x) \leq 0,$$

$$f_{eq}^{\tau}(x) = 0,$$

where there are explicit equality and inequality constraints. By Proposition 2.1, under certain constraint qualification conditions, the KKT conditions are given by

$$-\nabla c_\tau(x^*_\tau) - \begin{bmatrix} J_f^{in}(x^*_\tau) \\ J_f^{eq}(x^*_\tau) \end{bmatrix}^T \begin{bmatrix} \lambda^*_\tau \\ \mu^*_\tau \end{bmatrix} \in \partial h_\tau(x^*_\tau),$$

$$f_{in}^{\tau}(x^*_\tau) \in N_{\mathbb{R}^m_+}(\lambda^*_\tau),$$

$$f_{eq}^{\tau}(x^*_\tau) = 0,$$

where \((x^*_\tau, \lambda^*_\tau, \mu^*_\tau) \in \text{dom}(h_\tau) \times \mathbb{R}^m_+ \times \mathbb{R}^{m'}\) is a KKT point of (3.1). Just as in Chapter 2, when there are multiple solutions to the KKT conditions, we arbitrarily select one of them, denote it by \(z^*_\tau = (x^*_\tau, \lambda^*_\tau, \mu^*_\tau)\), and mainly focus on this trajectory in most part of our study.

We shall introduce two approaches that handle the inequality and equality constraints differently.

The Penalty Approach

The penalty approach introduces the penalty functions

$$\phi_\tau(x) := \sum_{i=1}^m \left[ f_{in}^{\tau}(x) \right]^\kappa + \sum_{j=1}^{m'} \left| f_{eq}^{\tau}(x) \right|^\kappa.$$

Here \([\cdot]^\kappa := \max\{0, \cdot\}\) denotes the positive part of a scalar, and \(\kappa \in (2, +\infty)\) is a fixed constant. Then instead of (3.1), we consider the following penalized version

$$\min_{x \in \mathbb{R}^n} F^\epsilon_\tau(x) + h_\tau(x),$$

where

$$F^\epsilon_\tau(x) := c_\tau(x) + \frac{1}{\kappa \epsilon} \phi_\tau(x),$$

and \(\epsilon > 0\) is the penalty parameter. The penalized function \(F^\epsilon_\tau(x)\) is twice continuously differentiable as we assume \(\kappa > 2\). Then, we can just apply the approximate
Newton method (3.4), with \( c_{\tau} \) being replaced by \( F^e_{\tau} \). Specifically,

\[
\hat{x}_\tau = \arg \min_{x \in \mathbb{R}^n} \left( \nabla c_{\tau}(\hat{x}_{\tau-1}) + \begin{bmatrix} J_{f_{\tau}^{in}}(\hat{x}_{\tau-1}) \\ J_{f_{\tau}^{eq}}(\hat{x}_{\tau-1}) \end{bmatrix}^T \begin{bmatrix} \hat{\lambda}_{\tau-1} \\ \hat{\mu}_{\tau-1} \end{bmatrix} \right)^T (x - \hat{x}_{\tau-1}) + \frac{1}{2} (x - \hat{x}_{\tau-1})^T B_{\tau} (x - \hat{x}_{\tau-1}) + h_{\tau}(x),
\]

(3.15)

where

\[
\hat{\lambda}_{\tau-1,i} = \epsilon^{-1} \left[ f_{\tau,i}^{in}(\hat{x}_{\tau-1}) \right]_+^{\kappa-1}, \quad i = 1, \ldots, m,
\]

\[
\hat{\mu}_{\tau-1,j} = \epsilon^{-1} \text{sgn} \left( f_{\tau,j}^{eq}(\hat{x}_{\tau-1}) \right) \left[ f_{\tau,j}^{eq}(\hat{x}_{\tau-1}) \right]_+^{\kappa-1}, \quad j = 1, \ldots, m',
\]

and \( B_{\tau} \) is a positive definite matrix that tries to approximate the Hessian of \( F^e_{\tau} \).

On the other hand, we should note that (3.15) tracks a solution to the penalized problem (3.14), which in general is different from the solutions to the original problem (3.1). As a result, if we calculate the tracking error with respect to \( x^*_\tau \), there will be some additional term in the tracking error bound due to this difference, which can be regarded as a side effect of the penalty approach. This is similar to the situation in Chapter 2 where the regularization on the dual variables introduces additional error. In fact, the similarity is not a coincidence, as we shall show that the penalized problem is closely related to a min-max problem with regularization on the dual variables. Let us consider

\[
\min_{x \in \mathbb{R}^n} \max_{\lambda \in \mathbb{R}^m_+, \mu \in \mathbb{R}^{m'}} L^e_{\tau}(x, \lambda, \mu)
\]

with

\[
L^e_{\tau}(x, \lambda, \mu) := c_{\tau}(x) + h_{\tau}(x) + \lambda^T f_{\tau}^{in}(x) + \mu^T f_{\tau}^{eq}(x) - \frac{\epsilon^{\beta-1}}{\beta} \left( \sum_{i=1}^m |\lambda_i|^\beta + \sum_{j=1}^{m'} |\mu_j|^\beta \right),
\]

(3.17)

where \( \beta \in (1, 2) \) is determined by \( \kappa^{-1} + \beta^{-1} = 1 \). The term

\[
- \frac{\epsilon^{\beta-1}}{\beta} \left( \sum_{i=1}^m |\lambda_i|^\beta + \sum_{j=1}^{m'} |\mu_j|^\beta \right)
\]

represents the regularization added on the dual variables. It’s not hard to see that \( L^e_{\tau}(x, \lambda, \mu) \) is additively separable in the dual variables, and the maximization of \( L^e_{\tau}(x, \lambda, \mu) \) over \( \lambda \in \mathbb{R}^m_+, \mu \in \mathbb{R}^{m'} \) can be explicitly solved. Let \( \hat{\lambda}_{\tau}(x) \) and \( \hat{\mu}_{\tau}(x) \) denote the optimal dual variables that maximize \( L^e_{\tau}(x, \lambda, \mu) \) for a given fixed \( x \).
where \( \lambda \).

Assume that the constraint qualification condition holds for (2.4) at any optimal solution. Furthermore, we assume that there exists some \( \nu > 0 \) such that

\[
(x - \mathcal{P}_{X^*}(x))^T (\nabla c(x) - \nabla c(\mathcal{P}_{X^*}(x))) \geq \nu \|x - \mathcal{P}_{X^*}(x)\|^2, \quad \forall x \in \text{dom}(h).
\]
Let $\bar{x}_\epsilon$ denote a solution to the penalized problem
\[
\min_{x \in \mathbb{R}^n} c(x) + h(x) + \frac{1}{\kappa \epsilon} \left( \sum_{i=1}^m \left[ f_{i}^{in}(x) \right]^\kappa_{+} + \sum_{j=1}^{m'} \left| a_j^T x - b_j \right|^\kappa \right),
\]
where $\epsilon > 0$ and $\kappa > 1$. Then
\[

\nu \left\| \bar{x}_\epsilon - \mathcal{P}_{X^*}(\bar{x}_\epsilon) \right\|^2 + \frac{(k - 1)}{\kappa \epsilon} \left( \sum_{i=1}^m \left[ f_{i}^{in}(\bar{x}_\epsilon) \right]^\kappa_{+} + \sum_{j=1}^{m'} \left| a_j^T \bar{x}_\epsilon - b_j \right|^\kappa \right) \leq \frac{(k - 1) \epsilon^{\frac{1}{\kappa \epsilon}}}{\kappa} \left( \sum_{i=1}^m \left| \lambda_i^* \right|^\frac{1}{\kappa \epsilon} + \sum_{j=1}^{m'} \left| \mu_j^* \right|^\frac{1}{\kappa \epsilon} \right),
\]
where $(\lambda^*, \mu^*)$ is any optimal dual variable associated with $\mathcal{P}_{X^*}(\bar{x}_\epsilon)$.

**Theorem 3.3.** Let $c : \mathbb{R}^n \rightarrow \mathbb{R}$, $f^{in} : \mathbb{R}^n \rightarrow \mathbb{R}^m$, $f^{eq} : \mathbb{R}^n \rightarrow \mathbb{R}^{m'}$, $g^{in} : \mathbb{R}^n \rightarrow \mathbb{R}^p$ and $g^{eq} : \mathbb{R}^n \rightarrow \mathbb{R}^{p'}$ be twice continuously differentiable. Suppose $x^*$ is a local optimal solution to the nonlinear program
\[
\min_{x \in \mathbb{R}^n} c(x)
\]
\[\text{s.t. } f^{in}(x) \leq 0, \quad f^{eq}(x) = 0, \quad g^{in}(x) \leq 0, \quad g^{eq}(x) = 0.\]

Suppose the linear independence constraint qualification holds for (3.22) at $x^*$, and let the optimal dual variables be $\lambda^* \in \mathbb{R}^m_+$, $\mu^* \in \mathbb{R}^{m'}$, $\zeta^* \in \mathbb{R}_+$ and $\nu^* \in \mathbb{R}^{p'}$. We further assume that strict complementary slackness holds for $\lambda^*$ and $\zeta^*$, that all entries of $\mu^*$ are nonzero, and that $\nabla^2 \mathcal{L}(x^*, \lambda^*, \mu^*, \zeta^*, \nu^*)$ is positive definite, where $\mathcal{L}$ denotes the Lagrangian
\[
\mathcal{L}(x, \lambda, \mu, \zeta, \nu) = c(x) + \lambda^T f^{in}(x) + \mu^T f^{eq}(x) + \zeta^T g^{in}(x) + \nu^T g^{eq}(x).
\]

Then there exist $\bar{\epsilon} > 0$, $M > 0$ and a unique continuous function $\tilde{x} : [0, \bar{\epsilon}) \rightarrow \mathbb{R}^n$ such that $\tilde{x}(0) = x^*$ and $\tilde{x}(\epsilon)$ is a local solution to the penalized problem
\[
\min_{x \in \mathbb{R}^n} c(x) + \frac{1}{\kappa \epsilon} \left( \sum_{i=1}^m \left[ f_{i}^{in}(x) \right]^\kappa_{+} + \sum_{j=1}^{m'} \left| f_{j}^{eq}(x) \right|^\kappa \right)
\]
\[\text{s.t. } g^{in}(x) \leq 0, \quad g^{eq}(x) = 0 \]
for any $\epsilon \in (0, \bar{\epsilon})$, where $\kappa > 2$ is a fixed constant. Moreover,
\[
\| \tilde{x}(\epsilon) - x^* \|_{\kappa \epsilon} \leq \epsilon^{\frac{1}{\kappa \epsilon}} M \left( \sum_{i=1}^m \left| \lambda_i^* \right|^\frac{1}{\kappa \epsilon} + \sum_{i=1}^m \left| \mu_i^* \right|^\frac{1}{\kappa \epsilon} \right)^\frac{1}{2}.
\]
Remark 3.1. Theorem 3.2 considers convex programs, and the bound (3.21) is “global” in the sense that it holds for any local optimal solution to the penalized problem (3.20). Theorem 3.3 considers nonlinear programs for which linear independence constraint qualification and strict complementary slackness hold at some optimal point, and the result is “local” in the sense that the bound (3.24) only applies to penalized problems with $\epsilon < \bar{\epsilon}$ where $\bar{\epsilon}$ is guaranteed to exist but not explicitly specified.

There is a trade-off when choosing the penalty parameter $\epsilon$: A smaller $\epsilon$ in general leads to more accurate tracking as the penalized problem (3.14) approximates the original problem (3.1) better, but it also makes the penalized objective function $F^\tau_\epsilon$ more ill-conditioned, which could also increase the difficulty in producing the approximate Hessian $B^\tau$. The parameter $\kappa$ should not be too large as well, and in practice we usually choose $2 < \kappa < 3$.

The Saddle Point Approach

In the penalty approach, we require $\kappa > 2$ so that the function $F^\tau_\epsilon$ is twice continuously differentiable. If we set $\kappa = 2$, the penalty approach may still work in practice, but it becomes unclear whether the quasi-Newton method is able to handle the discontinuity of the Hessian. In the following, we propose an alternative approach that is similar to the penalty approach for $\kappa = 2$ but avoids the discontinuity issue by employing a saddle point formulation.

It has been shown that for $\kappa = 2$, the penalized problem (3.14) is equivalent to the min-max problem

$$
\min_{x \in \mathbb{R}^n} \max_{\lambda \in \mathbb{R}^m_+, \mu \in \mathbb{R}^{m'}} c^\tau(x) + h^\tau(x) + \lambda^T f^\in^\tau(x) + \mu^T f^\eq^\tau(x) - \frac{\epsilon}{2} \left( \|\lambda\|^2 + \|\mu\|^2 \right).
$$

(3.25)

In the saddle point approach, for each $\tau \in \mathcal{T}$, we let $\hat{x}^\tau = (\hat{x}^\tau, \hat{\lambda}^\tau, \hat{\mu}^\tau)$ to be the solution to the following saddle point problem:

$$
\min_{x \in \mathbb{R}^n} \max_{\lambda \in \mathbb{R}^m_+, \mu \in \mathbb{R}^{m'}} \nabla c^\tau(\hat{x}^\tau - 1)^T (x - \hat{x}^\tau - 1) + \frac{1}{2} (x - \hat{x}^\tau - 1)^T B^\tau(x - \hat{x}^\tau - 1)
+ \left[ \begin{array}{c} \lambda \\ \mu \end{array} \right]^T \left[ \begin{array}{c} f^\in^\tau(\hat{x}^\tau - 1) + J^\in^\tau(\hat{x}^\tau - 1)(x - \hat{x}^\tau - 1) \\ f^\eq^\tau(\hat{x}^\tau - 1) + J^\eq^\tau(\hat{x}^\tau - 1)(x - \hat{x}^\tau - 1) \end{array} \right]
- \frac{\epsilon}{2} \left( \|\lambda - \lambda^\text{reg}\|^2 + \|\mu - \mu^\text{reg}\|^2 \right) + h^\tau(x),
$$

(3.26)
where
\[
\begin{align*}
\lambda^\text{reg}_\tau &= (1 - \chi)\hat{\lambda}_{\tau - 1} + \chi \lambda_{\text{prior}}, \\
\mu^\text{reg}_\tau &= (1 - \chi)\hat{\mu}_{\tau - 1} + \chi \mu_{\text{prior}}.
\end{align*}
\]
In (3.26), \( B_\tau \) is still a positive definite matrix that is updated at each time slot, \( \epsilon > 0 \) is the regularization parameter, \( \lambda_{\text{prior}} \) and \( \mu_{\text{prior}} \) are employed as prior estimation of the optimal dual variables, and \( \chi \in (0, 1] \) is a constant.

By comparing (3.26) with (3.25), we can see that, apart from a more sophisticated regularization that drives the dual variables towards \((\lambda^\text{reg}_\tau, \mu^\text{reg}_\tau)\), the saddle point approach still employs the “quadratic approximation trick” as in (3.4). It is also closely related to sequential quadratic programming for static optimization problems. But since the min-max formulation is kept, what we obtain is a saddle point problem whose objective function is convex in \( z \) and strongly concave in \((\lambda, \mu)\). The KKT conditions on \( \hat{z}_\tau \) are given by

\[
\begin{align*}
-\nabla c_\tau(\hat{x}_{\tau - 1}) - B_\tau(\hat{x}_\tau - \hat{x}_{\tau - 1}) - \begin{bmatrix} J_{f^{in}}(\hat{x}_{\tau - 1}) \\ J_{f^{eq}}(\hat{x}_{\tau - 1}) \end{bmatrix}^T \begin{bmatrix} \hat{\lambda}_\tau \\ \hat{\mu}_\tau \end{bmatrix} &\in \partial h_\tau(\hat{x}_\tau), \quad (3.27a) \\
f^{in}_\tau(\hat{x}_{\tau - 1}) + J_{f^{in}}(\hat{x}_{\tau - 1})(\hat{x}_\tau - \hat{x}_{\tau - 1}) - \epsilon(\hat{\lambda}_\tau - \lambda^\text{reg}_\tau) &\in N_{\mathbb{R}^m}((\hat{\lambda}_\tau), \quad (3.27b) \\
f^{eq}_\tau(\hat{x}_{\tau - 1}) + J_{f^{eq}}(\hat{x}_{\tau - 1})(\hat{x}_\tau - \hat{x}_{\tau - 1}) - \epsilon(\hat{\mu}_\tau - \mu^\text{reg}_\tau) = 0. \quad (3.27c)
\end{align*}
\]

These conditions can be written in the form of a generalized linear equation

\[
\begin{bmatrix} B_\tau & J_{f^{in}}(\hat{x}_{\tau - 1})^T \\ -J_{f^{in}}(\hat{x}_{\tau - 1}) & \epsilon I \end{bmatrix} \begin{bmatrix} \hat{x}_\tau \\ \hat{\lambda}_\tau \end{bmatrix} = \begin{bmatrix} -\nabla c_\tau(\hat{x}_{\tau - 1}) \\ f^{in}_\tau(\hat{x}_{\tau - 1}) + \epsilon \lambda^\text{reg}_\tau \end{bmatrix},
\]

where we denote \( \hat{x}_\tau = \hat{x}_\tau - \hat{x}_{\tau - 1} \) and

\[
\tilde{h}_\tau(x, \lambda, \mu) = h_\tau(x + \hat{x}_{\tau - 1}) + I_{\mathbb{R}^m}(\lambda).
\]

When \( h_\tau \) is simple or has special structures, we expect that this generalized linear equation can be solved much more efficiently than finding a batch solution.

Now let us study the tracking performance of the saddle point approach. For any positive definite matrix \( W \in \mathbb{R}^{n \times n} \) and positive scalar \( \epsilon \), we define the norm

\[
\|z\|_{W, \epsilon} := \left( \|x\|_W^2 + \epsilon \|\lambda\|^2 + \epsilon \|\mu\|^2 \right)^{1/2}
\]

for any \( z = (x, \lambda, \mu) \in \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^m \). We use

\[
\sigma_{W, \epsilon} := \sup_{t \in T \setminus \{1\}} \|z^*_t - z^*_t - 1\|_{W, \epsilon}
\]
to denote the maximum distance between each consecutive optimal primal-dual pair with respect to the norm $\| \cdot \|_{W, \epsilon}$. We denote

$$L^s_T := c_T(x) + \lambda^T f^\text{in}_T(x) + \mu_T^T f^\text{eq}_T(x),$$

which can be thought of as the Lagrangian of the “smooth” part of the problem (3.1).

We also define the following quantities:

$$M_d := \sup_{T \in T} \left\| \begin{bmatrix} \lambda^*_T - \lambda^* \text{ prior} \\ \mu^*_T - \mu^* \text{ prior} \end{bmatrix} \right\|,$$

$$M_f(\delta, W) := \sup_{T \in T} \sup_{\|u\|_W \leq \delta} \frac{1}{\|u\|_W^2} \left\| \begin{bmatrix} f^\text{in}_T(x^*_T + u) - f^\text{in}_T(x^*_T) \\ f^\text{eq}_T(x^*_T + u) - f^\text{eq}_T(x^*_T) \end{bmatrix} \right\|.$$

The quantity $M_f(\delta, W)$ measures the nonlinearity of the constraint functions $f^\text{in}_T$ and $f^\text{eq}_T$ within the neighborhood around $x^*_T$ of radius $\delta > 0$, which is similar to the quantity $M_n(\delta)$ in the regularized proximal primal-dual gradient method in Chapter 2; $W$ is a positive definite matrix that provides some flexibility in choosing the norm of the primal variable.

**Theorem 3.4.** Let $W \in \mathbb{R}^{n \times n}$ be a positive definite matrix, and

$$\lambda_M := \sup_{T \in T} \inf \{ \lambda \in \mathbb{R} : \lambda W \succeq B_T \},$$

$$\lambda_m := \inf_{T \in T} \sup \{ \lambda \in \mathbb{R} : \lambda W \preceq B_T \},$$

and define

$$\rho^{(P)} := \sup_{T \in T} \left\| \left( \hat{x}_{T-1} - x^*_T \right) - B^{-1}_T \left( \nabla_x L^s_T(\hat{x}_{T-1}, \lambda^*_T, \mu^*_T) - \nabla_x L^s_T(x^*_T, \lambda^*_T, \mu^*_T) \right) \right\|_{B_T},$$

$$\rho := \left( \max \left\{ \rho^{(P)} \sqrt{\frac{\lambda_M}{\lambda_m}}, 1 - \chi \right\} \right)^2 + \left( 1 - \chi \right) \frac{\delta M_f(\delta, \lambda_m W)}{2 \sqrt{\epsilon}} + \frac{\delta^2 M^2_f(\delta, \lambda_m W)}{4 \epsilon} \right)^{1/2}.$$

If

$$\sigma_{\lambda m W, \epsilon} \leq (1 - \rho) \delta - \sqrt{2 \epsilon \chi M_d},$$

and the initial point $\hat{z}_0$ satisfies $\| \hat{z}_0 - z^*_1 \|_{\lambda m W, \epsilon} \leq \delta$, then

$$\| \hat{z}_T - z^*_T \|_{\lambda m W, \epsilon} \leq \frac{\rho \sigma_{\lambda m W, \epsilon} + \sqrt{2 \epsilon \chi M_d}}{1 - \rho}$$

$$+ \rho^T \left( \| \hat{z}_0 - z^*_1 \|_{\lambda m W, \epsilon} - \frac{\sigma_{\lambda m W, \epsilon} + \sqrt{2 \epsilon \chi M_d}}{1 - \rho} \right)$$

for all $T \in T$. 
Proof. Let $\tau \in T$ be arbitrary, and suppose that $\|\hat{x}_{\tau-1} - x^*_\tau\|_{W_{\text{in}}} \leq \delta$. By (3.27a), we have

$$h_{\tau}(x^*_\tau) - h_{\tau}(\hat{x}_{\tau})$$

$$\geq -(x^*_\tau - \hat{x}_{\tau})^T \left( \nabla c_{\tau}(\hat{x}_{\tau-1}) + B_{\tau}(\hat{x}_{\tau} - \hat{x}_{\tau-1}) + \left[ J_{f_{\tau}^{\text{in}}}(\hat{x}_{\tau-1}) \right]^T \left[ \hat{\lambda}_{\tau} \right] \right),$$

while (3.13b) implies that

$$h_{\tau}(\hat{x}_{\tau}) - h_{\tau}(x^*_\tau)$$

$$\geq -(\hat{x}_{\tau} - x^*_\tau)^T \left( \nabla c_{\tau}(x^*_\tau) + \left[ J_{f_{\tau}^{\text{in}}}(x^*_\tau) \right]^T \left[ \lambda^*_\tau \right] \right).$$

Therefore

$$0 \geq (\hat{x}_{\tau} - x^*_\tau)^T \left( \nabla c_{\tau}(\hat{x}_{\tau-1}) + B_{\tau}(\hat{x}_{\tau} - \hat{x}_{\tau-1}) - \nabla c_{\tau}(x^*_\tau) \right.$$

$$+ \left[ J_{f_{\tau}^{\text{in}}}(\hat{x}_{\tau-1}) \right]^T \left[ \hat{\lambda}_{\tau} \right] - \left[ J_{f_{\tau}^{\text{in}}}(x^*_\tau) \right]^T \left[ \lambda^*_\tau \right]),$$

and we get

$$\|\hat{x}_{\tau} - x^*_\tau\|^2_{B_{\tau}}$$

$$\leq -(\hat{x}_{\tau} - x^*_\tau)^T \left( \nabla c_{\tau}(\hat{x}_{\tau-1}) - \nabla c_{\tau}(x^*_\tau) - B_{\tau}(\hat{x}_{\tau-1} - x^*_\tau) \right.$$

$$+ \left[ J_{f_{\tau}^{\text{in}}}(\hat{x}_{\tau-1}) \right]^T \left[ \hat{\lambda}_{\tau} \right] - \left[ J_{f_{\tau}^{\text{in}}}(x^*_\tau) \right]^T \left[ \lambda^*_\tau \right]),$$

$$= -(\hat{x}_{\tau} - x^*_\tau)^T \left( \nabla_x L^g_{\tau}(\hat{x}_{\tau-1}, \lambda^*_\tau, \mu^*_\tau) - \nabla_x L^g_{\tau}(x^*_\tau, \lambda^*_\tau, \mu^*_\tau) - B_{\tau}(\hat{x}_{\tau-1} - x^*_\tau) \right.$$

$$- (\hat{x}_{\tau} - x^*_\tau)^T \left[ J_{f_{\tau}^{\text{in}}}(\hat{x}_{\tau-1}) \right]^T \left[ \hat{\lambda}_{\tau} - \lambda^*_\tau \right]$$

Now, by (3.27b), we can get

$$\left( \lambda^*_\tau - \hat{\lambda}_{\tau} \right)^T \left( f_{\tau}^{\text{in}}(\hat{x}_{\tau-1}) + J_{f_{\tau}^{\text{in}}}(\hat{x}_{\tau-1})(\hat{x}_{\tau} - \hat{x}_{\tau-1}) - \epsilon \left( \hat{\lambda}_{\tau} - \lambda^*_\tau \right) \right) \leq 0,$$

and by (3.13c),

$$\left( \hat{\lambda}_{\tau} - \lambda^*_\tau \right)^T f_{\tau}^{\text{in}}(x^*_\tau) \leq 0.$$

Thus

$$\left( \hat{\lambda}_{\tau} - \lambda^*_\tau \right)^T \left( f_{\tau}^{\text{in}}(\hat{x}_{\tau-1}) + J_{f_{\tau}^{\text{in}}}(\hat{x}_{\tau-1})(\hat{x}_{\tau} - \hat{x}_{\tau-1}) - \epsilon \left( \hat{\lambda}_{\tau} - \lambda^*_\tau \right) - f_{\tau}^{\text{in}}(x^*_\tau) \right) \geq 0,$$
or
\[
\epsilon \|\hat{\lambda}_r - \lambda^*_r\|^2 \leq \left( \hat{\lambda}_r - \lambda^*_r \right)^T J_{f^m}^r(\hat{x}_{t-1}^u)(\hat{x}_r^u - x_r^u) + \left( \hat{\lambda}_r - \lambda^*_r \right)^T \left( f_{f^m}^r(\hat{x}_{t-1}) + J_{f^m}^r(\hat{x}_{t-1}) (x_r^u - \hat{x}_{t-1}) - f_{f}^r(x_r^u) \right) + \epsilon \left( \hat{\lambda}_r - \lambda^*_r \right)^T (\lambda_{reg}^r - \lambda^*_r).
\]

(3.31)

Similarly, by (3.27b) and (3.13c), it can be shown that
\[
\epsilon \|\mu_r - \mu^*_r\|^2 = \left( \hat{\mu}_r - \mu^*_r \right)^T J_{f^q}^r(\hat{x}_{t-1}^u)(\hat{x}_r^u - x_r^u) + \left( \hat{\mu}_r - \mu^*_r \right)^T \left( f_{f^q}^r(\hat{x}_{t-1}) + J_{f^q}^r(\hat{x}_{t-1}) (x_r^u - \hat{x}_{t-1}) - f_{f^q}^r(x_r^u) \right) + \epsilon \left( \hat{\mu}_r - \mu^*_r \right)^T (\mu_{reg}^r - \mu^*_r).
\]

(3.32)

By summing (3.30), (3.31), and (3.32), we can see that
\[
\left\| \hat{x}_r^u - x_r^u \right\|_{B_r}^2 + \epsilon \|\hat{\lambda}_r - \lambda^*_r\|^2 + \epsilon \|\hat{\mu}_r - \mu^*_r\|^2 \\
\leq - (\hat{x}_r^u - x_r^u)^T \left( \nabla_x \mathcal{L}_r^s(\hat{x}_{t-1}, \lambda^*_r, \mu^*_r) - \nabla_x \mathcal{L}_r^s(x_r^u, \lambda^*_r, \mu^*_r) - B_r(\hat{x}_{t-1}^u - x_r^u) \right) \\
+ \left[ \hat{\lambda}_r - \lambda^*_r \right]^T \left[ f_{f^m}^r(\hat{x}_{t-1}) + J_{f^m}^r(\hat{x}_{t-1}) (x_r^u - \hat{x}_{t-1}) - f_{f^m}^r(x_r^u) \right] \\
+ \left[ \hat{\mu}_r - \mu^*_r \right]^T \left[ f_{f^q}^r(\hat{x}_{t-1}) + J_{f^q}^r(\hat{x}_{t-1}) (x_r^u - \hat{x}_{t-1}) - f_{f^q}^r(x_r^u) \right] \\
+ \epsilon \left[ \hat{\lambda}_r - \lambda^*_r \right]^T \left[ \lambda_{reg}^r - \lambda^*_r \right] \\
+ \epsilon \left[ \hat{\mu}_r - \mu^*_r \right]^T \left[ \mu_{reg}^r - \mu^*_r \right] \\
= \left[ \hat{x}_r^u - x_r^u \right]^T B_r \left[ \lambda^*_r \right] \left[ \mu^*_r \right] + \epsilon I_m \left[ d_{r,x} \right] + \epsilon I_m \left[ d_{r,\lambda} \right] + \epsilon I_m \left[ d_{r,\mu} \right],
\]

where we denote
\[
\begin{bmatrix}
    d_{r,x} \\
    d_{r,\lambda} \\
    d_{r,\mu}
\end{bmatrix} = \begin{bmatrix}
    (\hat{x}_{t-1}^u - x_r^u) - B_r^{-1} \left( \nabla_x \mathcal{L}_r^s(\hat{x}_{t-1}, \lambda^*_r, \mu^*_r) - \nabla_x \mathcal{L}_r^s(x_r^u, \lambda^*_r, \mu^*_r) \right) \\
    \epsilon^{-1} \left( f_{f^m}^r(\hat{x}_{t-1}) + J_{f^m}^r(\hat{x}_{t-1}) (x_r^u - \hat{x}_{t-1}) - f_{f^m}^r(x_r^u) \right) + \lambda_{reg}^r - \lambda^*_r \\
    \epsilon^{-1} \left( f_{f^q}^r(\hat{x}_{t-1}) + J_{f^q}^r(\hat{x}_{t-1}) (x_r^u - \hat{x}_{t-1}) - f_{f^q}^r(x_r^u) \right) + \mu_{reg}^r - \mu^*_r
\end{bmatrix}.
\]

By the Cauchy–Schwarz inequality, we see that
\[
\left\| \hat{x}_r^u - x_r^u \right\|_{B_r}^2 \leq \left( \left\| \hat{x}_r^u - x_r^u \right\|_{B_r}^2 + \epsilon \left\| \hat{\lambda}_r - \lambda^*_r \right\|^2 + \epsilon \left\| \hat{\mu}_r - \mu^*_r \right\|^2 \right)^{1/2} \\
\times \left( \left\| d_{r,x} \right\|_{B_r}^2 + \epsilon \left\| d_{r,\lambda} \right\|^2 + \epsilon \left\| d_{r,\mu} \right\|^2 \right)^{1/2},
\]
and thus
\[ \| \hat{x}_\tau - x^*_\tau \|_{B_\tau}^2 + \varepsilon \| \hat{\lambda}_\tau - \lambda^*_\tau \|_2^2 + \varepsilon \| \hat{\mu}_\tau - \mu^*_\tau \|_2^2 \]
\[ \leq \| d_{\tau,x} \|_{B_\tau}^2 + \varepsilon \| d_{\tau,\mu} \|_2^2 + \varepsilon \| d_{\tau,\mu} \|_2^2. \]

By the definition of \( \rho^{(P)} \), we have
\[ \| d_{\tau,x} \|_{B_\tau} \leq \rho^{(P)} \| \hat{x}_{\tau-1} - x^*_\tau \|_{B_\tau} \leq \rho^{(P)} \sqrt{\frac{\lambda_M}{\lambda_m}} \| \hat{x}_{\tau-1} - x^*_\tau \|_{\lambda_m W}, \]
and by the definition of \( M_f(\delta, W) \) and \( M_d \), we have
\[ \varepsilon \left( \| d_{\tau,x} \|_2^2 + \| d_{\tau,\mu} \|_2^2 \right) \]
\[ \leq \varepsilon \left( \frac{M_f(\delta, \lambda_m W)}{\rho^{(P)}} \right)^2 \| \hat{x}_{\tau-1} - x^*_\tau \|_{\lambda_m W}^2 + \varepsilon (1-\chi)^2 \| \hat{\lambda}_{\tau-1} - \lambda^*_\tau \|_2^2 + \varepsilon \| \hat{\mu}_{\tau-1} - \mu^*_\tau \|_2^2 \]
\[ \leq \frac{\delta^2 M_f^2(\delta, \lambda_m W)}{4\varepsilon} \| \hat{x}_{\tau-1} - x^*_\tau \|_{W}^2 + \varepsilon (1-\chi)^2 \| \hat{\lambda}_{\tau-1} - \lambda^*_\tau \|_2^2 + \varepsilon \| \hat{\mu}_{\tau-1} - \mu^*_\tau \|_2^2 \]
\[ + (1-\chi) \delta M_f(\delta, \lambda_m W) \| \hat{x}_{\tau-1} - x^*_\tau \|_{\lambda_m W} \| \hat{\lambda}_{\tau-1} - \lambda^*_\tau \|_2^2 \]
\[ + \varepsilon M_d \delta M_f(\delta, \lambda_m W) \| \hat{x}_{\tau-1} - x^*_\tau \|_{\lambda_m W} + 2\varepsilon M_d (1-\chi) \| \hat{\lambda}_{\tau-1} - \lambda^*_\tau \|_2^2 \]
\[ + \varepsilon \| \hat{\mu}_{\tau-1} - \mu^*_\tau \|_2^2. \]

We also note that
\[ \| \hat{x}_{\tau-1} - x^*_\tau \|_{\lambda_m W} \| \hat{\lambda}_{\tau-1} - \lambda^*_\tau \| \leq \frac{1}{2\sqrt{\varepsilon}} \left( \| \hat{x}_{\tau-1} - x^*_\tau \|_{\lambda_m W}^2 + \varepsilon \| \hat{\lambda}_{\tau-1} - \lambda^*_\tau \|_2^2 \right). \]

Therefore
\[ \| \hat{x}_\tau - x^*_\tau \|_{B_\tau}^2 + \varepsilon \| \hat{\lambda}_\tau - \lambda^*_\tau \|_2^2 + \varepsilon \| \hat{\mu}_\tau - \mu^*_\tau \|_2^2 \]
\[ \leq \left( \rho^{(P)} \sqrt{\frac{\lambda_M}{\lambda_m}} \right)^2 + \varepsilon \left( \frac{M_f(\delta, \lambda_m W)}{\rho^{(P)}} \right)^2 \frac{\delta^2 M_f^2(\delta, \lambda_m W)}{4\varepsilon} \| \hat{x}_{\tau-1} - x^*_\tau \|_{\lambda_m W}^2 \]
\[ + (1-\chi)^2 \frac{\delta M_f(\delta, \lambda_m W)}{2\sqrt{\varepsilon}} \| \hat{\lambda}_{\tau-1} - \lambda^*_\tau \|_2^2 \]
\[ + 2\chi \delta M_f(\delta, \lambda_m W) \| \hat{x}_{\tau-1} - x^*_\tau \|_{\lambda_m W} + (1-\chi) \sqrt{\varepsilon} \| \hat{\lambda}_{\tau-1} - \lambda^*_\tau \|_2^2 \]
\[ + \varepsilon \| \hat{\mu}_{\tau-1} - \mu^*_\tau \|_2^2 \]
\[ \leq \left( \rho \left( \| \hat{x}_{\tau-1} - x^*_\tau \|_{\lambda_m W}^2 + \varepsilon \| \hat{\lambda}_{\tau-1} - \lambda^*_\tau \|_2^2 + \varepsilon \| \hat{\mu}_{\tau-1} - \mu^*_\tau \|_2^2 \right)^{1/2} + \sqrt{2\varepsilon} \chi M_d \right)^2, \]
where we used
\[
\frac{\delta M_f(\delta, \lambda_m W)}{2\sqrt{\epsilon}} \left\| \hat{x}_{\tau-1} - x_{\tau-1}^* \right\|_{\lambda_m W} + (1 - \chi) \sqrt{\epsilon} \left\| \hat{\mu}_{\tau-1} - \mu_{\tau-1}^* \right\|
\leq \sqrt{2} \left( \frac{\delta^2 M_f^2(\delta, \lambda_m W)}{4\epsilon} \left\| \hat{x}_{\tau-1} - x_{\tau-1}^* \right\|^2_{\lambda_m W} + (1 - \chi)^2 \epsilon \left\| \hat{\mu}_{\tau-1} - \mu_{\tau-1}^* \right\|^2 \right)^{1/2}
\leq \sqrt{2} \rho \left( \left\| \hat{x}_{\tau-1} - x_{\tau-1}^* \right\|^2_{\lambda_m W} + \epsilon \left\| \hat{\mu}_{\tau-1} - \mu_{\tau-1}^* \right\|^2 \right)^{1/2},
\]
and so
\[
\left\| \hat{z}_\tau - z_\tau^* \right\|_{\lambda_m W, e} \leq \rho \left\| \hat{z}_{\tau-1} - z_{\tau-1}^* \right\|_{\lambda_m W, e} + \sqrt{2\epsilon \chi M_d}.
\] (3.33)

Now, for \( \tau = 1 \), since we have assumed that \( \left\| \hat{z}_0 - z_0^* \right\|_{\lambda_m W, e} \leq \delta \), we see that \( \left\| \hat{x}_0 - x_1^* \right\|_{\lambda_m W} \leq \delta \) and we can apply (3.33) to get
\[
\left\| \hat{z}_1 - z_1^* \right\|_{\lambda_m W, e} \leq \rho \left\| \hat{z}_0 - z_1^* \right\|_{\lambda_m W, e} + \sqrt{2\epsilon \chi M_d},
\]
showing that (3.29) holds for \( \tau = 1 \). Then suppose that (3.29) holds for some \( \tau \in \mathcal{T} \).

We then have
\[
\left\| \hat{x}_\tau - x_{\tau+1}^* \right\|_{\lambda_m W} \leq \left\| \hat{z}_\tau - x_{\tau+1}^* \right\|_{\lambda_m W, e} \leq \left\| \hat{z}_\tau - z_\tau^* \right\|_{\lambda_m W, e} + \sigma_{\lambda_m W, e}
\leq \frac{\rho \sigma_{\lambda_m W, e} + \sqrt{2\epsilon \chi M_d}}{1 - \rho} + \rho \left( \left\| \hat{z}_0 - z_1^* \right\|_{\lambda_m W, e} - \frac{\sigma_{\lambda_m W, e} + \sqrt{2\epsilon \chi M_d}}{1 - \rho} \right) + \sigma_{\lambda_m W, e}
\leq \frac{\sigma_{\lambda_m W, e} + \sqrt{2\epsilon \chi M_d}}{1 - \rho} + \rho \left( \delta - \frac{\sigma_{\lambda_m W, e} + \sqrt{2\epsilon \chi M_d}}{1 - \rho} \right).
\]
By (3.28),
\[
\frac{\sigma_{\lambda_m W, e} + \sqrt{2\epsilon \chi M_d}}{1 - \rho} \leq \delta.
\]
Thus we get \( \left\| \hat{x}_\tau - x_{\tau+1}^* \right\|_{\lambda_m W} \leq \delta \), and we apply (3.33) to get
\[
\left\| \hat{z}_{\tau+1} - z_{\tau+1}^* \right\|_{\lambda_m W, e} \leq \rho \left( \left\| \hat{z}_\tau - z_\tau^* \right\|_{\lambda_m W, e} + \sigma_{\lambda_m W, e} \right) + \sqrt{2\epsilon \chi M_d}
\leq \frac{\rho \sigma_{\lambda_m W, e} + \sqrt{2\epsilon \chi M_d}}{1 - \rho} + \rho \sigma_{\lambda_m W, e}
\leq \rho \left( \frac{\rho \sigma_{\lambda_m W, e} + \sqrt{2\epsilon \chi M_d}}{1 - \rho} + \rho \sigma_{\lambda_m W, e} \right)
\leq \left( \frac{\rho \sigma_{\lambda_m W, e} + \sqrt{2\epsilon \chi M_d}}{1 - \rho} + \rho \sigma_{\lambda_m W, e} \right) + \frac{\rho^{\tau+1}}{1 - \rho} \left( \left\| \hat{z}_0 - z_1^* \right\|_{\lambda_m W, e} - \frac{\sigma_{\lambda_m W, e} + \sqrt{2\epsilon \chi M_d}}{1 - \rho} \right) + \sqrt{2\epsilon \chi M_d}
\leq \frac{\rho \sigma_{\lambda_m W, e} + \sqrt{2\epsilon \chi M_d}}{1 - \rho} + \rho^{\tau+1} \left( \left\| \hat{z}_0 - z_1^* \right\|_{\lambda_m W, e} - \frac{\sigma_{\lambda_m W, e} + \sqrt{2\epsilon \chi M_d}}{1 - \rho} \right).
\]
By induction we conclude that (3.29) holds for all \( \tau \in \mathcal{T} \).
1. The quantity \( \rho^{(P)} \) plays a crucial role in the tracking error bound (3.29), and its definition is similar to (3.7) in Theorem 3.1. It’s obvious that \( \rho^{(P)} \) should be as small as possible in order to achieve good tracking performance, which implies that the matrices \( B_\tau \) should satisfy

\[
\nabla_x \mathcal{L}_\tau(x_{\tau-1}, \lambda^*_\tau, \mu^*_\tau) - \nabla_x \mathcal{L}_\tau^*(x^*_\tau, \lambda^*_\tau, \mu^*_\tau) \approx B_\tau(x_{\tau-1} - x^*_\tau),
\]

or in other words, \( B_\tau \) should approximate

\[
\nabla^2 c_\tau(x) + \sum_{i=1}^m \lambda^*_\tau_i \nabla^2 f^\text{in}_i(x) + \sum_{j=1}^m \mu^*_\tau_j \nabla^2 f^\text{eq}_j(x)
\]

along the direction \( \hat{x}_{\tau-1} - x^*_\tau \). The appearance of \( \lambda^*_\tau \) and \( \mu^*_\tau \) in the above expression adds difficulty in designing quasi-Newton algorithms for finding such \( B_\tau \). In practice, we may replace them by \( \hat{\lambda}_{\tau-1} \) and \( \hat{\mu}_{\tau-1} \), and employ the quasi-Newton methods designed for sequential quadratic programming (see, for example, [72, Section 18.3]) to generate \( B_\tau \).

2. The expression of \( \rho \) implies that the nonlinearity of the constraint functions will deteriorate the tracking performance. Further study seems to suggest that this negative effect cannot be eliminated even if the components of \( f^\text{in} \) are convex, which is possibly due to the fact that all the constraints are linearized in formulating (3.26) regardless of their convexity. However, if any component of \( f^\text{in}_\tau \) (say, \( f^\text{in}_{\tau,1} \)) is convex and the constraint \( f^\text{in}_{\tau,1} \leq 0 \) is easy to handle computationally for each \( \tau \in T \), we may consider solving the following saddle-point problem

\[
\min_{x \in \mathbb{R}^n} \max_{\tilde{\lambda} \in \mathbb{R}^{n-1}, \mu \in \mathbb{R}^m} \nabla c_\tau(x_{\tau-1})^T (x - \hat{x}_{\tau-1}) + \frac{1}{2}(x - \hat{x}_{\tau-1})^T B_\tau(x - \hat{x}_{\tau-1})
\]

\[
+ \begin{bmatrix} \hat{\lambda}^T \\ \mu \end{bmatrix} \begin{bmatrix} \tilde{f}^\text{in}_\tau(\hat{x}_{\tau-1}) + J_{\hat{f}^\text{in}}(\hat{x}_{\tau-1})(x - \hat{x}_{\tau-1}) \\ J_{\hat{f}^\text{eq}}(\hat{x}_{\tau-1}) + J_{f^\text{eq}}(\hat{x}_{\tau-1})(x - \hat{x}_{\tau-1}) \end{bmatrix}
\]

\[
- \frac{\epsilon}{2} \left( \|\tilde{\lambda} - \lambda^\text{reg}_\tau\|^2 + \|\mu - \mu^\text{reg}_\tau\|^2 \right) + \tilde{h}_\tau(x)
\]

to generate \( \hat{z}_\tau \), where \( \hat{\lambda}, \lambda^\text{reg}_\tau \) and \( \tilde{f}^\text{in}_\tau \) are formed by excluding the first components of \( \lambda \), \( \lambda^\text{reg}_\tau \) and \( f^\text{in}_\tau \) respectively, and

\[
\tilde{h}_\tau(x) = h_\tau(x) + \mathcal{I}(x; f^\text{in}_{\tau,1}(x) \leq 0)(x).
\]
One can still apply Theorem 3.4 to this procedure and obtain the tracking error bound. In the extreme case where all the components of $f_{in}^\tau$ are convex and $f_{eq}^\tau$ is affine for each $\tau \in T$, we see that we may consider solving

$$\min_{x \in \mathbb{R}^n} \nabla c(\hat{x}_{\tau-1})^T (x - \hat{x}_{\tau-1}) + \frac{1}{2} (x - \hat{x}_{\tau-1})^T B_{\tau}(x - \hat{x}_{\tau-1}) + h_{\tau}(x)$$

s.t. $f_{in}^\tau(x) \leq 0, \quad f_{eq}^\tau(x) = 0$

to get $\hat{x}_\tau$. In this case Theorem 3.4 will still apply with $\rho = \rho^{(P)} \sqrt{\lambda_M/\lambda_m}$.

### 3.4 Comparison of First-Order and Second-Order Methods

In this section we present a toy example to give a preliminary comparison between first-order and second-order methods for time-varying optimization.

We consider the following time-varying optimization problem:

$$\min_{x \in \mathbb{R}^{10}} \frac{1}{2} x^T A_U(t) x \quad \text{s.t.} \quad x \in \mathcal{X}(t),$$

(3.34)

where

$$A_U(t) = \frac{1 + \cos t}{2} \text{diag}(1, 2, \ldots, 10) + \frac{1 - \cos t}{2} U \text{diag}(1, 2, \ldots, 10) U^T,$$

for some orthogonal matrix $U \in \mathbb{R}^{10 \times 10}$, and

$$\mathcal{X}(t) = \left\{ x \in \mathbb{R}^{10} : \left| x_i - 2 \cos \left( t + \frac{(i - 1) \pi}{10} \right) \right| \leq \frac{1}{2} \right\}.$$

Suppose the time period is $[0, 2\pi]$, and the sampling interval is $\Delta$. Let the sequence of sampled optimal points be denoted by $(x_{\tau}^{*,\Delta_U})_\tau$. We apply both the first-order running projected gradient algorithm and the second-order algorithm based on L-BFGS-B on the time-varying problem (3.34), and get two sequences of points which we denote by $(\hat{x}_{\tau,1}^{\Delta_U})_\tau$ and $(\hat{x}_{\tau,2}^{\Delta_U})_\tau$ respectively. The initial point for both algorithms will be the optimal solution to (3.34) for $t = 0$. For the limited-memory BFGS representation of $B_{\tau}$, we choose $d = 3$. We are interested in the averaged tracking error

$$\frac{1}{[2\pi/\Delta]} \sum_{\tau} \left\| \hat{x}_{\tau,1}^{\Delta_U,k} - x_{\tau}^{*,\Delta_U} \right\|$$


---

3 In fact Theorem 3.1 will also apply if we let $h_{\tau}(x)$ include the convex constraints using indicator functions.
for $k = 1, 2$. We randomly generate $10$ instances of $U$, and the resulting averaged tracking errors are recorded in Table 3.1. It can be seen that the second-order method achieves better tracking performance over the first-order method for all the instances, which is expected as utilizing second-order information can facilitate convergence toward the optimal trajectory. On the other hand, each iteration of the second-order method involves solving a quadratic-like program, which in general takes more time than performing a projected gradient step. These observations suggest that second-order methods should be employed in situations where the sampling interval $\Delta$ needs to be relatively large due to communication delays, non-negligible dynamics, delays from sensors, etc. and, as a consequence, first-order methods don’t perform well.

<table>
<thead>
<tr>
<th></th>
<th>$\Delta = \pi/125$</th>
<th>$\Delta = \pi/250$</th>
<th>$\Delta = \pi/500$</th>
<th>$\Delta = \pi/1000$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>first-order</td>
<td>second-order</td>
<td>first-order</td>
<td>second-order</td>
</tr>
<tr>
<td>1</td>
<td>0.0207</td>
<td>0.0115</td>
<td>0.0105</td>
<td>0.0034</td>
</tr>
<tr>
<td>2</td>
<td>0.0254</td>
<td>0.0100</td>
<td>0.0127</td>
<td>0.0041</td>
</tr>
<tr>
<td>3</td>
<td>0.0334</td>
<td>0.0110</td>
<td>0.0154</td>
<td>0.0048</td>
</tr>
<tr>
<td>4</td>
<td>0.0270</td>
<td>0.0129</td>
<td>0.0137</td>
<td>0.0042</td>
</tr>
<tr>
<td>5</td>
<td>0.0266</td>
<td>0.0140</td>
<td>0.0130</td>
<td>0.0045</td>
</tr>
<tr>
<td>6</td>
<td>0.0218</td>
<td>0.0100</td>
<td>0.0096</td>
<td>0.0037</td>
</tr>
<tr>
<td>7</td>
<td>0.0216</td>
<td>0.0086</td>
<td>0.0102</td>
<td>0.0027</td>
</tr>
<tr>
<td>8</td>
<td>0.0229</td>
<td>0.0104</td>
<td>0.0112</td>
<td>0.0036</td>
</tr>
<tr>
<td>9</td>
<td>0.0213</td>
<td>0.0099</td>
<td>0.0098</td>
<td>0.0040</td>
</tr>
</tbody>
</table>

Table 3.1: Averaged tracking errors of the first-order method and the second-order method applied to the problem (3.34).
3.5 Summary

In this chapter, we proposed and analyzed the approximate Newton methods that incorporate second-order information for time-varying optimization.

We first considered the special case where there are no explicit inequality or equality constraints. In this case each iteration of the approximate Newton method solves a convex program that can be viewed as a quadratic approximation of the original problem. It was shown that good estimation of second-order information is important for achieving satisfactory tracking performance. We also proposed a specific version of the approximate Newton method based on L-BFGS-B that handles box constraints.

Then, for the general case where there are nonlinear equality and inequality constraints, we proposed two variants of the approximate Newton method. The first variant employs penalty functions to obtain a modified version of the original problem, so that the approximate Newton method for the special case can be applied. We showed that the difference between optimal solutions of the original problem and the penalized problem can be upper bounded under certain conditions. The second variant can be viewed as an extension of sequential quadratic programming in the time-varying setting, and regularization on the dual variable is also employed. We performed a direct analysis of the tracking error bound with respect to the optimal trajectory and discussed its implications.

Finally, we used a toy example to compare first-order and second-order time-varying optimization algorithms, which helps us understand the situations where second-order methods are more appropriate than first-order methods.

3.A Proofs

This section provides the proofs of the theorems that have been skipped in the text.

Proof of Theorem 3.2

Denote

\[
A = \begin{bmatrix} a_1 & \cdots & a_{m'} \end{bmatrix}^T \in \mathbb{R}^{m' \times n}
\]
and \( x^* = \mathcal{P}_{\chi^*}(\tilde{x}_e) \). The KKT conditions to (3.18) are given by

\[
(x^*, \lambda^*, \mu^*) \in \text{dom}(h) \times \mathbb{R}^m_+ \times \mathbb{R}^{m'},
\]

\[
-\nabla c(x^*) - \begin{bmatrix} J_{fin}(x^*)^T \\ A \end{bmatrix} \begin{bmatrix} \lambda^* \\ \mu^* \end{bmatrix} \in \partial h(x^*),
\]

\[
f_{in}(x^*) \leq 0, \quad \lambda^* f_{in}(x^*) = 0,
\]

\[Ax^* = b,
\]

from which we can see that

\[
h(\tilde{x}_e) - h(x^*) \geq - (\tilde{x}_e - x^*)^T \left( \nabla c(x^*) + \begin{bmatrix} J_{fin}(x^*)^T \\ A \end{bmatrix} \begin{bmatrix} \lambda^* \\ \mu^* \end{bmatrix} \right) .
\] (3.35)

Let

\[
L^e(x, \lambda, \mu) = c(x) + h(x) + \lambda^T f_{in}(x) + \mu^T (Ax - b)
\]

\[
- \frac{\epsilon^{\beta-1}}{\beta} \left( \sum_{i=1}^m |\lambda_i|^\beta + \sum_{j=1}^{m'} |\mu_j|^\beta \right),
\]

where \( \beta = \kappa/\kappa - 1 \), and

\[
\tilde{\lambda}_{e,i} = \epsilon^{-1} \left[ f_{in}(\tilde{x}_e) \right]_{+}^{k-1}, \quad i = 1, \ldots, m,
\]

\[
\tilde{\mu}_{e,j} = \epsilon^{-1} \text{sgn} \left( a_j^T \tilde{x}_e - b_j \right) |a_j^T \tilde{x}_e - b_j|^{k-1} \quad j = 1, \ldots, m'.
\]

We have shown that the min-max problem

\[
\min_{x \in \mathbb{R}^n} \max_{\lambda \in \mathbb{R}^m_+, \mu \in \mathbb{R}^{m'}} L^e(x, \lambda, \mu)
\] (3.36)

is equivalent to the penalized problem (3.20), whose solution is given by \((\tilde{x}_e, \tilde{\lambda}_e, \tilde{\mu}_e)\).

Then we have

\[
L^e(\tilde{x}_e, \tilde{\lambda}_e, \tilde{\mu}_e) \geq L^e(\tilde{x}_e, \lambda^*, \mu^*)
\]

\[
\Rightarrow \quad \frac{\epsilon^{\beta-1}}{\beta} \left( \sum_{i=1}^m |\tilde{\lambda}_{e,i}|^\beta + \sum_{j=1}^{m'} |\tilde{\mu}_{e,j}|^\beta \right)
\]

\[
\leq \begin{bmatrix} \tilde{\lambda}_e - \lambda^* \\ \tilde{\mu}_e - \mu^* \end{bmatrix}^T \begin{bmatrix} f_{in}(\tilde{x}_e) \\ A\tilde{x}_e - b \end{bmatrix} + \frac{\epsilon^{\beta-1}}{\beta} \left( \sum_{i=1}^m |\lambda_i|^\beta + \sum_{j=1}^{m'} |\mu_j|^\beta \right).
\]

By \( f_{in}(x^*) \leq 0 \) and the complementary slackness condition \( \lambda^* f_{in}(x^*) = 0 \),

\[
(\tilde{\lambda}_e - \lambda^*)^T f_{in}(x^*) \leq 0,
\]
and together with \(Ax^* = b\), we get
\[
\frac{\epsilon^{\beta-1}}{\beta} \left( \sum_{i=1}^{m} |\tilde{\lambda}_i|^{\beta} + \sum_{j=1}^{m'} |\tilde{\mu}_{\epsilon,j}|^{\beta} \right)
\leq \left[ \tilde{\lambda}_e - \lambda^* \right]^T \left[ f^{in}(\tilde{x}_e) - f^{in}(x^*) \right] + \frac{\epsilon^{\beta-1}}{\beta} \left( \sum_{i=1}^{m} |\lambda_i^*|^{\beta} + \sum_{j=1}^{m'} |\mu_j^*|^{\beta} \right).
\] (3.37)

It can be checked that the optimality condition for (3.20) is given by
\[
-\nabla c(\tilde{x}_e) - \begin{bmatrix} J_{f^{in}}(\tilde{x}_e) & \tilde{\lambda}_e \end{bmatrix}^T \begin{bmatrix} \lambda^* - \nabla^T \mu^* \end{bmatrix} \in \partial h(\tilde{x}_e),
\]
and therefore
\[
h(x^*) - h(\tilde{x}_e) \geq -(x^* - \tilde{x}_e)^T \left( \nabla c(\tilde{x}_e) + \begin{bmatrix} J_{f^{in}}(\tilde{x}_e) & \tilde{\lambda}_e \end{bmatrix}^T \begin{bmatrix} \lambda^* - \nabla^T \mu^* \end{bmatrix} \right).
\] (3.38)

By combining (3.38) with (3.35), we get
\[
(\tilde{x}_e - x^*)^T \left( \nabla c(\tilde{x}_e) - \nabla c(x^*) + \begin{bmatrix} J_{f^{in}}(\tilde{x}_e) & \tilde{\lambda}_e \end{bmatrix}^T \begin{bmatrix} \lambda^* - \nabla^T \mu^* \end{bmatrix} \right) \leq 0.
\]

The assumption (3.19) then indicates that
\[
\nu \|\tilde{x}_e - x^*\|^2 \leq (\tilde{x}_e - x^*)^T \left( \begin{bmatrix} J_{f^{in}}(x^*) \end{bmatrix}^T \lambda^* - \begin{bmatrix} J_{f^{in}}(\tilde{x}_e) \end{bmatrix}^T \tilde{\lambda}_e \right).
\] (3.39)

Summing (3.39) and (3.37), we obtain
\[
\nu \|\tilde{x}_e - x^*\|^2 + \frac{\epsilon^{\beta-1}}{\beta} \left( \sum_{i=1}^{m} |\tilde{\lambda}_i|^{\beta} + \sum_{j=1}^{m'} |\tilde{\mu}_{\epsilon,j}|^{\beta} \right)
\leq \tilde{\lambda}_e^T f^{in}(\tilde{x}_e) + J_{f^{in}}(\tilde{x}_e) (x^* - \tilde{x}_e) - f^{in}(x^*) + \lambda^T f^{in}(x^*) + J_{f^{in}}(x^*) (\tilde{x}_e - x^*) - f^{in}(\tilde{x}_e) + \frac{\epsilon^{\beta-1}}{\beta} \left( \sum_{i=1}^{m} |\lambda_i^*|^{\beta} + \sum_{j=1}^{m'} |\mu_j^*|^{\beta} \right).
\]

Now, since each component of \(f^{in}\) is convex, we have
\[
f^{in}(\tilde{x}_e) + J_{f^{in}}(\tilde{x}_e) (x^* - \tilde{x}_e) - f^{in}(x^*) \leq 0,
\]
\[
f^{in}(x^*) + J_{f^{in}}(x^*) (\tilde{x}_e - x^*) - f^{in}(\tilde{x}_e) \leq 0,
\]
and then by \(\tilde{\lambda}_e \geq 0\) and \(\lambda^* \geq 0\), we get
\[
\nu \|\tilde{x}_e - x^*\|^2 + \frac{\epsilon^{\beta-1}}{\beta} \left( \sum_{i=1}^{m} |\tilde{\lambda}_i|^{\beta} + \sum_{j=1}^{m'} |\tilde{\mu}_{\epsilon,j}|^{\beta} \right) \leq \frac{\epsilon^{\beta-1}}{\beta} \left( \sum_{i=1}^{m} |\lambda_i^*|^{\beta} + \sum_{j=1}^{m'} |\mu_j^*|^{\beta} \right),
\]
which is just the bound (3.21).
Proof of Theorem 3.3

Let $I$ denote set of indices of active constraints in $f^{in}(x^*) \leq 0$ and $J$ denote the set of indices of active constraints in $g^{in}(x^*) \leq 0$. Without loss of generality we assume that

$$I = \{1, 2, \ldots, |I|\}, \quad J = \{1, 2, \ldots, |J|\},$$

and consequently $I^c = \{1, 2, \ldots, |I|\}$, $J^c = \{1, 2, \ldots, |J|\}$, $I^c = \{|J| + 1, \ldots, m\}$, $J^c = \{|J| + 1, \ldots, p\}$. Define $u^* \in \mathbb{R}^m$ and $v^* \in \mathbb{R}^{m'}$ by

$$u^*_i = \lambda_i^{x^* \kappa^{-1}}, \quad i = 1, \ldots, m,$$

$$v^*_j = \text{sgn}(\mu_j^*) |\mu_j^*|^{x^* \kappa^{-1}}, \quad j = 1, \ldots, m'.$$

Consider the following set of generalized equations in $z = (x, v, u, \zeta)$:

$$\nabla c(x) + \sum_{i=1}^{m} u_i^{x^* - 1} \nabla f_i^{in}(x) + \sum_{j=1}^{m'} \text{sgn}(v_j^*) |v_j^*|^{x^* - 1} \nabla f_j^{eq}(x) + \begin{bmatrix} J_{g^{in}}(x) \\ J_{g^{eq}}(x) \end{bmatrix}^T \begin{bmatrix} \zeta \\ \nu \end{bmatrix} = 0,$$

$$-f^{eq}(x) + \epsilon v = 0,$$

$$-g^{eq}(x) = 0,$$

$$-f^{in}(x) + \epsilon u + N_{\mathbb{R}^m}(u) \ni 0,$$

$$-g^{in}(x) + N_{\mathbb{R}^{m'}}(\zeta) \ni 0.$$

(3.40)

It can be checked that $z^* := (x^*, v^*, u^*, \zeta^*)$ is a solution to (3.40) for $\epsilon = 0$, while for $\epsilon = \epsilon^{1/(x^* - 1)} > 0$, any solution to (3.40) provides a local optimal solution to the penalized problem (3.23).

Denote $\mathcal{K} := \mathbb{R}^{n+m'+p'} \times \mathbb{R}^{m+p}$. We introduce the map $\Phi : \mathbb{R} \times \mathcal{K} \to \mathcal{K}$ such that

$$\Phi(\epsilon, z) + N_{\mathcal{K}}(z) \ni 0$$

is a shorthand form of (3.40). Let

$$\Psi(z) := \Phi(0, z^*) + J_{\Phi z}(0, z^*)(z - z^*) + N_{\mathcal{K}}(z).$$

The set-valued map $\Psi(z)$ can be viewed as the “linearization” of the set-valued map $\Phi(0, z) + N_{\mathcal{K}}(z)$ near $z^*$. Now consider the generalized equation $w = \Psi(z)$ where
where \( w \in \mathcal{K} \) is some given vector. It can be checked that \( w = \Psi(z) \) is explicitly given by

\[
H^*(x - x^*) + J_{f_i}(x^*)^T \bar{U}^* (u_{I} - u^*_I) + J_{g_i}(x^*)^T \bar{V}^* (v - v^*) \\
+ J_{g_i}(x^*)^T (\zeta - \zeta^*) + J_{g_i}(x^*)^T (\mu - \mu^*) = w_x,
\]

\[
-J_{f_i}(x^*)(x - x^*) = w_v,
\]

\[
-J_{g_i}(x^*)(x - x^*) = w_u,
\]

\[
-J_{f_i}(x^*)(x - x^*) + N_{\mathbb{R}_{+}}^{n} (u_{I}) \ni w_{aI},
\]

\[
-J_{I}^{\text{in}}(x^*) - J_{f_i}(x^*)(x - x^*) + N_{\mathbb{R}_{+}}^{n} (u_{I}) \ni w_{aI},
\]

\[
-J_{g_i}(x^*)(x - x^*) + N_{\mathbb{R}_{+}}^{n} (\zeta, \zeta^*) \ni w_{aJ},
\]

\[
-J_{g_i}(x^*)(x - x^*) + N_{\mathbb{R}_{+}}^{n} (\zeta, \zeta^*) \ni w_{aJ},
\]

where

\[
H^* = \nabla_{x}^2 \mathcal{L}(x^*, \lambda^*, \mu^*, \zeta^*, \nu^*),
\]

\[
\bar{U}^* = (\kappa - 1) \text{diag} \left( u_1^{*\kappa - 2}, \ldots, u_{|I|}^{*\kappa - 2} \right),
\]

\[
\bar{V}^* = (\kappa - 1) \text{diag} \left( |v_1|^{\kappa - 2}, \ldots, |v_{m}|^{\kappa - 2} \right),
\]

and \( w_x, w_v, w_u, w_{aI}, w_{aJ}, w_{\zeta, \zeta^*}, w_{\zeta, \zeta^*} \) are the corresponding subvectors of \( w \). By the positive definiteness of \( H^* \), the linear independence constraint qualification, the strict complementary slackness, and the assumption that the entries of \( \mu^* \) are all nonzero, we can see that the matrix

\[
\begin{bmatrix}
H^* & J_{f_i}(x^*)^T \bar{V}^* & J_{g_i}(x^*)^T \\
J_{f_i}(x^*) & 0 & 0 & 0 & 0 \\
J_{g_i}(x^*) & 0 & 0 & 0 & 0 \\
J_{f_i}^{\text{in}}(x^*) & 0 & 0 & 0 & 0 \\
J_{g_i}^{\text{in}}(x^*) & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

is invertible. Then it can be verified that when \( ||w|| \) is sufficiently small, the generalized equation (3.41) can be reduced to

\[
\begin{bmatrix}
H^* & J_{f_i}(x^*)^T \bar{V}^* & J_{g_i}(x^*)^T \\
J_{f_i}(x^*) & 0 & 0 & 0 & 0 \\
J_{g_i}(x^*) & 0 & 0 & 0 & 0 \\
J_{f_i}^{\text{in}}(x^*) & 0 & 0 & 0 & 0 \\
J_{g_i}^{\text{in}}(x^*) & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
x - x^* \\
v - v^* \\
u - u^*_I \\
\zeta - \zeta^*_I \\
\zeta - \zeta^*_J \\
\end{bmatrix}
= \begin{bmatrix}
w_x \\
w_v \\
w_u \\
w_{aI} \\
w_{aJ} \\
\end{bmatrix},
\]

\[
\begin{align*}
u_{I} & = 0, \\
\zeta_{J} & = 0.
\end{align*}
\]
It’s not hard to verify that this set of equations has a unique solution that depends Lipschitz continuously on \( w \). In other words, we have shown that \( \Psi^{-1} \), the inverse of the set-valued map \( \Psi \), has a Lipschitz continuous single-valued localization around 0 for \( z \). It’s also not hard to check that \( \Phi(\varepsilon, z) \) and \( J_{\Phi,\varepsilon}(\varepsilon, z) \) is continuous over \((\varepsilon, z) \in \mathbb{R}_+ \times \mathcal{K}\). Therefore by [40, Theorem 2B.1], there exist some \( \bar{\varepsilon} > 0 \), \( M > 0 \) and a unique continuous function \( \tilde{z} : [0, \bar{\varepsilon}) \to \mathcal{K} \) such that \( \tilde{z}(0) = z^* \) and \( \tilde{z}(\varepsilon) \) solves the generalized equation (3.40) for each \( \varepsilon \in (0, \bar{\varepsilon}) \). Moreover,

\[
\| \tilde{z}(\varepsilon) - z^* \|_{\ell_\kappa} \leq M \| \Phi(\varepsilon, z^*) - \Phi(0, z^*) \|_{\ell_\kappa} = \varepsilon M \left( \sum_{i=1}^{m} |\lambda_i^*|^{\frac{\kappa}{\kappa-1}} + \sum_{i=1}^{m} |\mu_i^*|^{\frac{\kappa}{\kappa-1}} \right)^{\frac{1}{\kappa}}.
\]

Then by noting that the first \( n \) entries of \( \tilde{z}(\varepsilon^{1/(\kappa-1)}) \) form a local solution to the penalized problem (3.23), we get the desired conclusions, with \( \bar{\varepsilon} = \bar{\varepsilon}^{\kappa-1} \). \( \blacksquare \)
Chapter 4

APPLICATIONS IN POWER SYSTEM OPERATION

4.1 The Time-Varying Optimal Power Flow Problem

In this chapter, we discuss the applications of time-varying optimization in power system operation, with a focus on the time-varying optimal power flow problem and real-time optimal power flow algorithms.

As mentioned in Chapter 1, in future smart grids, the fluctuations and uncertainties introduced by large penetration of renewable generation make the operation of smart grids challenging, while controllable devices provide diverse control capabilities that can be employed to overcome the challenges. Extensive real-time measurement data will also become available by smart meters and other advanced measurement equipment. When time-varying optimization tools are applied for real-time power system operation, these factors should be taken into consideration to tailor the algorithms so that the structures and properties of smart grids can be utilized.

We now present the formulation of the time-varying optimal power flow problem. Suppose we have a single-phase power network\(^1\) with a topology represented by a connected graph \((\mathcal{N}^+, \mathcal{E})\) where \(\mathcal{N}^+ := \{0\} \cup \mathcal{N}, \mathcal{N} = \{1, 2, \ldots, n\}\) and \(\mathcal{E} \subseteq \mathcal{N}^+ \times \mathcal{N}^+\). Bus 0 will be the slack bus, and the phase angle of its voltage will be the reference and taken as zero. Let \(t \in [0, T]\) be an arbitrary time instant. We use \(v(t) \in \mathbb{R}^{\mathcal{N}^+}\) to denote respectively the vector of voltage magnitudes and the vector of voltage phase angles, so that \(V_i(t) := v_i(t)e^{j\theta_i(t)}\) is the voltage phasor at bus \(i \in \mathcal{N}\) and \(V_0(t) := v_0(t)\) is the voltage phasor at the slack bus. We use \(\ell(t) \in \mathbb{R}^\mathcal{E}\) to record the squared current magnitudes through the lines, where \(\ell_{ik}(t)\) denotes the squared current magnitude associated with the edge \((i, k) \in \mathcal{E}\). We use \(p(t) \in \mathbb{R}^{\mathcal{N}^+}\) and \(q(t) \in \mathbb{R}^{\mathcal{N}^+}\) to denote the vectors of real power injections and reactive power injections of the controllable devices respectively, so that \(p_i(t) + jq_i(t)\) is the complex power injection of the controllable devices connected to bus \(i\). We use \(p^L(t)\) and \(q^L(t)\) to denote the vectors of real and reactive uncontrollable loads respectively, and \(p(t) - p^L(t)\) and \(q(t) - q^L(t)\) then represent the net real and reactive power injections.

\(^1\) The basic ideas and principles of real-time optimal power flow algorithms can be applied to the operation of three-phase networks as well, which for simplicity will be omitted here.
The relation between \(v(t), \theta(t), \ell(t), p(t), q(t), p^L(t)\) and \(q^L(t)\) is described by physical laws and usually can be written as a set of algebraic equations (when one is interested in the steady state behavior) or ordinary differential equations (when dynamics needs to be accounted for). For steady states, the power flow equations

\[
p_i(t) - p^L_i(t) + j(q_i(t) - q^L_i(t)) = \sum_{k \in \mathcal{N}^+} V_i(t)V_k^*(t)Y_{ik}^*, \quad \forall i \in \mathcal{N}^+
\]

or

\[
0 = -(p_i(t) - p^L_i(t)) + \sum_{k \in \mathcal{N}^+} v_i(t)v_k(t)(G_{ik}\cos(\theta_i(t) - \theta_k(t)) + B_{ik}\sin(\theta_i(t) - \theta_k(t))),
\]

\[
0 = -(q_i(t) - q^L_i(t)) + \sum_{k \in \mathcal{N}^+} v_i(t)v_k(t)(G_{ik}\sin(\theta_i(t) - \theta_k(t)) - B_{ik}\cos(\theta_i(t) - \theta_k(t))), \quad \forall i \in \mathcal{N}^+
\]

are satisfied, where \(Y_{ik} = G_{ik} + jB_{ik}\) is the \((i, k)\)th entry of the admittance matrix of the network, and we let \(\theta_0(t) \equiv 0\). The squared current magnitudes satisfy

\[
0 = -\ell_{ik}(t) + |Y_{ik}(V_i(t) - V_k(t))|^2
\]

\[
= -\ell_{ik}(t) + |Y_{ik}|^2\left(v_i^2(t) + v_k^2(t) - 2v_i(t)v_k(t)\cos(\theta_i(t) - \theta_k(t))\right), \quad \forall (i, k) \in \mathcal{E}
\]

We abbreviate the set of equations (4.1) as

\[
\mathcal{G}(p(t) - p^L(t), q(t) - q^L(t), v(t), \theta(t), \ell(t)) = 0,
\]

where the vector-valued function \(\mathcal{G}\) has \(2(n + 1) + |\mathcal{E}|\) entries that are given by the right-hand side of (4.1).

For each bus, there are physical constraints on how much power can be injected by the controllable devices. We assume that they can be modeled by time-varying constraints

\[
s_i(p_i(t), q_i(t), t) \leq 0, \quad i \in \mathcal{N}^+,
\]

where each \(s_i(\cdot, t)\) is a vector-valued continuously differentiable function with convex components over \(\mathbb{R}^2\) for every \(t \in \mathcal{T}\), and the set \(\{(p_i, q_i) : s_i(p_i, q_i, t) \leq 0\}\) is compact. Information about the capabilities of controllable devices can be encoded in these time-dependent constraints.

The voltages and currents also need to be bounded for operational reasons. We assume that they are given by

\[
v_i(t) \leq \bar{v}_i, \quad i \in \mathcal{N}^+,
\]

\[
\ell_{ik}(t) \leq \bar{\ell}_{ik}, \quad (i, k) \in \mathcal{E}.
\]
For each bus $i$, we assume that a cost $c_i(p_i, q_i, t)$ will be incurred when complex power $p_i + jq_i$ is injected by the controllable devices at bus $i$ into the network at time $t$. The cost functions can be potentially time dependent. We also assume that they are all convex functions of $(p_i, q_i)$ and are twice continuously differentiable for each fixed $t$, and that the Hessian of $c_i$ with respect to $(p_i, q_i)$ is continuous over $(p_i, q_i, t) \in \mathbb{R}^2 \times [0, T]$.

The time-varying optimal power flow problem we shall consider is then formulated as

$$\min_{p, q, v, \theta, \ell} \sum_{i \in N^+} c_i(p_i, q_i, t)$$

s.t.  
$$G(p - p^L(t), q - q^L(t), v, \theta, \ell) = 0,$$

$$s_i(p_i, q_i, t) \leq 0, \quad i \in N^+$$

$$v_i \leq v_i \leq \bar{v}_i, \quad i \in N^+$$

$$\ell_{ik} \leq \bar{\ell}_{ik}, \quad (i, k) \in E.$$  (4.3)

The goal is to find a sufficiently good sub-optimal solution $\hat{p}_\tau \in \mathbb{R}^{N^+}, \hat{q}_\tau \in \mathbb{R}^{N^+}, \hat{\nu}_\tau \in \mathbb{R}^{N^+}, \hat{\theta}_\tau \in \mathbb{R}^N$ and $\hat{\ell}_\tau \in \mathbb{R}^E$ to (4.3) for each $t = \tau \Delta$. We see that (4.3) is within the general framework of time-varying optimization\(^2\). When a time-varying optimization algorithm is tailored and applied to (4.3), we call the resulting algorithm a real-time optimal power flow algorithm.

As usual, we let $(p^*(t), q^*(t), v^*(t), \theta^*(t), \ell^*(t))$ denote a trajectory of local optimal solutions to (4.3).

**Power System as an Implicit Map**

While we can directly apply the regularized proximal primal-dual method or the approximate Newton method to (4.3), we note that the power flow equations (4.2) will in general not be satisfied by the resulting solution $(\hat{p}_\tau, \hat{q}_\tau, \hat{\nu}_\tau, \hat{\theta}_\tau, \hat{\ell}_\tau)$. Moreover, we observe that, given a subvector of $(p(t), q(t), v(t), \theta(t), \ell(t))$ with appropriate dimension and value, the remaining entries can be determined implicitly by the power flow equations (4.2). This observation suggests that we can partition $(p(t), q(t), v(t), \theta(t), \ell(t))$ into two subvectors, which we denote by $x(t)$ and $y(t)$, so that there is an implicit function derived from the power flow equations [in some

\(^2\) Strictly speaking, the formulation (4.3) assumes that the behavior of the power network can be described by the steady-state power flow equations for all $t$, which is an approximation considering that the power network has its own dynamics that needs to be described by differential equations. How to incorporate the dynamics will be left for future work.
neighborhood of \((p^\ast(t), q^\ast(t), v^\ast(t), \theta^\ast(t), \ell^\ast(t))\) that maps \(x(t)\) to \(y(t)\). We refer to \(x(t)\) as the input variable, and \(y(t)\) as the state variable.

Specifically, we construct two operators

\[
P_x : \mathbb{R}^{N^+} \times \mathbb{R}^{N^+} \times \mathbb{R}^{N^+} \times \mathbb{R}^N \times \mathbb{R}^E \to \mathbb{R}^{d_x},
\]

\[
P_y : \mathbb{R}^{N^+} \times \mathbb{R}^{N^+} \times \mathbb{R}^{N^+} \times \mathbb{R}^N \times \mathbb{R}^E \to \mathbb{R}^{d_y},
\]

where \(d_x, d_y \in \mathbb{N}\) and \(d_x + d_y = 4n + 3 + |E|\), such that \((P_x, P_y)\) permutes the entries of the vectors in \(\mathbb{R}^{N^+} \times \mathbb{R}^{N^+} \times \mathbb{R}^{N^+} \times \mathbb{R}^N \times \mathbb{R}^E\) to form a new vector in \(\mathbb{R}^{4n+3+|E|}\).

The partition of \((p(t), q(t), v(t), \theta(t), \ell(t))\) into \(x(t)\) and \(y(t)\) can then be represented by

\[
x(t) = P_x(p(t), q(t), v(t), \theta(t), \ell(t)), \quad y(t) = P_y(p(t), q(t), v(t), \theta(t), \ell(t)).
\]

We assume that this partition does not depend on \(t\). Denote

\[
x^L(t) := P_x(p^L(t), q^L(t), 0, 0, 0),
\]

\[
y^L(t) := P_y(p^L(t), q^L(t), 0, 0, 0),
\]

and

\[
x^*(t) := P_x(p^*(t), q^*(t), v^*(t), \theta^*(t), \ell^*(t)),
\]

\[
y^*(t) := P_y(p^*(t), q^*(t), v^*(t), \theta^*(t), \ell^*(t)).
\]

The power flow equations (4.2) can then be rewritten in the form

\[
\mathcal{G}^P(x(t) - x^L(t), y(t) - y^L(t)) = 0.
\]

By [53, Proposition 1], the \(2(n + 1) + |E|\) equations in (4.4) are independent generically. Then the requirement that an implicit function can be derived that maps \(x(t)\) to \(y(t)\) in some neighborhood of \((x^*(t), y^*(t))\) suggests that \(d_x = 2n + 1\) and \(d_y = 2(n + 1) + |E|\).

**Proposition 4.1.** Suppose \(x^*(t), y^*(t), x^L(t)\) and \(y^L(t)\) are all continuous functions over \(t \in [0, T]\). Let \(\mathcal{U} \subset \mathbb{R}^{2n+1}\) be open and simply connected such that \(x^*(t) - x^L(t) \in \mathcal{U}\) for all \(t \in [0, T]\), and let \(\mathcal{V} \subset \mathbb{R}^{(n+1)+|E|}\) be open such that \(y^*(t) - y^L(t) \in \mathcal{V}\) for all \(t \in [0, T]\). Let \(C \subseteq \mathcal{U} \times \mathcal{V}\) denote the path-connected component of

\[
\{(x, y) \in \mathcal{U} \times \mathcal{V} : \mathcal{G}^P(x, y) = 0\}
\]

such that \((x^*(t) - x^L(t), y^*(t) - y^L(t)) \in C\) for all \(t \in [0, T]\). Suppose the following assumptions hold:
1. For every \( x \in \mathcal{U} \), there exists \( y \in \mathcal{V} \) such that \((x, y) \in C\) and the Jacobian \( J_{G^p, y}(x, y) \) is nonsingular.

2. For any \((x_0, y_0) \in C\) and \( x_1 \in \mathcal{U}\), there exists a continuous path \( \gamma : [0, 1] \to C \) such that \( \gamma(0) = (x_0, y_0) \) and \( \pi_x \circ \gamma(t) = (1 - t)x_0 + tx_1 \) for any \( t \in [0, 1] \), where \( \pi_x : C \to \mathcal{U} \) denotes the canonical projection that maps \((x, y) \in C\) to \( x \in \mathcal{U}\).

Then there exists a unique smooth map \( \tilde{F} : \mathcal{U} \to \mathcal{V} \) such that for each \( t \in [0, T] \),
\[
x^*(t) - x^L(t) \in \mathcal{U}, \quad y^*(t) - y^L(t) = \tilde{F}(x^*(t) - x^L(t)),
\]
and
\[
(x, \tilde{F}(x)) \in C, \quad \forall x \in \mathcal{U}.
\]

Proof. Let \((x_0, y_0) \in C\) be arbitrary. By the implicit function theorem, there exist an open neighborhood \( U_0 \in \mathcal{U} \) of \( x_0 \), an open neighborhood \( V_0 \in \mathcal{V} \) of \( y_0 \), and a diffeomorphism \( f_0 : U_0 \to V_0 \) such that
\[
\{ (x, f_0(x)) : x \in U_0 \} = C \cap (U_0 \times V_0).
\]
This implies that \( \pi_x : C \to \mathcal{U} \) is a local diffeomorphism. Then by the assumptions and [76, Theorem 1.1], \( \pi_x : C \to \mathcal{U} \) is a covering map. Finally, since \( C \) is path-connected and \( \mathcal{U} \) is simply connected, by [70, Theorem 54.4], we conclude that \( \pi_x : C \to \mathcal{U} \) is a homeomorphism. Let \( \tilde{F} : \mathcal{U} \to \mathcal{V} \) be defined by \( \tilde{F} := \pi_y \pi_x^{-1} \), where \( \pi_y : C \to \mathcal{V} \) denotes the canonical projection that maps \((x, y) \in C\) to \( y \in \mathcal{V}\).

It can be verified that \( \tilde{F} \) satisfies the properties stated in the proposition. The smoothness of \( \tilde{F} \) is guaranteed by the smoothness of \( G^p \).

Proposition 4.1 is a version of the global implicit function theorems [22]. From now on we assume that, for the partition \((P_x, P_y)\), there exists an open set \( \mathcal{U} \subseteq \mathbb{R}^{2n+1} \) and an implicit power flow map \( \tilde{F} : \mathcal{U} \to \mathbb{R}^{2(n+1)+|E|} \) that accords with the optimal trajectory \((x^*(t), y^*(t))\). We denote \( \mathcal{U}(t) := \mathcal{U} + x^L(t) \), and
\[
\mathcal{F}(x, t) := \tilde{F}(x - x^L(t)) + y^L(t)
\]
for any \((x, t)\) satisfying \( x \in \mathcal{U}(t)\).

By modelling the behavior of the power network through the implicit map \( \mathcal{F} \), we can reformulate the time-varying optimal power flow problem (4.3) in the form
\[
\min_{x \in \mathcal{U}(t)} c(x, \mathcal{F}(x, t), t)
\]
\[
\text{s.t.} \quad x \in \mathcal{X}(t), \quad h(x, \mathcal{F}(x, t), t) \leq 0,
\]
(4.5)
for some $c : \mathbb{R}^{2n+1} \times \mathbb{R}^{2(n+1)+|E|} \times [0, T] \to \mathbb{R}$, some set-valued map $X : [0, T] \to 2^{\mathbb{R}^{2n+1}}$ and some map $h$ that is defined over $\mathbb{R}^{2n+1} \times \mathbb{R}^{2(n+1)+|E|} \times [0, T]$. Without loss of generality, we can assume that $c(x, y, t)$ is twice continuously differentiable over $(x, y) \in \mathbb{R}^{2n+1} \times \mathbb{R}^{2(n+1)+|E|}$, $X(t)$ is convex and compact, and $h(x, y, t)$ is continuously differentiable over $(x, y) \in \mathbb{R}^{2n+1} \times \mathbb{R}^{2(n+1)+|E|}$ for each $t$. We see that explicit power flow equations are eliminated in (4.5), and we only need to optimize over $x = P_x(p, q, v, \theta, \ell)$, whose advantage will be discussed in the next subsection.

The sampled version of (4.5) will be denoted by

$$\min_{x \in U_t} c_\tau(x, F_\tau(x))$$

s.t. $x \in X_\tau$,

$$h_\tau(x, F_\tau(x)) \leq 0.$$  

Remark 4.1. Note that (4.5) is in general not equivalent to (4.3), unless the implicit function $F$ is the unique implicit function that can be derived from the power flow equations (4.4) over the feasible set of (4.3). In addition, Proposition 4.1 imposes conditions on the Jacobian $J_{G^{p, y}(x, y)}$ and consequently imposes constraints on the partition $(P_x, P_y)$ as well. In practice, the following factors should be taken into account when we design the partition $(P_x, P_y)$:

1. We have seen in Chapters 2 and 3 that the set inclusion constraint $\hat{x}_\tau \in X_\tau$ will always be satisfied, while the inequality constraints can be violated for the time-varying optimization algorithms we propose. Thus for real-world applications, we usually partition the variables in a way such that $x(t) \in X(t)$ consists of the constraints that cannot be violated physically (e.g., lower and upper limits of real power injections), while $h(x(t), F(x(t), t), t) \leq 0$ consists of the constraints that can be violated temporarily (e.g., limits on the voltage or current magnitudes).

2. It is usually favored to choose $x(t)$ to be those variables that can be directly controlled (such as power injections), and $y(t)$ to contain the conventional power network state variables (voltage magnitudes and phase angles) and the squared current magnitudes. In practice, it has been empirically observed that, given a “reasonable” set of injections, there is a unique solution to the power flow equations that satisfies the operational constraints in most situations. While counterexamples do exist [5, 59], recent works [18, 41, 42] have identified conditions under which there is a unique power flow solution within a certain domain.

3 The idea of partitioning variables into two subvectors to eliminate equality constraints has been proposed in the reduced gradient method [1] and has been used for solving optimal power flow problems [38].
As an example, in distribution networks, we usually let
\[ x(t) = (v_0(t), p_1(t), q_1(t), \ldots, p_n(t), q_n(t)), \]
\[ y(t) = (p_0(t), q_0(t), v_1(t), \theta_1(t), \ldots, v_n(t), \theta_n(t), (e_{ij}(t))(i,j) \in E) \].

In transmission networks, the situation is more complicated. Bulk generators are connected to PV buses whose real power injections and voltage magnitudes are easier to control directly, suggesting that it is reasonable to put \((p_i(t), v_i(t))\) instead of \((p_i(t), q_i(t))\) in the vector \(x(t)\) for a PV bus; however, one has to pay the price that the constraint on the reactive power injection could be violated. For the slack bus, although there are hard physical constraint on the real power injection \(p_0(t)\), we still put it in the vector \(y(t)\), as in transmission networks we usually have \(\sum_{i \in N^+} p_i(t) \approx 0\) and numerical issues are very likely to occur if we let \(x(t)\) consist of all \(p_i(t)\). We shall not discuss in detail here heuristic methods that address the issue of violation of hard physical constraints.

**Remark 4.2.** When the partition \((P_x, P_y)\) is chosen appropriately, it can be the case that the function \(h\) depends on \(x\) purely through \(F(x, t)\). In other words, the inequality constraint in (4.5) can be written as \(h(F(x, t), t) \leq 0\). We shall denote the sampled version of \(h\) by \(h_\tau(y) := h(y, \tau \Delta)\) in this case.

From now on we neglect the constraint \(x \in U(t)\) in (4.5). In well-designed power networks, under optimal operations, there should be sufficiently large margins from voltage collapse and other instabilities. When the partition \((P_x, P_y)\) is properly chosen, this means that the distance from the optimal solution to (4.3) to the set
\[
\{ (x, y) \in \mathbb{R}^{2r+1} \times \mathbb{R}^{2(n+1)+|E|} : G_p^r(x - x^L(t), y - y^L(t)) = 0, \\
J_{G_p, y}^r(x - x^L(t), y - y^L(t)) \text{ is singular} \}
\]
should be sufficiently large, and the boundary of \(U(t)\) can be pushed sufficiently far from \(x^*(t)\) for each \(t\). It is then usually safe to neglect the constraint \(x \in U(t)\) as long as the tracking error is sufficiently small without considering this constraint.

**Incorporating Feedback Measurements**

In the previous subsection, we provide a mathematical theory on the implicit power flow map, which is employed as a model for the power system. In this subsection, we discuss why we employ the implicit power flow map from an engineering perspective.

Figure 4.1 shows the diagram of the control of a time-varying system. Here the system’s state variable \(y(t)\) is determined by the input variable \(x(t)\) through the time-varying relation \(y(t) = F(x(t), t)\). The time-varying components can be introduced
Figure 4.1: Diagram of the control of a time-varying system. The system’s input-state relation is given by $\mathcal{F}$, which is influenced by some time-varying components.

by some exogenous sources that interact with the system but are hard to predict. Sensors are installed that measure the state of the system and collect relevant data of time-varying components in real-time. The controller uses feedback measurement provided by sensors to determine a setpoint $\hat{x}_\tau$ for the system at each sampled time instant $\tau$. We can readily recognize that Figure 4.1 provides a paradigm of real-time control of future power networks, where distributed controllable devices are jointly operated to handle fast-timescale fluctuations and uncertainties introduced by renewable generation, with the help of real-time measurements provided by advanced measurement equipment.

The modelling of power systems as an input-state map allows us to better incorporate the real-time measurement data. Mathematically, the computation of the implicit power flow map $\mathcal{F}$ requires solving the power flow equations. On the other hand, when real-time measurement data are available, the power network itself can then be used as a solver for the power flow equations.

To illustrate the basic idea, let us consider an ideal case where accurate measurement data can be obtained without delays and the dynamics of the power network can be safely ignored. Then when we want to get the value of $\mathcal{F}(x, t)$ for some $x$, we can apply $x$ to the power network, and then use the sensors to measure the state $y$.

The use of real-time feedback measurements is a central idea in the real-time optimal power flow algorithms, and leads to the following benefits:
1. The power flow equations are a central constraint in the optimal power flow problem, and most optimization algorithms either explicitly or implicitly solve the power flow equations. The use of feedback measurement data potentially helps reduce the computation burden caused by solving the power flow equations and increase efficiency, which is crucial in the time-varying setting.

2. In practice, it is usually difficult to obtain accurate parameters (the admittance matrix, very detailed topology, etc.) of the power network. Utilizing feedback measurement data can potentially increase the robustness of the controller against model mismatch.

3. Real-time feedback measurements help us closely keep track of the time-varying components that are hard to predict.

Now, let us assume that we want to modify certain time-varying optimization algorithms, whose iteration is given by

\[ \hat{z}_{\tau} = T(\hat{z}_{\tau-1}; D_{\tau}), \]
\[ \hat{x}_{\tau} = \Pi \hat{z}_{\tau}, \] (4.6)

1. Measure the input variable, the state variable as well as relevant time-varying components at time \( t = \tau \Delta \). Let \( \hat{x}_{\tau} \) denote the newly measured input variable, \( \hat{y}_{\tau} \) denote the newly measured state variable, and \( D_{\tau} \) denote the newly collected problem data.

2. Construct \( \tilde{z}_{\tau} \) by replacing the entries of \( \hat{z}_{\tau-1} \) associated with the canonical projection map \( \Pi \) such that \( \Pi \tilde{z}_{\tau} = \hat{x}_{\tau} \), and keeping other entries unchanged. Compute

\[ \tilde{z}_{\tau} = \tilde{T}(\tilde{z}_{\tau}; \hat{y}_{\tau}, D_{\tau}), \]
\[ \tilde{x}_{\tau} = \Pi \tilde{z}_{\tau}. \] (4.6)

3. Apply \( \tilde{x}_{\tau} \) to the system.

We first note that, in order for the real-time optimal power flow algorithm to work smoothly, the time spent on the measurement and computation procedure should be less than \( \Delta \). Secondly, we use a modified version of the operator \( T \), denoted by \( \tilde{T} \), so that computation of the implicit power flow map \( T_{\tau} \) is replaced by using the
measurement data $\tilde{y}_\tau$. Thirdly, notice that we use $\tilde{z}_\tau$ as the starting point for the iteration (4.6), to make sure that the algorithm uses data that are in accordance with the implicit power flow map $\mathcal{F}_\tau$. The quantity $\tilde{x}_\tau$ can be different from $\hat{x}_{\tau-1}$ because of the following reasons:

1. For a controllable device, there might be some discrepancy between the control command it receives and its actual power injection. The cause of this discrepancy could be, for example, that the settling time of the device is larger than the interval between real-time updates, or that $\mathcal{X}(t)$ is only an approximation of the actual operating region. See [13] for some related discussions.

2. Since the feasible set of input variable $x(t)$ is time-varying, the setpoint $\hat{x}_{\tau-1}$, which satisfies the constraints specified by $\mathcal{X}_{\tau-1}$, may not lie in the feasible set specified by $\mathcal{X}_{\tau}$. During the period $((\tau - 1)\Delta, \tau\Delta)$, the controllable devices may need to adjust their setpoints so that the hard physical constraints will not be violated.

3. The measurement error is not negligible.

The details of how the controllable devices implement the received control commands and how they adjust their setpoints due to changes in physical conditions are out of the scope of this paper. Here we employ the following assumption:

**Assumption 4.1.** For any $\tau$, the difference between the setpoint $\hat{x}_{\tau-1}$ applied at the end of the last iteration and the measured input variable $\tilde{x}_\tau$ at the beginning of the current iteration is bounded by

\[-(e_x + \varsigma \nu) \leq \hat{x}_{\tau-1} - \tilde{x}_\tau \leq e_x + \varsigma \nu, \tag{4.7}\]

where $\Delta$ is the sampling interval, $e_x \in \mathbb{R}^{d_x}_+$ is a constant vector, $\varsigma > 0$ is a constant scalar, and each entry of $\nu \in \mathbb{R}^{d_x}_+$ is defined by

$$v_i = \sup_{\tau} \sup_{x \in \mathcal{X}_\tau} |x_i - (\mathcal{P}_{X_{\tau-1}}(x))_i|, \quad i = 1, \ldots, d_x.$$ 

Basically, (4.7) says that the difference $\hat{x}_{\tau-1} - \tilde{x}_\tau$ is bounded by two terms. The vector $e_x$ gives an upper bound on the discrepancies between the received control commands and the measured value of setpoints that are independent of the change in $\mathcal{X}_{\tau}$. The vector $\nu$ characterizes the maximum rate of change of the feasible region $\mathcal{X}_{\tau}$, and $\varsigma \nu$ gives an upper bound on how much the controllable devices adjust their setpoints due to changes in $\mathcal{X}_{\tau}$. 
Finally, we note that the framework given above assumes that the input variable, the state variable and relate problem data can all be measured or collected in real-time. The measurement and collection of these data may require real-time power system state estimation, which we shall not expand as it is out of the scope of this thesis.

In the next two sections we present two real-time optimal power flow algorithms, one based on the regularized proximal primal-dual gradient algorithm, and the other based on the approximate Newton method with the penalty approach.

### 4.2 A First-Order Real-Time Optimal Power Flow Algorithm

In this section, we introduce a first-order real-time optimal power flow algorithm.

The algorithm is based on the regularized proximal primal-dual gradient algorithm discussed in Chapter 2, and is designed for operation of a distribution feeder in which the power injections at some of the buses are controllable. A similar real-time optimal power flow algorithm has first been proposed in [35] and generalized in [14, 36], where regularization on the primal variable has also been introduced.

We choose the partition \((P_x, P_y)\) as

\[
x(t) = (v_0(t), p_1(t), q_1(t), \ldots, p_n(t), q_n(t)),
\]

\[
y(t) = (p_0(t), q_0(t), v_1(t), \theta_1(t), \ldots, v_n(t), \theta_n(t), (\ell_{ij}(t))_{(i,j) \in E}).
\]

The slack bus of the distribution network is placed at the substation, which connects the distribution feeder to the transmission network. For simplicity we assume that \(v_0(t)\) is fixed at 1 p.u. We assume that for each time \(t\), the constraint on the power injection of the controllable devices connected to bus \(i \in \mathcal{N}\) is given by \((p_i(t), q_i(t)) \in X_i(t)\), where \(X_i(t) \subset \mathbb{R}^2\) is convex and compact and sufficiently simple so that the projection onto \(X_i(t)\) can be easily computed. The set \(X(t)\) is then given by

\[
X(t) = \{1\} \times \prod_{i=1}^n X_i(t).
\]  

The constraint on \((p_0(t), q_0(t))\) is given by a time-varying box constraint

\[
\underline{p}_0(t) \leq p_0(t) \leq \bar{p}_0(t),
\]

\[
\underline{q}_0(t) \leq q_0(t) \leq \bar{q}_0(t),
\]

where \(\underline{p}_0(t), \bar{p}_0(t), \underline{q}_0(t)\) and \(\bar{q}_0(t)\) are known at time \(t\). We assume that there is no explicit cost associated with the power injection at the slack bus, i.e., \(c_0 = 0\).
The constraints on voltage magnitudes and squared current magnitudes are still given by

\[ v_i \leq v_i(t) \leq \bar{v}_i, \quad i \in \mathcal{N}, \]  
\[ \ell_{ik}(t) \leq \bar{\ell}_{ik}, \quad (i, k) \in \mathcal{E}. \]  
(4.9b)  
(4.9c)

By employing the implicit power flow map, the constraints on the state variable \( y(t) \) \( (4.9) \) can then be written in the form

\[ h(F(x(t), t), t) \leq 0. \]  
(4.10)

The dimension (number of entries) of \( h \) will be denoted by \( m \). Note that \( h \) depends on \( x \) purely through \( F(x, t) \) because of the choice of the partition \( (P_x, P_y) \). Moreover, the Jacobian \( J_{h,y}(y, t) \) is a constant matrix over \((y, t) \in \mathbb{R}^{dy} \times [0, T] \). We denote \( H := J_{h,y}(y, t) \).

We notice that when the regularized proximal primal-dual gradient algorithm is applied to our problem, it’s natural to incorporate measured value of the state variable, which we denote by \( \hat{y}_\tau \), in the dual update step \( (2.10b) \) as

\[ \hat{\lambda}_\tau = \mathcal{P}_{\mathbb{R}_+^m} \left[ \hat{\lambda}_{\tau-1} + \eta \alpha \left( h_\tau(\hat{y}_\tau) - \epsilon (\hat{\lambda}_{\tau-1} - \lambda_{\text{prior}}) \right) \right]. \]

On the other hand, in the primal step \( (2.10a) \), we need to compute the Jacobian of \( h_\tau(F_\tau(\hat{x}_\tau)) \), which is equal to \( H J_{F_\tau}(\hat{x}_\tau) \). The computation of the Jacobian \( J_{F_\tau}(\hat{x}_\tau) = J_{\bar{F}}(\hat{x}_\tau - x^L(\tau \Delta)) \) can be a daunting task, as the implicit function theorem gives

\[ J_{\bar{F}}(x) = -\left[ J_{G_{\bar{F}}}(x, \bar{F}(x)) \right]^{-1} J_{G_{\bar{F}}}(x, \bar{F}(x)), \]

which involves the inversion of a large matrix \( J_{G_{\bar{F}}}(x, \bar{F}(x)) \). Existing literature has proposed different methods for reducing the computational complexity. Reference [33] employed rectangular representations of the power flow equations and reported improvement in efficiency over traditional methods; [18, 24, 35, 47] employed particular approximations or linearizations that can be computed offline; [47] also proposed an iterative approach that converges fast empirically by exploiting the radial topology of distribution networks; [90] utilized the observation that there will only be a small number of buses or lines whose voltages or currents violate their constraints in practical situations. We shall introduce the method in [90] in the next section. For now, we make the following assumption that there exists a method to produce an approximate Jacobian efficiently for each iteration:
1. At time $\hat{t}$, compute the primal-dual gradient algorithm (2.10) is then given as follows:

The first-order real-time optimal power flow algorithm based on the regular proximal primal-dual gradient algorithm (2.10) is then given as follows:

**Assumption 4.2.** Let $\tau$ be arbitrary. Let $\tilde{F}$ be the implicit map derived in Proposition 4.1. Define

$$O(\delta) = \bigcup_{t \in [0,T]} \left( \delta B_{d_x} + \left(x^*(t) - x^l(t)\right) \right).$$

Then there exist some sufficiently large $\bar{\delta} > 0$, a map $J : O(\delta) \times \mathbb{R}^{d_y} \times \mathbb{R}^m_+ \to \mathbb{R}^{d_y \times d_y}$ and a function $e_J : \mathbb{R}_{++} \to \mathbb{R}_+$ such that we have

$$\left\| J^T H \left( J(x, \tilde{F}(x), \lambda) - J_{\tilde{f}}(x) \right) \right\| \leq e_J(\delta) \| \lambda \| \quad (4.11)$$

for any $x \in O(\delta)$, any $\lambda \in \mathbb{R}^m_+$ and any $\delta \in (0, \bar{\delta})$.

Moreover, $J(x, y, \lambda)$ is continuous over $(x, y)$ for each $\lambda$, and the map $J$ is computationally inexpensive so that each iteration of (4.12) can be completed within the interval $(\tau \Delta, (\tau + 1)\Delta)$.

The first-order real-time optimal power flow algorithm based on the regular proximal primal-dual gradient algorithm (2.10) is then given as follows:

Initialize $\alpha, \eta, \epsilon, \lambda_{\text{prior}}, \hat{\lambda}_0$.

For each $\tau = 1, 2, \ldots, [T/\Delta],$

1. At time $t = \tau \Delta$, measure the input and the state variables as well as the loads $p^l(\tau \Delta)$, $q^l(\tau \Delta)$, and collect data on the cost functions $c_i(\cdot, \tau \Delta)$, the sets $X_i(\tau \Delta)$ and $p_0(\tau \Delta)$, $\bar{p}_0(\tau \Delta)$, $q_0(\tau \Delta)$, $\bar{q}_0(\tau \Delta)$.

Let $\tilde{p}_\tau \in \mathbb{R}^{N^+}$ and $\tilde{q}_\tau \in \mathbb{R}^{N^+}$ denote the newly measured real and reactive power injections, and let $\tilde{v}_\tau \in \mathbb{R}^N$, $\tilde{\theta}_\tau \in \mathbb{R}^N$, $\tilde{\ell}_\tau \in \mathbb{R}^N$ denote the newly measured voltage magnitudes, phase angles and squared current magnitudes, respectively. Let

$$\tilde{x}_\tau = (1, \tilde{p}_{\tau,1}, \tilde{q}_{\tau,1}, \ldots, \tilde{p}_{\tau,n}, \tilde{q}_{\tau,n}),$$

$$\tilde{y}_\tau = (\tilde{p}_{\tau,0}, \tilde{q}_{\tau,0}, \tilde{v}_{\tau,1}, \tilde{\theta}_{\tau,1}, \ldots, \tilde{v}_{\tau,n}, \tilde{\theta}_{\tau,n}, (\tilde{\ell}_{\tau,ij})_{(i,j) \in E}).$$

2. Compute $\hat{\tilde{p}}_{\tau}$ and $\hat{\tilde{q}}_{\tau}$ by

$$\begin{bmatrix} \hat{\tilde{p}}_{\tau,i} \\ \hat{\tilde{q}}_{\tau,i} \end{bmatrix} = \mathcal{P}_{X_i} \begin{bmatrix} \tilde{p}_{\tau,i} \\ \tilde{q}_{\tau,i} \end{bmatrix} - \alpha \left( \nabla c_i(\tilde{p}_{\tau,i}, \tilde{q}_{\tau,i}) + J_{p_i,q_i}(\tilde{x}_\tau - \tilde{x}^l_{\tau}, \tilde{y}_\tau - \tilde{y}^l_{\tau}, \hat{\lambda}_{\tau-1})^T H^T \hat{\lambda}_{\tau-1} \right), \quad i \in \mathcal{N}, \quad (4.12a)$$

$$\hat{\lambda}_\tau = \mathcal{P}_{\mathbb{R}^m} \left[ \hat{\lambda}_{\tau-1} + \eta \alpha \left( h(\tilde{y}_\tau) - \epsilon (\hat{\lambda}_{\tau-1} - \lambda_{\text{prior}}) \right) \right], \quad (4.12b)$$
where $J_{p_i, q_i}$ denotes the columns of the matrix-valued map $J$ that correspond to $(p_i, q_i)$, and $x_i^L := x_i^L(\tau \Delta)$, $y_i^L := y_i^L(\tau \Delta)$, $X_i := X_i(\tau \Delta)$, $c_i(\cdot, \cdot) := c_i(\cdot, \cdot, \tau \Delta)$.

3. For each $i \in \mathcal{N}$, set the real and reactive power injections at bus $i$ to be $\hat{p}_{\tau,i}$ and $\hat{q}_{\tau,i}$ respectively.

**Distributed implementation**  
Suppose for each bus $i$ with controllable devices, there exists a local agent that operates and measures the controllable devices connected to bus $i$. Apart from the local agents, there exists a central operator that collects the measurement data of the voltage phasors, current magnitudes and relevant uncontrollable loads across the network. There are communication links between the central operator and each of the local agents. Further, suppose that we use a constant matrix $J$ to approximate the Jacobian $\tilde{J}_F$ (the matrix $J$ can be derived, for example, from the linear DistFlow model [65]). Then the first-order real-time optimal power flow algorithm can be implemented in a distributed fashion naturally. Specifically, at time $t = \tau \Delta$, the central operator will broadcast the Lagrange multiplier $\hat{\lambda}_{\tau - 1}$, and then update the Lagrange multipliers by (4.12b) from the measured state variable $\tilde{y}_\tau$. Each local agent stores their corresponding columns of the matrix $HJ$ offline, and upon receiving $\hat{\lambda}_{\tau - 1}$, each local agent will carry out the update (4.12a) individually. This distributed implementation has been suggested in [35, 36].

**Tracking Performance**

Now we study the tracking performance of the first-order real-time optimal power flow algorithm.

We have formulated the time-varying optimal power flow problem as

$$
\min_x c(x, t) \\
s.t. \quad x \in X(t), \quad h(F(x, t), t) \leq 0,
$$

(4.13)

where $c(x, t)$ is twice continuously differentiable for each fixed $t \in [0, T]$ and $\nabla^2_x c(x, t)$ is continuous over $(x, t) \in \mathbb{R}^{2n+1} \times [0, T]$. Since $F(\cdot, t)$ and $h(\cdot, t)$ are both smooth functions for each $t \in [0, T]$, the constraint function $h(F(x, t), t)$ is twice continuously differentiable with respect to $x$ for each $t \in [0, T]$. It can also be checked that $\nabla^2_{xx} h(F(x, t), t)$ is continuous over $(x, t)$ provided that $p^L(t)$ and $q^L(t)$
are continuous functions over $t \in [0, T]$. We let

$$ h(\mathcal{F}(x, t), t) = f^c(x, t) + f^{nc}(x, t) $$

be an arbitrary decomposition of $h(\mathcal{F}(x, t), t)$ such that $f^c(\cdot, t)$ has convex component for each $t \in [0, T]$, and $\nabla^2_{xx}f^c(x, t)$ is continuous over $(x, t)$.

Similarly as in Chapter 2, we assume that for the problem (4.13) there exists a Lipschitz continuous KKT trajectory $z^*(t) = (x^*(t), \lambda^*(t))$ over $t \in [0, T]$. We then define

$$ \sigma_\eta := \sup_{t_2, t_1 \in [0, T], t_2 \neq t_1} \frac{\|z^*(t_2) - z^*(t_1)\|_\eta}{|t_2 - t_1|} = \operatorname{ess sup}_{t \in [0, T]} \left\| \frac{d}{dt} z^*(t) \right\|_\eta, $$

$$ M_d := \sup_{t \in [0, T]} \left\| \lambda^*(t) - \lambda_{\text{prior}} \right\|, \quad M_A := \sup_{t \in [0, T]} \left\| \lambda^*(t) \right\|, $$

$$ M_{nc}(\delta) := \sup_{t \in [0, T]} \sup_{u: \|u\| \leq \delta, x^*(t)+u \in X(t)} \left\| D_{xx}^2 f^{nc}(x^*(t) + u, t) \right\|, $$

$$ M_c(\delta) := \sup_{t \in [0, T]} \sup_{u: \|u\| \leq \delta, x^*(t)+u \in X(t)} \left\| D_{xx}^2 f^c(x^*(t) + u, t) \right\|, $$

$$ L_f(\delta) := \sup_{t \in [0, T]} \sup_{u: \|u\| \leq \delta, x^*(t)+u \in X(t)} \left\| H_{JF,x}(x^*(t) + u, t) \right\|, $$

$$ D(\delta, \eta) := \sqrt{\eta} L_f(\delta) + M_c(\delta) M_A, $$

and

$$ \mathcal{L}^{nc}(x, \lambda, t) := c(x, t) + \lambda^T f^{nc}(x, t), $$

$$ \overline{H}_{\mathcal{L}^{nc}}(u, t) := \int_0^1 \nabla^2_{xx} \mathcal{L}^{nc}(x^*(t) + \theta u, \lambda^*(t), t) \, d\theta, $$

$$ \overline{H}_{f^c}(u, t) := \int_0^1 (1 - \theta) \nabla^2_{xx} f^c(x^*(t) + \theta u, t) \, d\theta, $$

$$ \rho^{(P)}(\delta, \alpha, \eta, \epsilon) := \sup_{t \in [0, T]} \sup_{u: \|u\| \leq \delta, x^*(t)+u \in X(t)} \left\| \left( I - \alpha \overline{H}_{\mathcal{L}^{nc}}(u, t) \right)^2 - \alpha (1 - \eta \alpha \epsilon) \sum_{i=1}^m \lambda^*_i(t) \overline{H}_{f^c}(u, t) \right\|, $$

$$ \rho(\delta, \alpha, \eta, \epsilon) := \max \left\{ \rho^{(P)}(\delta, \alpha, \eta, \epsilon), (1 - \eta \alpha \epsilon)^2 \right\} + \alpha (1 - \eta \alpha \epsilon) \frac{\sqrt{\eta} \delta M_{nc}(\delta)}{2} $$

$$ + \alpha^2 \left( 2 \sup_{t \in [0, T]} \sup_{u: \|u\| \leq \delta, x^*(t)+u \in X(t)} \left\| \eta \epsilon I - \overline{H}_{\mathcal{L}^{nc}}(u, t) \right\| D(\delta, \eta) + D^2(\delta, \eta) \right)^{1/2}, $$

$$ \kappa(\delta, \alpha, \eta, \epsilon) := \max \left\{ 1, \frac{1 - \eta \alpha \epsilon}{\rho(\delta, \alpha, \eta, \epsilon)}, \frac{\sqrt{\eta} \alpha L_f(\delta)}{\rho(\delta, \alpha, \eta, \epsilon)} \right\}. $$
Notice that when taking the supremum over \( u \) : \( \| u \| \leq \delta \) in these definitions, we also restrict \( u \) to lie in the set \( \mathcal{X}(t) - x^*(t) \), which is different from what we have done in Chapter 2. This is because we use \( \hat{x}_r \in \mathcal{X}_r \) instead of \( \hat{x}_{r-1} \) in the iterations.

For simplicity of analysis, we assume that the measurement noise is negligible when we collect data at the beginning of each iteration.

**Lemma 4.1.** Let \( \tau \) be arbitrary, and we assume that Assumption 4.2 holds. Let \( \hat{z}_\tau = (\hat{x}_\tau, \hat{\lambda}_{\tau-1}) \), and suppose

\[
\|
\hat{z}_\tau - z^*_\tau
\| \leq \delta
\]

for some \( \delta \in (0, \bar{\delta}] \). Then if \( \hat{z}_\tau = (\hat{x}_\tau, \hat{\lambda}_\tau) \) is generated by (4.12), we have

\[
\|
\hat{z}_\tau - z^*_\tau
\| \eta \leq \rho(\delta, \alpha, \eta, \epsilon) \|
\hat{z}_\tau - z^*_\tau
\| \eta + \kappa(\delta, \alpha, \eta, \epsilon) \sqrt{\eta} \alpha \epsilon M_d + \alpha e J(\delta) \|
\hat{\lambda}_{\tau-1}
\|,
\]

(4.14)

where \( \kappa(\delta, \alpha, \eta, \epsilon) \) is upper bounded by \( \sqrt{2} \) and satisfies

\[
\lim_{\alpha \to 0^+} \kappa(\delta, \alpha, \eta, \epsilon) = 1.
\]

**Proof.** We introduce the auxiliary quantity \( \bar{z}_\tau = (\bar{x}_\tau, \bar{\lambda}_\tau) \) by

\[
\bar{x}_\tau = \mathcal{P}_{\mathcal{X}_\tau} \left[ \hat{x}_\tau - \alpha \left( \nabla c_r(\hat{x}_\tau) + J_{\hat{\mathcal{F}}} (\hat{x}_\tau - x^L_r) + H^T \hat{\lambda}_{\tau-1} \right) \right],
\]

\[
\bar{\lambda}_\tau = \mathcal{P}_{\mathcal{R}_m} \left[ \hat{\lambda}_{\tau-1} + \eta \alpha \left( h_r(\hat{x}_\tau - x^L_r) + y^L_r \right) - \epsilon (\hat{\lambda}_{\tau-1} - \lambda_{\text{prior}}) \right].
\]

It can be seen that \( \bar{x}_\tau = \hat{x}_\tau \) as we assume negligible measurement noise on \( \hat{y}_\tau \). On the other hand, by employing the same approach as in the proof of Lemma 2.3, we can show that

\[
\|
\bar{z}_\tau - z^*_\tau
\| \eta \leq \rho(\delta, \alpha, \eta, \epsilon) \|
\bar{z}_\tau - z^*_\tau
\| \eta + \kappa(\delta, \alpha, \eta, \epsilon) \sqrt{\eta} \alpha \epsilon M_d,
\]

with \( \kappa(\delta, \alpha, \eta, \epsilon) \) satisfying the desired properties. Now we bound the difference between \( \bar{z}_\tau \) and \( \hat{z}_\tau \). We have

\[
\|
\hat{z}_\tau - \bar{z}_\tau
\| \eta = \|
\hat{x}_\tau - \bar{x}_\tau
\| \leq \alpha \|
\hat{\lambda}_{\tau-1} \left( H J_{\hat{\mathcal{F}}} (\hat{x}_\tau - x^L_r) - H J (\bar{x}_\tau - x^L_r, \bar{y}_r - y^L_r, \bar{\lambda}_{\tau-1}) \right) \|
\]

\[
\leq \alpha e J(\delta) \|
\hat{\lambda}_{\tau-1}
\|,
\]

where we used

\[
\|
\hat{x}_\tau - x^L_r - (x^*_\tau - x^L_r)
\| = \|
\hat{x}_\tau - x^*_\tau
\| \leq \|
\hat{z}_\tau - z^*_\tau
\| \eta \leq \delta
\]

to employ the bound (4.11) in Assumption 4.2. The desired inequality then follows from the triangle inequality.

\( \Box \)
The following theorem then characterizes the tracking performance of the first-order real-time optimal power flow algorithm.

**Theorem 4.1.** Let \((\hat{z}_\tau)\) denote the sequence generated by the first-order real-time optimal power flow algorithm (4.12), and suppose Assumptions 4.1 and 4.2 hold. Define

\[
\begin{align*}
\delta_1 &= \sigma_\eta \Delta + \zeta \|v\| + \|e_x\|, \\
\delta_2 &= \kappa(\delta, \alpha, \eta, \epsilon) \alpha \sqrt{\eta} e M_d + \alpha e J(\delta) M_\lambda, \\
\tilde{\rho}(\delta, \alpha, \eta, \epsilon) &= \rho(\delta, \alpha, \eta, \epsilon) + \alpha \sqrt{\eta} e J(\delta).
\end{align*}
\]

Further, suppose there exist parameters \(\delta \in (0, \bar{\delta}], \alpha > 0, \eta > 0 \) and \(\epsilon > 0\) such that

\[
(1 - \tilde{\rho}(\delta, \alpha, \eta, \epsilon)) \delta \geq \delta_1 + \delta_2. \tag{4.15a}
\]

If initially we have

\[
\|\hat{z}_1 - z_1^*\|_\eta \leq \rho \|\tilde{z}_1 - z_1^*\|_\eta + \kappa \sqrt{\eta} \alpha e M_d + \alpha e J(\delta) \|\hat{\lambda}_1\|.
\] \tag{4.15b}

then

\[
\|\hat{z}_\tau - z_\tau^*\|_\eta \leq \frac{\rho(\delta, \alpha, \eta, \epsilon) \delta_1 + \delta_2}{1 - \tilde{\rho}(\delta, \alpha, \eta, \epsilon)} + \tilde{\rho}(\delta, \alpha, \eta, \epsilon) \left(\|\hat{z}_1 - z_1^*\|_\eta - \frac{\rho(\delta, \alpha, \eta, \epsilon) \delta_1 / \tilde{\rho}(\delta, \alpha, \eta, \epsilon) + \delta_2}{1 - \tilde{\rho}(\delta, \alpha, \eta, \epsilon)}\right) \tag{4.16}
\]

for all \(\tau\).

**Proof.** For notational simplicity, we just use \(\rho\) to denote \(\rho(\delta, \alpha, \eta, \epsilon)\), use \(\tilde{\rho}\) to denote \(\tilde{\rho}(\delta, \alpha, \eta, \epsilon)\), and use \(\kappa\) to denote \(\kappa(\delta, \alpha, \eta, \epsilon)\).

The proof is by induction. By the condition (4.15b), we can apply Lemma 4.1 to get

\[
\|\hat{z}_1 - z_1^*\|_\eta \leq \rho \|\tilde{z}_1 - z_1^*\|_\eta + \kappa \sqrt{\eta} \alpha e M_d + \alpha e J(\delta) \|\hat{\lambda}_1\|.
\]

We notice that

\[
\|\hat{\lambda}_0\| \leq \|\tilde{\lambda}_0 - \lambda_1^*\| + \|\lambda_1^*\| \leq \sqrt{\eta} \|\tilde{z}_1 - z_1^*\|_\eta + M_\lambda.
\]

Therefore

\[
\|\hat{z}_1 - z_1^*\|_\eta \leq \rho \|\tilde{z}_1 - z_1^*\|_\eta + \kappa \sqrt{\eta} \alpha e M_d + \alpha e J(\delta) \left(\sqrt{\eta} \|\tilde{z}_1 - z_1^*\|_\eta + M_\lambda\right)
\]

\[
= \tilde{\rho} \|\tilde{z}_1 - z_1^*\|_\eta + \delta_2.
\]
which indicates that (4.16) holds for \( \tau = 1 \). Now suppose that for some \( \tau \) the inequality (4.16) holds. Then we have

\[
\|\dot{z}_{\tau+1} - z_{\tau+1}^*\|_\eta \leq \|\dot{z}_{\tau+1} - \dot{z}_\tau\|_\eta + \|\dot{z}_\tau - z_\tau^*\|_\eta + \|z_\tau^* - z_{\tau+1}^*\|_\eta
\]

\[
\leq \|e_x + \varsigma v\| + \frac{\rho \delta_1 + \delta_2}{1 - \tilde{\rho}} + \tilde{\rho}^\tau \left(\|\dot{z}_1 - z_1^*\|_\eta - \frac{\rho \delta_1 / \tilde{\rho} + \delta_2}{1 - \tilde{\rho}}\right) + \sigma_\eta \Delta
\]

\[
\leq \delta_1 + \frac{\rho \delta_1 + \delta_2}{1 - \tilde{\rho}} + \tilde{\rho}^\tau \left(\|\dot{z}_1 - z_1^*\|_\eta - \frac{\rho \delta_1 / \tilde{\rho} + \delta_2}{1 - \tilde{\rho}}\right)
\]

\[
\leq \delta_1 + \frac{\rho \delta_1 + \delta_2}{1 - \tilde{\rho}} + \tilde{\rho}^\tau \left(\delta - \frac{\rho \delta_1 / \tilde{\rho} + \delta_2}{1 - \tilde{\rho}}\right),
\]

where we used the assumption (4.7) and the condition (4.15b). The condition (4.15a) implies \( \rho < 1 \) and \( \delta > (\delta_1 + \delta_2)/(1 - \tilde{\rho}) \), and together with the definition of \( \tilde{\rho} \), we can further get \( \delta > (\rho \delta_1 / \tilde{\rho} + \delta_2)/(1 - \tilde{\rho}) \). Therefore

\[
\|\dot{z}_{\tau+1} - z_{\tau+1}^*\|_\eta \leq \delta_1 + \frac{\rho \delta_1 + \delta_2}{1 - \tilde{\rho}} + \tilde{\rho}^\tau \left(\delta - \frac{\rho \delta_1 / \tilde{\rho} + \delta_2}{1 - \tilde{\rho}}\right)
\]

\[
= \delta_1 + \delta_2 + \hat{\rho} \delta \leq \delta,
\]

where the last step follows from (4.15a). We also have

\[
\|\dot{\lambda}_{\tau}\| \leq \|\dot{\lambda}_{\tau} - \lambda_{\tau}^*\| + \|\lambda_{\tau}^*\|
\]

\[
\leq \sqrt{\eta} \left(\frac{\rho \delta_1 + \delta_2}{1 - \rho} + \tilde{\rho}^\tau \left(\|\dot{z}_1 - z_1^*\|_\eta - \frac{\rho \delta_1 / \tilde{\rho} + \delta_2}{1 - \tilde{\rho}}\right)\right) + M_\lambda.
\]

Then by Lemma 4.1, we get

\[
\|\dot{z}_{\tau+1} - z_{\tau+1}^*\|_\eta \leq \rho \|\dot{z}_{\tau+1} - z_{\tau+1}^*\|_\eta + \kappa \sqrt{\eta} \alpha \epsilon M_d + \alpha \sqrt{\eta} \epsilon_0 M_1
\]

\[
\leq \rho \left(\delta_1 + \frac{\rho \delta_1 + \delta_2}{1 - \tilde{\rho}} + \tilde{\rho}^\tau \left(\|\dot{z}_1 - z_1^*\|_\eta - \frac{\rho \delta_1 / \tilde{\rho} + \delta_2}{1 - \tilde{\rho}}\right)\right)
\]

\[
+ \kappa \sqrt{\eta} \alpha \epsilon M_d + \alpha \sqrt{\eta} \epsilon_0 M_1
\]

\[
+ \alpha \sqrt{\eta} \epsilon_0 \left(\frac{\rho \delta_1 + \delta_2}{1 - \rho} + \tilde{\rho}^\tau \left(\|\dot{z}_1 - z_1^*\|_\eta - \frac{\rho \delta_1 / \tilde{\rho} + \delta_2}{1 - \tilde{\rho}}\right)\right)
\]

\[
\leq \rho \delta_1 + \tilde{\rho} \cdot \frac{\rho \delta_1 + \delta_2}{1 - \tilde{\rho}} + \delta_2 + \tilde{\rho}^\tau \left(\|\dot{z}_1 - z_1^*\|_\eta - \frac{\rho \delta_1 / \tilde{\rho} + \delta_2}{1 - \tilde{\rho}}\right)
\]

\[
= \frac{\rho \delta_1 + \delta_2}{1 - \tilde{\rho}} + \tilde{\rho}^\tau \left(\|\dot{z}_1 - z_1^*\|_\eta - \frac{\rho \delta_1 / \tilde{\rho} + \delta_2}{1 - \tilde{\rho}}\right).
\]

The tracking error bound (4.16) then follows by induction. \( \square \)

Compared with the bound (2.24) in Theorem 2.1, the bound (4.16) further takes into account the effect of employing an approximate Jacobian \( J(x, y, \lambda) \) of the implicit
Figure 4.2: Topology of the distribution test feeder.

<table>
<thead>
<tr>
<th>Bus no.</th>
<th>3</th>
<th>6</th>
<th>9</th>
<th>12</th>
<th>16</th>
<th>19</th>
<th>21</th>
<th>22</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normalized area</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Rated kVA</td>
<td>200</td>
<td>200</td>
<td>100</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Bus no.</td>
<td>27</td>
<td>28</td>
<td>29</td>
<td>30</td>
<td>31</td>
<td>32</td>
<td>33</td>
<td>34</td>
<td>35</td>
</tr>
<tr>
<td>Normalized area</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3.5</td>
</tr>
<tr>
<td>Rated kVA</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>200</td>
<td>350</td>
</tr>
</tbody>
</table>

Table 4.1: The locations and normalized areas of the PV panels, and the rated apparent power of their inverters.

It is interesting to see that the error in the approximate Jacobian $e_J(\delta)$ affects the tracking error bound differently from the bound on the difference $\hat{x}_{r-1} - \hat{x}_r$. We can also see that

$$\rho(\delta, \alpha, \eta, \epsilon)\delta_1 + \delta_2 \over 1 - \tilde{\rho}(\delta, \alpha, \eta, \epsilon)$$

(4.17)
gives the eventual tracking error bound.

Numerical Example

In this subsection we present a numerical example of the proposed first-order real-time optimal power flow algorithm applied to a power system test case.

The test case is based on a single-phase version of the IEEE 37 node test feeder with high penetration of photovoltaic (PV) systems. The topology of the network is shown in Figure 4.2. A total of 18 PV systems are installed, and Table 4.1 shows their locations specified by the bus numbers, normalized areas and their inverters’...
Figure 4.3: Profiles of individual loads $p_{\tau,i}^{L}, i \in \mathcal{N}$, total load $\sum_{i \in \mathcal{N}} p_{\tau,i}^{L}$ and total photovoltaic (PV) generation $\sum_{i \in \mathcal{N}_{\text{PV}}} p_{\tau,i}^{\text{PV}}$.

rated apparent power. The sampling interval $\Delta$ is 1 sec.

The objective function is given by

$$c_\tau(p, q) = \sum_{i \in \mathcal{N}_{\text{PV}}} c_p (p_i - p_{\tau,i}^{\text{PV}})^2 + c_q q_i^2,$$

where $\mathcal{N}_{\text{PV}}$ denotes the set of buses with PV systems installed, and $p_{\tau,i}^{\text{PV}}$ is the maximum real power available for the PV system at bus $i$ at time $t = \tau \Delta$. The term $c_p (p_i - p_{\tau,i}^{\text{PV}})^2$ represents the cost for curtailment of the real power generated by the PV system, and $c_q q_i^2$ represents the cost of injecting reactive power $q_i$ by the inverter at bus $i$. The cost coefficients are $c_p = 3$ and $c_q = 1$. For $i \in \mathcal{N}_{\text{PV}}$, the set $\mathcal{X}_{i,\tau}$ is given by

$$\mathcal{X}_{i,\tau} = \{(p, q) \in \mathbb{R}^2 : p^2 + q^2 \leq \overline{S}_i^2, 0 \leq p \leq p_{\tau,i}^{\text{PV}}\},$$

where $\overline{S}_i$ is the rated apparent power for the inverter at bus $i$ (see Table 4.1). For $i \in \mathcal{N}_{\text{PV}}$ we set $\mathcal{X}_{i,\tau} = \{(0, 0)\}$. We require the voltage magnitudes at each bus to be within $[0.95, 1.05]$ p.u., i.e., $\overline{v}_i = 1.05$ and $\underline{v}_i = 0.95$ for each $i \in \mathcal{N}$; they constitute the state variable constraint $h_\tau(\mathcal{F}(x)) \leq 0$.

The load profiles $p_{\tau}^{L}$ are based on real load data measured from feeders in Anatolia, CA during the week of August 2012, and we assume that $q_{\tau}^{L} = \frac{1}{2} p_{\tau}^{L}$, i.e., a fixed
constant power factor of $2/\sqrt{5}$ for each uncontrollable load. The generation profiles of PV systems $(p_{PV,i}^{\tau})_{i \in N_{PV}}$ are simulated based on real solar irradiance data scaled by the normalized areas [10]. The time period is from 09:00 to 15:00. The load and generation profiles are shown in Figure 4.3.

We employ the following constant matrix to approximate the Jacobian

$$J(x, y, \lambda) = J_{\tilde{F}}(0) = - [J_{F,r,y}(0, \tilde{F}(0))]^{-1} J_{F,r,x}(0, \tilde{F}(0)),$$

i.e., the Jacobian of $\tilde{F}$ when there is no net power injection at each non-slack bus. The parameters of the algorithm are $\epsilon = 10^{-5}$, $\alpha = 0.04$, $\eta = 0.75/\epsilon$ and $\lambda_{prior} = 0$. In order to evaluate the tracking performance, an optimal KKT trajectory $z_r^*$ is computed by the conventional projected primal-dual gradient algorithm in the batch scheme starting from the initial point $(\hat{x}_r, \hat{\lambda})$ for each $r$. 

![Figure 4.4: Illustrations of $\|\tilde{z}_r - z_r^*\|_\eta$, $\|z_r^* - z_{r-1}^*\|_\eta$ and $\alpha \|\lambda_r^*\|$.

\begin{align*}
\|\tilde{z}_r - z_r^*\|_\eta, \|z_r^* - z_{r-1}^*\|_\eta, \alpha \|\lambda_r^*\|
\end{align*}
Figure 4.4 shows the resulting tracking error \( \| \hat{\mathbf{z}}_\tau - z^*_\tau \|_\eta \), together with \( \| z^*_\tau - z^*_{\tau-1} \|_\eta \) and \( \alpha \| \lambda^*_\tau \| \). It can be seen that apart from some spikes, the tracking error is bounded below 0.2 for all \( \tau \). We also have the following statistics:

\[
\frac{1}{K} \sum_\tau \| \hat{\mathbf{z}}_\tau - z^*_\tau \|_\eta = 3.26 \times 10^{-2}, \quad \frac{1}{K} \sum_\tau \frac{\| \hat{\mathbf{z}}_\tau - z^*_\tau \|_\eta}{\| z^*_\tau \|_\eta} = 8.87 \times 10^{-3}.
\]

As a comparison, we have \( K^{-1} \sum_\tau \| z^*_\tau - z^*_{\tau-1} \|_\eta = 8.55 \times 10^{-3} \). Moreover, the illustrations seem to suggest that \( \| \hat{\mathbf{z}}_\tau - z^*_\tau \|_\eta \) is strongly correlated with \( \| z^*_\tau - z^*_{\tau-1} \|_\eta \approx \| \frac{d}{dt} z^*(\tau \Delta) \|_\Delta \) and \( \alpha \| \lambda^*_\tau \| \) in a way similar to the eventual tracking error bound (4.17).

Figure 4.5 compares the voltage magnitudes \( \hat{v}_{\tau,i} \) corresponding to \( \hat{x}_\tau \) and the voltage magnitudes \( v^*_{\tau,i} \) corresponding to \( x^*_\tau \) for buses \( i = 1, 27 \) and 34. It can be seen that the constraint on the voltage magnitude of bus 34 is slightly violated for certain time instants. The violation is very small though, as simulation gives

\[
\frac{1}{K} \sum_{\tau,i} \left( \left[ \hat{v}_{\tau,i} - v^*_i \right]_+ + \left[ v^*_i - \hat{v}_{\tau,i} \right]_+ \right) = 3.58 \times 10^{-4},
\]

where \( [\cdot]_+ \) denotes the positive part of a real number. The violation is partly a consequence of the regularization, which drives the dual variables towards zero and leads to an underestimation of the optimal dual variables.
We emphasize that this numerical example is derived from real-world data, and the theoretical assumptions may not apply here. Nevertheless, the simulations results seem to be in accordance with the theory presented above.

4.3 A Second-Order Real-Time Optimal Power Flow Algorithm

In this section, we introduce a second-order real-time optimal power flow algorithm.

The algorithm is based on the approximate Newton method with the penalty approach discussed in Chapter 3, and is designed for operation of power networks where delays incurred by measurement, communication, etc. are significant and first-order methods do not achieve satisfactory tracking performance. The algorithm can be tailored and applied in both transmission and distribution networks.

Here for the sake of simplicity we employ the same partition as in Section 4.2,

\[ x(t) = (v_0(t), p_1(t), q_1(t), \ldots, p_n(t), q_n(t)), \]
\[ y(t) = (p_0(t), q_0(t), v_1(t), \theta_1(t), \ldots, v_n(t), \theta_n(t), (\ell_{ij}(t))_{(i,j)\in \mathcal{E}}), \]

but other partitions can also be considered depending on specific situations. This time we do not fix the voltage magnitude of the slack bus, and assume it can take values between \( v_0 \) and \( v_0 \) just like other buses. We also associate the power injection at the slack bus with a cost function given by \( c_0(p_0, q_0, t) \).

Other settings are the same as in Section 4.2. The resulting constraints are given by

\[ x(t) \in \mathcal{X}(t) = [v_0, v_0] \times \prod_{i=1}^{n} \mathcal{X}_i(t), \tag{4.18} \]

and

\[ p_0(t) \leq p_0(t) \leq \overline{p}_0(t), \quad q_0(t) \leq q_0(t) \leq \overline{q}_0(t), \tag{4.19a} \]
\[ v_i(t) \leq v_i(t) \leq \overline{v}_i, \quad i \in \mathcal{N}, \tag{4.19b} \]
\[ \ell_{ik}(t) \leq \ell_{ik}, \quad (i, k) \in \mathcal{E}. \tag{4.19c} \]

The constraints on the state variable (4.19) can still be written in the form

\[ h(\mathcal{F}(x(t), t), t) \leq 0. \]

We shall slightly abuse the notation and use \( p_0(x, t), q_0(x, t), v_1(x, t), \theta_1(x, t), \ldots, v_n(x, t), \theta_n(x, t), \) and \( \ell_{ij}(x, t), (i, j) \in \mathcal{E} \) to denote the entries of \( \mathcal{F}(x, t) \).
In the approximate Newton method with the penalty approach, we employ penalty functions to handle the constraints on the state variable. Specifically, let

\[ F_\epsilon^\tau(x) := c_0(p_0(x, \tau \Delta), q_0(x, \tau \Delta), \tau \Delta) + \sum_{i \in \mathcal{N}} c_i(p_i, q_i, \tau \Delta) + \sum_{i \in \mathcal{N}} \frac{1}{\kappa \epsilon v_i} \left( [v_i(x, \tau \Delta) - \bar{v}_i]^+ + [v_i - v_i(x, \tau \Delta)]^+ \right) + \sum_{(i,j) \in \mathcal{E}} \frac{1}{\kappa \epsilon_{l_{ij}}} \left( \left[ p_0(x, \tau \Delta) - \bar{p}_0(\tau \Delta) \right]^+ + \left[ p_0(\tau \Delta) - p_0(x, \tau \Delta) \right]^+ \right) + \frac{1}{\kappa \epsilon p_0} \left( \left[ q_0(x, \tau \Delta) - \bar{q}_0(\tau \Delta) \right]^+ + \left[ q_0(\tau \Delta) - q_0(x, \tau \Delta) \right]^+ \right), \]

where \( \kappa > 2 \), and \( \epsilon v_i, \epsilon_{l_{ij}}, \epsilon p_0, \epsilon q_0 \) are positive constants. We apply the approximate Newton method to the following penalized version of the time-varying optimal power flow problem:

\[
\min_x F_\epsilon^\tau(x) \quad \text{s.t.} \quad (p_i, q_i) \in \mathcal{X}_i(t), \quad v_0 \in [\underline{v}_0, \bar{v}_0].
\]  

(4.20)

The procedure of the second-order real-time optimal power flow algorithm is then given as follows:

For each \( \tau = 1, 2, \ldots, [T/\Delta] \),

1. At time \( t = \tau \Delta \), measure the current input and state variables as well as the loads \( p^L(\tau \Delta), q^L(\tau \Delta) \), and collect data on the cost functions \( c_i(\cdot, \cdot, \tau \Delta) \), the sets \( \mathcal{X}_i(\tau \Delta) \) and \( p_0(\tau \Delta), \bar{p}_0(\tau \Delta), q_0(\tau \Delta), \bar{q}_0(\tau \Delta) \).

Denote the newly measured input variable by \( \tilde{x}_\tau \).

2. Utilize the new measurement and problem data to compute the gradient

\[ g_\tau := \nabla F_\epsilon^\tau(\tilde{x}_\tau), \]

as well as other quantities that will be used for Hessian estimation.

3. Let \( \hat{x}_\tau \) be an approximate solution to the following problem:

\[
\min_x g_\tau^T (x - \hat{x}_\tau) + \frac{1}{2} (x - \hat{x}_\tau)^T B_\tau (x - \hat{x}_\tau) \quad \text{s.t.} \quad (p_i, q_i) \in \mathcal{X}_i(\tau \Delta), \quad i \in \mathcal{N}
\]

\[ v_0 \in [\underline{v}_0, \bar{v}_0]. \]

(4.21)
Here the matrix $B_\tau$ is a positive definite matrix which serves as an estimate of the Hessian of $\mathcal{F}^\epsilon_\tau$.

4. Change the setpoints of the devices in the network according to $\hat{x}_\tau$.

5. Update the Hessian estimate.

Just as explained in Chapter 3, we do not specify the method of producing the positive definite matrix $B_\tau$, and different implementations of this algorithm can use different methods and result in different tracking performance and efficiency. In the following, we shall first study the tracking performance of the second-order real-time optimal power flow algorithm, and then discuss specific implementation details and propose a distributed algorithm for solving the quadratic approximation (4.21).

**Tracking Performance**

In this subsection, we analyze the tracking performance of the second-order real-time optimal power flow algorithm. We pick up an arbitrary trajectory of local optimal solutions to the penalized problem (4.20), and denote it by $(x_\tau^{*p})_\tau$. We define

$$\sigma_W := \sup_\tau \|x_\tau^{*p} - x_{\tau-1}^{*p}\|_W,$$

where $W \in \mathbb{R}^{d_x \times d_x}$ is any positive definite matrix. For simplicity we assume that measurement noise is negligible when we collect data at the beginning of each iteration.

**Theorem 4.2.** Let $(\hat{x}_\tau)_\tau$ be the sequence generated by the second-order real-time optimal power flow algorithm. Let $W \in \mathbb{R}^{d_x \times d_x}$ be a positive definite matrix, and let $|W|$ denote the matrix obtained by taking the absolute values of all the entries of $W$. Assume that Assumption 4.1 holds, and for the approximate solution $\tilde{x}_\tau$, we assume that

$$\|\hat{x}_\tau - \tilde{x}_\tau\|_W \leq e_{sol}$$

for each $\tau$ for some $e_{sol} > 0$, where $\tilde{x}_\tau$ denotes the exact solution to (4.21). We also define

$$e_{x,W} := \sqrt{e_x^T|W|e_x}, \quad v_W := \sqrt{v^T|W|v},$$

and

$$\lambda_M := \sup_\tau \inf_\lambda \{\lambda \in \mathbb{R} : \lambda W \succeq B_\tau\},$$

$$\lambda_m := \inf_\tau \sup_\lambda \{\lambda \in \mathbb{R} : \lambda W \preceq B_\tau\}.$$
If for each $\tau$, we have

$$\rho := \sup_{\tau} \frac{\|B_{\tau}^{-1}(\nabla c_{\tau}(\tilde{x}_{\tau}) - \nabla c_{\tau}(x_{\tau}^{*}\rho)) - (\tilde{x}_{\tau} - x_{\tau}^{*}\rho\|_{B_{\tau}}}{\|\tilde{x}_{\tau} - x_{\tau}^{*}\rho\|_{B_{\tau}}} < \sqrt{\frac{\lambda_{m}}{\lambda_{M}}} \ (4.22)$$

then

$$\|\tilde{x}_{\tau} - x_{\tau}^{*}\rho\|_{W} \leq \frac{\rho\sqrt{\lambda_{M}/\lambda_{m}}}{1 - \rho\sqrt{\lambda_{M}/\lambda_{m}}} \left(\sigma_{W} + \zeta u_{W} + e_{x,W} + e_{\zeta u_{W} + e_{x,W} + e_{sol}}\right) + \left(\rho\sqrt{\frac{\lambda_{M}}{\lambda_{m}}}\right)^{\tau}\left(\|\tilde{x}_{1} - x_{1}^{*}\rho\|_{W} - \frac{\sigma_{W} + \zeta u_{W} + e_{x,W} + e_{sol}}{1 - \rho\sqrt{\lambda_{M}/\lambda_{m}}}\right) \ (4.23)$$

bounds the tracking error for each $\tau$.

**Proof.** We first observe that, Lemma 3.1 can be applied to get the following inequality for each $\tau$

$$\|\tilde{x}_{\tau} - x_{\tau}^{*}\rho\|_{B_{\tau}} \leq \rho\|\tilde{x}_{\tau} - x_{\tau}^{*}\rho\|_{B_{\tau}} \ (4.24)$$

Then we prove the bound (4.23) by induction. For the initial time step,

$$\|\tilde{x}_{1} - x_{1}^{*}\rho\|_{W} \leq \|\tilde{x}_{1} - \tilde{x}_{1}\|_{W} + \|\tilde{x}_{1} - x_{1}^{*}\rho\|_{W} \leq e_{sol} + \sqrt{\lambda_{m}^{-1}} \rho\|\tilde{x}_{1} - x_{1}^{*}\rho\|_{B_{1}} \leq e_{sol} + \rho\sqrt{\frac{\lambda_{M}}{\lambda_{m}}} \|\tilde{x}_{1} - x_{1}^{*}\rho\|_{W},$$

showing that (4.23) holds for $\tau = 1$.

Now suppose for some $\tau$ the tracking error bound (4.23) holds. Then

$$\|\tilde{x}_{\tau+1} - x_{\tau+1}^{*}\rho\|_{W} \leq \|\tilde{x}_{\tau+1} - \tilde{x}_{\tau+1}\|_{W} + \|\tilde{x}_{\tau+1} - x_{\tau+1}^{*}\rho\|_{W} \leq e_{sol} + \sqrt{\lambda_{m}^{-1}} \rho\|\tilde{x}_{\tau+1} - x_{\tau+1}^{*}\rho\|_{B_{\tau+1}} \leq e_{sol} + \rho\sqrt{\frac{\lambda_{M}}{\lambda_{m}}} \|\tilde{x}_{\tau+1} - x_{\tau+1}^{*}\rho\|_{W} \ (4.25)$$

where we used (4.24). Now by (4.7), we can see that

$$\|\tilde{x}_{\tau+1} - \tilde{x}_{\tau}\|_{W} \leq \sup\{\|u\|_{W} : -(e_{x} + \zeta u) \leq u \leq e_{x} + \zeta u\} = \sup\{\|u_{1} + u_{2}\|_{W} : -e_{x} \leq u_{1} \leq e_{x}, -\zeta u \leq u_{2} \leq \zeta u\} \leq \sup\{\|u_{1}\|_{W} + \|u_{2}\|_{W} : -e_{x} \leq u_{1} \leq e_{x}, -\zeta u \leq u_{2} \leq \zeta u\} = \sup\{\|u\|_{W} : -e_{x} \leq u \leq e_{x}\} + \sup\{\|u\|_{W} : -\zeta u \leq u \leq \zeta u\}.$$
We notice that
\[
\sup\{\|u\|_W : -e_x \leq u \leq e_x\} = \sup\left\{\sqrt{\sum_{i,j} u_i |W_{ij}| u_j} : -e_x \leq u \leq e_x\right\}
\leq \sup\left\{\sum_{i,j} u_i |W_{ij}| |u_j| : -e_x \leq u \leq e_x\right\} = e_x W,
\]
and similarly,
\[
\sup\{\|u\|_W : -\varsigma \upsilon \leq u \leq \varsigma \upsilon\} = \varsigma \upsilon W.
\]

Therefore
\[
\|\tilde{x}_{\tau+1} - \hat{x}_\tau\|_W \leq e_x W + \varsigma \upsilon W. \tag{4.26}
\]

Now by plugging (4.26), (4.23) into (4.25), we can show that
\[
\|\tilde{x}_{\tau+1} - \hat{x}_\tau\|_W \leq e_x W + \varsigma \upsilon W.
\]

By induction we see that (4.23) holds for all \(\tau\). \(\square\)

Remark 4.3. The tracking error bound in Theorem 4.2 is with respect to an optimal trajectory of the penalized problem (4.20). One can further obtain tracking error bounds with respect to \((x^*_\tau)\), an optimal trajectory of the original problem, if the difference \(\|x^*_\tau - x^*_{\tau,p}\|_W\) can be upper bounded. \(\blacksquare\)

Computation of the Gradient

In order to compute the gradient of \(F^\epsilon_{\tau}\), we need to find the partial derivatives of \(v_i(\cdot, \tau \Delta)\), \(\ell_{ij}(\cdot, \tau \Delta)\), \(p_0(\cdot, \tau \Delta)\), and \(q_0(\cdot, \tau \Delta)\) with respect to the entries of the input variable. As mentioned before, this leads to inverting the Jacobian of the power flow equations, and although the Jacobian is in most cases sparse, its inverse is not and the computation will in general be very time consuming as the number of buses becomes large.

On the other hand, we note that in practical situations, there will only be a small number of buses or lines whose voltages or currents violate their constraints at each time instant. Since the derivative of \([x]^t_s\) with respect to \(x\) is exactly zero when \(x \leq 0\), we only need to find \(\nabla_x v_i(\tilde{x}_\tau, \tau \Delta)\) and \(\nabla_x \ell_{ij}(\tilde{x}_\tau, \tau \Delta)\) that correspond to voltages and currents that have violated their constraints. They will involve only a
small fraction of the inverted Jacobian matrix, which could make the computation much faster.

From now on until the end of this subsection, we consider a fixed time instant $\tau$ and omit the time indices of variables temporarily. We write the power flow equation (4.1) in the form

$$p_0 = f_0^p(v_0, v_{1:n}, \theta_{1:n}), \quad q_0 = f_0^q(v_0, v_{1:n}, \theta_{1:n}),$$
$$p_i = f_i^p(v_0, v_{1:n}, \theta_{1:n}), \quad q_i = f_i^q(v_0, v_{1:n}, \theta_{1:n}), \quad i \in N,$$

where we use the subscript $1 : n$ to denote the collection of entries with indices in \{1, \ldots, n\}. The partial derivatives of the functions $f_{p_0}, f_{q_0}, f_{p_i}$ and $f_{q_i}$ are given, for example, by [12, Equations (10.40) and (10.41)], and their computation is purely arithmetic as long as the measurement data $\hat{v}_i$, $\hat{\theta}_i$, $\hat{p}_i$ and $\hat{q}_i$ are available for use.

By viewing $p_0, q_0$ and $v_i, \theta_i$, $i \in N$ as functions of $v_0$, $p_{1:n}$ and $q_{1:n}$ and taking the derivatives of the above equations, we get

$$\begin{bmatrix}
\frac{\partial p_0}{\partial v_{1:n}} & \frac{\partial p_0}{\partial \theta_{1:n}} \\
\frac{\partial q_0}{\partial v_{1:n}} & \frac{\partial q_0}{\partial \theta_{1:n}} \\
\frac{\partial p_{1:n}}{\partial v_{1:n}} & \frac{\partial p_{1:n}}{\partial \theta_{1:n}} \\
\frac{\partial q_{1:n}}{\partial v_{1:n}} & \frac{\partial q_{1:n}}{\partial \theta_{1:n}}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial v_{1:n}}{\partial p_{1:n}} & \frac{\partial v_{1:n}}{\partial q_{1:n}} \\
\frac{\partial \theta_{1:n}}{\partial p_{1:n}} & \frac{\partial \theta_{1:n}}{\partial q_{1:n}}
\end{bmatrix}
= I_{2n},$$

(4.27a)

$$\begin{bmatrix}
\frac{\partial f_0^p}{\partial v_{1:n}} & \frac{\partial f_0^p}{\partial \theta_{1:n}} \\
\frac{\partial f_0^q}{\partial v_{1:n}} & \frac{\partial f_0^q}{\partial \theta_{1:n}} \\
\frac{\partial f_i^p}{\partial v_{1:n}} & \frac{\partial f_i^p}{\partial \theta_{1:n}} \\
\frac{\partial f_i^q}{\partial v_{1:n}} & \frac{\partial f_i^q}{\partial \theta_{1:n}}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial v_{1:n}}{\partial v_0} \\
\frac{\partial v_{1:n}}{\partial \theta_0} \\
\frac{\partial q_{1:n}}{\partial v_0} \\
\frac{\partial q_{1:n}}{\partial \theta_0}
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial f_0^p}{\partial v_0} \\
\frac{\partial f_0^q}{\partial v_0} \\
\frac{\partial f_i^p}{\partial v_0} \\
\frac{\partial f_i^q}{\partial v_0}
\end{bmatrix},$$

(4.27b)

$$\begin{bmatrix}
\frac{\partial p_{1:n}}{\partial p_0} & \frac{\partial p_{1:n}}{\partial q_0} \\
\frac{\partial q_{1:n}}{\partial p_0} & \frac{\partial q_{1:n}}{\partial q_0}
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial f_0^p}{\partial v_{1:n}} & \frac{\partial f_0^p}{\partial \theta_{1:n}} \\
\frac{\partial f_0^q}{\partial v_{1:n}} & \frac{\partial f_0^q}{\partial \theta_{1:n}} \\
\frac{\partial f_i^p}{\partial v_{1:n}} & \frac{\partial f_i^p}{\partial \theta_{1:n}} \\
\frac{\partial f_i^q}{\partial v_{1:n}} & \frac{\partial f_i^q}{\partial \theta_{1:n}}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial v_{1:n}}{\partial v_0} \\
\frac{\partial v_{1:n}}{\partial \theta_0} \\
\frac{\partial q_{1:n}}{\partial v_0} \\
\frac{\partial q_{1:n}}{\partial \theta_0}
\end{bmatrix},$$

(4.27c)

$$\begin{bmatrix}
\frac{\partial p_0}{\partial v_0} \\
\frac{\partial q_0}{\partial v_0}
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial f_0^p}{\partial v_{1:n}} & \frac{\partial f_0^p}{\partial \theta_{1:n}} \\
\frac{\partial f_0^q}{\partial v_{1:n}} & \frac{\partial f_0^q}{\partial \theta_{1:n}} \\
\frac{\partial f_i^p}{\partial v_{1:n}} & \frac{\partial f_i^p}{\partial \theta_{1:n}} \\
\frac{\partial f_i^q}{\partial v_{1:n}} & \frac{\partial f_i^q}{\partial \theta_{1:n}}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial v_{1:n}}{\partial v_0} \\
\frac{\partial v_{1:n}}{\partial \theta_0} \\
\frac{\partial q_{1:n}}{\partial v_0} \\
\frac{\partial q_{1:n}}{\partial \theta_0}
\end{bmatrix},$$

(4.27d)

where we use the notation

$$\frac{\partial a_{1:n}}{\partial b} = \left[ \frac{\partial a_i}{\partial b} \right]_{i=1,\ldots,n} \in \mathbb{R}^{n \times 1}, \quad \frac{\partial a}{\partial b_{1:n}} = \left[ \frac{\partial a}{\partial b_j} \right]_{j=1,\ldots,n} \in \mathbb{R}^{1 \times n},$$

$$\frac{\partial a_{1:n}}{\partial b_{1:n}} = \left[ \frac{\partial a_i}{\partial b_j} \right]_{i=1,\ldots,n} \in \mathbb{R}^{n \times n}.$$
First we note from (4.27a) that

\[
\begin{bmatrix}
\frac{\partial v_{1:n}}{\partial p_{1:n}} & \frac{\partial v_{1:n}}{\partial q_{1:n}} & \frac{\partial f^p_{1:n}}{\partial v_{1:n}} & \frac{\partial f^p_{1:n}}{\partial \theta_{1:n}} \\
\frac{\partial v_{1:n}}{\partial \theta_{1:n}} & \frac{\partial v_{1:n}}{\partial q_{1:n}} & \frac{\partial f^q_{1:n}}{\partial v_{1:n}} & \frac{\partial f^q_{1:n}}{\partial \theta_{1:n}}
\end{bmatrix}
= I_{2n}.
\]

Now let

\[
\mathcal{J} = \left\{ i \in \mathcal{N} : \bar{t}_{ij} \geq \bar{t}_{ij} \text{ for some } j \in \mathcal{N}^+ \right\}
\cup \left\{ i \in \mathcal{N} : \text{i is a neighbor of the slack bus} \right\},
\]

\[
\mathcal{I} = \mathcal{J} \cup \left\{ i \in \mathcal{N} : \bar{v}_i \geq \bar{v}_i \text{ or } \bar{v}_i \leq \bar{v}_j \right\}.
\]

Then we have

\[
\begin{bmatrix}
\frac{\partial v_I}{\partial p_{1:n}} & \frac{\partial v_I}{\partial q_{1:n}} & \frac{\partial f^p_I}{\partial v_I} & \frac{\partial f^p_I}{\partial \theta_{1:n}} \\
\frac{\partial v_I}{\partial \theta_{1:n}} & \frac{\partial v_I}{\partial q_{1:n}} & \frac{\partial f^q_I}{\partial v_I} & \frac{\partial f^q_I}{\partial \theta_{1:n}}
\end{bmatrix}
= \begin{bmatrix}
J_I & 0 \\
0 & J_J
\end{bmatrix},
\] (4.28)

where \(I_J\) is the submatrix formed by the rows of \(I_n\) corresponding to \(I\), and similarly for \(I_J\). It can be seen that this is a set of \(|I| + |J|\) linear systems with a common sparse coefficient matrix, and can be solved efficiently when \(|I| + |J| \ll n\).

After we find \(\partial v_I / \partial p_{1:n}, \partial v_I / \partial q_{1:n}, \partial \theta_J / \partial p_{1:n}\) and \(\partial \theta_J / \partial q_{1:n}\), we use (4.27b) to get

\[
\begin{bmatrix}
\frac{\partial v_{1:n}}{\partial v_0} \\
\frac{\partial \theta_{1:n}}{\partial v_0}
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial f^p_{1:n}}{\partial v_I} & \frac{\partial f^p_{1:n}}{\partial \theta_{1:n}} \\
\frac{\partial f^q_{1:n}}{\partial v_I} & \frac{\partial f^q_{1:n}}{\partial \theta_{1:n}}
\end{bmatrix}^{-1}
\begin{bmatrix}
\frac{\partial f^p_{1:n}}{\partial v_0} \\
\frac{\partial f^q_{1:n}}{\partial v_0}
\end{bmatrix}
\]

and so

\[
\begin{bmatrix}
\frac{\partial v_J}{\partial v_0} \\
\frac{\partial \theta_J}{\partial v_0}
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial v_I}{\partial v_0} & \frac{\partial v_I}{\partial \theta_J} \\
\frac{\partial \theta_J}{\partial v_0} & \frac{\partial \theta_J}{\partial \theta_J}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial f^p_{1:n}}{\partial v_I} \\
\frac{\partial f^q_{1:n}}{\partial v_I}
\end{bmatrix}.
\] (4.29)

Then by (4.27c) and (4.27d), and noting that \(\partial f^p_0 / \partial v_i = \partial f^p_0 / \partial \theta_i = \partial f^q_0 / \partial v_i = \partial f^q_0 / \partial \theta_i = 0\) if \(i\) is not a neighbor of the slack bus, we get

\[
\begin{bmatrix}
\frac{\partial p_0}{\partial p_{1:n}} & \frac{\partial p_0}{\partial q_{1:n}} \\
\frac{\partial q_0}{\partial p_{1:n}} & \frac{\partial q_0}{\partial q_{1:n}}
\end{bmatrix}
= \begin{bmatrix}
\frac{\partial f^p_0}{\partial v_I} & \frac{\partial f^p_0}{\partial \theta_J} \\
\frac{\partial f^q_0}{\partial v_I} & \frac{\partial f^q_0}{\partial \theta_J}
\end{bmatrix}
\begin{bmatrix}
\frac{\partial v_I}{\partial p_{1:n}} & \frac{\partial v_I}{\partial q_{1:n}} \\
\frac{\partial \theta_J}{\partial p_{1:n}} & \frac{\partial \theta_J}{\partial q_{1:n}}
\end{bmatrix},
\] (4.30)
and
\[
\begin{bmatrix}
\frac{\partial p_0}{\partial v_0} \\
\frac{\partial q_0}{\partial v_0}
\end{bmatrix} = \begin{bmatrix}
\frac{\partial f_0^p}{\partial v_I} & \frac{\partial f_0^q}{\partial v_I} \\
\frac{\partial f_0^a}{\partial v_I} & \frac{\partial f_0}{\partial v_I}
\end{bmatrix},
\]
(4.31)

By the definition of \(I\) and \(J\), we can see that (4.28), (4.29), (4.30) and (4.31) give all the partial derivatives for calculating \(\nabla_x v_i(\hat{x}_\tau, \tau\Delta)\) and \(\nabla_x \ell_{ij}(\hat{x}_\tau, \tau\Delta)\) that correspond to violated constraints as well as \(\nabla_x p_0(\hat{x}_\tau, \tau\Delta)\) and \(\nabla_x q_0(\hat{x}_\tau, \tau\Delta)\).

**A Distributed Implementation Based on L-BFGS**

In this subsection, we present a distributed implementation for the second-order real-time optimal power flow algorithm, and especially for solving the quadratic approximation (4.21).

We assume that for each bus \(i\) with controllable devices, there exists a local agent that is responsible for operating and measuring the controllable devices connected to bus \(i\). Apart from the local agents, there exists a central operator that is responsible for collecting the measurement data of the voltage phasors, current magnitudes and uncontrollable loads across the network. There are communication links between the central operator and each of the local agents.

At the beginning of each time instant \(t = \tau\Delta\), the local agents will measure their associated power injections, and report the measurement data back to the central operator. The central operator will collect other measurement data, and then compute the objective value \(F_\tau^\varepsilon(\hat{x}_\tau)\) and the gradient \(g_\tau\).

We then employ the L-BFGS method to produce and update the approximate Hessian \(B_\tau\), so that \(B_\tau\) can be represented by

\[
B_\tau = \theta_\tau I - K_\tau M_\tau K_\tau^T.
\]
(4.32)

Here \(K_\tau \in \mathbb{R}^{n \times 2d}\) and \(M_\tau \in \mathbb{R}^{2d \times 2d}\) for some \(d \in \mathbb{N}\) which is typically between 3 and 20, and \(\theta_\tau\) is a scalar. They are constructed from the

\[
Y_\tau := \begin{bmatrix} y_{\tau-d} & \cdots & y_{\tau-1} \end{bmatrix}, \quad S_\tau := \begin{bmatrix} s_{\tau-d} & \cdots & s_{\tau-1} \end{bmatrix},
\]

where

\[
s_\tau := \hat{x}_\tau - \bar{x}_\tau, \quad y_\tau := \nabla F_\tau^\varepsilon(\hat{x}_\tau) - \nabla F_\tau^\varepsilon(\bar{x}_\tau).
\]

We refer to Section 3.2 for a brief introduction of L-BFGS and to [26, 27] for more details. It can be seen that \(B_\tau\) is equal to a scaling matrix plus a small rank correction,
and because we use the limited-memory approach, computation involving \( B \) can be done in a very efficient way even when \( n \) is large. On the other hand, the matrix \( B \) in general is not sparse, making distributed computation quite difficult. We use the central operator to store and update \( B \) and compute its multiplication with vectors.

The central step of the second-order real-time optimal power flow algorithm is to solve (4.21). It can be seen that, while \( B \) is in general not sparse, the constraints in (4.21) on the input variable \( x \) are separable, suggesting that some computation can be done on local agents in a distributed manner. To be specific, we assume that the feasible region \( X_0(t) \) is represented by

\[
X_0(t) = \left\{ x \in \mathbb{R}^2 : A_i(t)x \leq b_i(t), \quad \frac{1}{2}x^TQ_i(t)x + w_i(t)^T x + r_i(t) \leq 0 \right\},
\]

where \( A_i(t) \) is a matrix with 2 columns, \( b_i(t) \) is a vector, \( Q_i(t) \) is a positive semidefinite matrix, \( w_i(t) \in \mathbb{R}^2 \) and \( r_i(t) \) is a scalar. We also assume that \( X_0(t) \) has a nonempty interior\(^4\). This kind of specification for the feasible region \( X_0(t) \) can cover most of the situations for optimal power flow problems. We also introduce

\[
A_0(t) := \begin{bmatrix} 1 \\ -1 \end{bmatrix}, \quad b_0(t) := \begin{bmatrix} v_0 \\ -v_0 \end{bmatrix},
\]

and \( Q_0(t) := 0, w_0(t) := 0, r_0(t) := -1 \).

The problem (4.21) can now be formulated as

\[
\min_x g^T(x - \bar{x}) + \frac{1}{2}(x - \bar{x})^T B(x - \bar{x})
\]

s.t. \( A_i x^{(i)} \leq b_i, \)
\[
\frac{1}{2}x^{(i)T} Q_i x^{(i)} + w_i^T x^{(i)} + r_i \leq 0, \quad i = 0, 1, \ldots, n,
\]

where for notational clarity we temporarily drop the time indices, and denote

\[
x^{(i)} = (p_i, q_i), \quad x^{(0)} = v_0.
\]

\(^4\) The proposed implementation can be generalized or tailored to the cases where there are multiple convex quadratic constraints or where \( X_0(t) \) has an affine dimension less than 2.
The KKT conditions for this problem are given by

\[
g + B(x - \bar{x}) + \left[ A_i^T \lambda_i + v_i (Q_i x^{(i)} + w_i) \right]_{i=0}^n = 0,
\]

\[
\text{diag}(\lambda_i)(b_i - A_i x^{(i)}) = \epsilon_i 1,
\]

\[
-v_i \left( \frac{1}{2} x^{(i)}^T Q_i x^{(i)} + w_i^T x^{(i)} + r_i \right) = \epsilon_i,
\]

\[
A_i x^{(i)} \leq b_i, \quad \frac{1}{2} x^{(i)}^T Q_i x^{(i)} + w_i^T x^{(i)} + r_i \leq 0,
\]

\[
\lambda_i \geq 0, \quad v_i \geq 0,
\]

with \( \epsilon_i = 0 \) for each \( i = 0, \ldots, n \). Here \( 1 \) denotes the vector whose entries are all 1, and we use the notation \([Q_i]_{i=0}^n\) to denote the symmetric matrix whose diagonal blocks are given by \( Q_i \) for each \( i = 0, 1, \ldots, n \).

We solve (4.34) by multiple iterations in an interior-point-like fashion. The Newton step for (4.34) with positive \( \epsilon_i \) is given by

\[
(B + [vQ_i]_{i=0}^n) \delta_x + \left[ A_i^T \delta \lambda_i + (Q_i x^{(i)} + w_i) \delta v_i \right]_{i=0}^n
\]

\[
= -g - B(x - \bar{x}) - \left[ A_i^T \lambda_i + v_i (Q_i x^{(i)} + w_i) \right]_{i=0}^n,
\]

\[
-\text{diag}(\lambda_i) A_i \delta x^{(i)} + \text{diag} \left( b_i - A_i x^{(i)} \right) \delta \lambda_i = \epsilon_i 1 - \text{diag} \left( b_i - A_i x^{(i)} \right) \lambda_i,
\]

and

\[
-v_i (Q_i x^{(i)} + w_i)^T \delta x^{(i)} - \left( \frac{1}{2} x^{(i)}^T Q_i x^{(i)} + w_i^T x^{(i)} + r_i \right) \delta v_i
\]

\[
= \epsilon_i + \left( \frac{1}{2} x^{(i)}^T Q_i x^{(i)} + w_i^T x^{(i)} + r_i \right) v_i.
\]

It can be shown that this set of linear equations for \( (\delta_x, (\delta \lambda_i)_{i=0}^n, (\delta v_i)_{i=0}^n) \) is equivalent to

\[
\left( [D_i]_{i=0}^n - KMK^T \right) \delta_x = -g - \left( \theta I - KMK^T \right) (x - \bar{x})
\]

\[
- \left[ \epsilon_i \left( A_i^T G_i^{-1} 1 + z_i^{-1} (Q_i x^{(i)} + w_i) \right) \right]_{i=0}^n,
\]

\[
\delta \lambda_i = G_i^{-1} (\epsilon_i 1 + \text{diag}(\lambda_i) A_i \delta x^{(i)}) - \lambda_i,
\]

\[
\delta v_i = z_i^{-1} \left( \epsilon_i + v_i (Q_i x^{(i)} + w_i)^T \delta x^{(i)} \right) - v_i,
\]

where we denote

\[
G_i = \text{diag} \left( b_i - A_i x^{(i)} \right),
\]

\[
z_i = -\left( \frac{1}{2} x^{(i)}^T Q_i x^{(i)} + w_i^T x^{(i)} + r_i \right).
\]
and

\[ D_i = \theta I + v_i Q_i + A_i^T G_i^{-1} \text{diag}(\lambda_i) A_i + z_i^{-1} v_i (Q_i x_i^{(i)} + w_i) (Q_i x_i^{(i)} + w_i)^T, \quad (4.37) \]

in which we used the L-BFGS representation (4.32). It can be seen that (4.35b) and (4.35c) can be computed in a distributed fashion by local agents after \( \delta_x \) is solved, and \( \delta_x \) can be solved by the central operator after it collects enough information from the local agents. Based on these observations, we propose the following iterative method for solving (4.34):

1. The central operator construct \( \theta, K \) and \( M^{-1} \) by the L-BFGS method [26, 27]. The parameter \( \theta \) is then broadcast to each local agent. Each local agent sets the initial values of \( x_i^{(i)}, \lambda_i \) and \( v_i \) that are strictly feasible, and initializes the barrier parameter \( \epsilon_i \).

2. Each local agent calculates \( G_i \) and \( z_i \) by (4.36), and then computes

\[
D_i^{-1} \leftarrow \left( \theta I + v_i Q_i + A_i^T G_i^{-1} \text{diag}(\lambda_i) A_i + z_i^{-1} v_i (Q_i x_i^{(i)} + w_i) (Q_i x_i^{(i)} + w_i)^T \right)^{-1}, 
\]

\[
u_i \leftarrow -\epsilon_i D_i^{-1} \left( A_i^T G_i^{-1} 1 + z_i^{-1} (Q_i x_i^{(i)} + w_i) \right),
\]

and sends \( x_i^{(i)}, D_i^{-1} \) and \( u_i \) to the central operator.

3. The central operator computes

\[
\bar{K} \leftarrow \left[ D_i^{-1} \right]_{i=0}^n K, 
\psi \leftarrow \left[ D_i^{-1} \right]_{i=0}^n \left( -g - \theta \left( (x_i^{(i)})_{i=0}^n - \bar{x} \right) \right) + \bar{K} M \bar{K}^T \left( (x_i^{(i)})_{i=0}^n - \bar{x} \right),
\]

and then solves for \( \delta_x \) by

\[
\bar{\psi} \leftarrow \bar{K} \left( M^{-1} - K^T \bar{K} \right)^{-1} K^T \left( (u_i)_{i=0}^n + \psi \right), \quad (4.38a)
\]

\[
\delta_x \leftarrow (u_i)_{i=0}^n + \psi + \bar{\psi}. \quad (4.38b)
\]

4. The central operator sends \( \delta_{x^{(i)}} \) to the \( i \)'th local agent for each \( i \).

5. Each local agent \( i \) computes

\[
\delta_{\lambda_i} \leftarrow G_i^{-1} \left( \epsilon_i 1 + \text{diag}(\lambda_i) A_i \delta_{x^{(i)}} \right) - \lambda_i, \quad (4.39a)
\]

\[
\delta_{v_i} \leftarrow z_i^{-1} \left( \epsilon_i + v_i (Q_i x_i^{(i)} + w_i)^T \delta_{x^{(i)}} \right) - v_i. \quad (4.39b)
\]
and does the following updates:

\[ x^{(i)} \leftarrow x^{(i)} + \alpha_i \delta_{x^{(i)}}, \quad (4.40a) \]
\[ \lambda_i \leftarrow \lambda_i + \alpha_i \delta_{\lambda_i}, \quad (4.40b) \]
\[ \nu_i \leftarrow \nu_i + \alpha_i \delta_{\nu_i}, \quad (4.40c) \]

where \( \alpha_i \in (0, 1] \) is chosen such that the updated \( x^{(i)} \), \( \lambda_i \) and \( \nu_i \) are strictly feasible.

6. Each local agent updates their barrier parameter \( \epsilon_i \).

7. Terminate if some stopping criterion is met; otherwise go to Step 2.

In (4.38) we employ the matrix inversion lemma to efficiently solve for \( \delta_x \). Then it’s not hard to see that the above procedure is essentially an interior-point algorithm that seeks the solution to the KKT conditions (4.35). We have carefully chosen the variables computed for each step, so that the communication between a local agent and the central operator will only involve a small number of low-dimension vectors and matrices for each iteration. Moreover, the central operator does not need to know anything about \( X_i(t) \). As a result, not only will the communication burden between the central operator and the local agents be relieved, but also the information leakage from the local agents to the central operator could be potentially reduced.

**Numerical Example**

In this section, we give a numerical example of the proposed distributed implementation of the second-order real-time optimal power flow.

The power network is a modified IEEE 118-bus system. We adopt the original topology, line impedances, and generator data which are taken from MatPower [98]. The time-varying load profiles for each bus are shown in Figure 4.6 which span a period of 6 hours; they are based on the ECO data set [11] and the original load data of the IEEE 118-bus system. The upper and lower bounds of voltage magnitudes in the original IEEE 118-bus system are 1.06 and 0.94 p.u. respectively, but in this simulation we use \( \bar{v}_i = 1.045 \) and \( v_{\text{min}} = 0.955 \) for all \( i \in \mathcal{N}^+ \). The corresponding penalty function is then given by

\[
\frac{1}{\kappa \epsilon_v} \sum_{i \in \mathcal{N}} \left( [v_i(x, \tau \Delta) - 1.045]^+ + [0.955 - v_i(x, \tau \Delta)]^+ \right),
\]

with \( \kappa = 2.5 \) and \( \epsilon_v = 1.6 \times 10^{-4} \). In other words, we shrink the bounds on the voltage magnitudes to \([0.955, 1.045]\) so that it is more unlikely for the original bounds on voltage magnitudes to be violated.
At time $t = 0$ we run an offline OPF solver and apply a local optimal solution to the power network as a starting point. Then we run the proposed implementation of the second-order real-time optimal power flow algorithm with a sampling interval $\Delta = 5$ sec. For the distributed L-BFGS algorithm, the number of correction pairs is $d = 8$, and we stop the iterations when

$$
\|\delta_x\|_\infty \leq 10^{-5} \quad \text{and} \quad \max_i \max \{\|\delta_{\lambda_i}\|_\infty, |\delta_{\nu_i}|\} \leq 10^{-5}
$$

and

$$
\max_i \max \{\|G_{\lambda_i}\|_\infty, z_i \nu_i\} \leq 10^{-6},
$$

or when the total number of iterations has reached 40. We also add a backtracking step before applying $\hat{x}_\tau$ to ensure sufficient decrease in the (penalized) objective value.

In Figure 4.7, we show the curves of the quantities $\|\hat{x}_\tau - x_{\tau}^{*\,p}\|$, $\|x_{\tau}^{*\,p} - x_{\tau-1}^{*\,p}\|$, $(F_\tau^x(x_{\tau}^{*\,p}) - F_\tau^x(\hat{x}_\tau))/F_\tau^x(x_{\tau}^{*\,p})$ and $F_\tau^x(x_{\tau}^{*\,p})$, where $x_{\tau}^{*\,p}$ denotes local optimal solution to the penalized problem. It can be seen that, while the tracking error remains bounded from above and is relatively stable, it is somewhat large compared to the quantity $\|x_{\tau}^{*\,p} - x_{\tau-1}^{*\,p}\|$. This seems to suggest that the problem is not very well-conditioned. On the other hand, the relative gap

$$
\frac{F_\tau^x(x_{\tau}^{*\,p}) - F_\tau^x(\hat{x}_\tau)}{F_\tau^x(x_{\tau}^{*\,p})}
$$
Figure 4.7: Illustrations of $\|\hat{x}_\tau - x^*_\tau\|$, $\|x^*_\tau - x^{*P}_\tau\|$, $(F^\varepsilon(x^*_\tau) - F^\varepsilon(\hat{x}_\tau))/F^\varepsilon(x^{*P}_\tau)$ and $F^\varepsilon(x^{*P}_\tau)$.

is very small for the whole period, and its average value turns out to be $3.19 \times 10^{-4}$. This suggests that, while the tracking error may seem a bit large, the resulting sequence of setpoints are still good sub-optimal solutions.

Figure 4.8 shows the voltage profiles of the 9 buses whose voltage magnitudes have ever violated the original constraints $0.94 \leq v_i \leq 1.06$. It can be seen that for most of the time the voltages are within the original bounds; only for the period between $0.75$ h and $1.5$ h do we see some relatively apparent violations, and those violations still remain at an acceptable level.
Figure 4.8: Voltage profiles of the buses whose voltages have ever violated the constraints $0.94 \leq v_i \leq 1.06$ for some $t$.

4.4 Summary

In this chapter, we applied the time-varying optimization algorithms presented in previous chapters to power system operation.

We formulated the time-varying optimal power flow problem, in which the power flow equations are central constraints that describe the underlying physics of power networks. We partitioned the decision variable into two subvectors, one called the input variable and the other called the state variable, and introduced the implicit power flow map derived from the power flow equations that relates the input and state variables. After reformulating the time-varying optimal power flow problem using the implicit power flow map, we discussed how real-time feedback measurement data can be naturally incorporated in the framework of real-time optimal power flow algorithms, so that computation efficiency and robustness against model mismatch can be improved.

We then presented two real-time optimal power flow algorithms in detail. One is based on the regularized proximal primal-dual gradient algorithm. We analyzed its tracking error in the situation where approximate Jacobian of the implicit power flow map is employed for the primal update. The other is based on the approximate Newton method with the penalty approach. We studied how to improve efficiency in computing the gradient vector of the penalized objective function, and proposed a distributed implementation based on the L-BFGS method that produces and stores the approximate Hessian by a compact representation.
Numerical examples were presented for both algorithms. For the first-order real-time optimal power flow algorithm, we tested its performance on a distribution feeder test case, while for the second-order algorithm, we tested its performance on a transmission network test case.
CONCLUDING REMARKS ON FUTURE DIRECTIONS

In this chapter, we make some concluding remarks on future directions that are worth exploring.

**Different metrics for tracking performance** Throughout this thesis, the metric for evaluating the tracking performance has been almost exclusively based on

\[ e_T := \| \hat{x}_T - x^*_T \|, \]

i.e., the distance between the solution generated by the time-varying optimization algorithm and the optimal solution it tracks. But there are also other metrics for evaluating the tracking performance as discussed in Section 1.1.

For example, [84] used the fixed-point residual to evaluate the tracking performance of several running algorithms; especially, \( c(x, t) \) is not required to be locally strongly convex around \( x^*(t) \) for the running projected gradient algorithm to achieve a bounded fixed-point residual. Another example is [48], which considered online learning problems with weakly pseudo-convex loss functions, and derived bounds on the dynamic regret.

These results suggest that, weaker conditions for guaranteed tracking performance may be derived if we use different metrics for tracking performance, and we are interested in whether the results or techniques can be applied to more general time-varying nonconvex problems.

**Tracking optimal trajectories that are not Lipschitz continuous** In the study of the regularized proximal primal-dual gradient algorithm, we assume that the optimal KKT trajectory \( z^*(t) \) is Lipschitz continuous, and the Lipschitz constant plays a crucial role in the tracking error bound. In the study of the approximate Newton method, we also make the assumption that the distance between consecutive optimal points is upper bounded. However, in practice it is not always the case that we can find such a Lipschitz continuous trajectory over the whole period \([0, T]\).

Reference [49] discusses situations where a KKT trajectory can emerge, terminate or bifurcate, or several KKT trajectories can merge during the period \((0, T)\), which
is not yet covered in our study. There are also cases where the trajectory is only absolutely continuous, or even only of bounded variation with jumps allowed to appear. We are interested in whether reliable methods can be developed to deal with these issues in the time-varying nonconvex setting.

**Distributed and asynchronous algorithms in networked systems** In this thesis, we have only considered distributed implementation of the real-time optimal power flow algorithms with a particular assumption on the structure of the cyber layer (a central operator with local agents), and we have not yet studied asynchronous algorithms for optimizing a time-varying networked system. References [64, 86, 95] are some representative existing works on distributed time-varying algorithms. Specifically, they proposed different distributed running algorithms for the time-varying consensus optimization problem

\[
\min_{x \in \mathcal{X}} \sum_{j=1}^{m} c_{j, \tau}(x),
\]

where each local agent is associated with a local time-varying cost function \(c_{j, \tau}\) and the local agents are connected by a communication network with an arbitrary topology. In [15], the authors proposed an algorithmic framework for tracking fixed points of time-varying contraction mappings, where only imperfect information of the map is available and communication delays and packet drops lead to asynchronous algorithmic updates.

We are interested in developing and analyzing more general distributed and asynchronous running algorithms for optimizing time-varying networked system, where the communication graph (the cyber layer) can have a general topology.

**Better approaches for handling constraints** In this thesis, we handle the constraints either by Lagrange multipliers or by penalty functions, and whenever we introduce Lagrange multipliers there will be an accompanying regularization term on the dual variable to ensure that the resulting iterations will have a contraction-like behavior. However, since we essentially modify the original problem to derive the iterations in both approaches, the resulting tracking error bound has a second term which is related to the regularization or penalty coefficient, as can be seen from (2.27), (3.29) or implied by Theorems 3.2 and 3.3.

On the other hand, we notice that a recent work [78] has proved exponential stability of the primal-dual gradient dynamics on the augmented Lagrangian. Specifically,
the paper introduced the primal-dual dynamics
\[
\begin{align*}
\frac{dx}{dt} &= -\nabla_x L_{\text{aug}}(x, \lambda) \\
\frac{d\lambda}{dt} &= \eta \nabla_\lambda L_{\text{aug}}(x, \lambda),
\end{align*}
\]
on the augment Lagrangian \( L_{\text{aug}} \) defined by
\[
L_{\text{aug}}(x, \lambda) := c(x) + \sum_{j=1}^{m} \left[ \rho (a_j^T x - b_j) + \lambda_j \right]^2 - \frac{\lambda_j^2}{2\rho},
\]
where \( c : \mathbb{R}^n \to \mathbb{R} \) is a strongly convex and strongly smooth function, each \( a_j \) is a vector and each \( b_j \) is a scalar. It has been shown that, under certain conditions, this primal-dual gradient dynamics will converge exponentially to the solution to
\[
\begin{align*}
\min_x & \quad c(x) \\
\text{s.t.} & \quad a_j^T x \leq b_j, \quad j = 1, \ldots, m.
\end{align*}
\]
This result suggests that we might be able to obtain linear convergence for the primal-dual gradient method without altering the original problem by dual variable regularization or penalty. It is interesting to see whether the techniques can be used to establish tracking error bounds in the time-varying setting.

**Incorporating coupling in the time domain** In our formulation of time-varying optimization problems, each time instant is associated with an optimization problem that does not explicitly depend on information from other time instants, and each problem instance can be solved independently without referring to other problem instances. In other words, there is no explicit coupling in the time domain in our formulation, which can be limited in some applications. There are already some pioneering works that consider time domain coupling [30, 34, 37, 61, 62]. For example, [30] considered online convex optimization with switching cost where the cost function over the whole period is given by
\[
\sum_{\tau=1}^{K} c_{\tau}(x_{\tau}) + \beta \|x_{\tau} - x_{\tau-1}\|,
\]
and analyzed the competitive ratio of the Averaging Fixed Horizon Control algorithm against the time-varying optimal strategies; [62] considered a similar problem with the overall cost function being
\[
\sum_{\tau=1}^{K} c_{\tau}(x_{\tau}) + \frac{\beta}{2} \|x_{\tau} - x_{\tau-1}\|^2,
\]
and analyzed the dynamic regret of the Receding Horizon Gradient Descent algorithm. In these two papers, the source of the time domain coupling is the switching cost. The paper [37] proposed a Newton-type running algorithm for the nonlinear optimal control problem

$$\min_{(x_\tau, u_\tau)} \sum_{\tau=1}^{K} L_\tau(x_\tau, u_\tau) + Q(x_K)$$

s.t. $x_\tau = f_\tau(x_{\tau-1}, u_\tau)$,

for any given initial point $x_0$, and [34] considered the problem of regulating the output of a linear time-invariant system

$$\frac{dx}{dt} = Ax + Bu + B_w w,$$

$$y_1 = C_1 x + D_{1w} w,$$

$$y_2 = C_2 x + D_{2w} w,$$

to track the solution to a time-varying constrained optimization problem that optimizes the steady-state trajectory of the system. Here the time domain coupling comes from the underlying dynamical systems. We are interested in generalizing our theories and algorithms to handle time domain coupling.
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