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ABSTRACT 

The properties of the ~'(3770) were studied by an experiment performed 

at the SPEAR e•e- colliding beam facility using the Crystal Ball detec

tor. The unique abilities of the Crystal Ball, a highly segmented Nal 

detector that specializes in precisely measuring the energy and direc

tion of photons, were used to make several new measurements. 

The hadron cross section was measured at 23 different center of mass 

en e r g i e s i n t h e v i c i n i t y o f the "f" • The ~, i s c l e a r 1 y v i s i b 1 e as a p e a k 

in the cross section near Ec.=3770 MeV. The "f" resonance parameters 

were determined by fitting a modified Breit-Wigner line shape to the 

observed hadron cross section. The ~, mass, partial width to e+e·, and 

total width were measured to be 3768±5 MeV, 283±70 eV, 

respectively. 

and 34±8 MeV, 

The inclusive photon spectrum of the "f" was examined for structure. 

Harrow peaks were observed in the spectrum due to the radiative produc-

tion of "f and "f' mesons. The integrated hadron cross sections were 

measured to be 16±5 nb-GeV and 5.2±1.7 nb-Gev for the "f and "f', respec

tively. No other statistically significant structure was observed. 

The decays of the "f"" were used to search for 0° mesons decaying into 

four-photon and six-photon final states. No evidence for these decays 

was found, and the following branching ratio limits were set (90~ Cl): 

BR(DO~n°n°)<0.28%, BR(DO~~n0)(0.74%, BR(D 0~~~)(1.0Y., BR(DO~n°n0n°)<1.6~, 

BR(0°~nn°n°)(6.6~, and BR(0°~K 0 n°)<7.6%. 
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Chapter I 

INTRODUCTION 

The discovery of the ~(3095) in 1974 revealed the existence of an 

entirely new regime of particle physics . 1 At the time of its discovery, 

the t was unique in having a very large mass and an extremely narrow 

width. Since then several other states have been found with similar 

properties: the t'C3684), 2 Xo(3415>, 3 x 1 C3510),~ Xz(35SS>, 5 ~cC2980), 6 

and ~c'C3590). 7 These states are presumably close relatives since they 

have similar masses, narrow widths, and make radiative transitions from 

one to another as shown in figure 1. 8 

A very successful theory which explains the existence and proper

ties of these states is the "charmonium theory." 9 This theory presumes 

the existence of a new kind of quark, the "charmed quark," which is 

heavy and carries a new quantum number, "charm." 10 The charmonium theory 

predicts the existence of bound states in which the strong interaction 

binds a charm quark and a charm antiquark together. 

be isosinglets with a net charm quantum number of 0. 

These states will 

There is a strong 

parallel between these charmonium bound states and those of the positro-

nium system. In particular, the spectroscopy of the charmonium states 

should be qualitatively similar to the spectroscopy of the positronium 

system. Thus, charmonium is expected to have both a spin triplet and a 

spin singlet ground state, as well as orbital and radial excitations of 

the ground states. 11 
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The most striking features of the ~ are its large mass and narrow 

width. These and other properties of the ~ are explained if it is 

ground state of charmonium. 

In the charmonium theory, the mass of the ~ comes mostly from the rest 

mass of the charmed quarks. This implies that the charm quark mass is 

~1.5 GeV, which agrees with early expectations that it would be a "few 

GeV." 12 The narrow width of the~ is explained by the "OZI rule," 13 

which says that hadronic decays are strongly suppressed when the quarks 

of the initial state do not appear in the final state. Since the ~ is 

below threshold for a final state containing the charm quarks (i.e., 

below the DO threshold at Ec.=3727 MeV), the OZI rule will suppress the 

hadronic decay modes of the ~- This suppression accounts for the 

extremely narrow width of the ~ relative to typical hadronic widths. 

The discovery of the ~, shortly after the ~was discovered aroused 

the suspicion that there might be many of these new states to be found. 

The~, has properties very similar to the~, and was quickly recognized 

as a likely candidate for the first radial excitation of the~ C2 3 s,>. 

From the first orbital excitation of the ~, the charmonium theory pre-

diets the existence of 13 P0 , 13 P1 , and 13 P2 states. 

have the expected properties for the 13 P0 , 13 P,, 

The Xo, x,, and Xz 

and 13 Pz states, 

respectively. The ~c is a candidate for "paracharmonium," the spin sin-

glet ground state C1 1 S1 ), and the ~c' is a candidate for the first 

radial excitation of the ~c C2 1S,). The only bound state predicted but 

not yet found is the first orbital excitation of the ~c (1 1 P1 ), which is 

expected to be very difficult to find. 
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Charmonium states with masses greater than 3727 MeV are above 

threshold for OZI allowed decay modes. This threshold is determined by 

twice the mass of the charmed D mesons. 1 ~ The 0°(1863) is composed of a 

charm quark and an up antiquark, giving it a net charm quantum number of 

1. The isodoublet partner of the D0 is the D+(1868), which has a down 

antiquark instead of an up antiquark. The decay of a charmonium state 

into DO is allowed by the OZI rule since the charm quarks of the initial 

state appear in the final state. Charmonium states above DO threshold 

should decay predominantly into OZI allowed final states and have a sig

nificantly larger width than those below threshold. 

four such broad states have been observed 1 S-16: the t'' ( 3 7 7 0 ) , 

~(4030), ~(4160), and ~(4415). like the ~and~', these states are 

observed as resonances in the cross section ace•e-~hadrons>. As 

expected, these states have much larger widths than the charmonium 

states below DO threshold. The narrowest one, the t'', is more than 100 

times as wide as the~', although the masses are only 85 MeV apart. The 

properties of the ~" are the focus of the remainder of this thesis. 

To better understand how these broad states fit into the charmonium 

theory requires a quantitative model for the charmonium system. Such a 

model can be devised by inventing a potential for the interaction 

between a charm quark and a charm antiquark. The Schrodinger equation 

is then solved for the wave function of the charmonium state. This 

results in predictions of the charmonium mass splittings (neglecting the 

spin dependent hyperfine splitting), 

transition rates. 

leptonic widths, and radiative 
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The choice of a potential is somewhat arbitrary because the strong 

interaction is not well understood. A potential consisting of a Coulom

bic interaction term and a linear confinement term has been thoroughly 

studied. ' 7 This model has three parameters: the charm quark mass, the 

strength of the Coulombic potential, and the strength of the linear 

potential. These parameters were adjusted to yield the observed bound 

state mass splittings and the observed leptonic width of the~- This 

set of parameters gives a charm quark velocity which is reasonably non-

relativistic: <vZ/cZ) = .20 for the ~- Most of the predictions of the 

model are in reasonably good agreement with experimental observations. 

The major exceptions are the radiative transition rates, which are a 

factor of 2-3 too large. However, recent attempts to incorporate rela-

tivistic effects give good agreement with experiment. 18 

Once the potential is determined, the model predicts the masses of 

charmonium states above DO threshold. In particular, it predicts that 

the 13 01 state will be only slightly heavier than the~'. To first 

order, the amplitude for producing a charmonium state in e•e- annihila

tions is proportional to the state's wave function at the origin. Since 

a 13 01 wave function is zero at the origin, this state would not ordi

narily be produced by e•e- annihilations. However, the proximity of the 

130 1 to the~, (which is mostly 23 S1 ) allows the possibility that the 

13 01 and 23 S1 states will mix, giving 

I~'> = cos912 3 S1 > - sinS I 13 01 > 

I~"> = sin912 3 S1 > + cosSI 13 01 > 

where 9 is a mixing angle. The charmonium model predicts a substantial 

mixing due to virtual intermediate states, such as DO, DO*, etc., that 
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couple to both the 13 01 and 23 S1 states. 17 Also, the presence of a ten

sor force in the strong interaction is expected to make a small contri-

bution to the mixing. This mixing allows the~" to be produced in e+e-

annihilations through its 23 S1 component. In addition, relativistic 

effects 19 allow the coupling of the~' to e•e- with an amplitude propor

tional to the second derivative of the 13 01 wave function at the origin. 

These effects led to the prediction that a new resonance would be found 

just above the~', 

~"(3770) 1 5 in 1977. 

which was confirmed by the discovery of the 

This thesis reports the results of an experiment that was done to 

study the properties of the t". The experiment was performed at the 

SPEAR e+e- colliding beam facility where the Crystal Ball detector was 

used to measure the products of e+e- annihilations. The Crystal Ball is 

unique in its ability to measure accurately photons of all energies over 

a large solid angle. This capability makes it orthogonal to conven-

tional detectors that primarily measure charged particles. This differ

ence allows the Crystal Ball to examine the i'" from a new perspective, 

where the emphasis is on measuring the photons from +" decays. 

Three d i f f ere n t asp e c t s of the i"' are stud i e d . F i r s t , the i'" res o-

nance itself is measured. Because the Crystal Ball has a large soli~ 

angle coverage, good calorimetry, and loose trigger requirements, it is 

an excellent detector for measuring the hadronic cross section from e+e

annihilation, a(e•e-~hadrons). The i~ is clearly visible as a resonance 

in this cross section. A fit of the theoretical shape for the resonance 

to the cross section gives a measurement of the ~" mass, leptonic width, 

and total width. 
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The second topic of this thesis is a search for structure in the 

inclusive photon spectrum. The Crystal Ball has demonstrated a high 

sensitivity for detecting structure in this spectrum. Radiative tran-

sitions from the~, to the x0 , X1, Xz, ~c, and ~c' have previously been 

observed by the Crystal Ball as bumps in the inclusive photon spectrum 

from the ~'. 7 The charmonium model predicts that the~, will decay pre

dominantly into DO and have a very small branching ratio for radiative 

transitions. This prediction is tested by searching for unexpected 

structure in the inclusive photon spectrum of the ~". 

The final topic uses the ~, as a clean source of slow moving D0 

mesons. The D0 mesons are produced by the r£action ~, ~ D0 D0 , and have 

a fixed kinetic energy of only 22 MeV (the ~, is below threshold for 

more complicated decay modes such as DOn or DO*). The decay of a D 

meson does not conserve the charm quantum number, so it is forbidden by 

the strong and electroma9netic interactions and must be mediated by the 

weak interaction. One way to Je~rn about the weak coupling of the charm 

quark to other quarks is by studying the decay modes of the D. Previous 

experiments have focused on D meson final states which are composed 

mostly of charged particles. 1 ~,zo,z, By contrast, the only D meson final 

states which the Crystal Ball can fully reconstruct are those composed 

of particles that decay into photons. This thesis searches for D0 

decays into two and three body final states composed of n° and ~ mesons. 



2.1 THE SPEAR FACILITY 

Chapter II 

EXPERIMENTAL APPARATUS 

The experiment was performed at the SPEAR e•e- colliding beam 

facility of the Stanford linear Accelerator Center (SLAC). This section 

describes those aspects of SPEAR which are relevant to the present 

experiment. In the SPEAR ring (see figure 2>, electrons and positrons 

are guided in a roughly circular orbit by a lattice of dipole bending 

magnets and quadrupole focusing magnets. Electrons from the SLAC linac 

are injected into the ring at the nominal beam energy to form a single 

"bunch" of electrons that circles the ring every 780 ns. Similarly, 

positrons are injected into the ring to form a single bunch that circu

lates in the opposite direction. The electron and positron bunches col

lide at the two "interaction regions," where elaborate detectors are set 

up to measure the products of e•e- collisions. The beams collide at a 

0° crossing angle, so the center of mass for the e•e- collisions is at 

rest in the laboratory. 

As the electrons and positrons orbit the ring, they lose energy 

because of synchrotron radiation. To compensate for this loss, energy 

is pumped back into the beams by 4 rf cavities. This causes the beams 

to be "cigar shaped": very thin transverse to the beam direction (~~<1 

mm), but elongated in the beam direction (o 11 ~3.2 em). The size of the 

luminous region is a factor of J2 smaller than the beam size. Fluctua-

- 8 -
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tions in the synchrotron radiation cause an energy spread in the beams, 

which is calculated to be f1 MeV at the t''.2 2 There is also a .1~ uncer

tainty in the absolute energy calibration of SPEAR.23 

The data sample for this experiment was collected during five weeks 

of running in the winter of 1979. four weeks were spent at a center of 

mass energy of 3771 MeV, which is near the peak of the t'' resonance, 

yielding an integrated luminosity of 1765 nb·'. An additional week was 

spent gathering 383 nb·t in a detailed scan across the resonance. Under 

typical operating conditions, the beams had lifetimes of 4-6 hours, and 

SPEAR was refilled with electrons and positrons every 2-3 hours. During 

most of the running a wiggler magnet was turned on to provide a synchro

tron radiation beam for the Stanford Synchrotron Radiation Laboratory. 

This provided an improvement in the average luminosity with a small 

increase in the beam energy spread. The average luminosity over the run 

was 8X102 9 cm·2sec· 1 , with a peak luminosity of 2.5x1030 cm·2sec·t. 

2.2 THE CRYSTAL BALL DETECTOR 

The remainder of this chapter is devoted to a description of the 

Crystal Ball detector. The Crystal Ball was designed to be the "state 

of the art" for measuring photons in the energy range 10-4000 MeV. This 

was achieved by using a highly segmented array of HaiCTl) crystals to 

provide accurate measurements of the energy and direction of photons. 

Using the algorithms described in chapter 3, an energy resolution of 

aE/E = .026/E(GeV)t/-

was achieved for cleanly identified photons. The high segmentation 

allows measurement of the photon direction to within ~2.5°, and provides 
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separation of nearby photons when they are more than ~so apart. To 

reduce the probability for a photon's escaping detection, 98~ of the 

solid angle was covered by Nal crystals. Additional design goals for 

the detector included identification of charged particles, measurement 

of the charged particle trajectories, an accurate determination of the 

machine luminosity, and the identification of energetic muons. 

figure 3 shows a schematic diagram of the Crystal Ball detector. 

The diagram shows the major components of the detector: 

(1) The Crystal Ball Proper- A highly segmented array of Hal crystals 

that accurately measures the energy and direction of photons over 

93~ of 4n sr. 

(2) The Central Tracking Chambers - Spark chambers and proportional wire 

chambers that identify charged particles and measure their trajecto

ries. 

(3) The Endcap Detector - Additional Hal crystals and spark chambers 

that increase the solid angle coverage to 98~ of 4n sr. 

(4) The Luminosity Monitor - A low angle Bhabha event counter that is 

used to measure the integrated luminosity. 

These components are discussed in more detail in the following sections. 

Hot shown in figure 3 is an external muon identifier made of slabs of 

iron sandwiched between proportional wire chambers. The muon identifier 

was not used in this experiment and is not discussed further. 
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2. 2., The Crystal Ball proper 

The Crystal Ball proper is the main component of the Crystal Ball 

detector. This is no common glass sphere in the hands of an amateur 

fortuneteller, used to conjure visions of minor matters such as life, 

death, and the mass of the Higgs. Rather, this Crystal Ball is a spher

ical array of 672 Nai(Tl) crystals. Its purpose is to accurately meas

ure the energy and direction of photons resulting from e•e· annihila

tions that occur at the center of the detector. 

When a photon enters aNal crystal, an electromagnetic cascade 

shower is created by the processes of pair production, bremsstrahlung, 

and Compton scattering. As the shower proce~ds, energy is transferred 

to the Nal crystal by ionization loss and the photoelectric effect. 

Eventually, the secondary particles drop below the critical energy, at 

which point the electrons and positrons quickly lose their remaining 

energy to ionization, while the photons can either interact further or 

escape the detector. The critical energy for Nal(Tl) is ~13 MeV. Since 

Nal is an efficient scintillator, roughly 10% of the original photon 

energy is converted into low energy photons with wavelengths in the 

range 320-530 nm.Z\ The amount of scintillation light produced by the 

Nal is directly proportional to the energy of the incident photon, and 

can be measured by a photomultiplier tube. 

The geometry of the Crystal Ball is based upon the geometry of the 

icosahedron, a 20-sided regular solid. Each face of the icosahedron is 

an identical equilateral triangle, which will be referred to as a "major 

triangle" (see figure 4a). In order to achieve the fine granularity 

desired for this experiment, each of the 20 major triangles is divided 
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into 36 smaller triangles. First, each major triangle is divided into 4 

"minor" triangles (see figure 4b). This is done by bisecting each side 

of the major triangle and projecting the new vertices to a uniform dis

tance from the center of the icosahedron. Then, each minor triangle is 

divided into 9 individual modules by trisecting each side of the minor 

triangle and again projecting the new vertices (see figure 4c). The 

result is a nearly spherical object which resembles two "geodesic domes" 

joined together. This design has the following features: it can be 

cleanly split into two hemispheres at the "equator," it uses only 11 

different module shapes, 

angle: An=0.018±.002 sr. 

and each module covers nearly the same solid 

The above geometry is projected to a radius of 26", with each tri-

angular module forming the outer face of an Hal(Tl) crystal. The inner 

face of each crystal is determined by shrinking the geometry down to a 

radius of 10". Figure 5 shows a schematic diagram of a typical crystal. 

The crystals are 16" long, which corresponds to roughly 16 radiation 

lengths for showering particles (1,e), 1 interaction length for strongly 

interacting hadrons (n,K,p,n), and 210 MeV of energy loss for charged 

particles at minimum ionization. This length is sufficient to contain 

nearly all secondaries produced by electromagnetic showers for photon 

and electron energies attainable at SPEAR. Each crystal was individu-

ally "compensated" to give uniform response to energy deposited at any 

point along the length of the crystal, and optically isolated to prevent 

"crosstalk" between crystals. 

The crystals were stacked into two hemispheres, each with 336 crys

tals (48 crystals were removed from the above geometry to make room for 
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Figure 5: A single crystal and its photomultiplier tube. 
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the beam pipe). To protect the crystals from hydration, the hemispheres 

were enclosed in hermetically sealed containers. Each crystal has its 

own photomultiplier tube to measure the amount of scintillation light 

produced by the crystal. A scintillation photon must escape through a 

2" diameter polished area centered on the outer face of the crystal and 

then travel through an air gap, a glass window in the container, and 

finally another air gap before reaching the photomultiplier tube. 

2.2.2 Central tracking chambers 

The central tracking chambers are designed to fit within the 10" 

inner radius of the Crystal Ball proper. Their purpose is to identify 

which energy deposits in the Nal are due to charged particles and accu-

rately measure their trajectories. 

charged particle's momentum or mass. 

No measurement is made of the 

As shown in figure 6, the central 

tracking system consists of three concentric cylindrical chambers 

mounted on the beam pipe. The inner and outer chambers are wire spark 

chambers; a multi-wire proportional Ghamber is in the middle. The spark 

chambers produce an accurate measurement of the charged particle's tra

jectory. Although the proportional chambers are less accurate, they are 

very efficient and provide fast information to the trigger electronics. 

The inner and outer spark chambers have a similar design, differing 

only in their dimensions and orientation of the wires. These "wires" 

were formed by etching insulating lines into a copper coated sheet of 

Mylar. Two sheets of wires were formed into concentric cylinders with 

wires facing each other and a 9 mm gap between the wires. One sheet 

contains "straight wires" oriented parallel to the beam direction, while 



- 18 -

(a) 

ETCHED OUTER 
CATHODE 

OUTER CHAMBER WIRES 

PLAIN CATHODES FOR 
BOTH CHAMBERS 

INNER CHAMBER WIRES 

TCHED INNER CATHODE 

figure 6: The central tracking chambers. 

(a) Exploded view of the multi-wire proportional chamber; (b) detail of 
the spark chambers (dimensions in mm). 
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the other sheet is made of "cross wires" that wind in a helix around the 

beam direction. A charged particle passing through the chamber will 

register a "hit" on the pair of opposing straight and cross wires clos-

est to the charged particle's trajectory. The location of the straight 

wire hit determines the+ angle of the hit, while the cross wire loca

tion can be matched with the + angle to determine the z coordinate of 

the hit. The inner spark chamber has two such gaps and covers 94~ of 4n 

sr. The outer spark chamber also has two gaps, but covers only 70~ of 

4n sr because of limited space inside the detector. 

90~ Ne/10~ He was used in the gap between wires. 

A gas mixture of 

A charged particle passing through the spark chambers will leave a 

hit in each gap (assume for a moment that the chambers are 100~ effi

cient). What happens is that the charged particle leaves a path of ion-

ization along its trajectory through the spark chamber gap. If the 

detector is triggered, the straight wires are pulsed with 9 kV. The 

intense electrical field will breakdown in the vicinity of the ioniza

tion, causing a small spark to bridge the gap at the point the charged 

particle passed through the chamber. A wire on each side of the gap 

will carry the current from the spark, and the magnetostrictive readouts 

sense this current; the location of the wire is determined from the tim

ing of the magnetostrictive pulse. 

Sandwiched between the inner and outer spark chambers is a double-

gap multi-wire proportional chamber. Each gap is made from two concen-

tric cylinders of aluminum-coated Mylar separated by 1 em. One cylin-

drical wall of each gap was etched into 36 electrically isolated strips. 

The strips wind in a helix around the beam axis for the inner gap; they 
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encircle the beam for the outer gap. Gold-plated tungsten wires with a 

diameter of 0.02 mm were strung through the middle of each gap parallel 

to the beam direction. The wires were used to determine the ~ angle of 

a hit while the strips were used to determine the z coordinate of the 

hit. Since the strips for the outer gap are at fixed z coordinates, 

only the inner strips needed to be matched with the ~ angle to determine 

the z coordinate. The proportional chamber was operated with the strips 

at -1.7 kV with respect to the wires and a 90Y. Ar/10Y. C0 2 gas mixture 

was used in the gap. 

When a charged particle passes through the proportional chamber, it 

leaves a trail of ionization in the gas. The ionized electrons drift 

along the electric field lines towards the nearest positively charged 

wire. As an electron enters the intense fields close to the wire, it 

picks up enough energy between collisions with gas atoms to knock addi-

tional electrons out of the gas atoms. The result is an "avalanche" 

that produces thousands of electrons for every electron ionized by the 

charged particle. The electrons are collected by the wire, causing a 

small current that is detected by the electronics. The positive ions 

induce a charge on the nearby strips, which is measured by the electron

ics. The voltage on the chamber is kept well below the point where the 

avalanche could develop into a spark, and the chamber quickly recovers. 

2.2.3 Endcap detector 

The endcap detector is designed to increase the solid angle cover-

age to 98~ of 4n sr. Although the endcaps cover only 5,. of the solid 

angle, they greatly reduce the chance that a particle escapes the detec-
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tor. The endcap detector consists of four similar segments. Each seg-

ment has 15 hexagonal Hal(Tl) crystals and two sets of double gap magne-

tostrictive readout spark chambers. Two segments are placed at each 

tunnel opening of the Crystal Ball proper, one above the beam pipe and 

one below. 

detector. 

Refer to figure 3 for a schematic drawing of the endcap 

2.2.4 Luminosity monitor 

The luminosity monitor measures the luminosity of the SPEAR machine 

integrated over the time the detector was ready to take data. An accu-

rate determination of the integrated luminosity is required for calcu-

lating cross sections in later chapters. The luminosity monitor oper-

ates by counting the number of Bhabha events using small counters 

located at an angle of 4.25° from the beam direction. The integrated 

luminosity can be calculated from the number of such events by using the 

QED cross section for Bhabha scattering, integrated over the acceptance 

of the counter. 

The luminosity monitor is made of four separate arms, as shown in 

figure 7. Each arm consists of three scintillation counters and a 

shower counter. The scintillation counters define the acceptance of the 

arm and the shower counter measures the energy of the electron. for 

each arm, a Bhabha event was counted if the shower counter and the "P" 

scintillation counter were in coincidence with the opposing shower 

counter and the "C" scintillation counter. The "C" counter is somewhat 

larger than the "P" counter to take into account the spread in the beam 

position. The counting rate of any single arm is dependent on the beam 
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Figure 7: Schematic di~gram of the luminosity monitor. 
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angle and position; however, the sum of all four arms is almost com-

pletely independent of the beam angle and position. By comparing the 

luminosity monitor to a measurement of the luminosity using wide-angle 

Bhabha events detected by the Crystal Ball proper, the accuracy of the 

luminosity monitor has been determined to be better than !3~. 

2.2.5 Trigger conditions 

At each beam crossing, it is necessary to decide if the detector 

should be triggered. A trigger causes the spark chambers to be pulsed, 

the electronics to be read out, and the data written on tape. This 

decision is based on hardware sums of the energy deposited in the Crys

tal Ball and the presence of charged particles passing through the pro

portional chamber. 

The following four trigger conditions were established: 

(1) At least 1100 MeV of energy deposit in the Crystal Ball proper. 

(2) At least 144 MeV in each hemisphere of the ball, including crystals 

in the tunnel region, and a total energy greater than 775 MeV. 

(3) At least two major triangles with energy deposits greater than 140 

MeV and at least one charged particle detected by the proportional 

chamber. 

(4) At least 70 MeV of energy deposited in each of two opposing minor 

triangles. 

A trigger was generated if at least one of the trigger conditions was 

satisfied. Except for the second trigger conditionp the crystals in the 

tunnel region were excluded from the energy sums. (The tunnel region is 
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the first layer of crystals surrounding the openings for the beam pipe. 

See figure 4.) The above trigger is very efficient for hadronic events 

produced at the t" resonance; it is much less stringent than the soft

ware cuts made in the hadron selection stage of the data analysis Csee 

section 3.3). The trigger rate was usually in the range 2-3Hz, which 

produced a 10~ deadtime. 

2.2.6 Electronics and data acquisition 

Several racks of electronics were used to convert the raw signals 

from the detector into digitized data that could be understood by the 

online computer. Whenever a trigger occurred, the electronics: 

(1) Integrated and digitized the signal from each photomultiplier tube. 

(2) Digitized the timing of sparks detected by the magnetostrictive 

readouts. 

(3) Recorded the locations of wire hits in the proportional chamber. 

(4) Digitized the strip signals from the proportional chamber. 

(5) Digitized miscellaneous si~nals such as trigger timings. 

Under the control of the online computer, 

stored on magnetic tape for later analysis. 

the above information was 



Chapter III 

DATA ANALYSIS 

The ultimate achievement in data analysis would be to select only 

t" events and determine the four-vector for every particle in the final 

state. Unfortunately, the limitations of the Crystal Ball detector 

necessitate a more modest goal. Although it is usually possible to 

eliminate background events (e.g., cosmic rays, beam-gas interactions, 

and QED processes), there is no obvious way to distinguish t" events 

from non-resonant events of the type e+e-~hadrons. Another problem is 

that the Crystal Ball detector can measure complete four-vectors only 

for showering particles (~,e); the energy and mass are unmeasured for 

long-lived charged particles (~,n~K,p). Long-lived neutral particles 

Cv,KL,n) are either unmeasured or misidentified as photons. To make 

matters worse, particles can escape the detector because of the incom

plete solid angle coverage or be misidentified when the reconstruction 

algorithms attempt to unscramble a complex event. Nevertheless, it is 

the task of the analysis program to do the best possible job of select

ing and reconstructing the hadronic events. 

The data analysis can be divided into four stages: 

(1) Calibration- Each Hal crystal is calibrated to accurately convert 

the pulse height from the photomultiplier tube into the energy 

deposited in the crystal. Each magnetostrictive readout is cali-

brated to accurately position the spark chamber wires with respect 

to the coordinate system of the Crystal Ball proper. 

- 25 -
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(2) Offline Analysis- Each event is processed by the Crystal Ball 

"offline analysis" program. This program attempts to reconstruct 

the four-vector of every particle in the final state. 

(J) Hadron Selection - Only events which are consistent with coming from 

the reaction e•e-~hadrons are selected. Background events that 

originate from cosmic rays. beam-gas interactions. or QED processes 

are removed from the data sample. 

(4) PlflT Analysis - Each event is checked to see if there are any n° 

decays which were misidentified due to overlapping energy deposits 

of the n° decay photons. This stage substantially increases the 

efficiency for reconstructing n° decays when the n° energy exceeds 

700 MeV. 

Each stage of the data analysis is discussed in more detail below. 

3.1 CALIBRATION 

Calibrations were done every 1-2 weeks to correct for long-term 

changes in the detector or the associated electronics. The primary goal 

of a calibration was to update the constants used to calculate the 

energy depositions in the Hal crystals. The performance of the detector 

depends crucially on these constants. and even small miscalibrations of 

~2% would seriously degrade the performance of the detector. Each cali

bration also updated the calibration constants for the magnetostrictive 

readouts of the central spark chambers. 

The energy deposited in an Hal crystal is very nearly proportional 
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to the photomultiplier tube pulse height. 25 If we assume proportional

ity, we can relate the energy to the pulse height as follows: 

H = p + sE 

where His the pulse height, E is the energy deposit, pis the pedestal, 

and s is the slope (the electronics was designed such that the pedestal 

and slope are both positive). The pedestal and slope will be different 

for each channel of the electronics and must be determined by the cali-

bration procedure. The Nal electronics incorporates two separate chan-

ne's for each photomultiplier tube: a low channel for measuring energies 

in the range 0-160 MeV and a high channel for energies in the range 

160-3200 MeV. Thus, we need to determine two pedestals and two slopes 

for each Hal crystal. 

The low channel pedestals, high channel pedestals, and the ratios 

between the low channel slope and the high channel slope were determined 

by studying the Hal pulse heights in a portion of the data sample. The 

pedestals are simply the pulse heights recorded when no energy is depos

ited in the crystal (a typical event will deposit energy in only 10-20% 

of the crystals). The ratio between the low channel slope and high 

channel slope was determined from events which deposited less than 160 

MeV in the crystal. for these events the low channel range and the high 

channel range overlap; the ratio of slopes was determined by requiring 

that both channels measure the same energy. 

To complete the Nal calibration, it is necessary to measure either 

the low channel slopes or the high channel slopes. A preliminary esti-

mate of the low channel slopes was made by using the 661 keV photon line 

of a 137 Cs source. for each crystal, the low channel pulse height spec-
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trum was fit to determine the pulse height that corresponds to 661 keV. 

The low channel slope was then determined by subtracting the pedestal 

and dividing by the energy of the photon line. A more accurate determi-

nation of the low channel slope was then made using the 6.13 MeV photon 

line from the following reaction: 

P + 19F ~ 20He* ~ 160* + a 

~ 16 0 + ~-
A small Van de Graaff accelerator supplied the 340 keV protons needed to 

excite the 20 He* resonance. 26 Although a 6.13 MeV photon will deposit 

most of its energy in the crystal it enters, a small amount of energy 

will usually "leak" into the neighboring crystals. We can measure the 

amount of leakage energy, and thus correct for it, by using the low 

channel slopes obtained from the 13 7 cs calibration. The low channel 

slope for each crystal was recomputed by requiring that the 16 0* line, 

after correcting for leakage, was centered at 6.13 MeV. 

The low channel slopes obtained from the Van de Graaff calibration 

are much more accurate than those from the 137 Cs calibration, but we can 

do better still by using Bhabha events. It takes ~1 week of data taking 

to collect enough Bhabha events to calibrate the detector. The proce-

dure is similar to that used in the Van de Graaff calibration except 

that we are measuring the high channel slope instead of the low channel 

slope (this is equivalent since the ratio between slopes was accurately 

measured). Again, leakage is a significant factor and the Van de Graaff 

calibration was used to correct for it. The resulting slopes are quite 

accurate, giving a resolution of aE/E=1.9% for 1.886 GeV Bhabha elec-

trons. 
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The magnetostrictive readouts of the spark chambers must also be 

calibrated periodically . These calibrations determine constants which 

are used in converting the readout timings into the locations of the 

wires that were hit. Bhabha events were selected and the calibration 

constants were adjusted until the locations of the wires hit were both 

internally consistent and also consistent with the direction of the Bha-

bha electron as determined by the Crystal Ball proper. The constants 

for the central spark chambers were updated after every Hal calibration 

to maintain the accuracy of the charged particle tracking. 

3.2 orrLIHE ANALYSIS 

The offline analysis program attempts to reconstruct the final 

state for each event. 

subroutines: 

The analysis program is divided into five major 

(1) ENERGY- Calculates the energy deposited in each Hal crystal. 

(2) CONREG - Finds "connected regions" of energy deposit. A connected 

region is a set of contiguous crystals that have energy deposited in 

them. 

(3) BUMPS- Finds "bumps" within each connected region. A bump is a 

crystal with a sufficiently large energy deposit to indicate that a 

photon or charged particle entered the crystal. 

(4) CHGTKS - Reconstructs the trajectories of charged tracks and deter-

mines which bumps were caused by charged particles. Any bump which 

is not caused by a charged particle is assumed to be caused by a 

photon. 
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(5) ESORT - Computes the energy associated with each bump and estimates 

the direction cosines for the photons in the final state. 

The algorithms used in these subroutines are described below. 

The ENERGY subroutine uses the photomultiplier tube pulse heights 

and the calibration constants to make a straight-forward calculation of 

the energy deposited in each Hal crystal. The CONREG subroutine groups 

crystals that have more than 10 MeV of energy into "connected regions": 

sets of crystals that are contiguous with one another. The easiest way 

to define a connected region is to describe the algorithm used by 

CONREG. If CONREG finds a crystal with more than 10 MeV that is not 

already a member of a connected region, a new connected region is 

formed. The 12 nearest neighbors of this crystal are checked and any 

neighbors which have more than 10 Mev are included in the connected 

region. 27 The search proceeds until the neig~bors of every crystal in 

the connected region have been checked and are either in th~ connected 

region or have less than 10 MeV of energy. 

The BUMPS subroutine uses a pattern recognition algorithm to find 

one or more "bumps" in each connected region. A bump is a crystal with 

a sufficiently large energy deposit to indicate that a photon or charged 

particle probably entered the crystal. The crystal with the highest 

energy in the connected region is a bump by definition. The remaining 

crystals in the connected region are candidates for becoming additional 

bumps. Every candidate is then checked to see if it has an energy 

d~posit which can be attributed to the bump just found. This is done by 

comparing the candidate crystal's energy against the threshold set by 

the "bump discriminator." Those candidates with an energy below the 
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threshold are eliminated from further consideration. If one or more 

candidates exceeds the threshold, the candidate with the highest energy 

is added to the list of bumps and the above process is repeated until no 

more candidates remain. The bump discriminator is a function which 

depends on the energy of the most recently found bump as well as the 

distance between this bump and the candidate crystal. The discriminator 

is somewhat biased against finding additional bumps unless there is 

clearly an excess of energy well separated from the already existing 

bumps. This bias prevents interacting charged particles from creating 

numerous spurious bumps. 

The CHGTKS subroutine identifies charged particles and measures 

their trajectories. The CHGTKS routine uses two different algorithms to 

reconstruct charged tracks: the first algorithm finds the charged tracks 

which can be reconstructed using only the information obtained from the 

central tracking chambers and the endcap chambers; the second algorithm 

"tags" additional charged tracks by matching hits in the central track

ing chambers with bumps in the Cryst31 Ball proper. 

The algorithm for measuring a charged particle's trajectory through 

the central tracking chambers requires that the charged particle pass 

through both layers of the spark chamber and fires at least one gap in 

each layer. The tracking routine first matches the straight wire hits 

that have similar values for the~ angle. The ~ hits are then matched 

with various combinations of the cross wire hits to search for reason

able trajectories. The best matches are found and straight line trajec-

tories are fit to the hits in the spark chambers. The z coordinate of 

the interaction point is determined by assuming that the tracks origi-
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nate from x=y=O. If more than one charged track is found, the trajecto

ries are refit using a common interaction point. This algorithm gives 

an accurate measurement of the charged particle direction and the z 

coordinate of the interaction point: 

U¢ = 20 mrad 

ue = 30 sin 2 9 mrad 

Uz ~ 1 em. 

A similar algorithm is used to determine the trajectories of charged 

p~rticles which pass through the endcap chambers. 

The above algorithm is unable to determine the trajectory of a 

charged particle which misses the outer spark chamber or fails to leave 

sufficient hits because of chamber inefficiency. To identify as many 

charged particles as possible, a less demanding algorithm is used to 

"tag" charged particles missed by the first algorithm. The tagging 

algorithm assumes that a particle, either charged or neutral, entered 

each crystal which is identified as a bump. An estimate of the parti-

cle's trajectory is made by joining the interaction point and the center 

of the bump crystal. If there are several hits near the points where 

the trajectory intersects the chambers, the bump is tagged as charged. 

The criteria for how close the hits must be, the number of hits 

required, and the relative weight given each chamber were determined 

empirically. These criteria strike a balance between "undertagging" and 

"overtagging": the small probability (~7%) that a charged particle will 

be misidentified as a photon is approximately equal to the probability 

that a photon will be misidentified as a charged particle.ze This algor-
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ithm gives a relatively poor resolution for the charged particle direc

tion: 

a+ = 60/sin9 mrad 

aa = 60 mrad. 

The ESORT subroutine assigns an energy to each bump and estimates 

the direction cosines for each reconstructed photon. For the purpose of 

assigning an energy, each bump is treated as a showering particle (~,e). 

The energy deposits in the bump crystal and its 12 nearest neighbors are 

su~med and corrected for losses in the material between crystals. This 

gives an energy resolution of 

aE/E = .026/E(GeV) 1/\ 

for showering particles with energies in the range 100-1000 MeV. If the 

bump is caused by a non-showering particle (~,n±,K,p,n), the energy 

assigned to the bump will usually be quite different from the energy of 

the particle. 

To complete the reconstruction of the final state, it is necessary 

to measure the direction cosines of the reconstructed particles. The 

direction cosines of the charged particles were measured by the CHGTKS 

subroutine; the direction cosines of particles associated with neutral 

bumps can be estimated under the assumption that they are photons. 

Since photons nearly always deposit the most energy in the crystal they 

enter, a first estimate of the photon direction is that it entered the 

bump crystal. A more accurate estimate can be mnde by dividing the bump 

crystal into 16 hypothetical submodules, as shown in figure 8, and find-

ing the submodule which the photon most likely entered. The ESORT rou-

tine uses an algorithm which compares the energy deposit in each crystal 
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Figure 8: Division of a module into 16 submodules. 
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with the average energy deposit that would be expected due to a photon 

in a particular submodule. 29 This algorithm finds the submodule for 

which the energy deposits are closest to the expected averages; the pho

ton is assigned directions cosines which point at the center of this 

submodule. The angular resolution for photons obtained from this algor

ithm is given by: 

C1tJ> = ao/sin9 

ae = CJo 

where a 0 is between 25 and 40 mrad, depending on the photon energy.30 

Although this algorithm is not as accurate as the one described in 

appendix A, it is used because it requires less computer time. 

The results of the offline analysis are summarize d by a collection 

of "tracks" in the "track bank." A track is the collection of attri

butes that have been measured for a particular particle in the final 

state. These attributes include the measured energy and direction 

cosines, as well as an indication of whether the particle was charged or 

neutral. 

follows. 

The track bank forms the basis for most of the analysis that 

3.3 HADRON SELECTION 

Most of the events recorded on tape were not from the reaction 

These background events have many sources: cosmic rays, 

beam-gas interactions, and QED processes such as e•e-~e•e-. Most of the 

background events can be clearly distinguished from hadronic events by 

the topology of the event. For example, Bhabha scattering events have 

two tracks with energies equal to beam energy; no hadronic final state 
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would have this characteristic. By making a series of cuts on the data, 

it is possible to remove nearly all of the background events while keep-

ing almost all of the hadronic events. 

"hadron selection." 

This process is referred to as 

The cuts used to select hadronic events are nearly the same as the 

cuts developed for measuring the hadronic cross section.3 1 p32 These 

cuts, which are described in detail by reference 31, 

below: 

are summarized 

(1) QED events are removed. This cut removes events which have 2 or 

more tracks with greater than 55~ of the beam energy. Also, events 

which have fewer than 4 connected regions and one track with greater 

than 75% of the beam energy are removed. 

(2) Beam-gas scattering events are removed. An event is due to beam-gas 

scattering if it has a low transverse momentum with respect to the 

beam axis (i.e., ~Pt 2 is small). 

(3) Cosmic ray events are removed. Cosmic ray muons which pass through 

the detector leave energy along the straight-line path of the muon. 

The cosmic ray events which are not removed by other cuts are the 

ones that graze the detector, passing through many Nal crystals. If 

the energy deposits are consistent with a straight-line path and 

there is a large asymmetry in the energy deposit, the event is 

removed. 

(4) General purpose cuts remove events with fewer than 3 connected 

regions or a large asymmetry in the energy deposit. 
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3.4 PlfiT ANALYSIS 

The offline analysis program often misidentifies an energetic n° as 

a single photon when the n° decay photons are "merged" into a single 

connected region. The misidentification occurs if the BUMPS algorithm 

fails to find a second bump associated with the smaller of the two pho-

tons. The n° decay photons can merge into a single connected region 

when the n° energy exceeds 500 MeV; misidentification becomes a serious 

problem when the n° energy exceeds 700 MeV. Most such misidentifica-

tions were corrected by the PifiT program (see appendix A for a descrip

tion of the PifiT program). 

A connected region was analyzed by PifiT if the following criteria 

were satisfied: 

(1) The connected region energy was greater than 500 MeV. 

(2) There were no charged tracks in the connected region. 

(3) There were no more than two bumps in the connected region. 

(4) None of the bumps in the connected region came from an endcap crys

ta 1. 

Figure 9 is a histogram of the photon-photon mass, myy• obtained from 

the PIFIT analysis. The histogram shows a large peak at low mass due to 

single photons, an obvious peak at the n° mass, and a smooth background 

under the nO peak due to the random overlap of two photons. A connected 

region was identified as a n° if myy was in the range 80-180 MeV and at 

least 95% of the energy in the connected region could be attributed to 

the n° (this cut eliminates connected regions which have additional 

energy deposits beyond those expected for two photons). The PifiT anal-
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Figure 9: Mass distribution obtained from PIFIT. 
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ysis greatly increases the efficiency for finding energetic n° decays, 

which is an important part of reconstructing neutral decay modes of the 

0° meson. 



Chapter IV 

THE i'" RESONANCE 

The i'" resonance is clearly visible as an enhancement in the hadron 

cross section, a(e•e-~hadrons), at a center of mass energy of approxi-

mately 3770 MeV. Such a resonance is characterized by three resonance 

parameters 33 : the mass of the resonance, the total width of the reso-

nance, and the partial width for the decay of the resonance to e•e-. 

This chapter describes a measurement of the ~, resonance parameters made 

by fitting a modified Breit-Wigner line shape to the enhancement in the 

hadron cross section. 

An accurate measurement of the ~, resonance parameters is important 

for two reasons: to test the predictions of the charmonium theory and to 

measure the cross section for D meson production. The i"' i s us u a 1 1 y 

interpreted as a predominantly 13 01 charmonium state with a small admix-

ture of the 23 S1 charmonium state. This interpretation is based upon 

the predictions of the potential model, so an accurate determination of 

the t" resonance parameters provides an important test for the model. 

Of particular interest is the leptonic width, fee, which is sensitive to 

the amount of mixing between the 13 01 and the 23 S1 charmonium states. 

The D meson cross section near the peak of the i~ resonance is needed to 

calculate branching ratios for exclusive decay channels of the D mesons. 

Under the assumption that the t" decays predominantly to 05 and that 

non-resonant D production is small, the cross section forD meson pro-

- 40 -
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duction is simply twice the ~" cross section. 

assumptions is discussed below. 

The basis for these 

4. 1 THE HADRON CROSS SECTION 

This measurement of the ~, resonance parameters is based upon 23 

measurements of the hadron cross section made in the vicinity of the ~, 

resonance. Data samples of 200-500 hadronic events were acquired for 22 

different center-of-mass energies in the range 3670-3872 MeV. In addi-

tion, a large data sample with ~40K hadronic events was acquired near 

the peak of the ~" resonance. For each data sample, the hadronic events 

were counted and a measurement of the hadron cross section was made. 

Several selection criteria were used to determine which events 

should be counted as hadronic events. The initial hadron selection cuts 

were described in section 3.3. These cuts were deliberately kept loose 

to avoid losing rare decay modes of the D mesons, with the result that a 

significant fraction (~15%) of the events passing the initial cuts orig-

inate from beam-gas interactions. 'To remove as many beam-gas events as 

reasonably possible, two additional cuts were imposed: 

(1) At least 20~ of the center-of-mass energy must be deposited in the 

Nai crystals, excluding the endcap crystals and those crystals near

est the beam openings. 

(2) At least one charged track must be reconstructed from the hits in 

the central spark chambers (a bump identified as being charged by 

the tagging algorithm is insufficient). 

These cuts remove most of the cosmic ray and beam-gas events from the 

data sample: the cosmic ray contamination is less than 1~ and the beam-
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gas contamination is less (probably much less) than 5~. These addi-

tional cuts are not expected to reduce significantly the detection effi

ciency for DO events since these events nearly always contain at least 2 

charged particles and deposit more than 20~ of the center of mass energy 

in the Nal crystals. 

Another source of background is events from the process e•e-~1+1-

that are misidentified as hadronic events. The probability of a TT 

event being misidentified as a hadronic event was determined by a Monte 

Carlo simulation of these events in the Crystal Ball detector. After 

applying the hadron selection cuts, (42±4)~ of the simulated TT events 

survived. 3 ~ This probability was found to be constant over the energy 

range encompassed by the data samples. For each data sample, the 

expected number of misidentified 11 events was calculated and subtracted 

from the observed number of hadronic events Cthe lowest order QED calcu

lation of the 11 cross section was used to compute the number of pro

duced 11 events). 

The observed hadron cross section was determined for each data sam

ple by taking the number of hadron events (after T subtraction) and 

dividing by the integrated luminosity. These results can be restated in 

terms of R, the ratio of the hadron cross section to the e•e-~~·~- cross 

section: 

R -
crce•e-~~·~-) 

where the ~~ cross section is given by 

cr(e•e-~~·~-) = 86.8/[EcmCGeV)]Z nb. 

Table 1 summarizes the results of the hadron cross section measurements. 
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It should be noted that the observed hadron cross sections are not effi-

ciency corrected (see section 4.4). 

TABLE 1 

Observed Hadron Cross Section Measurements 

Ec• 
(MeV) 

3670 
3692 
3704 
3716 
3728 
3740 
3746 
3752 
3758 
3764 
3770 
3771 
3776 
3782 
3788 
3794 
3800 
3812 
3824 
3836 
3848 
3860 
3872 

C7obs 
Cnb) 

13.2:t0.8 
41.1±2.1 
24.1:t1.4 
19. 7:t1. 3 
17.5±1.2 
16.7±1.0 
18.5:t1.0 
20.3±1.0 
19.1±1.0 
20.1:t1.4 
20.1±1.3 
20.8±0.4 
21.9±1.4 
19.3±1.2 
16.9±1.1 
14.5±1.1 
15.4±1.1 
14.5±1.1 
14.2±1.1 
17.1±1.2 
12. 8:t 1. 0 
14. 7±1. 1 
13.8±1.1 

Robs 

2.05:t0.12 
6.45±0.34 
3.81±0.23 
3. 13:t0.20 
2.79±0.19 
2.69:t0. 16 
2.99:t0. 16 
3.29±0.16 
3.11±0.16 
3.28:t0.23 
3.29±0.21 
3.40!0.07 
3.60!0.23 
3.18±0.20 
2. 79!0.18 
2.40!0.18 
2.55±0.19 
2.43!0.18 
2.38±0. 19 
2.90±0.20 
2.18±0. 18 
2.52±0. 19 
2.38±0.19 

The error in the cross section measurements contains a small 

point-to-point systematic error (0.07 units of R) added in quadrature 

with the statistical error. The point-to-point error was determined by 
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dividing the largest data sample (~40K hadrons at Ec.=3771 MeV) into 37 

subsamples with ~1000 hadrons apiece. A point-to-point error of 0.07 

units of R was necessary to bring the observed cross sections for the 37 

subsamples into agreement. Since these subsamples span a month of run-

ning time with differing beam and detector conditions, this method is 

expected to give a good estimate of the point-to-point error for differ

ent data samples. 

4.2 A MODEL FOR THE HADRON CROSS SECTION 

This section describes a model for the hadron cross section in the 

vicinity of the t" resonance. The model has several free parameters, 

including the t" resonance parameters, which were determined by fitting 

the model to the data (see section 4.5). The "naive" form of the model, 

which neglects radiative corrections and efficiency corrections, is 

given by: 

anaive = aNc + a~ + a~, + a~, 

where aNc is the contribution from non-charm processes and a~, a~,, and 

a~, are resonance terms for the t, t', and~', respectively. The radia

tive and efficiency corrections to the naive model are discussed in sec-

tions 4.3 and 4.4, respectively. Note that the t and t' terms are 

included because radiative corrections cause these narrow resonances to 

have "radiative tails" that contribute to the measured hadron cross sec

tion. 

The non-charm background is taken to be a constant value of R, 

independent of the center of mass energy 35 : 

aNc = RNc·a(e•e-~~·~-) 
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where RHc is a constant that was allowed to vary in the resonance param-

eter fit. This form is motivated by the quark-parton model, which pre-

diets that non-charm processes contribute ~2 units of R. 

The ~ is sufficiently narrow that it can be approximated by a 6 

function: 

a~ = A~·6(Ec.-M~) 

where M~ is the mass and A~ is the integrated hadron cross section of 

the ~ resonance. For a Breit-Wigner line shape, the integrated hadron 

cross section is given by: 

6n 2 ree rhad 
A-t' = 

M'?'2 rtot 

where ree is the partial width to e•e-, rhad is the partial width to 

hadrons, and rtot is the total width of the ~. For the resonance param

eter fit, the ~mass was fixed at its "SPEAR value" of 3095 MeV. The 

standard values 36 of ree, rnad, and rtot were used to determine A~. The 

~, term is the same as the ~ term except that the mass of the ~, is 3684 

MeV and the integrated hadron cross 5ections is somewhat smaller. Since 

the radiative tail of the~, is a prominent feature of the data, A~, was 

allowed to vary in the resonance parameter fit. 

The final term in the model is a-.:"'' the line shape for the~, reso-

nance. It is clear from the hadron cross section measurements that the 

~,is a fairly wide state, ~100 times as wide as the~', though only 

slightly higher in mass. This suggests that the t" decays predominantly 

to the OZI allowed final state DO . For the remainder of this thesis, it 

is assumed that the DO decay mode predominates. 
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Since the ~' is only ~40 MeV above DO threshold, it is necessary to 

include threshold effects in the t" line shape. This is done by using 

an energy dependent width in the Breit-Wigner line shape37: 

3n 
O'f'' : 

where Mv'' i s the mass , f e e i s the par t i a 1 w i d t h to e + e - , and f ( E c 11 ) i s 

the total width of the resonance. 

The energy dependent width incorporates phase space and centrifugal 

barrier effects into the line shape. For the DO decay, the phase space 

is proportional to the momentum of the D. The effect of the p-wave cen-

trifugal barrier is approximated by using the centrifugal barrier factor 

derived for a square well potential . 37 Aside from phase space and cen

trifugal barrier effects, the i" should decay equally to 0°5° and o•o-. 

Including these effects, the two decay modes no longer make equal con-

tributions to the t" width: 

Po 3 P+ 3 

fCEc~> « + 
1 + (rpo) 2 1 + (rp.> 2 

where Po Cp.> is the momentum of the 0° co•> and r is the radius of 

interaction. The proportionality constant is determined by defining 

ftot to be the value of the energy dependent width at the resonance 

mass. As in previous measurements of the t" resonance parameters, 15 the 

radius of interaction was taken to be 2.5 fm. 38 The values of M~,, fee• 

and ftot were allowed to vary in the resonance parameter fit. 
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4 . 3 RADIATIVE CORRECTIONS 

It is necessary to apply radiative corrections to each term of the 

model before comparing the model with the data. The most important of 

these corrections is due to the radiation of a photon by the initial 

state electron or positron, thereby reducing the effective center of 

mass energy. This correction is responsible for the radiative tails of 

the ~ and ~, in the data. To distinguish the naive cross section from 

the radiatively corrected cross section, the following notation is used: 

naive cross sections are denoted by the symbol a; radiatively corrected 

cross sections are denoted by a. The radiative corrections were done 

according to the following formula3 9 : 

= ~aCEcm> + tJE dk[~ 
0 k E t 

k 

E 

2o. 
t = ( 21 n ( 2 [/me) - 1 ) 

lT 

2o. 
[:2 - ~) ~ :2t ~ = 

lT 36 12 

where E is the beam energy CEc~/2), a is the fine structure constant, 

and me is the electron mass. This formula includes all first-order QED 

corrections and the effect of multiple soft photon emission. 

4.4 EFFICIENCY CORRECTIONS 

The hadron selection criteria misidentify a small fraction of the 

hadron events as background events. The misidentified hadron events are 

rejected from the data sample, causing the observed hadron cross section 

to be somewhat less than the true hadron cross section. Since the model 
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is to be compared with the observed hadron cross section, 

model must be corrected for the hadron detection efficiency. 

the naive 

The cor-

rected model, Cicor• is obtained by applying radiative and efficiency 

corrections to the naive model: 

Ocor : ENCONC + E"<t'tf"<t' + E"<t''(j"<t'' + e,~·"0.,Y' 

where E H c, E "<t', E *, , and E ..Y' are the hadron de t e c t i on e f f i c i en c i e s f or 

the non-charm, ~. ~', and~, processes, respectively. These efficien-

cies are not expected to vary significantly over the energy range of the 

data sample."o 

It is not necessary to know ENc or E"<t'' since the magnitudes of the 

non-charm and~, terms were allowed to vary in the resonance parameter 

fit. Furthermore, the contribution from the radiative tail of the~ is 

so small (R*~o. 1) that only a rough estimate of E~ is necessary. The 

hadron detection efficiency is estimated to be 0.9~0. 1 for these terms. 

The value of E~' was determined by a Monte Carlo simulation of 0°0° 

and o•o- events in the Crystal Ball detector. The Monte Carlo produced 

DO initial states with the expected angular distribution for a pair of 

pseudoscaler mesons: 

dN 

d(cos9) 

where e is the angle between the D meson and the beam axis. The D 

mesons were decayed according to a model described in appendix B, and 

the response of the detector to the decay products was simulated ... 1 

Finally, the offline analysis and hadron selection procedures were 

applied to the Monte Carlo events. 
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The hadron detection efficiency is the fraction of simulated events 

that survive the hadron selection cuts. The hadron detection efficiency 

was determined to be 0.89±0.05 for the 0°5° decay mode and 0.85±0 . 05 for 

the o+o- decay mode. The t'' resonance is expected to have approximately 

equal decay rates to 0°0° and o•o-, yielding an average efficiency of 

E "¥' = 0 . 8 7 ± 0 . 0 5 . The error in these efficiencies is almost entirely due 

to the uncertainty in the branching ratios used in the model for D meson 

decay (see appendix B). 

4.5 THE RESONANCE PARAMETER riT 

The resonance parameters were determined by a least squares fit of 

the corrected model to the observed hadron cross section. The following 

parameters were allowed to vary in the fit: the t" resonance parameters, 

M~"', fee, and f toti the magnitude of the non-charm term, RNci and the 

magnitude of the~, radiative tail, A~'· The results of the fit are 

shown in figure 10, where the data points are the observed hadron cross 

section measurements (in units of R) and the solid curve is the cor-

rected model. rigure 11 shows the same data with the non-charm contri-

bution and the radiative tails of the ~and~, subtracted. The cor-

rected model gives a reasonably good fit to the data points Cx 2 =23 for 

18 degrees of freedom). 

The t" resonance parameters were determined from the fit: 

MY'' = 3768± 2 MeV 

fee = 283±70 eV 

r tot = 34± 8 MeV 

w he r e the r e i s an add i t i on a 1 ± 4 MeV s y s t em a t i c e r r or i n the t'' mass due 
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figure 11: ~"resonance fit- background subtracted. 

The dashed curve shoL.Is the ~, line shape, including radiative 
corrections, that was determined by the fit. 
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to the uncertainty in the SPEAR energy calibration. The fitted magni-

tudes of the non-charm and ~, terms are consistent with previous meas

urements: RHc~2 and A~~~s nb-GeV. 

The resonance parameter fit was used to determine the +" and 0 

meson cross sections. The t" cross section was determined to be 6. 7~0.9 

nb at the t" mass CEc~=3768 MeV). ror the large data sample at Ec~=3771 

MeV, the ~'cross section was determined to be 6.4~0.9 nb. In determin

ing the 0 meson cross sections, it is assumed that the t" decays almost 

entirely to DO final states, as suggested by the relatively large width 

of the ~'. Making the additional assumption that non-resonant 0 produc

tion is small (see cross check (4) below), the total 0 meson cross sec-

tion is then twice the ~" cross section. Taking into account the 

unequal phase space and centrifugal barrier factors for the 0°50 and the 

o•o- final states, the 0 meson cross sections at Ec.=3771 MeV were 

determined to be 6.8~1.2 nb and 6.0~1. 1 nb for the 0° and o± mesons, 

respectively. 

To verify that these results do not depend on the choice of hadron 

selection criteria or the details of the model, several cross checks 

were made: 

(1) A measurement of the hadron cross section was made using signifi-

cantly different hadron selection criteria. Fitting the model to 

this alternative measurement of the hadron cross section yielded~" 

resonance parameters in good agreement with the above results. 

(2) The point-to-point systematic error in the hadron cross section 

measurements was estimated using the large data sample taken at 

Ecm=3771 MeV. Although not expected, there could be a somewhat 



- 53 -

larger point-to-point error between different data samples. A 

larger point-to-point error does not significantly change the above 

results. 

(3) The centrifugal barrier factor in the~, line shape depends upon the 

radius of interaction. The above results use a radius of 2.5 fm, 

but similar results are obtained for any radius greater than 1 fm. 

(4) There could be a large contribution to the hadron cross section from 

the non-resonant production of DO final states. Several different 

forms for a non-resonant DO term were included in the model; none of 

them significantly improved the fit or made a significant change in 

the t" resonance parameters. This suggests that non-resonant DO 

production is small at these energies. 

(5) A potential model calculation of the DO cross section predicts a ~, 

line shape that is distorted by momentum dependent decay ampli-

tudes 17 (i.e., form factors). To check whether the above results 

are dependent on the line shape, the resonance parameter fit was 

redone using a Gaussian line shape; both fits gave very similar val

ues for the~, resonance parameters even though the two line shapes 

are quite different. This cross check indicates that these results 

are reasonably independent of the assumptions which have been made 

regarding the line shape. 

4 . 6 COMPARISON WITH OTHER EXPERIMENTS 

The ~, resonance parameters have been measured by three previous 

experiments'S: Delco, lead Glass Wall, and Mark II . The Crystal Ball 

results are compared to these other experiments in table 2. All of the 
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experiments use the same technique and very similar~' line shapes to 

determine the ~" resonance parameters. Also included in table 2 are the 

predictions of a potential model calculation. 1 7 

Experiment 

Crystal Ba 11 
Delco 
Lead Glass Wall 
Mark I I 
Potential Model 

TABLE 2 

~" Resonance Parameters 

84±3 
86±2 
88±3 
80±2 

71 

fee 
(eV) 

283±70 
180±60 
345±85 
276±50 

230 

ftot 
(MeV) 

34±8 
24±5 
28±5 
24±5 

30 

a-.v' 
(nb) 

6.7±0.9 
~6 

~10 

9.3±1.4 

Table 2 shows that this measurement of the ~" resonance parameters 

is in reasonably good agreement with the previous measurements. There 

is moderate disagreement among the previous measurements of the ~' mass: 

the Mark II experiment measures a mass which is 6-8 MeV lower than the 

values measured by Delco and the Lead Glass Wall. The Crystal Ball 

measurement of the ~"mass is only slightly lower (2-4 MeV) than the 

values measured by the Delco and Lead Glass Wall experiments; given the 

size of the experimental errors, this measurement is consistent with all 

previous measurements. The Crystal Ball measurement of the total width 

is somewhat larger than previous measurements, but the difference is not 

statistically significant. A simple comparison of the leptonic width 
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measurements is misleading. The resonance parameter fit accurately 

determines the ~" peak cross section, which is approximately proper-

tional to ree/rtot• This causes the fit to have a large correlation 

between the leptonic width and the total width, whereas a determination 

of the ~" peak cross section is nearly independent of the total width. 

Tab 1 e 2 compares the me as u rem en t s of a'¥', the ~, cross sec t i on at the 

resonance mass.- 2 The Crystal Ball and Delco measurements of the ~, 

cross section are in good agreement, but the Lead Glass Wall and Mark II 

experiments measure a substantially larger cross section. No explana-

tion for this discrepancy is offered except to note that the Crystal 

Ball measurement is relatively free of systematic uncertainties due to 

an accurate measurement of the integrated luminosity, a small point-to

point error in the cross section, and a high efficiency for detecting 

hadron events. 

The potential model predictions given in table 2 are jn very good 

agreement with the Crystal Ball measurements of the~, resonance parame-

ters. Although the potential model predicts that the~, mass lies ~13 

MeV lower than is observed, the authors of reference 17 note that the t" 

mass prediction is sensitive to the details of their model. The poten-

tial model prediction of the total width of the i~ is relatively free of 

uncertainty and is in excellent agreement with the Crystal Ball measure-

ment. The potential model prediction of the leptonic width includes 

contributions from both 13 D1 -2 3 S1 mixing and relativistic corrections to 

the 13 01 wave function. These two contributions are predicted to be 

approximately equal, which precludes a reliable calculation of the 

13 D1 -2 3 S1 mixing angle based upon the t" leptonic width measurement. 
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Although the potential model prediction of the leptonic width is in 

agreement with the Crystal Ball measurement, a more precise comparison 

can be made by using the ratio fee/ftot· The potential model predicts a 

value of 7.7x1o- 6 for this ratio, which is in very good agreement with 

the Crystal Ball measurement of (8.3±1.3)x1o- 6 • Such good agreement 

between the predictions of the potential model and the Crystal Ball 

measurements is strong support for the interpretation of the t" as the 

predominantly 13 01 charmonium state. 



Chapter V 

THE ~" INCLUSIVE PHOTON SPECTRUM 

The resonant production of a charmonium state by e•e- colliding 

beams is the cleanest laboratory for studying such 

nately, only the JPC=1-- states (e.g., ~~ ~', 

a state. Unfortu-

~") can be produced 

directly by e•e- annihilation; the study of charmonium states with quan

tum numbers other than 1-- requires a different production mechanism. 

One such mechanism utilizes radiative transitions from an 1-- state to 

produce lower mass, positive C-parity charmonium states. The states 

produced in this manner can be identified by detecting the monochromatic 

photon which results from the transition.~ 3 The excellent photon energy 

resolution of the Crystal Ball detector makes it well suited for observ

ing these transition photons in the inclusive photon spectrum. A previ

ous work 8 has used the Crystal Ball detector to make an exhaustive study 

of radiative transitions from the ~ and t' states. This work found evi

dence for transitions from the~, to the x0 , x1 , x2 , ~c and ~c' charmo-

nium states. Evidence was also found for transitions from the ~ to the 

~c and from the X states to the ~- In this chapter, the study of radia

tive transitions from charmonium states is extended to include tran

sitions from the t". 

The ~" can make radiative transitions to any of the positive C-par-

ity charmonium states which are lower in mass. Thus, transitions from 

furthermore, 

- 57 -
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transitions to the 1'0 2 charmonium state are allowed if it has a lower 

mass than the t". Table 3 gives the predicted rates for these tran-

sitions based upon potential model calculations.,,,,,, __ These calcula-

tions assume the t" is a pure 13 01 charmonium state; including a small 

admixture of the 23 S1 state does not significantly change the predicted 

transition rates. Table 3 also gives the predicted branching ratios for 

the radiative transitions. These branching ratios were calculated by 

dividing the predicted transition rates by the total width of the t", 

which was taken to be 30 MeV. The branching ratios in table 3 are all 

quite small, the largest being 0.7X for the transition from the t" to 

the Xo state. Transitions with such small branching ratios are not 

expected to be observable by this experiment given the size of the data 

sample (see section 5.2). Nevertheless, searching for such transitions 

provides a test of the charmonium theory since the observation of an 

anomalously large branching ratio would pose difficulties for the 

theory. 

TABLE 3 

Predicted +" Radiative Transition Rates 

Decay 

13 D1 -+'Y1 3 Po 
13 0,-+'Y1 3 P, 
13 01 -+'Y1 3 Pz 
1 3 0 1 -+'Y 1 1 D z 
1 3 0, -+y, , s 0 

13 D,-+'Y2 1 S0 

E.y 
(MeV) 

338 
251 
208 

? 
707 
176 

fy 
(keV) 

221 
68 

3 
~2 

sma 11 
sma 11 

BR 
CXl 

0.7 
0.2 
0 . 01 
0. 01 
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5.1 PHOTON SELECTION CRITERIA 

The data sample for the inclusive photon analysis consists of ~40k 

hadron events taken near the peak of the t" resonance (1765 nb_, at 

Ec.=3771 MeV). The hadron events were selected by applying the restric

tive hadron selection criteria described in section 4.1 to the data. In 

addition, events with fewer than four regions of energy deposit were 

eliminated from the data sample. The inclusive photon spectrum for 

these low multiplicity events is strongly influenced by the hadron 

selection cuts that remove radiative QED events. Removing these events 

prevents them from generating spurious peaks in the inclusive photon 

spectrum. Nearly all the events that survive these cuts are hadron 

even t s , ~ 3 0 ~ o f w h i c h are '¥' decays . Since this experiment has no way 

of distinguishing t" events from non-resonant hadron events~ the t" 

inclusive photon spectrum will have a large background due to photons 

from non-resonant events. The effect of this background is to reduce 

the sensitivity of the experiment to radiative transitions from the t" 

and introduce structure which is ass0ciated with the background events. 

Each of the hadron events was examined for tracks which were 

cleanly identified as direct photons (as opposed to photons from n° 

decays). A track was identified as a direct photon if it satisfied the 

following requirements: 

(1) The track was well contained within the Crystal Ball proper. This 

cut required lcos91<0.85~ where 9 is the angle between the track 

direction and the positron beam direction. 

(2) The track was identified as neutral by the charged particle identi

fication algorithms. 



- 60 -

(3) The track was well separated from other tracks in the detector. 

This cut required cos9yx<0.90, where 9yx is the angle between the 

photon track and any other track. 

(4) The track was a direct photon, not a n° decay photon. For each 

event, a global n° recognition algorithm was used to identify which 

pairs of neutral tracks, if any, were likely to be the decay photons 

The tracks identified as n° decay photons were eliminated 

from further consideration. 

(5) The track had a pattern of energy deposit in the Hal crystals which 

was consistent with the expected pattern for a single photon. This 

requirement rejects tracks that have patterns usually associated 

with minimum ionizing charged particles, interacting hadrons, or 

overlapping photon showers. 

These photon selection criteria are nearly identical to those used in 

reference 8; further details regarding the n° removal algorithm and the 

shower pattern cuts may be found in this reference. 

5.2 INCLUSIVE PHOTON SPECTRUM 

The inclusive photon spectrum is formed by making a histogram of 

the photon energy for all photons which pass the photon selection cri-

teria described in section 5. 1. Before considering the t" inclusive 

photon spectrum, it is instructive to look · at the photon spectrum of the 

~'. Since the~, spectrum has been thoroughly studied by a previous 

experiment, 8 it can be used to roughly calibrate the sensitivity of this 

experiment to structure in the~, spectrum. To facilitate comparison of 

the two spectra, a subset of the t' data sample WdS used which contains 
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the same number of hadron events as the t" data sample <~ 40k hadron 

events). figure 12 shows the t' inclusive photon spectrum for this sub-

set of the data sample. Note that the photon energies in figure 12 are 

binned logarithmically, each bin covering a 3Y. interval in the photon 

energy. With this binning, the bin width is roughly equal to the detec

tor resolution over most of the spectrum. 

Several prominent peaks are visible in figure 12. The narrow peaks 

for photon energies of 125 MeV, 170 MeV, and 260 MeV are caused by radi

ative transitions from the t' to the x2 , x1 , and x0 states, respec-

tively. The somewhat broader accumulation near 410 MeV is due to the 

doppler broadened transitions from the x1 and x2 states to the t in the 

cascade decay t'~1x~1r~. The fractions of t' events which make these 

transitions have been measured to be (8.0±0.5)Y., (9.0±0.5)Y., (9.9±0.5)Y., 

and (3.6!0.2)7. for the peaks at 125 MeV, 170 MeV, 260 MeV, and 410 MeV, 

respectively. 8 These four peaks in the t' spectrum are unmistakable, 

which indicates that this experiment can easily detect transitions which 

occur in ~3% of the events. figure 12 shows no significant structure 

for photon energies of 90 MeV or 630 MeV, where transitions from the ~, 

to the ~c' and ~c states produce narrow peaks in larger data samples. 

The fraction of t' events which make transitions to the ~c and ~c' have 

been measured to be (0.28~0.06)~ and (0.5-1.2)Y.. Thus, transitions 

which occur in less than ~1Y. of the events are not expected to be 

observed by this experiment. It should be noted that the above estimate 

of the experimental sensitivity is only a rough guideline; determining 

the actual sensitivity requires a careful analysis of the t" spectrum. 
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figure 12: The inclusive photon spectrum of the~'. 
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figure 13: The inclusive photon spectrum of the t". 
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The ¥' inclusive photon spectrum is shown in figure 13. Two sta-

tistically significant structures are evident in this spectrum: an obvi

ous peak at an energy of ~600 MeV and a somewhat less pronounced peak at 

~90 MeV. The mean and amplitude of each peak were determined by fitting 

a gaussian line shape and an incoherent background to the region of the 

photon spectrum surrounding the peak. figure 14 shows the result of a 

fit to the 600 MeV region. For this fitp the width of the gaussian line 

shape was fixed at the known detector resolution (aE=18 MeV for E~=600 

MeV) and a second-order polynomial was used for the background shape. 

The fit gave a mean photon energy of 605±8 MeV and an amplitude of 

115±33 counts for the signal Cx 2 =24 for 21 degrees of freedom). A fit 

to the 90 MeV region of the photon spectrum is shown in figure 15. Once 

againp the width of the gaussian line shape was fixed at the detector 

resolution (aE=4.3 MeV for E~=90 MeV). Note that figure 15 is binned in 

4~ energy intervals to maintain a bin width which is approximately equal 

to the detector resolution. A good fit was obtained using a third-order 

polynomial background shape Cx 2 =16 for 17 degrees of freedom). The fit 

gave a mean photon energy of 86.5±1.3 MeV and an amplitude of 156±38 

counts for the signal. Since the center of mass energy is well knownp 

the mass recoiling against the photons in each peak can be calculated. 

The recoil masses were determined to be 3107±15 MeV and 3683±3 MeV for 

the peaks at 605 MeV and 86.5 MeVP respectively.- 5 
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figure 14: The t" Inclusive Photon Spectrum for E-y near 600 MeV. 

The solid curve is the result of a fit to the spectrum using a gaussian 
line shape and a second-order polynomial background. 
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figure 15: The ..;t" inclusive photon spectrum for Ey near 90 MeV. 

The solid curve is the result of a fit to the spectrum using a gaussian 
1 ine shape and a third-order polynomial background. 
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5.3 INITIAL STATE RADIATION EffECTS 

The peaks in the inclusive photon spectrum at 90 MeV and 605 MeV 

cannot be identified with any allowed transition between known charmo-

nium states. Although the recoil masses (3107~15 MeV and 3683~3 MeV) 

are very close to the -t' and '<J" masses CM~=3095 Mev and ~,=3684 MeV), 

radiative transitions from the ~, to the t or t' are forbidden because 

they do not conserve C-parity. There is, however, another way to pro

duce a final state of a photon and a -t' or -t'' which has nothing to do 

with the t". As discussed in section 4.3, one of the initial state 

electrons can radiate a photon and thereby lower the effective center of 

mass energy. The annihilation cross section increases by an enormous 

factor when the effective center of mass energy is equal to the t or t' 

mass, causing two narrow peaks in the spectrum of radiated photons. 

Since the ~, data sample contains a substantial number of radiative t 

and t' events, it is not surprising that these radiative photons appear 

as peaks in the photon spectrum. 

The number of radiatively ~reduced -t' or t' events is proportional 

to the integrated hadron cross section of the resonance, 

A~=Ja(e+e-~~hadrons)dEc•· Thus, the number of photons in the peaks at 

605 MeV and 86.5 MeV can be used to measure the integrated hadron cross 

sections of the t and t' resonances. Note that this method is quite 

different from the standard method for measuring the integrated hadron 

cross section of a narrow resonance. The standard method is to measure 

the hadron cross section across the resonance and fit the cross section 

to a radiatively corrected line shape, which tends to probe the soft 

photon radiative corrections, while this method probes the hard photon 
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corrections. If the current understanding of radiative corrections is 

accurate, the two methods should agree. for narrow resonances, the num-

ber of radiative photons is given by: 

-- tA:f [~ NyC produced) 
k Et 

~ + ~] [E-k] 1/Z 

E 2E 2 E 

where k is the photon energy, t is a constant defined in section 4.3, A 

is the integrated hadron cross section of the resonance, f is the inte-

grated luminosity, and E is the beam energy. The number of observed 

radiative photons is related to the number of produced photons as fol-

lows: 

NyC observed> 
Ny(produced) = 

E hadE geomEy 

where Ehad, Egeo~, and Ey are described below. 

The hadron detection efficiency, Ehad, is the probability that a 

hadronic decay of the ~or~, will pass the hadron selection cuts. A 

previous Crystal Ball study 8 found the hadron detection efficiency to be 

0.94!0.05 for both the~ and ~'. With the slightly more restrictive 

hadron selection criteria used in the present analysis, the hadron 

detection efficiency is estimated to be Ehad=0.9±0.1. 

The geometrical acceptance, Egeo~, is the fraction of radiative 

photons that enter the Crystal Ball detector and satisfy the solid angle 

cut in the photon selection criteria. Only a small fraction of the 

radiative photons enter the detector because the angular distribution 

for these photons is strongly peaked along the b~am direction 3 9: 

dH 
0: 

d(cos9) 
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where 9 is the angle between the photon direction and the beam direction 

and B is the velocity of the electrons in the center of mass CB~1). The 

geometrical acceptance was determined to be Egeo•=0.15 by integrating 

the above angular distribution over the allowed region of solid angle 

(Jcos91<0.85). 

The photon detection efficiency, Ey, is the probability that a 

radiative photon within the geometrical acceptance was counted when the 

peak in the inclusive photon spectrum was fit. For a photon to be 

counted, it must pass the photon selection criteria (see section 5.1) 

and it must have a properly measured energy.- 6 The photon detection 

efficiency was determined by a Monte Carlo technique that simulates the 

inclusive photon analysis.- 7 For a given photon energy, a sample of 

Monte Carlo photon showers was generated using the Ilectron-Qamma ~hower 

CEGS) program.- 8 Radiative events were simulated by adding the Monte 

Carlo generated showers to events from the t data sample. These events 

were then mixed into a much larger sample of events that did not contain 

a Monte Carlo photon, to produce an inclusive photon spectrum with an 

additional structure due to the Monte Carlo photons. The number of pho

tons in the peak was determined by fitting the inclusive spectrum, and 

the photon detection efficiency is the fraction of the generated Monte 

Carlo photons counted in the peak after correcting for the 3.5% prob

ability that a photon will convert in the beam pipe or tracking chambers 

and be misidentified as a charged particle. Figure 16 shows the photon 

detection efficiency as a function of the photon · energy. Hote that the 

measurement errors shown in figure 16 are the statistical errors, and do 

not include a common systematic error which is estimated to be ±15% of 
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rigure 16: The photon detection efficiency. 

600 

The error bars are statistical only, and do not include the systematic 
error, which is estim~ted to be ~15~ of the efficiency. The dashed line 
shows an extrapolation of the measurements to Ey=605 MeV. 
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the efficiency. Extrapolating these measurements to 605 MeV gives a 

photon detection efficiency of ~y=0.47~0.07. A somewhat lower value is 

obtained for 86.5 MeV photons: ~y=0.19±0.03. The fall-off in effi

ciency for low energy photons is due to several factors: low energy pho-

tons are more frequently misidentified as n° decay photons, they are 

more likely to fail the pattern cut because of shower fluctuations, and 

a small energy mismeasurement is more likely to move the photons out of 

the peak. 

Assuming that the peaks in the inclusive photon spectrum are due to 

radiative ~ and ~, production, the integrated hadron cross sections can 

be measured for these resonances. For the ~. 115~33 photons were 

detected with an overall efficiency of 0.063±0.012, giving an integrated 

hadron cross section of A~=16±5 nb-GeV. For the~', 156±38 photons were 

detected with an overall efficiency of 0.026±0.005, giving A~,=5.2±1.7 

nb-GeV. Previous experiments have measured the leptonic width and the 

branching ratio to hadrons for these resonances, which are related to 

the integrated hadron cross section as follows: 

6n 2 

A~ = feeBR(~~hadrons). 

M~2 

Using the established values 36 for the leptonic width and the branching 

ratio to hadrons gives integrated hadron cross sections of A*=9.6±0.8 

nb-GeV and A~~=3.4±0.3 nb-GeV. The established values for A~ and A~, 

are slightly lower than the above measurements, but the differences are 

not statistically significant. 

The t" photon spectrum in figure 13 doesn't show any other obvious 

structures. A 95~ confidence level upper limit of 10~ is obtained for 
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the branching ratio BR(~,~~X), where E~>100 MeV and X is a narrow 

state.~' Radiative transitions from the~, are expected to have branch

ing ratios that are much smaller than 10Y. (see table 3), so this limit 

is not in conflict with the charmonium model predictions. 



Chapter VI 

A SEARCH fOR NEUTRAL DECAY MODES or THE 0° 

The last two chapters have focused on specific properties of the 

~", with emphasis placed upon testing the predictions of potential mod

els. Although these chapters frequently assume that DO is the dominant 

decay mode of the ~", the properties of the D mesons have been largely 

ignored. This situation is reversed in the present chapter: the focus 

is on the D mesons themselves, with little consideration given to the 

properties of the ~". There is also a major difference in the underly-

ing physics that is being studied. The 0 mesons are the lowest lying 

charmed particles, so their decays are mediated by the weak interaction 

(the strong and electromagnetic interactions conserve the charm quantum 

number). Thus, the properties of the D mesons are heavily influenced by 

the charm changing components of the weak interaction, whereas the prop

erties of the ~, are determined by the quark-antiquark potential due to 

the strong interaction. One way to probe the charm changing components 

of the weak interaction is to study the rates for various D meson decay 

modes. The Crystal Ball has the unique ability to study D0 final states 

composed entirely of photons; previous experiments have only searched 

for final states with at least two charged particles. This chapter uses 

the ~, data sample to search for several neutral decay modes of the 0°. 

- 73 -
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6.1 PRODUCTION OF~ MESONS AT THE~ 

There are several reasons why the ~" was chosen for a study of D 

meson properties: 

(1) The decay ~'~Do is allowed by the OZI rule and is expected to pre

dominate over radiative and OZI suppressed decay modes (see chapter 

1). This expectation is supported by the large width of the ~" rel

ative to the~, (see section 4.5) and previous observations2° of 

copious D production at the ~". 

(2) The~, is below threshold for other OZI allowed decay mod~s (e.g., 

DO*, DOn, Ff), making DO the only OZI allowed decay mode. This 

decay mode is the simplest and most direct source of D mesons. 

(3) Since the t" is at rest in the lab frame, the D mesons evenly split 

the center of mass energy. This leaves the D mesons with only ~20 

MeV of kinetic energy, which substantially reduces backgrounds for 

this experiment. 

(4) Assuming that the decay ~"~Do is dominant, the D meson cross section 

is quite large: ao=12.8±1.8 nb at Ecm=3771 MeV (see section 4.5). 

The above characteristics make the t" an ideal place to study the prop

erties of D mesons. 

6.2 THEORETICAL MOTIVATION 

ror a D meson to decay, the weak interaction must couple to the 

charm quark and turn it into either a down quark or a strange quark. 50 

In the "standard model," this coupling occurs at a vertex joining the 

quark lines to a W boson 10 , 51 (see figure 17 for examples of diagrams 
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figure 17: Examples of diagrams that contribute to oo decay. 

(a) A spectator diagram for the decay o 0 ~K·n+; Cb) a spectator diagram 
for the decay 0°~K 0 n°; (c) a spectator diagram for the decay 0°~n·n+; 
(d) an annihilation diagr~m for the decay o 0 ~K·n•; (e) an annihilation 
diagrum for the decay 0°~n·n+; (f) a penguin diagram for the dec~y 
D 0~n·n•. 
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that contribute to 0° decay). The physics associated with this vertex 

is contained in the hadronic component of the weak interaction "charged 

current": 

(1-'Ys> (1-'Ys> (1-'Ys> 
JIJ. = li'YIJ. d' + C'YIJ. s' + t'YIJ, b' 

2 2 2 

where Q, c, and t are annihilation operators for the up, charm, and top 

quarks; d,, s,, and b' are creation operators for the weak interaction 

eigenstates; and the 'YIJ.( 1-'Ys) factor causes the current to have a parity 

violating, V-A form. The d', s', and b' eigenstates are related to the 

down (d), strange (s), and bottom (b) quarks by a mixing matrix which 

must be determined experimentally. This mixing matrix can be written as 

follows: 

[~:] = [~~: ~~: ~~~~ [~] 
b' Vtd Yts YtJ b 

where, for example, Vud gives the _strength of u-d coupling in the weak 

current. The elements of the mixing matrix that relate to D decay are 

Vcd and Vc 5 , the strengths of the c-d and c-s couplings CVcb can be 

ignored since the D meson is below threshold for decays involving b 

quarks). 

In the six-quark standard model, the mixing matrix is unitary and 

can be rewritten as 

s 1 c 3 

c,czc3+szs3e 16 

c,szcJ-CzSJe 16 

where e,, ez, eJ, and 6 are the Kobayashi-Maskawa 52 angles (c;=cose;, 

Recent measurements indicate that the b quark has a rela-

tively long lifetime, which implies that the b quark couples very weakly 
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to the u and c quarks . 53 By combining these lifetime measurements with 

several other experiments, fairly strict limits can be placed on three 

of the Kobayashi-Maskawa angles 5 \: 

sin9 1 = 0.231~0.003 
0.015 < sin9z < 0.09 
0.0 < sin9 3 < 0.04. 

Alternatively, these experiments can be used to determine the following 

standard deviation intervals for Vcd and Vc 5 : 

-0.234 ( Vcd ( -0.228 
0.9704 < Vcs < 0.9726. 

In the limit of a stable b quark, 92 and 93 are identically zero and the 

mixing matrix reduces to the Cabibbo mixing matrix, 

where 9c is the Cabibbo angle C9c=9 1 ). Taking sin9c=0.231~0.003 gives 

values for Vcd and Vcs which are nearly identical to those obtained 

above using the Kobayashi-Maskawa mixing matrix. The Cabibbo mixing 

matrix is frequently used in this chapter because it shows more clearly 

how mixing affects D meson decay. 

An important test of the standard model is to compare the predicted 

values for Vcd and Vcs with a direct measurement of these quantities. A 

large discrepancy could indicate a serious breakdown in the standard 

model, while a small disagreemen t could occur if the b quark lifetime 

experiments are incorrect or if there is a new quark flavor that couples 

to the charm quark. In principle, the ratio IVcdi/IVcsl can be deter-

mined by measuring the branching ratios for various decay modes of the D 

mesons. The semileptonic decay modes may be particularly well suited to 

measuring this ratio, but this experiment is not sensitive to these 
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modes. Trying to measure this ratio using hadronic decay modes is com-

plicated by the possibility that several diagrams could be contributing 

to the decay. 55 

figure 17 shows the diagrams that can contribute to the o 0~K-n+ and 

D 0~n-n• decay modes (strong interaction effects have been ignored in 

these diagrams). from these diagrams. it is clear that s=-1 final 

states of the D meson will have an amplitude proportional to VcsVud, S=O 

final states can have both VcsVus terms and VcdVud terms in the ampli

tude, and S=l final states have an amplitude proportional to VcdVus· 

The relative strength of these terms becomes clear if a Cabibbo mixing 

matrix is assumed. In this case, the s=O final state will be suppressed 

by a factor of tan 2 9c relative to the s=-1 final states (the S=1 final 

states are so heavily suppressed they are not considered further). for 

a Cabibbo angle given by sin9c=0.231, the suppression factor is ~18. 

The s=-1 final states of the Dare often called "Cabibbo-favored," while 

the S=O final states are "Cabibbo-suppressed." Measuring this suppres

sion factor is one way to probe the ratio IVcdi/IVcsl. 

The diagrams in figure 17 can be divided into three categories: 

the spectator diagrams, where the non-charmed quark of the D is a "spec

tator," and is not involved in the weak interaction; the annihilation 

diagrams, where a W is exchanged between the quarks in the D meson; and 

the penguin diagram, where a W boson couples twice to the same quark 

line and changes the charm quark to an up quark. Note that the penguin 

diagram can only contribute to the Cabibbo-suppressed decay modes; anni-

hilation diagrams for the o+ are also Cabibbo suppressed. Early 

attempts56 to predict the relative rates for hadronic 0 decays focused 
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on the spectator diagram, since helicity arguments suggested that the 

annihilation diagram is heavily suppressed. More recent workS7 suggests 

that the effects of gluons may cause the annihilation diagram to be dom-

inant. Establishing the relative importance of these three types of 

diagrams is an important goal in the study of D meson properties. 

One way to clarify the role of these different diagrams is to meas

ure several different decay modes of the D mesons and compare the rela-

tive rates with predictions based on the different diagrams. For exam-

ple, the spectator model 56 can be used to predict the relative rates for 

the decay of a 0° into various pairs of pseudoscalers. Definite pre-

dictions can be made by assuming SU(3) symmetry and the dominance of a 

particular piece of the weak interaction which may be responsible for 

the 41=1/2 rule inK decay 58 (i.e., "sextet dominance"). Table 4 gives 

the relative rates predicted by the sextet dominance model for several 

decay modes relevant to this thesis. Note that these predictions will 

change if sextet dominance is invalid or non-spectator diagrams make 

important contributions. In particular, the decay rate for o 0~K 0 ~ is 

expected to be highly suppressed if the annihilation diagram domi

nates.59 

This experiment attempts to increase our understanding of 0° decays 

by searching for previously unobserved decay modes of the 0°. Since the 

Crystal Ball does not measure the momentum of charged particles, it is 

necessary to restrict the analysis to 0° final states composed entirely 

of photons. The following decay modes were searched for: n°n°, ~n°, ~~, 

The Crystal Ball is well suited to searching for 

these decay modes because of its excellent photon energy resolution, a 
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TABLE 4 

Predictions of the Sextet Dominance Model 

DECAY MODE RELATIVE RATE 

K-n• 
Kono 1/2 
Ko~ 1/6 

K+K- tan 2 9c 
n•n- tan 2 9c 
no no 1/2 tan 2 9c 
~no 1/3 tan 2 9c 
~~ 1/2 tan 2 9c 

feature which is not matched by the more conventional magnetic detec-

tors. The n°n°, ~n°, and~~ decay modes are necessarily Cabibbo-sup-

pressed, and are expected to be fairly rare. The n°n°n° and ~n°n° decay 

modes are expected to have contributions from the Cabibbo-favored Ksn° 

and Ks~ decays, where the Ks decays to n°n°, as well as possible Cabib-

be-suppressed contributions. Decays of the 0° into other decay modes 

involving n°, ~, or ~, mesons were not considered because the recon-

struction efficiency is negligible. 

6.3 ~ AHO n RECONSTRUCTION 

All the 0° decay modes being searched for contain n° and/or ~ 

mesons, so the first step in this search is to identify the photons in 

each event and determine which pairings of photons are consistent with a 

n° or ~ interpretation. Tracks that satisfied the following criteria 

were identified as photons: 
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(1) The track must have been identified as neutral by the charged parti-

cle reconstruction algorithms. 

(2) The track must be within the Crystal Ball proper and have 

lcos9~l<0.9, where 9~ is the angle of the track with respect to the 

beam direction. 

(3) The track must have a measured energy greater than 20 MeV. 

(4) The track must not lie in a connected region identified as a merged 

n° by the PIFIT algorithm (see section 3.4). 

(5) The track must not lie in the same connected region as a charged 

particle. Furthermore, there must not be any other neutral tracks 

in the connected region with cos9yy>0.85, where 9~~ is the angle 

between the track under consideration and another neutral track. 

Photons which lie in a connected region identified as a merged n° by the 

PIFIT algorithm were treated separately. 

If two or more photons were found, a search was made for pairs of 

photons that could be reconstructed to form n° or ~ mesons. Figure 18 

shows the~~ mass spectrum for all pairs of photons. A prominent peak 

is observed at the n° mass, but the ~ signal is buried under a combina-

toric background caused by incorrect pairings of n° photons. To demon-

strate that there are~ mesons in the data, all photons which could be 

paired with another photon to form a mass consistent with the n° mass 

were eliminated; the~~ mass spectrum for the remaining photons shows a 

clear peak near the~ mass (see figure 19). A preliminary identifies-

tion of n° and ~ candidates was made by making loose cuts on the ~~ 

mass: 

IMy~-Mnol < 60 MeV 
IMyy-M~ I < 90 MeV 

for n°s 
for ~s. 
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figure 18: Myy for all pairs of photons. 
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figure 19: Myy after n° removal. 
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Those pairs that were identified as nO candidates were kinematically fit 

by minimizing a "z given by 

(Ef,-E•,)Z (Efz-E"'2) 2 

xz = + + 
CJ E 1 

2 
CJ E 2 

2 ae,22 

subject to a constraint on the ,.,. mass 

where: E f 1 is the fitted energy for ,-, 
E f 2 is the fitted energy for 'Yz 
9 f 12 is the fitted opening angle between ,., and 'Yz 
Em, is the measured energy for ,- 1 

E•z is the measured energy for 'Yz 
em, z is the measured opening angle between ,., and 'Yz 
CJEt is the measurement error in E •, 
CJEt is the measurement error in E 11 2 
ae, 2 is the measurement error in 9 m, Z 

M is the mass of the no meson. 

Each measurement error was set equal to the detector resolution for the 

quantity (see section 3.2). 60 If the x2 for the fit was less than 20, 

the pairing was entered into a list of n° mesons. The above kinematic 

fitting procedure was also applied to the~ meson candidates, and candi-

dates that had a x2 less than 20 were entered into a list of~ mesons. 

Several of the 0° decay modes being studied in this chapter gener-

ate n° mesons with energies up to ~1100 MeV. If the n° energy is above 

~700 MeV, the decay photons frequently have overlapping shower patterns 

which are not properly reconstructed by the offline analysis code. The 

PifiT algorithm was developed to solve the problem of identifying and 

reconstructing these merged n°s (see appendix A). All connected regions 

identified as merged n°s using the criteria listed in section 3.4 were 

entered into the list of n°s. 
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A x2 was calculated for each merged nO as follows& 1 : 

(Myy-Mno)2 
x2 = 

ayy2 

where Myy is the connected region mass determined by PIFIT, Mno is the 

n° mass, and ayy is the mass resolution for merged nOs (see appendix A). 

This x2 is used below to aid in rejecting connected regions misidenti

fied as merged nOs. 

6.4 A SEARCH FOR NEUTRAL DECAYS Of THE~ 

6.4.1 The analysis technique 

This section describes the results of a search for 0° mesons that 

decay into final states composed of n° and ~ mesons. The following 

Cabibbo-suppressed final states were investigated: 

In addition, the n°n°n° final state was used to 

search for the Cabibbo-favored decay o 0~Ksn°, where Ks~n°n°. The analy

sis technique was essentially the same for all decay modes. Events were 

eliminated if there were insufficient n° and~ mesons reconstructed to 

form the desired final state. for the surviving events, all possible 

combinations of n° and ~ mesons that gave the desired final state were 

made (combinations that used the same photon twice were eliminated). 
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the following quantities were calculated: 

Etot = L E; 
; 

Ptot = IL Pil 
; 

where the sum is over the n° and ~ mesons in the combination and E;, p;, 

and x2; are the reconstructed energy, momentum, and x2 for the ith nO or 

~- It was noted above that the 0° mesons have an energy equal to the 

beam energy, so combinations which are due to 0° decay should have 

Etot~1885.5 MeV. Note that a kinematic fit could have been done to con-

strain Etot to the beam energy, but this would have made it very diffi-

cult to do a background subtraction. Since the 0° has a fixed energy, 

the total momentum is related to the mass by 

where E=1885.5 MeV is the beam energy and Moo=1863.5 MeV is the 0° 

mass. 62 Thus, 0° final states should have Ptot~287 MeV. The third quan-

tity calculated, the total x2 from the reconstructed n° and ~mesons, is 

used to reject those combinations which are likely to have one or more 

misidentified n° or ~ mesons. The expected x2 distributions are some-

what different for 4-photon and 6-photon final states, so the confidence 

level was calculated from the x2 and the number of degrees of freedom 63 

(4-photon final states have 2 degrees of freedom; 6-photon final states 

have 3). Properly reconstructed 0° final states should have a uniform 

confidence level distribution, whereas combinations using misidentified 
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n° or n mesons should have a confidence level distribution strongly 

peaked at zero. In the analysis technique used below, combinations with 

a low confidence level are rejected, and a scatterplot is made of Ptot 

versus Etot for the surviving combinations. A clustering of events with 

Etot~1886 MeV, Ptot~287 MeV would indicate the presence of the 0° final 

state being searched for. 

6.4.2 

A Monte Carlo simulation was done for each decay mode to check the 

analysis procedure and calculate the efficiencies. The Monte Carlo was 

programmed to generate ~"~o 0 5° events with the angular distribution 

appropriate for spin 0 D mesons (see section 4.4). One of the 0° mesons 

was allowed to decay according to a model described in appendix 8, while 

the other was forced to decay into the final state being searched for. 

A full detector simulation was done, and the events were analyzed in the 

same manner as the data, including the calculation of Etot• Ptot• and 

the confidence level for the combination of n° and n being searched for. 

In the analysis that follows, the observed distributions are frequently 

compared with the same distributions for the Monte Carlo simulated 

events to demonstrate what the expected distributions should be. The 

simulated events were also used to determine the location of cuts on the 

data and to measure the efficiency for reconstructing the various decay 

modes. 
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6.4.3 

Before using the above technique to search for various oo final 

states, it is useful to illustrate the technique by reconstructing 

Xo~n°n° decays, where the x0 is produced by the reaction ~'~yx 0 • 6 ~ The 

usefulness of this illustration lies in the fact that a reasonably large 

sample of xo~n°n° decays can be easily identified, with almost no back-

ground from other sources. These x0 mesons have a fixed energy and 

momentum (Ex=3420 MeV, Px=260 MeV), so the above analysis technique can 

be applied to the Xo decays. The only significant difference between 

reconstructing x 0~n°n° and o 0~n°n° decays is that the x0 energy is 

almost twice as large as the 0° energy, which causes almost all of the 

n°s to be merged. 

Events were selected if they contained a photon, two merged n°s, 

and satisfied a cut on energy and momentum balance. Both the Xz and Xo 

mesons have n°n° decay modes; x2 events were eliminated by rejecting 

events with 105<EyCMeV><145, where Ey is the energy of the radiative 

photon (Ey~125 MeV for x2 events, Ey~260 MeV for Xo events). The confi

dence level, Et 0 t, and Ptot were calculated for the surviving events. 

for the purposes of comparison, ~'~x0 , x 0~n°n° Monte Carlo events were 

generated and the response of the detector to these events was simu-

The Monte Carlo events were analyzed the same way as the 

actual data, and the confidence level, Et 0 t, and Ptot were calculated 

for the events that passed all the cuts. figure 20 shows the confidence 

level distribution for Monte Carlo events and for · the data. Both dis-

tributions appear to be fairly constant, indicating that the correct 

error was used in calculating the x2 for PlfiT n°s. figure 21Cb) shows 
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Figure 20: Confidence level distribution for x 0 ~n 0 n 0 decays. 

Ca) Monte Carlo events; (b) y'~~n°n° events. 
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a scatterplot of Ptot versus Etot for all events with a confidence level 

greater than 0.05. An obvious cluster of events is seen for Etot~3400 

MeV, Ptot~300 MeV, which is close to the values expected for x0 events. 

A similar cluster of events is seen in figure 21(a), which shows the 

same scatterplot for events from a Monte Carlo simulation of ~'~x0 , 

figure 22 shows the Ptot distribution for events with 

3100<Etot(MeV)<3700. The Monte Carlo and observed distributions are in 

reasonably good agreement, with both distributions showing a skew 

towards higher momenta. This skew is understood and occurs when the 

width of the Ptot distribution becomes comparable to the expected Ptot· 

figure 23 shows the Etot distribution for events with Ptot<600 MeV. 

Both the Monte Carlo and the data show clear peaks for Etot~3400 MeV. 

The solid curves in figure 23 show the results of fitting a Gaussian 

line shape with a uniform background to the Etot distributions. The 

magnitude of the background as well as the mean and magnitude of the 

Gaussian were allowed to vary in each fit. By allowing the width of the 

Gaussian to vary in the fit to the Monte Carlo Etot distribution, the 

resolution on Etot was determined to be 58 MeV. The observed Etot dis-

tribution was then fit with the width of the Gaussian fixed at 58 MeV, 

giving a mean value for Etot of 3403±5 MeV, which is within 0.5% of the 

expected value. furthermore, the number of events in the signal is con

sistent with an estimate based upon previous measurements of the x 0~nn 

branching ratio.6S 

The above analysis demonstrates that · the analysis technique 

described above successfully finds x 0~n°n° decays. Distributions of the 

confidence level and Ptot are in agreement with Monte Carlo predictions, 
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and the Etot distribution shows a narrow peak at the expected energy. 

This analysis also demonstrates that the energy scale for PIFIT tracks 

is accurate to ~o.s~ for En~1700 MeV (the energy scale for photons is 

set by the Bhabha calibration). From these facts, it is reasonable to 

conclude that this analysis technique should be able to find decays of 

the 0° into n°n° and other similar final states if the branching ratios 

are large enough to produce measurable signals. 

6.4.4 

This section applies the above analysis technique to the ~,data 

sample in a search for the Cabibbo-suppressed decay o 0~n°n°. The signa

ture for a D 0~n°n° decay is very clean: a pair of energetic n°s that are 

nearly back-to-back with a total energy near the beam energy and a total 

momentum of ~290 MeV. To search for these decays, hadronic events from 

the t" data sample were analyzed using the technique described above to 

calculate the total energy CEt 0 t), total momentum CPt 0 t), and the confi

dence level for each combination of two n°s in the event. A Monte Carlo 

simulation of these decays was analyzed in an identical manner to serve 

as a guide to what o 0~n°n° decays should look like. The Monte Carlo 

events were also used to calculate the resolution on Etot and the effi

ciency for reconstructing o 0~n°n° decays. 

Figure 24 shows a scatterplot of Ptot versus Etot for n°n° combina-

tions with a confidence level greater than 0.05. Observation of the 

decay o 0 ~n°n° would be indicated by a cluster of events with Etot~1886 

MeV, Ptot~287 MeV. No such clustering was observed anywhere in the 

vicinity of Etot=1886 MeV, Ptot=287 MeV (see figure 24(b)). 
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6.4.5 Cross checks 

The absence of a signal in figure 24(b) indicates that either the 

branching ratio for o 0~n°n° is below the sensitivity of this experiment 

or there is some reason why these decays failed to appear as expected on 

the basis of the Monte Carlo simulation shown in figure 24Ca). The lat

ter possibility was checked by constructing and testing several hypoth

eses that could account for a failure to observe a o 0~n°n° signal. The 

following list describes the hypotheses that were considered and the 

reasons why they could be ruled out. 

(1) Hypothesis: the Monte Carlo simulation is incorrect, and the analy

sis technique should not be expected to show the clustering exhib

ited by the Monte Carlo. 

This hypothesis is extremely unlikely, since the same type of Monte 

Carlo simulation has been used successfully to model a wide variety 

of final states in the Crystal Ball detector. lhe good agreement 

between the Monte Carlo and the data for various distributions in 

the decay x 0~n°n° is typical (see figures 20-23). 

(2) Hypothesis: the detector was malfunctioning during the time the~" 

data were taken. 

To test this hypothesis, several checks were made on the detector 

operation. They included checking the mass and width of the n° and 

~mesons, the energy resolution for Bhabha events, and the colli-

nearity of Bhabha events. All of these checks indicate that the 

detector performance was at least as good as for other running peri

ods. Furthermore, data taken before and after the ~" data have been 

successfully analyzed without major problems. 
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(3) Hypothesis: there exist detector biases which are not correctly mod

eled by the Monte Carlo. 

If this were the case, the x 0~n°n° distributions would not be in 

such good agreement with the Monte Carlo. Also, Bhabha events were 

studied in detail to look for bias in the measurement of angles for 

back-to-back tracks. Ho such bias was found. 

(4) Hypothesis: there is an error in the energy scale of the detector 

such that the signal appears in the wrong place. 

It is well known within the Crystal Ball collaboration that the 

observed masses of the n° and ~ mesons are ~1~ lower than their 

established values. This effect may be caused by small non-lineari

ties in the response of the Hal crystals, photomultiplier tubes, or 

the associated electronics. This effect has also been observed in 

the +" data sample, and it is estimated that the error in Etot due 

to non-linearities is in the range of -1.5~ to +0.5~. This effect 

would simply move the position of the cluster slightly, and cannot 

explain the absence of a signal in figure 24Cb). 

(5) Hypothesis: there was an error in the data analysis program. 

This hypothesis can be ruled out because obvious signals are 

observed in the o 0~n°n° Monte Carlo and the x 0~n°n° analysis, both 

of which use the same analysis program. 

On the basis of these cross checks, it was concluded that the branching 

ratio for oo~nono is below the sensitivity of this experiment. 
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6.4.6 The reconstruction efficiency for o 0~nOn° decays 

This section describes the method used to determine the efficiency 

for reconstructing o 0~n°n° decays. Before the efficiency can be calcu-

lated, it must first be decided when an event is to be counted as a oo 

decay candidate. It was decided that the best way to count 0° decays 

was to first make cuts on the confidence level and Ptot to help reduce 

background combinations, and then use the Etot distribution to determine 

if there is an excess of events near Etot~1886 MeV. Using the Etot dis

tribution to count 0° decays has the advantage that Etot is a simple sum 

of four photon energies, and accurately measuring photon energies is 

what the Crystal Ball does best. 

Since no signal is observed in the data, it is necessary to rely on 

the Monte Carlo simulation to determine where cuts should be made. The 

background due to combinations with misidentified n° mesons was reduced 

by eliminating combinations with a low confidence level. figure 25Ca) 

shows the confidence level distributions for n°n° combinations with 

200<Pt 0 tCMeV)<400 and 1686<Et 0 tCMeV)<2046. Since the confidence level 

distribution for Monte Carlo events is nearly flat for confidence levels 

greater than 0.05, it was decided to eliminate only those combinations 

with a confidence level less than 0.05. Note that a flat confidence 

level distribution suggests that the correct errors were used in the n° 

reconstruction. Since Ptot is required to be 287 MeV for 0° decays, a 

cut can be made on Ptot to accept only those combinations which have a 

value of Ptot near 287 MeV. figure 26(a) shows the Monte Carlo Ptot 

distribution for combinations with a confidence level greater than 0.05 

and 1686<Et 0 tCMeV)<2046. As expected, this distribution shows a clear 
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Figure 26: Ptot distribution for n°n° combinations. 

(a) Monte Carlo events; (b) in events . 
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peak at Ptot~290 MeV. On the basis of figure 26(a), combinations were 

eliminated if they did not have 200<Pt 0 tCMeV)<400. 

figure 27Ca) shows the Monte Carlo Etot distribution after making 

the above cuts. This distribution shows a narrow peak at the beam 

energy. To determine the efficiency for reconstructing o 0~nOnO decays, 

a Gaussian line shape and a linear background term were fit to the peak 

in figure 27(a). The amplitude, mean, and width of the Gaussian, as 

well as the background parameters, were allowed to vary in the fit. The 

following results were obtained from the fit: the mean Etot is 1893±2 

MeV, the width of the Etot distribution is 38±2 MeV, and the efficiency 

for reconstructing oo~n°n° is 0.324±0.020, where the errors are the sta-

tistical errors from the fit. These results show that the mean Etot 

comes out approximately correct, the width of the Etot distribution is 

in agreement with expectations based on the detector energy resolution, 

and there is a reasonably good efficiency for reconstructing o 0~n°n° 

decays. 

An important source of systematic error in the reconstruction effi

ciency is due to a lack of knowledge about how the other 0° in the event 

decays. This second 0° introduces an inefficiency when tracks from the 

second oo overlap with one or more of the photons from the n°n° final 

state, causing the event to be incorrectly reconstructed. To estimate 

the magnitude of this inefficiency, Monte Carlo events were generated 

containing a single 0° which was decayed to a n°n° final state. The 

above analysis was repeated for these events, and an efficiency of 

0.610±0.025 was obtained. Thus, nearly half of the oo mesons which 

could be reconstructed are lost due to overlap with tracks from the sec-
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ond D meson. This comparison suggests that the Monte Carlo efficiencies 

are strongly dependent on the model used for generating decays of the 

second 0° meson (see appendix B). The systematic uncertainty in the 

efficiency due to the model was estimated to be 30~ of the efficiency 

for four-photon final states and 45~ of the efficiency for six-photon 

final states. Including the systematic error gives an efficiency for 

reconstructing o 0~n°nO events of 0.32~0.10. 

6.4.7 Determination Qf an~ limit Qn the branching ratio for 
oo~TIOTIO 

This section describes the procedure used to set an upper limit on 

the branching ratio for oO~n°n°. figures 25(b)-27(b) show the observed 

distributions for the confidence level, Ptot• and Etot using the same 

cuts as were used for the Monte Carlo distributions above. As expected 

from the lack of clustering in the scatterplot of Ptot versus Etot (fig-

ure 24(b)), no significant signals are seen in either the Ptot or the 

Etot distributions. The solid curve in figure 27(b) shows the results 

of fitting a Gaussian line shape and a linear background term to the 

data. A binned likelihood fit using Poisson statistics was used because 

of the small number of events in most bins. The amplitude of the Gaus-

sian and the background parameters were allowed to vary freely, though a 

penalty function was used to keep the background level positive in each 

bin. The mean of the Gaussian was allowed to vary from 1857 MeV to 1894 

MeV, reflecting the uncertainty in the energy scale for Etot (see sec-

tion 6.4.5); the width was fixed at the resolution determined by the 

Monte Carlo, 38 MeV. Maximizing the likelihood gave the solid line in 

figure 27(b). 
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To determine an upper limit on the number of o 0~n°n° decays in the 

data, the above fit was done with the amplitude of the Gaussian fixed at 

various values, giving the maximum likelihood as a function of the 

expected number of o 0~n°nO events in figure 27(b). This maximum likeli-

hood was integrated over the expected number of events, and the point 

where the integral reaches 90~ of its total area is taken to be the 90~ 

confidence level upper limit on the expected number of signal events. 

The result of this analysis is that a signal of 8 events in figure 27(b) 

is ruled out at the 90~ confidence level. To obtain an upper limit on 

the product of the 0° cross section and the branching ratio for the 

D 0~n°n° decay mode, aoo·BRCD 0~n°n°), the efficiency was folded into the 

likelihood function, giving a 90~ confidence level upper limit of 0.019 

nb. The 0° cross section was previously measured to be aoo~6.8±1.2 nb 

(see section 4.5); dividing out aoo gives an upper limit on the branch

ing ratio: BRCD 0~n°n°)<0.2~ at the 90~ confidence level. 

6.4.8 ~ search for the ~, 1212, ]TO'[TO'[TO and ~ final states 

This section describes the results of a search for oo decays into 

7llTo, 7)7), nonono, and 7)n°n° final states. The analysis of these final 

states is almost identical to the analysis used for the no no f ina 1 

state, so only the differences will be noted. Combinations with a con-

fidence level less than 0.05 were eliminated, and scatterplots of Ptot 

versus Etot were made for each decay mode (see figures 28, 30, 32, and 

34). Ho obvious clustering in the vicinity of Ptot~290 MeV, Etot~1886 

MeV is observed in any of these scatterplots. To measure the efficiency 

and set upper limits on the branching ratios for these modes, a cut was 
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made to eliminate combinations with Ptot outside the range 200-400 MeV 

(except for the n°n°n° final state, where the range was extended to 440 

MeV on the basis of the Monte Carlo distribution). The resulting Etot 

distributions are shown in figures 29, 31, 33, and 35. The Monte Carlo 

distributions were fit to determine the reconstruction efficiency for 

each final state. Upper limits on the number of expected events, 

aoo·BR, and the branching ratio for the final state were set using the 

method described in section 6.4.8. The results of these measurements 

are summarized in table 5. 

TABLE 5 

Results of the Search for Neutral Decay Modes of the D0 

DECAY MODE 

DO-+TTOTTO 
Q0-+7)TTO 
oo_.,, 
00-+nOnOnO 
00-+7)TTOTTO 
QO-+i(OnO 

EffiCIENCY 

0.32±0.10 
0.11±0.03 
0.04±0.01 
0.16±0.08 
0.06±0.03 
0.02±0.01 

EVENTS 
(90% CL) 

<8 
<7 
<4 
<20 
<26 
<, 1 

aoo·BR 
(90% CL) 

<0.019 nb 
<0.05 nb 
<0.07 nb 
< 0. 11 nb 
<0.45 nb 
<0.52 nb 

BRANCHING RATIO 
(90~ Cl) 

<0.28~ 

<0.74~ 

<1.0 ~ 
<1.6 ~ 
<6.6 ~ 
<7.6 ~ 
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Figure 28: Ptot versus Etot for ~n° combinations. 

(a) Monte Carlo events; (b) t" events. 
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rigure 29: Eiot distribution for ~n° combinations. 

(a) Monte Carlo events; 
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(b) ~~events. The curves show the results of 
shctpe and a linear background term to the 
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figure 31: Etot distribution for~~ combinations. 

(a) Monte Carlo events; (b) ~"events. The curves show the results of 
fitting a Gaussian line shape and a linear background term to the 
distributions. 



eoo 

400 

200 

0 

600 

-> 400 
~ 

~ -
~ .. 

Cl. 
200 

0 

r1gure 32: 

- 110 -

.. , . . · .... 
: •: .• •: • ~ • I • 

. ··. 

.. . . · 
'·· . 

. -..... 

~ ... 

... . .. 
...... ·.· 

· . 

.... 
. .. 

.. ' . . .. 

·' . ·::/~'ii.%i·~ ~~. 
' · .. :. 

1600 

... : 

... · ... . . ... ' 
: .. ·.· .. 

1600 

1600 

·~····· .... .. . . ·. 

EroT (MeV) 

... 
.. . .. 

.. ··. 
.. ·.· . 

1800 

EroT (MeV) 

2000 

.. . ·· 

2000 

.. . 

(a) Monte Carlo events; (b) ~" events. 

(a) 

·. 

2200 

(b) .·. 

2200 



- 111 -

(a) 
60 

> v 
2 
0 
~ 40 

' rn 
~ 
::> 
0 u 

20 

1600 1800 2000 2200 

EroT (MeV) 

50 

40 

> v 
2 30 
0 
~ 

' rn 
~ 20 
::> 
0 u 

10 

1800 2000 2200 

EroT (MeV) 

figure 33: Etot distribution for n°n°n° combinations. 
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6.4.9 

This section describes a search that was made for the Ksn° decay 

mode of the 0°, where the Ks decays to n°n°. The only major difference 

between this final state and the n°n°n° final state is an additional 

requirement that one of the nOnO pairs must be consistent with the Ko 

mass. To demonstrate that the Crystal Ball can reconstruct the decay 

Ks~n°n°, Ksn° Monte Carlo events were searched for n°n°n° combinations 

with a confidence level greater than 0.05, Ptot in the range 200-440 

MeV, and Etot in the range 1686-2086 MeV. Figure 36(a) shows the n°n° 

mass distribution for these combinations, where all three n°nO mass 

pairings were included in the distribution. A clear peak is seen near 

the K0 mass. Combinations likely to have a Ks~n°n° decay were selected 

by requiring that the confidence level be greater than 0.05 and that at 

least one of the n°n° combinations have a mass in the range 400-560 MeV. 

Figure 37 shows the scatterplot of Ptot versus Etot for these combina-

tions. A clear cluster at Ptot~290 MeV, Etot~1886 MeV is observed for 

Monte Carlo generated events, but no significant clustering is observed 

in the data. Figure 38 shows the Etot distribution after making the 

additional requirement that a combination must have Ptot in the range 

200-440 MeV. 

Etot~1886 MeV. 

No significant signal is observed in the data near 

An upper limit of 7.6~ was obtained for the branching 

ratio BR(D 0~R 0 n°> using the method described in section 6.4.7. 
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6.5 SUMMARY AND CONCLUSIONS 

This chapter has described the results of a search for no decays 

into four-photon and six-photon final states. No significant signals 

were observed in any of the channels investigated. The results of this 

search are summarized in table 5. 

To help interpret the significance of these results, it is useful 

to compare the results with the predictions of the sextet dominance 

mode1. 56 Table 6 shows the limits set by this experiment relative to the 

rate for D 0~K·n+ determined by the Mark II experiment. 66 The relevant 

results of the Mark I and Mark II experiments 20 , 67 are also shown in 

table 6, as well as the predictions 68 of the sextet dominance model. 

TABLE 6 

Comparison of Rates for Several 0° Decay Modes Relative to K·n+ 

Decay Mode 

j{OlTO 

K+K-
n•n-
no no 
.,no 
'1)'1) 

llollollo 
.,no no 

Sextet 
Dominance 

0.500 
0.056 
0.056 
0.028 
0.019 
0.028 

Mark I Mark II Crystal Ball 

<2.7 0.75~0.45 <2.2 
<0.07 0. 113±0.030 
<0.07 0.033±0.015 

<0.08 
<0.21 
<0.29 
<0.46 
<1.9 

Several conclusions can be reached from the data in table 6. The 

limits obtained for several S=O final states (i.e., n°n°, n°.,, .,.,, and 
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n°n°n°) support the hypothesis that these decay modes are suppressed 

relative to s=-1 final states such as K-n•. In particular, the decay 

D 0~n°n° is at least a factor of 12 less likely to occur than the decay 

D 0~K-n+. The Mark I and Mark II experiments also observed a strong sup-

pression of the S=O final states they were sensitive to, 

In terms of the weak interaction couplings, these results 

imply that 1Vcdi 2 <<1Vcslz, as expected for the standard model. 

Although the limits obtained by this experiment are consistent with 

the predictions of the sextet dominance model, they are not stringent 

enough to provide a rigorous test of the model. However, the Mark II 

measurements in table 6 show a puzzling feature: the rate for o 0 ~n•n- is 

considerably smaller than the rate for 0°~K+K-. Note that the Crystal 

Ball limit on the nOnO rate is also somewhat less than the K+K- rate. 

Models that assume SU(3) symmetry, including the sextet dominance model, 

The observed discrepancy in decay 

rates suggests that these simple models are either wrong or in need of 

substantial modification; the limits obtained by this experiment may 

prove to be important constraints in solving this puzzle. 

This experiment was begun with the hope of observing a small number 

of events in the Cabibbo-suppressed n°n° final state. Unfortunately, 

the detection efficiency turned out to be substantially lower than was 

expected, primarily due to confusion caused by the other 0° in the 

event. In addition, the background level proved to be somewhat higher 

than was anticipated for such a clean signature. These effects caused 

the experiment to be a factor of 2-3 less sensitive than was originally 

anticipated, which substantially reduced the significance of the meas

urements. 



Appendix A 

PlfiT: AN ALGORITHM fOR UNfOLDING TWO OVERLAPPING PHOTONS 

If two photons strike the Crystal Ball in the same vicinity, their 

energy deposits will ~verlap and form a single connected region. When 

this happens, the less energetic photon is often missed completely by 

the BUMPS algorithm in the offline analysis program. Even if both pho-

tons are found by BUMPS, there are difficulties in accurately determin-

ing the energy and direction cosines of the two photons. This severely 

limits the ability of the offline analysis program to find n° decays 

when the n° has an energy greater than 700 MeV. The study of neutral 

decay modes of the 0° requires the ability to detect n°s in the energy 

range 700-1100 MeV with high efficiency. To achieve this, a new algor-

ithm was developed that can identify connected regions in which two pho-

tons overlap and reconstruct the photons. This algorithm was incorpo-

rated into the subroutine PlfiT, and has proved to be very successful 

for n° energies up to 2 GeV. The purpose of this appendix is to 

describe in some detail the inner workings and capabilities of PlfiT. 

In order to understand the PifiT algorithm, it is instructive to 

first consider the problem of determining the direction cosines of a 

single photon in the detector. It will be seen later that reconstruct-

ing overlapping photon showers is just an extension of the techniques 

developed for a single photon. When a photon strikes the Crystal Ball, 

it usually deposits 50-80% of its energy in the crystal it enters, which 
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is referred to as the central crystal. Hearly all of the remaining 

energy is deposited in the 12 nearest neighbors of the central crys

ta1.27 The 13 energies in these crystals can be thought of as a pattern, 

and each way of distributing the photon energy among the 13 crystals 

will have a unique pattern associated with it. 

Suppose a beam of fixed energy photons was aimed at the centroid of 

a particular crystal. This would generate a series of patterns, with 

each pattern exhibiting a fairly symmetrical distribution of energy 

around the central crystal. While there would be substantial fluctua-

tions in the pattern from shower to shower, there would be an underlying 

tendency for the energies to be distributed in a symmetrical manner. By 

contrast, consider what would happen if the photons were directed at the 

corner of the crystal. Again there would be substantial fluctuations 

from shower to shower, but the patterns would no longer tend to be sym-

metrical about the central crystal. Instead, most of the energy would 

be deposited in the crystals nearest to the corner where the photon 

struck. This comparison shows that the pattern of energies contains 

significant information about the direction of the photon. 

One way to utilize this information is to determine the probability 

of every pattern as a function of the energy and direction of the pho

ton. Using this probability function, the energy and direction of any 

given photon can be accurately estimated by finding the energy and 

direction that has the highest probability for the observed pattern. 

The only problem is in determining the probability function, which is a 

function of 16 variables! This is, for all practical purposes, impossi

ble; however, by making some simplifications and approximations, it is 
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possible to find a reasonable approximation for the probability func-

The major simplification that was made was to assume that the prob-

ability function can be factorized into the product of 13 separate prob-

abilities, each of which is a function of the photon direction and the 

energy in a single crystal: 

fCE,,Ez, ... ,E,3,E~,9~,+~> ~ fl f;CE;,E~,9y,+~> 
; 

where f is the real probability function, f; is the factorized probabil-

ity function for crystal i, E1-E13 are the crystal energies, Ey is the 

photon energy, and 9y and +y are the angles that determine the direction 

of the photon. The problem now is to determine the 13 factorized prob-

ability functions, each of which is a function of 4 variables. This is 

a much simpler problem because it ignores the correlations among the 

crystal energies. Only for special cases, such as Gaussian probability 

functions, is there a clear-cut way to factorize the problem and still 

keep the correlations. Although the accuracy of the PifiT algorithm 

would undoubtedly improve if a way to include the correlations were 

found, the results obtained by factorizing the probability function are 

more than adequate for this thesis. 

The probability functions were determined by studying the energy 

distributions of Monte Carlo photon showers. The CBALL Monte Carlo pro-

gram, an adaptation of the EGS program~ 8 to the Crystal Ball geometry, 

was used to generate the showers. The EGS program incorporates almost 

all the physics involved in electromagnetic showe~s, and has been shown 

to reproduce accurately the effects of real showers. Nearly 100 sets of 

shower patterns were generated. Each set consists of 500 photon showers 
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with the energy and direction of the photons fixed. for a given energy, 

16 sets of photon showers were generated by aiming the photons at the 

centroid of each of the 16 submodules of crystal number 25 (see section 

3.2 for the definition of a submodule). Shower patterns were generated 

for energies of 50, 100, 200, 500, 1000, and 2000 MeV. 

The Monte Carlo shower patterns can be used to determine an empiri-

cal form for the 13 factorized probability functions . The function f; 

is just the probability of observing an energy E; in crystal i for a 

particular combination of photon energy and direction. For a moment, 

consider a single set of Monte Carlo showers. The photons in the set 

have a fixed energy and direction, so f; depends only onE;. The func-

tion f; is determined by the distribution of E; obtained from a large 

number of showers. Thus, from each set of shower patterns, the function 

f; can be found for the combination of photon energv and direction used 

to generate the patterns. The more general problem of determining f; 

for an arbitrary photon energy and direction is just a matter of "inter

polating" between shower sets. 

To determine an explicit form for f;, it is necessary to find a 

function which can be fit to the distribution of E;. Ideally, this 

function will be simple and have a small number of parameters which can 

be adjusted to fit it to the E; distribution for any ~ombination of pho-

ton energy and direction. There are two cases which need to be distin-

guished: when the crystal i is a neighbor crystal and when it is the 

central crystal. Figure 39 shows a typical distribution of E; for each 
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figure 39: Crystul energy distributions for a 500 MeV photon. 

(a) Distribution for a neighbor crystal; (b) Distribution for a central 
crystal. The solid lines shou the result of fitting the functional forms 
described in the text to the data. 
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case. When the crystal i is a neighbor crystal, the distribution of E; 

is well represented by the following functional form: 

f;CE;,a,B) = [ n«+, ] E;a expC-BE;) 
f(a+1) 

When the crys-

tal i is the central crystal, the distribution of E; is adequately rep-

resented by a Gaussian: 

f;CE;,[,a) = exp[-CE;-[)2] 

J2na 2 2a 2 

These 

forms for f; are normalized to unit probability: 

Jf;(E;,a,B)dE; = 

Jf;CE;,E,a)dE; = 1. 

first consider the case when crystal i is a neighbor crystal. To 

simplify the discussion, the following results are for photons with an 

energy of 500 MeV; similar results are obtained for other photon ener-

gies. for a given shower set and neighbor crystal, the above function 

was fit to a histogram of the E; distribution to obtain values for a and 

B. This was done for each of the 16 photon directions and each of the 

12 neighbor crystals, giving a total of 192 fits. These fits have an 

average x2 of 23.9 for 18 degrees of freedom. Examining each of the 192 

fits shows that the is a good representation of the Monte Carlo distri-

but ions. The fact that the X2 /DOf is somewhat greater than 1 is partly 

due to each plot having a few bins with a very small number of events, 

causing the x2 to be overestimated. 
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Having determined 192 values for « and B, it is now desirable to 

find how these values depend on the direction of the photon. It is rea

sonable that« and B will depend on S, the angle between the photon and 

the centroid of the crystal where the energy is deposited. Figures 40 

and 41 show scatterplots of B and a versus (1-cosS). These figures show 

that beta is strongly correlated with (1-cosS), while « appears to cor-

related with 1nC1-cosS). 

that « and B are given by 

On the basis of these plots, we will assume 

« = «sln(1-cos6) + «t 

B = MAX[BsC1-cos6) + BI,BM]. 

Only five parameters establish the dependence of f1 on the photon direc-

These parameters are determined by a 

simultaneous fit of the factorized probability function to the 192 dif-

ferent distributions of Ei for a given photon energy. 

several different photon energies are given in table 7. 

The results for 

for the most part, the 192 distributions are well fit by this form 

for a and B. Since 3840 data points are being fit using only 5 parame-

ters, it is not surprising that a few distributions give very poor fits. 

figure 42 shows a typical fit and a very poor fit. The poor fits illus

trate that « and B must also depend on other variables besides S. Nev

ertheless, the present approach does a good job of describing the over-

all behavior of photon showers. 

So far, only photons of various fixed energies have been consid-

ered. To determine a and B, and thus f;, for an arbitrary photon 

energy, it is necessary to interpolate between energies in table 7 to 

The function f; for a 

neighbor crystal has now been completely specified. 
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TABLE 7 

PlfiT Parameters for Several Different Energies 

as 

-0.31 -1.9 
-0.38 -1.9 
-0.79 -2.9 
-1.35 -4.2 
-1. 94 -5.4 

Bs 
CMev- 1 > 

23.8 
26.6 
24.6 
20.2 
15.8 

B1 
(Mev-'> 

-0.01 
-0. 10 
-0. 12 
-0.09 
-0.08 

0.01 
0.04 
0.04 
0.04 
0.02 

Es 

0.95 
0.96 
0.99 
1. 00 
1. 01 

as 

2.26 
1. 88 
1. 31 
1. 00 
0.72 

A similar approach is used to determine f; for the central crystal. 

for a given photon energy and direction, a Gaussian was fit to a histo-

gram of the energy E;. This resulted in 16 values of E and a for each 

energy. for 500 MeV photons, the average x2 for the fits was 36 for 18 

degrees of freedom. The symmetric form of the Gaussian does not prop-

erly account for a low energy tail on the E; distribution, which is most 

noticeable for low energy photons. This is not a serious problem, but 

does explain the rather large x2 for some of the fits. It was found 

that E was dependent on both 6, the angle between the photon direction 

and the centroid of the central crystal, and also on how close the pho-

ton was to the edge of the crystal. The latter quantity was parameter-

ized by the quantity R, which is defined to be the angle between the 

photon direction and the nearest edge of the crystal divided by the 
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angle between the centroid and the edge. The dependence of E on 6 and R 

was consistent with the following form: 

E = EsEy[.86- 40C1-cos6) - .02/R] 

where Es is a scale factor dependent on the photon energy. The width of 

the Gaussian was found to have a linear relationship to the mean: 

a = as[.204Ey - .2E] 

where as depends on the photon energy. The values of Es and as for sev-

eral different photon energies are given in table 7. ror an arbitrary 

energy, Es and as are found by interpolation. The factorized probabil-

ity function is now completely specified for all 13 crystals in a shower 

pattern. 

Once the probability function is determined, estimating the direc-

tion of a photon is straightforward. The energy of the photon is well 

measured by summing the energy of the central crystal and its neighbors: 

Ey ~ L E i. 
; 

The direction of the photon is estimated by finding the direction with 

the highest probability for the observed pattern. This is done by mini-

mizing the quantity LL: 

ll = -2 L ln(f;)/NXTAL 
i 

where NXTAL is the number of crystals being summed over (13 for a single 

photon). The minimization is done using a simplex method, which has the 

advantage of not requiring any derivatives. The starting value for the 

photon direction is taken to be the centroid of the central crystal. 

The accuracy of this method can be estimated from samples of Monte Carlo 

photons. The angular resolution in the polar angle, ae, is shown in 

table 8 for various photon energies (the angular resolution in ~ is 
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given by a~=ae/sine>. These results show that the photon angular reso-

lution decreases as the energy increases, which reflects the fact that 

shower fluctuations become less significant at higher energies. An 

independent determination of the angular resolution using Bhabha events 

gave good agreement with the Monte Carlo estimates. 

TABLE 8 

Angular Resolution for Single Photons 

Ey 
(MeV) 

100 
200 
500 

1000 
1500 
2000 

a a 
(mrad) 

31 
26 
19 
16 
12 
10 

The algorithm developed above can also be applied to the situation 

where the energy deposits are due to two photons with overlapping shower 

patterns. In this case, there are two central crystals and up to 24 

neighbor crystals. Since each crystal can receive energy from both pho-

tons, it is necessary to define a new probability function which is the 

convolution of the single photon probability functions for each of the 

photons. If g; is the factorized probability function for having an 

energy Ei in crystal i when ~ 1 has an energy E1 and direction 9 1 , ~,. 
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and ~z has an energy Ez and direction 92 , ~ 2 , then 

where f; is the single photon probability function from above.6' The 

two-photon fit can be done in much the same way as the single photon 

fit. The direction of both photons and the ratio E1 /Ez are allowed to 

vary, while the sum E1 +Ez is fixed at the sum of the energy in the cen-

tral crystals and all their neighbors. The definition of LL is changed 

to use the convoluted probability functions, g;, instead of the single 

photon functions. Minimizing ll gives estimates for the energies and 

directions of the photons. from this information, the mass of the two 

photons can be computed and compared to the n° mass. figure 43 shows 

the mass distribution for a set of 1000 MeV photons and a set of 1000 

MeV n°s generated using the CBALL Monte Carlo. There is nearly complete 

separation between the photon sample and the n° sample when the con-

nected region energy is less than 2 GeV. Table 9 shows the angular and 

mass resolutions for Monte Carlo n°s reconstructed by PifiT as a func-

tion of the n° energy. 

An empirical fit to the PifiT mass resolution for merged n°s gives 

where aM is the mass resolution for merged n°s and Eno is the n° energy. 
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TABLE 9 

Angular and Mass Resolutions for Merged n°s 

750 
1000 
1500 
1750 
2000 

ae 
(mrad) 

19 
17 
16 
16 
16 

CJM 

(MeV) 

13 
16 
20 
23 
27 
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figure 43: Mass distributions from PIFIT for photon and nO samples 

(a) Mtiss distribution for a stimple of Monte Carlo photons; (b) mtiss 
distribution for a sample of Monte Carlo n°s. 



Appendix B 

A MODEL FOR SIMULATING D MESON DECAY 

This appendix describes a model that was used to simulate the decay 

of 0° and o+ mesons in the Crystal Ball detector. Such simulations 

played an important role in determining the detection efficiency for 

many of the processes studied in this thesis. 

There are three different types of D meson decays: 

(1) Hadronic decays - These decays have final states composed entirely 

of hadrons. 

(2) Semileptonic decays- These decays have final states composed of a 

lepton, an antineutrino, and one or more hadrons. 

(3) Leptonic decays co+ only) - These decays have final states composed 

of a lepton and an antineutrino. 

The leptonic decay modes are expected to have branching ratios much less 

than 1~, and were not included in the model. 

The first decision the model must make is whether to generate a 

hadronic decay or a semileptonic decay. The total semileptonic branch-

ing ratio was taken to be 0.1 for the 0° meson and 0.4 for the o+ meson. 

These branching ratios were based on measurements made by previous 

experiments.20,2t Once the type of decay was chosen, a specific final 

state was chosen using the branching fractions given below, and the 

kinematics of the final state were determined by a phase space Monte 

Carlo. 70 
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Most of the 0° decays and a majority of the o• decays are hadronic 

decays. Since the 0 mesons can decay into many different hadronic final 

states, only a few of which have well-measured branching ratios, a theo

retical model was used to predict the branching fractions for the 

hadronic decay modes. The model used in this thesis is the constant 

matrix element mode1. 71 This model starts out with the sextet dominance 

predictions for the relative rates to a pair of pseudoscalers (see sec-

tion 6.2), includes a constant factor in the matrix element for each 

additional n meson in the final state, and uses a statistical averaging 

over the possible isospin states to determine the relative rates for the 

different charge states. Cabibbo-suppressed decays were ignored in the 

model. The hadronic branching fractions are given in table 10. 

The semileptonic branching fractions were determined in an ad-hoc 

manner, where emphasis was placed on low multiplicity final states. The 

semileptonic branching fractions are given in table 11. Note that the 

symbol ~· is used in table 11 to denote a lepton, with equal weight 

given to choosing a muon or an electron. 

As a cross check of the model, the charge multiplicity distribu

tions generated by the model were compared with measurements made by 

previous experiments. 20 , 72 The model was found to be in good agreement 

with the measured multiplicity distributions. The dependence of the 

efficiencies on the branching fractions used in the model was studied 

and included in the systematic error for each efficiency. 
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TABLE 10 

Hadronic Branching fractions Used in the Monte Carlo 

oo o+ 

Branching Branching 
Decay Mode fraction Decay Mode fraction 

(~) (~) 

K-n+ 5 i(On+ 12 
i(OTTO 5 K-n+n+ 17 
K0n•n- 17 i(OnOn+ 26 
K-n•n° 15 K0n•n•n- 14 
i(OTTOTTO 6 K-n•n•no 11 
K-n•n•n- 8 i(On+nono 10 
K0 n•n-n° 1 5 K-n•n•n•n- 2 
K-n•n°n° 6 K0n•n•n-n° 4 
i(OnOnOnO 2 K-n•n•n°n° 2 
K0n•n•n·n- 2 i(OlT+lTOlTOTTO 1 
K-n•n•n-n° 3 Knnnnn 1 
K0n•n-n°n° J 
K-n•n°n°n° 1 
KTTTTTTTTTT 0.7 
j{01) 1 
K-TT+1) 1 
i(OTT07) 1 
Knnn-n 0.6 
i(01)' 6 
K-n•1)' 1 
i(Ono,, 1 
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TABLE 11 

Semileptonic Branching fractions Used in the Monte Carlo 

oo o• 

Branching Branching 
Decay Mode fraction Decay Mode fraction 

00 00 

K-~•v.R 45 j(O~+V.R 45 
K-nO.Q+iJ.R 20 K-n+~+iJ.R 20 
i< 0n-.Q•v.R 20 i(OnO.Q+iJ.R 20 
K-n•n-.Q•v.R 5 K 0 n•n-~•v.R 5 
i(On-nO.Q+iJ.R 5 K-n+nO.Q+iJR 5 
K-n°n°.Q+iJR 5 i(OnOnO.Q+iJR 5 
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