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ABSTRACT 

We have studied the production of prompt electrons in high statistics sample 

(118 pb-1) of multihadron events produced in electron positron annihilations at 29 

Gev. The experiment was performed using the DELCO facility on the PEP storage 

ring at SLAC. Electron identification was done primarily with a large acceptance 

threshold Cerenkov counter. Both the momentum and the transverse momentum 

spectra are measured in terms of a differential cross section for electrons having 

momenta in the range 0.5 <P< 5.5 Gev /c. We measure the inclusive cross section 

in this momentum range to be 35.8±3.1 ph. The final distribution of candidates 

in the P - P .l plane are fit well using a Monte Carlo having a combination of 

bottom and charm quark decays with the semi electronic branching ratios of ( 15.0± 

2.g)% and (8.g ± 1.4)%. We observe no evidence of electron production from new 

sources and determine a cross section upper limit of 11.6 ph (QO% CL) for this 

process. We find that the fragmentation functions are hard for both band c quarks, 

characterized by the values< zb >= 0.77 ±0.05 and< Zc >= 0.68±0.06, where 

z is the fraction or the heavy quark's energy that is retained by the primary hadron 

containing the heavy quark. The fragmentation function is fit well by the form 

/[ ( 1 .!L)2] · h _ +.024 d _ +.061 y· 11 Dq(z) = N z 1- z- l-z w1t ib - .018_.011 an fc - .053_.029. 1na y, 

we observe events having two electrons with an inclusive cross section of 2.8 ± 1.3 

ph for this process, which is consistent with the rate expected from the measured 

semielectronic rates. 
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CHAPTER 1 

Introduction 

§ 1.1 PROMPT ELECTRON STUDIES 

Electrons that are produced directly in high energy interactions from the de­

cays of new heavy particles are considered to be prompt electrons. During the last 

ten years experiments that provided information on these electrons have played 

a major role both in discovering new states of matter and in undertanding their 

properties. Two families of quark-antiquark bound states, a new sequential lep­

ton, and the weak vector bosons were found with prompt lep ton searches in high 

energy reactions. 

In 197 4, the J /'¢ resonance was first seen as a peak near 3.1 Gev in the recon­

structed e+ e--mass spectrum of a dielectron experiment1 studying the reaction 

Concurrently, a sharp peak was observed2 at 3.1 Gev in the e+ e- annihilation 

cross section for the reactions 
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The J / t/J was interpreted as the lowest cc bound state, and indicated the discovery 

of charm . Subsequent experiments at energies near the 'f/;11(3770) resonance and 

higher led to the observation of anomalous prompt electron production3 in the 

reaction 

e+e--+ e± +X , 

along with the observation4 of new hadronic decay states from at least one new 

quantum state, which was inhibited from decaying electromagnetically or strongly. 

One of the states was the charmed D meson which decayed weakly following the 

Glashow-llliopoulos-Maiani (GIM) model.5 Earlier observations6 of anomalous ep 

production in the reaction 

at the same energy range led to the discovery of the T lepton as the other new 

quantum state. 

In 1977 the T was discovered7 as a resonance at 9.5 Gev in the invariant mass 

spectrum of prompt dimuons produced in the reaction 

The T was interpreted as the lowest bb bound state, and indicated the existence 

of bottom and another generation of quark flavors. The b quark fits nicely into 

a six-quark model8 which preserves the symmetry between quarks and leptons, 

including the T lepton, and suppresses flavor changing neutral currents as in the 

GIM model. 
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Several narrow resonances were then seen in e+ e- annihilations9 between 

Q.4 and 10.3 Gev. A fourth resonance, the T(4s), was seen10 with a width that 

was visibly broader than the first three resonances, suggesting it was above the 

production threshold for weakly decaying B mesons. Proof that B mesons were 

being produced finally came from the observation of the enhanced production of 

prompt electrons, 11- 12 which are produced in the weak decays of b quarks. 

Following the discovery of a third-generation sequential lepton and a fifth 

quark, major emphasis at the PEP and PETRA storage rings was placed on search­

ing for the partner of the b. Measurements have since pushed the threshold for the 

production of a possible t1 pair above 45 Gev and out of range of PEP or PETRA. 

Recent results at CERN13 during the past year further demonstrate the im­

portance of prompt lepton searches. The observation of energetic prompt electrons 

produced in pp collisions at 540 Gev has led to the discovery of the Z0 and w± 

vector bosons. 

Apart from discovering new states of matter, prompt lepton searches have 

been used to measure important characteristics of known particles. In the low 

energy region, prompt lepton counting experiments 14- 16 have measured D meson 

semileptonic rates and decay spectra which differ from the expectations of simple 

spectator models, and suggest different lifetimes 17- 18 forD± and D0 mesons. In 

these models, the heavy quark decays with the light quark acting as a spectator 

having little influence, resulting in similar decay rates and lifetimes for the D± and 

D0 . The models have been modified to agree with e~periment by accounting for 

non-spectator effects; however, these effects are expected to be weaker for decays 

of the more massive b quarks. Experiments at CESR, PEP, and PETRA are 
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presently studying the semileptonic decays of mesons containing b quarks, and are 

using the prompt leptons from B mesons to determine directly the b lifetime by 

measuring the impact parameter of the lepton trajectory with the event production 

vertex. 19 At PEP and PETRA, the selection of multihadron events containing 

prompt leptons is a useful and reliable method of enhancing cc and bb signals. 

Prompt lepton exp~riments also provide information on the hadronization of 

quarks after their initial production. The momentum spectrum of leptons from 

c and b decays contains information on the fraction of energy the heavy quarks 

retain during fragmentation into hadrons. It has been suggested20 that the inertia 

of the heavy quark is retained by the meson containing the heavy quark causing 

hard fragmentation functions. The only information on b quark fragn1entation has 

come from prompt lepton experiments. 

In this study we concentrate on measuring prompt electron production e+ e­

annihilations at 29 Gev and use the electron momentum spectrum to extract in­

formation on the fragmentation of heavy quarks. As a result of this study, we 

obtain the inclusive cross section for prompt electrons and set limits on the copi­

ous production of electrons from new sources. The production of electrons from 

anomalous sources at PEP or PETRA would indicate new particle production or 

exotic decay mechanisms. The absence of such anomalous electrons can be used 

to set upper limits on the probability of various new prompt lepton sources. 

§ 1.2 PROMPT ELECTRON ANALYSIS IN DELCO 

One feature that makes this experiment unique among those presently running 

at PEP and PETRA is the electron identification capability of the DELCO detec-
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tor, which allows measurement of electrons over QO% of the allowed kinematic 

range. This is accomplished with a unique large-solid-angle gas-filled Cerenkov 

counter in conjunction with a low-mass central detector. Other experiments study­

ing prompt lepton production are limited to the upper end of the kinematic range. 

Prompt electrons from weak decays of heavy hadrons produced at 2Q Gev in 

e+ e- annihilations at PEP are measured. The electrons are detected using two 

different Cerenkov radiators, nitrogen and isobutane. The upper momentum limits 

for these radiators are determined by the onset of Cerenkov radiation from charged 

pions and the lower limits are determined by charged particle tracking efficiency. 

The ranges are 0.5 - 2.5 Gev /c for isobutane and 0.5 - 5.5 Gev /c for nitrogen. 

Other experiments at PEP and PETRA study the region above 2 Gevfc. The 

use of two gases makes the analysis equivalent to two experiments with different 

efficiencies and backgrounds and provides a useful cross check for the results. 

Measurements of b and c fragmentation functions and semielectronic rates are 

done simultaneously on the final electron signal including backgrounds from non­

prompt electrons and misidentified non-electrons. The spectrum of the electron 

momentum transverse to the hadron jet axis is determined by the mass or the 

decaying particle, and is used to separate electrons with b-parents from those with 

c-parents. The fragmentation of the c and b quarks is determined by studying the 

momentum spectra of the electrons as a function of the transverse momentum. A 

Monte Carlo electron signal is calculated in the P- P ..i plane, and is fit to the 

signal measured in the data by adjusting the Monte Carlo fragmentation functions 

and semielectronic rates. Results are compared to other experiments, which use 

different techniques or are limited to different kinematic regions. 
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The final measurements are used to put limits on copious sources of prompt 

electrons by comparing the measured prompt electron cross section with the ex­

pected value obtained using semielectronic rates of previous experiments. Also, 

the first observation of dielectron events at PEP and PETRA is presented with a 

comparison of their expected rates based on the rates for single prompt electrons, 

of b and c flavored hadrons, measured in this experiment. 

In the next chapter, we describe the present understanding of heavy quark 

production and fragmentation in e+ e- annihilations and the models of heavy 

quark decay. Finally, we will describe prompt electron production in the reaction 

and discuss the measurements to be made in this study. A description of the 

DELCO detector is given in Chapter 3, with emphasis on the Cerenkov counter, 

along with a description of the Monte Carlo generator and simulation programs. 

Chapter 4 is a description of the procedure used to select prompt electron can­

didates and determine the background rates and efficiencies. The analysis and 

results obtained from the electron signal are given in Chapter 5 and, finally, a 

summary and conclusion are given in Chapter 6. 
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CHAPTER 2 

Prompt Electron Physics 

§ 2.1 HEAVY QUARK PRODUCTION IN e+e- ANNIHILATION 

Table 2.1 Quark Masses. 

Quark Mass, (Gev fc 2) Charge 

u up 0.3 +2/3 
d down 0.3 -1/3 
s strange 0.5 -1/3 
c charm 1.7 +2/3 
b bottom 5.0 -1/3 
t top >22.5 +2/3 

Hadrons are produced in the annihilation of e+ and e- into qq states via 

single virtual photons and through the exchange of two virtual photons. These 

processes are shown in figure 2.1 . The differential cross section for producing 

point-like spin-~ particles via a single photon is given from QED as 

{2.1) 
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(a) 

5-84 (b) 4769A4 

Fig. 2.1 e+e- annihilation into hadrons.(aJ Single photon annihilation. 
(b )Two photon exchange. 
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where o is the fine structure constant, 1/137, P is the velocity of the quark, q is 

the particle charge, and sis the square of the annihilation energy. Measurements 

of the hadronic cross section at PEP and PETRA are consistent with the quarks 

listed in table 2.1 including an unobserved t quark of mass > 22.5 Gev fc2• 

Integrating equation ( 2.1) over the solid angle gives 

The energy at PEP is 29 Gev and much higher than the production threshold 

for the first 5 quarks listed in table 2.1, so we make the approximation of f3 = 1 

. The qq cross section can be conveniently rewritten in terms of the point-like 

annihilation cross section of charge- I spin-! particles, such as the e+ e- --. p+ p-, 

as 

where the sum is over the quark charges and a factor of 3 is included to account for 

the different color states. At high energies there is a QCD correction character-

ized by a strong coupling constant, o 8 , and manifested by gluon bremsstrahlung 

in the final state. The result for R is 

o, 
(1 +- + Q(os) + ....... ) 

1r 

The QCD corrections increase R by approximately 5% at PEP. 

Figure 2.2 shows R plotted over the explored energy range21 . There are 

noticeable steps at the thresholds for cc ( J / t/J) and b~ (T) production, and the plot 

is inconsistent with t1 production below 45 Gev. The heavy quark pairs (cc and 

bb ) contribute 4/11 to the calculated value for R. 
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hadron cross section to the p pair cross section. 
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Equation {2.1) shows that qq pairs are produced with an angular distribution 

du 2 
- I".J 1 + cos (} 
dO 

so many of the events are contained in the central region of the solid angle covered 

by detectors like DELCO. Events produced in the two photon exchange (2-')' events) 

are typically at small angles with respect to the annihilation electrons and have 

only a small fraction of their energy deposited in the central detector. The 2-')' 

rate is only 5% of the single photon rate for multihadrons that have at least 6 

Gev total charged particle energy in the central detector. 

§ 2.2 THE FRAGMENTATION OF HEAVY QUARKS 

Hadron production in e+ e- annihilation can be divided into the following 

three steps that are illustrated in figure 2.3 

1. The qq pairs are produced, sometimes accompanied by a gluon bremsstrahlung, 

but are not observed as free particles at distances greater than about 1 fm. 

2. Primary hadrons are formed out of the primary quarks and secondary qq 

pairs that are pulled out of the vacuum. The primary hadrons, H, have 

a fraction, z, of the primary quark energy, determined by a fragmentation 

function D!j ( z ). 

3. The primary hadrons decay via intermediate resonances and weak interac-

tions to final state particles. 

The distinction between the first and second steps is arbitrary and model­

dependent22 . At present, the fragmentation functi~n can not be reliably cal-

culated using QCD. Instead, it is constructed from kinematical considerations. 
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/q 
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5- 84 

Fig. 2.3 Multihadron production in e+ e- --. hadrons.(a) e+ e- annihi-
lation into a qq pair. (b) Fragmentation of qq pair into primary 
hadrons. (c) Decay into final state particles. 
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Any information on the fragmentation or the initial quark pairs is useful, and 

the production of heavy mesons provides a method of achieving this information. 

Heavy hadrons contain primary b or c quarks or c quarks from the weak decays 

of primary b quarks, since heavy quarks are not expected to be produced from 

the decays of light quarks or from the hadronization of the vacuum. Measuring 

the fragmentation function or these heavy hadrons provides information on quark 

fragmentation. 

From kinematical considerations we expect heavy quarks to fragment differ-

ently than lighter quarks. 20 In particular, we expect them to retain most of their 

inertia when they form heavy hadrons, leading to stiffer fragmentation functions 

for heavy quarks than for light quarks. From kinematic arguments, Peterson et 

al. 23 have suggested the following form or the fragmentation function for heavy 

quarks 

N 
Dq(z) = z(l-!- ~)2 (2.2) 

where N is a normalization constant and iq scales inversely with the square of the 

quark mass, which is approximated by the mass of the hadron containing quark 

q. 

The charm fragmentation function was first studied by the CDHS collaboration24 

by measuring the momentum spectrum of muons from charm decay. They studied 

dimuon events in high energy neutrino interactions. These events were presumed 

to originate from the reaction 

They do not measure the detailed structure of the fragmentation function since 
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charmed hadrons are not reconstructed, but by unfolding the muon spectrum 

they are able to arrive at a function with an average z of < Zc >= .6g ± .05. 

In another experiment25 , D mesons originating from neutrino interactions in an 

emulsion were fully reconstructed using a downstream spectrometer. The results 

indicate a stiff function with < z > ~ .sg. 

In e+ e- experiments 26- 30 D mesons have been reconstructed from decays of 

D* mesons produced in the reaction 

Results of these experiments show fragmentation functions with < z >~ 0.6. 

They use z as the fraction of beam energy and are sensitive to initial state radia­

tion, which should lower < z > by about 2-4 %. 

This experiment is the first to measure the charm fragmentation by unfolding 

the momentum spectrum or prompt leptons from the decays or charmed mesons 

produced in e+ e- annihilations.31 The fragmentation is averaged over all charmed 

hadrons produced in the reaction 

The electrons from c decays are statistically separated from the electrons of b 

decays in the analysis described in this thesis. 

The fragmentation function of the b quark has been measured only in experi­

ments at PEP31,32- 33 and PETRA34- 36 by studying the spectra of prompt leptons 

produced in e+ e- annihilations. The leptons of c decays are statistically separated 
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from those of b decays by using the transverse momentum spectrum. The mean 

transverse momentum of decay products depends on the mass of their parents, 

so leptons from b quarks typically have larger transverse momentum than those 

from c quarks. Due to limited kinematical acceptance, these experiments must 

use the fragmentation form for the c quarks obtained in the D* reconstruction 

experiments and then determine the b quark function from the lepton data. The 

experiment reported here is the first to measure simultaneously the charm and 

bottom fragmentation functions by analyzing prompt leptons. The results give a 

hard c fragmentation function and an even harder b fragmentation function. 

§ 2.3 SEMILEPTONIC DECAYS OF HEAVY HADRONS 

For this thesis we will use the standard model for weak decays of heavy mesons. 

In this model there are three generations of left-handed leptons and quarks in SU(2) 

doublets, listed as 

Coupling within each doublet is mediated by charged weak vector (W) bosons. 

The coupling strength is universal for all generations of leptons and quarks. In 

the absence of mass there are no transitions between generations; neutrinos only 

couple to their charged lepton partner. For quarks, the mechanism which causes 

mass generation also causes the quark eigenstates and the weak eigenstates to be 

different, allowing mixing between the quark generations for weak transitions. The 
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mixing between quark states can be written as 

U is the KM mass mixing matrix 

epee epse sp 

ic ic ·c -e1 se- s1 speee e1 ee- s1 sps1 e s1 epe1 

·c -ic -e1 s pee + s1 see' -e1 s ps1 - s1 eee e1 e 13 

where ee = cos 0, se = sin 0, () is the normal Cabibbo angle, and 6 is a CP 

violating phase. 

Table 2.2 Heavy Meson Decay Fractions. 

Final State b-+eW 

w-+ q ev .144 
q JlV .144 

q TV .033 

q ud .507 

q C8 .167 

The charged weak currents for quarks are written 

J 

1 11 = ( u c t)7 11 ( 1 - 75)U s' 

b' 

e-+ eW 

.2 

.2 

-
.6 

-

The c quark is heavier than its partner the s quark and can decay to either the 

s or d. The b and s quarks are lighter than their partners and can only decay 
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diagonally via. quark 1nixing to the corresponding partner in a lighter generation. 

The allowed decays are shown in figure 2.4 for c and b flavored mesons, with 

the light antiquark acting only as a spectator. The final decay fractions are listed 

in table 2.2 for these decays, taking into account the final states including color 

factors and phase space. 

Mixing between generations is small so the most sensitive method of measuring 

the mixings angles is with s and b decays. The b quark decays via sin 1 cos {3ei8 to 

c and via sin {3 to u so that the recent results from CESR, 37- 38 which put limits 

on 

f(b-+ u) 
f(b-+ c) < 0.05 (.QOCL) 

from the shape of the prompt electron spectrum in B meson decay, also put limits 

on the mixing angles sin 1 and sin {3. 

The semielectronic decay of the c and b quarks can be calculated as in muon 

beta decay and is given for c by 

G
2
Mg Ms [ 2as ] f(c-+ evs) = · g · - · 1 + -/(~) · C 

1Q27r3 Me 31l' 

Mg [ 20's ] = -u:5 . g. 1 + -/(~) · C · f(p-+ evli) 
M 11 31r 

(2.3) 

and forb by 

G
2
Mg Me [ 2as ] f(b-+ eve) = · g · - · 1 + -/(~) · S 

1 g21r3 Mb 31r 

Mg [ 2o8 ] = - . g. 1 + -/(~) · S · f(p-+ evli) M5 37r 
Jl 

(2.4} 

where M8 , Me, and Mb are the masses of the s, c, and b quarks, g is a phase space 

factor, and f(A.) is a factor due to first-order QCD corrections and ~ = t{~. The 
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Fig. 2.4 Spectator diagrams for c and b decay. 
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Table 2.3 Kobayashi-Maskawa Matrix Elements. 

u c t 

d Uud = O.Q737 ± 0.0025a Ucd = 0.225 ± o.oo5b o.o < IUtdl < o.ood 
s Uus = 0.24 ± o.oaa 0.5Q6 < IUcsl < O.Q7d 0.44c < IUtsl < 0.78d 
b 0.0 < IUubl < O.lld 0.0 < IUcbl < 0.78d 0.62d < IUtbl < 1.0 

(a) From hyperon and kaon {3 decays, Ref. 40. 

(b) From dimuon, neutrino and antineutrino data, CDHS, Ref. 43. 
(c) JADE B lifetime limit, Ref .44, and CUSB results, Ref. 4. 

(d) From unitary conditions for 3 generations only 

Kobayashi-Maskawa mixing matrix elements from review by L. Maiani and 
references therein. 

terms C and S are due to weak mixing of the KM matrix and are approximated 

by C = cos2 ')' and S = sin2 ')'. Measuring the semileptonic rates of the b and c 

mesons can put limits on cos2 ')' and sin2 ')'. 

Information on elements of the mixing matrix and the sources of the informa­

tion have been summarized by Maiani39 and are listed in table 2.3. The values for 

the elements come mainly from lepton experiments. 

Since the t quark has not been seen at PEP and PETRA, 5 quark topless 

models have been suggested that allow the b quark to decay into s or d through a 

flavor changing neutral current (FCNC) exchange of the Z 0 as shown in figure 

2.5. Results from CESR on dielectron rates show these models to be unlikely. 

The diagrams shown in figure 2.4 are examples of spectator decays of heavy 

quarks. The heavy quark decays by emitting a virtual W and the light quark 

acts as a spectator. If this model were correct, it would hnply equal lifetimes and 

semileptonic rates for the heavy hadrons. Experimentally, as discussed in Section 

1.1, this is not the case. Results on lifetime measurements40 for the charmed D 0 
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Fig. 2.5 FCNC decay of b into e+ e- pairs. 
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and D± mesons give a world average of 

Table 2.4 Lifetimes and Semielectronic Rates for Charmed Hadrons. 

Particle T, (1o-13s) Semielectronic Rate, (%) 

Do 4 o+L2 
. -0.9 5.5 ± 3.7 <4 (.go CL) 

v+ g 3+2.7 
. -1.8 16.8 ± 6.4 22.0!~:~ 

F+ 2 g+1.8 
. -0.9 

A+ c 
2 2+0.9 . -0.5 

REF. 40 15 (Mark II) 16 (DELCO) 

The semielectronic branching ratios for several experiments are listed in table 

2.4. From the spectator diagram the expected rates for B(D0 --+ eX) and B(D+ --+ 

eX) should be 20% , disagreeing with the experimental results. The QCD correc-

tions in equations (2.3) and (2.4) decrease these rates slightly, but not enough 

to explain the experimental results. The current consensus is that there are two 

predominant sources of corrections to the spectator model: interference effects of 

identical particles in the final state and non-spectator interactions of the heavy 

quark with the light spectator quark. 

There is negative interference between the d from the decay of the c and 

the sp.ectator d in the v+ diagram. This tends to increase the v+ lifetime and 

semileptonic rates. 

The interactions of spectator quarks in the decays of D0 , v+, F+, and At 

are shown in figure 2.6. The diagram for the v+ decay is Cabibbo suppressed, so 
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Fig. 2.6 Non-spectator diagrams for D0, D+, F+, and At decay. 
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the addition of these diagrams would decrease the lifetimes and semileptonic rates 

or the D0 , F+ and At relative to those for D+. For the mesons the diagrams 

are helicity suppressed since they are in j = 0 states and the decay can proceed 

via left-handed currents only. If the helicity suppression were relieved, the results 

in table 2.4 could be explained. The At diagram is not helicity suppressed since 

the c and d quarks can be in a j = 1 state. Gluons, however, play an important 

role in the bound states or quarks and contain up to ~ or the hadron momentum. 

Introducing gluons as spectators41 in the diagrams shown in figure 2.7 allows 

the cq pair to fluctuate into a j = 1 state. Gluons can be emitted from the initial 

state, 42 also shown in the diagram, leaving the cq pair in a j = 1 state. Detailed 

information on non-spectator effects, lifetime, and semileptonic rates of charmed 

hadrons are given in reviews by Leveille43 and Maiani. 39 

For the B mesons, Leveille has calculated the semileptonic rates based on a 

one gluon model and finds 

B( bu ~ eX, pX) ~ 0.3 

B(bd-+ eX,pX) ~ 0.3( 
1 

2) , 
1 + 1.2/b 

where fC is proportional to the probability that the bq pair are at the origin and 

is less than 0.5 . For fb = 0 we obtain the spectator diagrams. For fb = 0.5 and 

assuming B(b ~c)~ 1 we obtain 

B(B- ~ eX) ~ 15% 

B(Jil ~ eX) ~ 11.5% . 

The spectator diagrams are more accurate for the more massive b quark, giving 

an expected semielectronic rate or 14.4%. 
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The semielectronic rates for b and c are measured in this analysis, averaged 

over all heavy ha.drons containing b and c quarks produced in multihadron events. 

The rates for the different b flavored hadrons should be approximately equal and 

should be about 15%. The rate for c hadrons is dependent on the relative rates of 

D0 , D+, F+, and Aj production. The D* experiments at PEP and PETRA have 

shown that multihadrons from cc events occur predominantly via the reaction 

+ - - D*!J* e e --+ cc--+ 

with 

B(D*--+ D01r) 3 
------:---~-
B(D*--+ D+1r) 1 

so that the average charm semielectronic rate should be close to the rate for 

B(D0 --+ eX) which is about 8%. 
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CHAPTER 3 

Apparatus 

§ 3.1 THE DELCO DETECTOR 

The experiment was carried out at the PEP e+ e- storage ring. This ma­

chine stores electrons and positrons in two sets of three countercirculating bunches 

in stable orbits of approximately 1.5 miles in circumference. The electrons and 

positrons are injected into the ring from the Stanford Linear Accelerator after 

being accelerated to a momentum of 14.5 Gev /c. The data collection for this 

experiment began at the time of PEP start-up in November 1Q82 and continued 

until spring of 1Q83. The average luminosity of the machine increased, over the 

period or this experiment, from 7.5. (1030cm-2s-1) at start-up to a steady value 

or 16 · (1030cm-2s-1) in January 1Q83. The total integrated luminosity for the 

data used in this experiment is 118.8 pb-1. 

DELCO (Direct ELectron COunter), shown 1n figure 3.1, is a special pur­

pose detector emphasizing particle identification. The heart of the detector is a 

gas- filled threshold Cerenkov counter which surrounds the interaction point and 

enables e±, 1r±, K ± separation over certain kinematical regions. The Cerenkov 

counter is completely captured by drift chambers which provide tracking informa-
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tion for all charged particles entering and exiting the active region or the counter. 

Momentum measurement with the drift chamber system is achieved by measur­

ing the curvature, in a 3.3 Kg axial magnetic field, of charged particle trajectories 

that are measured with 16 wire layers inside the Cerenkov counter and 6 layers 

outside. The field is provided by a set of Helmholtz coils, which was selected in 

order to provide an ope~ geometry and to minimize the mass traversed by particles 

before entering the Cerenkov counter. Solenoids are usually used in magnetic de­

tectors on e+ e- machines because they provide a stronger and more uniform field 

than Helmholtz coils. However, their use in front of a Cerenkov counter would 

cause a significant background due to electrons from photon conversions in the 

coil. 

An electromagnetic shower counter system outside the Cerenkov counter pro­

vides photon detection capability and additional information for separating elec­

trons from minimum ionizing particles. A shower counter system on the magnetic 

pole tip faces closes the end of the detector and extends electromagnetic energy 

measurement into the region near the beam axis. 

DELCO at PEP is similar to the original detector used at SPEAR44 • The 

modifications to the original configuration have been described elsewhere30,45 , 

however, all features of the detector important to this analysis are described in 

the following sections. The overall performance characteristics of DELCO are 

summarized in table 3.1. 

§ 3.2 DRIFT CHAMBER TRACKING SYSTEM AND MAGNET 

Two systems of tracking chambers are used; a cylindrical chamber of 16 wire 
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Table 3.1 Summary of Acceptance and Performance of the DELCO Detector. 

Region 
Magnet 

Tracking 

Description 
Open-geometry (aperture I cos Of < 0.78) 
Pole-tip diameter 101 em, separation 125 em 
Bo = 3.3kG, f Bdl = 1.8kG-m 

Central( cylindrical) drift chambers: 
94 em maximum wire length, 12-49 em radius 
Low mass (2.3% Xo) 
Depth ( z) measurement by narrow angle stereo 
16 points on track with I cos Of < 0.69 

Outer (planar) drift chambers: 
285 em wire length, 160 em (radius) 
Depth measurement by wide angle stereo 
6 points on track with I cos 0 < 0.65 

Multiple hit digital electronics (4 ns bin width) 

Cerenkov Counter 1 atm gas threshold counter 
36 cells each with (pTP-coated) 5" RCA Quanticon 
Radiator length 55-110 em, acceptance I cos Of < 0.65 
Isobutane: <pe>= 18, <No>= 81 cm-1 . 
Ut = 310 ps, "'t = 19.2 
Nitrogen: <pe>= 4.8,<No>= 97 cm-1 
Ut = 390 ps, "'t = 39.1 

Shower Counters Barrel (I cos 01 < 0.58}: 
48 Ph-scintillator counters, 6 Xo 

Pole-tip (I cos 01 < 0.98}: 
36 Ph-scintillator BBQ counters, 5 Xo 

Time-of-Flight 52 scintillator counters 
324 em length, 180 em <radius> 
Ut = 350 ps 
Acceptance I cos 01 < 0.67 

· Luminosity Monitor 12 Ph-scintillator BBQ counters, 16 Xo 
Acceptance 25-68 mrad relative to beam axis 

layers arranged in three physical units, in a 3.3 kg field parallel to the beam axis, 
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and an outer planar system of 6 layers in a hexagonal arrangement adjacent to 

the exit or the Cerenkov counter. 

3.2.1 Central Drift Chambers 

The inner section (IDC) of the central drift chamber system has 4 narrow angle 

stereo (uv) layers at 3° to the beam axis and two axial (z) layers parallel to the 

beam axis. The z layers provide radial and phi positions for tracks, and the u 

and v layers provide radial positions and positions along the direction or the beam 

axis. The IDC is a complete cylinder concentric to the beam pipe and centered on 

the interaction region (IR). Wire layers range radially 12.0 em to 20 em from the 

IR. 

The IDC is captured by a split cylindrical drift chamber (CDC) which is re­

movable in two half-cylinder sections to obtain access to the IDC. The CDC has 4 

axial layers and 6 small angle stereo layers. The layers lie between 25 em and 45 

em radially from the IR. The total central tracking system has 16 layers arranged 

uuzzvvzzuuzzvvzz to provide three-dimension track reconstruction. 

There are 1216 sensing cells in the central drift chamber. Typical cell geometry 

is shown in figure 3.2. There is a single sense wire flanked above and below by 

guard wires, with three field wires on each side. The sense wires are gold-plated 

tungsten and are 30 J.lm in the IDC and 40 J.lm in the CDC. The field and guard 

wires are 152 J.lm beryllium-copper wires. Cell widths vary from 11.8 mm in the 

first layer to 24 mm in the outermost layer. 

The cylindrical shells of the chambers are sandwich panels with two aluminum 

5052 facings 0.1 mm thick glued to a core of HRH10/0X- 3/16 - 1.8(2) Hexcell 



-31-

~15cm~ 
{a ) 

eF •G • · F 

-3000V -IOOOV -3000V 

e· F •G • F 

-3000V ov -3000 

• · F • s • F 

-3000V -IOOOV -3000V 

e·F eG • F 

S=Sional Wire F: Field Wire G =Guard Wire 

AI RIB 

T , .. • 

1~~======~~~==~ 
1 .... ~-------- 3. 1411 -----··~1 

Fig. 3.2 Drift chamber cell geometries.(a) Cylindrical chambers. (b) Pla-
nar chambers. 



-32-

phenolic-paper honeycomb. The total thickness of the shells is 55· 10-3 grnfcm2 

aluminum and 0.28·10-3 g;rn/ cm2 paper /plastic. Total mass of the central tracking 

system perpendicular to the beam axis is 0.0233 radiation lengths including wires, 

shells, and drift chamber gas. The inner vacuum beam pipe is a 16 em diameter 

aluminum cylinder with 2 mm thick walls (0.0225 radiation lengths). 

3.2.2 Outer Drift Chamber 

The outer tracking system is composed of six planar sections, of six layers 

(6-packs) each, in a hexagonal arrangement around the beam axis. The perpen­

dicular distance from theIR to the inner face of a 6-pack is 145 em. Each 6-pack 

has 4 axial ( z) layers and a pair of stereo ( uv) layers. There are 7Q2 cells 8 em 

wide and 2 em high with a single 40 pm gold-plated tungsten sense wire in the 

center. The cell geometry is shown in figure 3.2. Total mass of the system is .318 

radiation lengths perpendicular to the beam axis. 

Track reconstruction and momentum measurements are made over a solid an­

gle extending forward to cos(}= .72. The Cerenkov counter and the barrel shower 

counter are completely within the geometric acceptance of the drift chamber sys­

tems, as seen in figure 3.1. 

3.2.3 Drift Chamber Characteristics 

The distance of closest approach (DCA) of particle trajectories to signal wires 

is determined from drift times in the cells. The drift time is the time difference 

from when the particle passes through the cell to the time of the signal. The time 

is measured with a grey code generator with a 4 nsec clock rate. The start time is 
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measured by probes that sense the electron bunches just before they pass through 

the interaction point. 

The typical drift velocity for the gas used is 50 pm/nsec. The gas used during 

1982 was a 55/45 mix of Ar/Czfit>. About 80% of the data was collected after 

the gas was replaced by Ar/COz/CH4 in 1983 to prevent the buildup of carbon 

whiskers on the drift chamber wires. The mechanism of whisker growth is not 

understood; however, it does not occur in the Ar/COz/CH4 mixture. 

Table 3.2 Drift Chamber Characteristics. 

Chamber Layers Radius, (em) Resolution Efficiency 
IDC 1-6 12- 20 150 pm >.99 
CDC 7- 16 20- 50 190 pm >.99 
PDC 17- 22 140- 170 450 pm >.98 

Drift chamber characteristics found from track reconstruction of Bhabha elec­
trons within the geometric acceptance of the chambers. 

Each of the signal wires has its own zero-pole preamp and line driver, which 

were made exclusively for the DELCO drift chamber system. The signals are 

sent over twisted pairs to the counting house. The data acquisition can accept 

up to eight hits, spaced at least 3 mm apart, from an individual wire allowing 

multi-hit capability within individual cells. Table 3.2 lists the average resolution 

for determining the DCA in each of the DC systems along with the average wire 

efficiency for electrons from Bhabha events. 

Track reconstruction is best for isolated tracks, such as those from Bhabha 

electrons. For these tracks the drift chamber system has the following measure-

ment resolutions: 



-34-

Dip angle, u (} = 3 mrad 

Azimuthal angle, U¢ = 2.6 mrad 

Distance of closest approach to beam axis, lJR = 380 pm 

Distance of closest approach to Z=O, u z = 2.3 mm 

3.2.4 Magnetic Field and Momentum Measurement 

The magnetic field is provided by an open geometry magnet with a central 

field of 3.3 kg and an integrated field strength of 1.8 kg-m radially through the 

central tracking system. A cross section of the magnet is shown in figure 3.3. 

Only one quarter of the magnet is shown since it is mirror symmetric about the 

horizontal and verticle midplanes. The field is not as uniform as the fields in 

solenoidal coils; however, a precise field map is used for determining the momenta 

of charged particles. 

The coils contain 236 turns of copper rated at 3000 amperes. At the maximum 

current, the iron return yoke is saturated causing a stable field strength. The field 

is continuously monitored with a Hall probe during operation. 

Momentum determination is accomplished by measuring track curvature in 

the IDC/CDC and projecting out to the PDC where the long lever arm gives 

additional precision. The momentum measurement error, for tracks constrained 

to the origin, is up/P = J(.02p)2 + .062 where p is in Gev /c. The .06 error 

is due to multiple scattering; the .02p is due to survey, calibration, and track 

reconstruction resolution. Figure 3.4 shows momentum resolution for 14.5 

Gev / c electrons from Bhabha events. 
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§ 3.3 ELECTROMAGNETIC SHOWER COUNTER SYSTEMS 

Two systems or shower counters provide measurements of energy loss for par­

ticles traversing DELCO. A pole tip shower counter (PSC) is mounted on the face 

of each magnet pole tip, and a barrel shower counter system (BSH) is arranged in 

six planes parallel to and exterior to the PDC. 

3.3.1 Pole Tip Shower Counter 

The pole tip counters are Ph-scintillator sandwich shower counters consisting 

of 5 layers of .2111 Ph alternating with 1/4" thick NE114 acrylic scintillator. The 

total counter is 5 radiation lengths thick, having five 1 radiation length thick 

samples. The counters are arranged in 18 wedge shaped segments {20° /segment) 

and mounted in a holding fixture attached to the magnet pole tip faces. The inner 

radius is 14 em and the outer radius is 50 em. The inner face of the PSC is 70 

em from the interaction point and has a total solid angle coverage of 0.17 · 41r 

steradians spanning the region 0.81 < cos 0 < O.Q8 . 

The PSC detects electromagnetic energy deposited in the ends of the detector; 

is calibrated with small angle Bhabha events; and has an energy resolution for 

electromagnetic showers of 25%/ E( Gev). 

3.3.2 Barrel Shower Counter System 

The barrel shower counter is used as a thin shower counter in the off-line anal­

ysis and in the on-line trigger. It is composed of 48 paddles of Ph-scintillator 

shower counters of 3 layers of 0.511 thick Ph alternated with 0.5" of NE110 acrylic 
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Table 3.3 Material in DELCO, x/Xo· 

Component Individual Total 
Vacuum Pipe aluminum 22.5 22.5 

hex cell 5.9 
IDC entrance 7.0 

gas, wues 3.3 
exit 1.9 34.7 

CDC entrance 3.5 
gas, wues 4.1 
exit 3.5 45.8 

Cerenkov entrance-old 4.0 49.8 
Counter entrance-new 1.4 

isobutane 4.7 54.5 
nitrogen 2.6 
mirror-frame 54. 109. 
exit 71. 180. 

PDC 6 layers 318. 498. 

ToF ToF ,supports 82. 580. 
BSH A layer 2352. 2930. 

B layer 2281. 5210. 
C layer 2281. 7490. 

Material in DELCO (in radiation lengths times 10-3 ) for trajectories perpen­
dicular to the beam axis. 

scintillator. The total thickness is 6.9 radiation lengths thick, with an additional 

.6 radiation lengths of material in the detector interior to the BSH. Table 3.3 

summarizes the materials in the inner detector and the corresponding mass in ra-

diation lengths. The BSH paddles extend 143.5 em from each side of the midplane 

of the detector normal to the beam axis and are 45 em wide. They are arranged 

in 6 planes of four paddle-sandwiches parallel to and immediately exterior to the 

PDC. The perpendicular distance from the BSH inner face to the ffi is 180 em, 

and total geometric acceptance is 0.52 · 47r steradians. 
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The BSH is used in conjunction with the Cerenkov counter to achieve addi-

tiona} separation of electrons from hadrons. In particular, the BSH is used to help 

distinguish electron tracks from hadron tracks that occupy the same Cerenkov cell 

by determining which track has associated electromagnetic energy. 

Calibration of the BSH system is done using minimum ionizing particles (MIPs ), 

such as pions that are found in 2-1 events, and using the Cerenkov counter to veto 

electrons. Pulse heights (Ph) in the photomultiplier tubes (PMTs ), due to MIPs in 

the individual BSH layers, are given as 

Ph = Gn exp( -Xnz)/ cos fJ , 

where z is the distance from the PMT to the point where the particle trajectory 

intersects the counter, Xn is the inverse of attenuation length of light in the scin-

tillator, and 0 is the angle of incidence of the track with the counter. Gn is a 

constant for counter n determined by the gain of the PMT and associated ADC. 

The gain is set so a MIP at normal incidence will give ten counts in the 2048 

channel ADC associated with the counter. This corresponds to about 240 counts 

for an electromagnetic shower due to a 1 Gev photon. In the off-line analysis the 

BSH is calibrated so that the average response of all MIPs is 1 gap crossing (gx) 

in each counter layer, after all corrections, by fitting the following equation 

An 
log(Gn Ph cos 0) = AnZ , 

adjusting Xn and a calibration constant An for each counter, n. The typical BSH 

response for MIPs is shown in figure 3.5 along with the Monte Carlo simulated 
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response. The shape of the distribution is fitted with two Gaussians for Monte 

Carlo simulation of the counter. 

The BSH pulse height response to electromagnetic showers is evaluated using 

the universal shower curve of Abshire et al.,46 and using the position and number 

of particles at the shower maximum as given by Muller47 . Figure 3.5 shows the 

pulse height response versus energy for electrons in one layer of the BSH along 

with the Monte Carlo simulated response. The electrons are found by requiring 

positive Cerenkov responses for particles in 2- "f events. The responses are non­

linear above 40 gx which corresponds to 3 Gev electrons. The nonlinearity is due 

to sagging of the PMT bases for large signals. Corrections are made to the re­

sponse of each PMT, and this effect is included in the Monte Carlo simulation. 

Pulse height resolution is determined from fits to the raw pulse height response 

to electrons. It corresponds to about 33%/ JE, and is added in quadrature to a 

17% resolution which accounts for saturation at energies above 3 Gev. Fig­

ure 3.6 is a scatterplot of pulse height response versus momentum for electrons, 

pions, and muons showing a clear separation of electrons and non-electrons for 

momenta above 500 Mev /c. The BSH response is given in standard deviations by 

(Ph( measured)- Ph(predicted))/upredicted, and is calculated from the sum of the 

responses of all layers. 

§ 3.4 CERENKOV COUNTER 

The large-solid-angle gas-filled counter is a UV Cerenkov light detector which 

operates at atmospheric pressure in the threshold mode for separation of electrons, 

pions, and kaons. The basic design is similar to the Cerenkov counter used in 
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DELCO at SPEAR48 . The new counter uses the same outer hexagonal shell, but 

has new optical components to extend light collection into the UV spectrum, and 

has finer granularity. 

3.4.1 Design Considerations 

The charged particle multiplicity, n, in e+e- -+ hadrons, increases with the 

center of mass energy, E, as 

At PEP this gives about 12 charged particles per event. The granularity was 

increased from 12 cells in SPEAR-DELCO to 36 cells in PEP-DELCO to accommo­

date the expected increase in multiplicity. Figure 3.1 shows the counter configura­

tion with 18 divisions azimuthally and 2 divisions axially. The 36 cell arrangement 

is the simplest configuration that is still adequate for PEP energies. This is the 

finest division that can still accommodate 5 inch diameter photomultiplier tubes 

and their magnetic shields. 

For particle identification in threshold counters, a lower limit is usually set 

on the pulse height required for a positive signal. The response follows Poisson 

statistics, so large average signals give low inefficiency. Also, tracks in multiply hit 

cells can be distinguished by pulse height analysis if good pulse height resolution is 

achieved. Hence, the performance of the Cerenkov counter can be judged by the 

average number of photoelectrons detected for particles with momentum above 

threshold. 
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3.4.2 Cerenkov Light Yield 

According to the Cerenkov radiation formula the number of photons emitted 

per frequency interval is 

dN /dv = 21ro · L · sin2 Oc , 

where L is the radiator path length and Oc is the Cerenkov angle determined by 

the velocity, (3, and the index of refraction of the radiating medium, n, given by 

1 
cosOc =­

n/3 

The number of photons emitted between two wavelengths can be written as 

f d~ 
N = 21ro · L · sin2 Oc ~2 

The number of photoelectrons detected can be calculated 

ne =No· L · sin2 Oc (3.1) ' 

where 

f d~ 
No= 21ro Q(~) ~2 . 

Q(~) is the product of radiator transmissivity, mirror reflectivity, photocathode 

quantum efficiency, and collection efficiency of the first dynode of the PMT used. 

The photoelectron yield can be rewritten for n close to one as 

ne =No ·L· i 
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where i = n - 1. 

The three quantities No , L , and i should be as large as possible to achieve high 

photoelectron yield and good resolution. Since the l~ght yield falls as 1/>.. 2, the low 

wavelength limit of the counter must be kept as low as possible to achieve large 

No. The path length, L, is constrained in DELCO by the positions of the other 

counter systems, and averages 80cm. It is desirable to have i as large as possible, 

but, since this determines particle thresholds, the choice or radiator depends on 

the physics one wishes to do. 

3.4.3 Construction 

The counter uses 36 ellipsoidal mirrors which reflect Cerenkov light, originat­

ing near the interaction point, to a PMT. A set of three mirrors is used in each 

cell as shown in figure 3. 7. The positions of the mirrors are constrained by the 

physical limitations of DELCO. A computer ray-tracing program was used to find 

the optical solution that had the longest average radiator path length, angular 

coverage greater than ±45°, and a secondary focus outside of the end wall of the 

counter. The geometric efficiency for straight tracks coming from the origin and 

intersecting the ellipsoidal mirror away from the edge is 100%. Some loss occurs 

Cor low momentum tracks that bend in the fringe field of the DELCO magnet, 

and there is some loss and cross talk for trajectories near mirror edges. These 

problems are discussed in the section on Cerenkov counter performance. 

The outer envelope or shell was recycled from the SPEAR-DELCO counter. 

It consists of a 3/811 aluminum skin, which makes up the six outer planes of the 

hexagonal box, and 111 aluminum end walls. The inner cylindrical window was 
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enlarged to 60 em radius to accommodate the new CDC. The counter was split 

into two halves and mounted in moveable clamshells to permit easy access to the 

inner components of DELCO. The split is sealed with .0075 em aluminized mylar 

reinforced with nylon to hold a slight positive pressure of 0.5" of water. The 

mylar skins rest against each other when the counter halves are in the closed 

position, so they are normally unstressed. The inner window is transparent 5 mil 

mylar permitting optical checks of the counter interior. The window in each half 

is supported by a half cylindrical hexcell shell composed of honeycomb plastic 

sandwiched between layers of aluminum. The total thickness of the inner window 

is .005 radiation lengths. Alcohol curing Dow Corning 738 RTV was used to seal 

the mylar skin to the aluminum shell and to seal all joints in the shell. Glass was 

chosen as the substrate for the UV mirrors in order to enhance light collection 

at low wavelengths. The advantage of glass over plastic or resin is the ability to 

achieve a higher vacuum during the aluminization process. 

The glass mirror blanks were formed by heat-slumping them on to machined 

graphite molds. The molds . were cut with a rotary hand saw that was modified to 

ride on two aluminum rails which followed the curve of the desired ellipse. The 

rails were suspended from a pivot at the axis of revolution of the ellipsoid and were 

swung back and forth across the graphite blocks by a reversing motor and cable 

system. The saw was pneumatically stepped along the rails by a preset distance 

after each sweep across the blocks. The blocks were finished by hand sanding. The 

mirrors were split and made in two sections for ease of handling and to reduce the 

amount of slumping. Two blocks were machined for each section. Smoked glass 

was used to eliminate any problem with light produced in the glass itself. The 
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blanks were 1/411 plate glass and were about 40 em by 60 em. Slumping was done 

in a metal-brazing bell oven at just above the annealing point, 600°C, for eight 

hours. The slumped glass was optically mapped to find the desired section of the 

ellipse, and was cut to the desired dimensions. 

The mapping was done by placing the blanks in a cradle with an ellipsoidal 

shape, a point light source at one focus, and a screen at the other focus. Typical 

spot size on the screen from light covering about 80% of the glass at one time 

was 2 em along the axis of rotation and .5 em along the direction of rotation. 

Imperfections in the glass could easily be seen by eye, and a laser-mirror assembly 

was used to map their severity. The laser source was placed at one focus and 

the spot on the screen was traced as the laser was swept over the distorted area. 

Blanks were rejected if the spot on the screen deviated more than 5 em from the 

focus. The final target was a 12 em diameter PMT with a 22 em diameter light 

collecting cone. When the blanks were correctly positioned, the best image of the 

point source ( actually a 1/8" diameter point) was obtained on the screen. A wood 

template was clamped onto the reflecting side to serve as a guide for the scribe 

used to cut the glass. 

The mirrors were coated with 75 nm of aluminum by vacuum deposition. To 

achieve high reflectivity below 200 nm wavelength, a 25 nm layer of MgFz must be 

applied within 1 second after aluminization to stop oxidation. The process must 

be done in a vacuum of about 10-7 torr which is very difficult with any large 

area of an outgassing substrate such as acrylic or epoxy. Reflectivity for the 

finished mirrors is shown in figure 3.8 according to manufacturer's specifications49 

. The actual reflectivity was monitored with small test mirrors which were coated 
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alongside the large mirrors. Also, one ellipsoidal mirror was cut into test samples 

and measured, and the reflectivity agreed with specifications. 

The SPEAR-DELCO ellipsoidal mirrors were a composite fiberglass epoxy resin 

with a gel coat surface. The aluminization was done at 10-5 torr. Reflectivity 

curves of 211 X 211 plastic pieces, which were located alongside the ellipsoidal mirrors, 

are also shown in figure 3.8. 

After aluminization the mirrors were mounted on rigid aluminum frames in 

arrays which covered three cells. Each mirror was glued to three 111 diameter 

aluminum pads with a 50:50 mix of Shell Epon 825 epoxy and Versamide catalyst. 

The epoxy is well suited for a glass to aluminum bond since there is no shrinkage 

during curing. It remains partly elastic, and can accommodate the differential 

thermal expansion between glass and aluminum. The pads were swivel mounted 

onto the rigid frames and were adjustable. A 1/ 4" gap was left betwee~ the mirrors 

for safety during mounting, adjustment, and installation. The mirrors in the arrays 

were all aligned, with respect to each other, using a laser and a surveying mirror. 

Each array was mounted in the counter shell at three points and was aligned with 

the laser and surveying mirror mounted at the primary focus. 

The 26 em by 60 em plane mirrors reflect light to virtual foci at the center of 

the PMTs' face. The mirrors are 1/411 plate glass bonded to 1/411 aluminum plates 

with 738 RTV. They were each mounted at three points in the Cerenkov shell and 

aligned together with the ellipsoidal mirrors. 

The collecting cones are compound parabolic concentraters (CPC) or Winston 

cones50 with a 22.2 em diameter entrance, a 12.1 em diameter exit, a length of 

20.3 em, and a cutoff angle of 30°. These four parameters completely determine 
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the geometry of the CPC. The CPC is a surface of revolution generated by a 

section of a parabola and is defined by the following parametric equations 

tj>-1f 
r = 6 sin( l> 4>) - 2 

1- cos 

tP 1f 
z = 6 cos( - 0 ) . 

1- cos tP 

Figure 3.g shows the CPC used. The particular size of the cone was determined 

by the available space, by the requirement that the PMT be at least one shielding 

diameter into the magnetic shield, and by the size of the PMT. The cones were 

made of epoxy by spin casting on an aluminum mandrel with a polished surface. 

A gelcoat layer was applied to prepare the inner surface for the aluminization 

process. LEDs were mounted on each of the cones for use in calibration. 

The MgF2 coating will cause destructive interference for light reflecting at 

glancing angles. This only occurs in the Winston cones so they did not receive a 

MgF2 coating. 

To enhance collection efficiency in the UV part of the spectrum, a layer of 

p-terphenyl was applied to the photomultiplier faces. The p-terphenyl absorbs 

strongly in the UV and re-emits at wavelengths near the peak of the PMT quantum 

efficiency51 . Figure 3.10 shows the improvement of the quantum efficiency for 

a PMT in the UV part of the spectrum. 

The final design of the PMT assembly is shown in figure 3.g. It consists of an 

RCA 8854 511 diameter quanticon surrounded by four concentric magnetic shields: 

two mu-metal shields, 6.7511 diameter by Io'' length and 7.6311 diameter by 1611 

length; and a double layer soft iron shield of 8.2511 diameter and 23.511 length with 
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a .12511 gap. The PMT photocathode is 8.2511 from the front of the shield assembly. 

The fringe field of the DELCO magnet varies from 50 to 150 gauss outside of the 

PMT shields. At the photocathode the radial component of the magnetic field is 

about 0.2 gauss, and the axial component is about 1.0 gauss. A 50 turn bucking 

coil (BC) eliminates the axial component of the field. The BC currents are adjusted 

to give the maximum response to light signals from LEDs mounted on the CPCs. 

3.4.4 Cerenkov Radiator 

Cerenkov light is produced for velocities where cos Oc is real or 

Threshold momentum is then 

1 
{3>-

n 

m 
Pthreshold = J 2 n -1 

The maximum value of £ is determined by the momentum range over which elec-

trons are to be tagged. In DELCO this is about 2.5 Gev /c since the outer shower 

counters are designed to separate electrons from minimum ionizing particles above 

this value. This corresponds to £ of 1.5 · 10-3 , which is close to the value for isobu-

tane ( 1.44 · 10-3). For 1r- K separation it is desirable to have 1r threshold as low 

as possible since the hadron momentum spectrum peaks below 1 Gev /c. 



-55-

Table 3.4 Properties of Cerenkov Radiators. 

gas £. 103 xo, (1o-3) "Xcutoff,(A) 
N2 .295 2.6 1400 
C02 .450 3.9 1920 

CH4 .441 1.2 1640 

C2H6 .720 2.4 1850 
iso- C4H1o 1.44 4.6 1960 

Refractive index, xo in the Cerenkov counter, and lower wavelength cut-off for 
Cerenkov radiators. 

Table 3.5 Particle Thresholds, (Gevfc), in Cerenkov Radiators. 

gas e± p.± 1r± K± p± 

N2 .020 4.2 5.6 20.0 38.0 

C02 .016 3.4 4.5 16.0 30.0 

CH4 .017 3.5 4.6 16.0 31.0 

C2H6 .0132 2.7 3.6 12.8 24.2 

iso- C4H1o .0098 2.0 2.7 9.4 17.9 

The refractive index52 , lower wavelength cut-off>3 , and density for several 

Cerenkov radiators are shown in table 3.4. Momentum thresholds for various 

particles are shown for these radiators in table 3.5. The refractive index 

dispersion54 is shown in figure 3.11 for several gases and is relatively constant 

over the transmitted part of the Cerenkov spectrum . The lower wavelength cutoff 

determines No and is sensitive to contaminants such as water and oxygen which 

absorb strongly in the UV part of the spectrum. A recirculating system is used to 

purify the 500 cubic feet of isobutane required to fill the counter. Purification is 

accomplished with a DEOXO catalyst, which forms water with residual 02 and a 
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small amount of H2 ( < 1 %) that is injected into the system. The H20 is removed 

by filtering through a molecular sieve. The recirculation is 100 ft3 /hr at a positive 

pressure of .2511 of H20 which is maintained by injection of 1 ft3 /hr of isobutane. 

Average H20 and 02 levels are 20 ppm and are continuously monitored with a 

hygrometer and an oxygen analyzer. 

3.4.5 Cerenkov Counter Calibration and Performance 

The RCA 8854 quanticon has a high-gain first dynode allowing resolution of 

the 1, 2, and 3 photoelectron peaks and easy calibration of phototube gain. The 

base design ( figure 3.12) was selected for optimum pulse height resolution with 

fixed high voltage between the cathode and the first dynode, enhancing collection 

efficiency and first dynode gain. 

Calibration constants are stored in run-by-run updates. The PMT gains are 

derived from LED runs. Other constants are derived from Bhabha events where 

the geometry and particle content are known. High voltage was set by requiring 

the one-photoelectron peak to be at 20 ADC channels above pedestal using LED 

signals. Current in the bucking coils was set to maximize pulse height. 

The No for each cell was determined using Bhabha events and the following 

conditions: 

1. Hit well within mirror boundaries. 

2. Hit away from vertical plane. 

3. f3 = 1 and no curvature. 

4. Index of refraction for isobutane is 1.00144 . 

5. Index of refraction for nitrogen is 1.000295 . 



-58-

tMn -
~ L 21 

) ~ K 

) ~ 
) 
~ IN992B 

~ 

200V 
) ~ ZENER 

) ~ 
) ~ c -------....., 

I 20 
Dt r 

3 350K 
I 02 r 

17 350K 
I 

D3 r .., 
4 350K 

I -D4 r 
16 350K 

I :~0.004 D5 r 
5 350K 

6 kV 
7 

I 06 r -,., 

15 350K 
I 

D7 r ,_, 
6 350K 

I 
D8 r 

14 350K 
I 09 r 

7 350K 
I 

Dto r 
13 350K 

I 
D11 r 

8 350K 
I 

350 l.005 
D12 r 

12 
I K T 500V 

D13 r 
9 350K *·~6ov I 

D14 r "" 
350K -*·~&v SH II 

-= 
v 

~lOOK IOK 
-=-Ar '-' 

-.L -L..002 10 BNC 

~ 

Fig. 3.12 PMT base diagram 



-59-

The No for each cell was determined from the raw photoelectron yield of 

electrons in Bhabha events by 

1\T Praw 
..LYQ = 2 

sin Oc · L 

Figure 3.13 shows the final No distribution for the counter. The raw photo-

electron distribution for all counters over all run blocks is shown in figure 3.14 and 

gives the average yield of 17.g ± 0.1 photoelectrons for isobutane as the radiator 

and 4.8 ± 1.4 photoelectrons for nitrogen as the radiator. The distribution, 

normalized to a path length of 100 em and No of 100 em -l, as a function of 

momentum is shown in figure 3.15 along with that of the simulated Monte Carlo 

response. 

The pulse height drops for electrons with energy below 500 Mev. This is 

due to a geometric inefficiency that occurs because low momentum particles have 

trajectories which curve in the field of the DELCO magnet. Cerenkov radiation is 

generated in a direction within a few milliradians of the direction of the radiating 

particle. For curved trajectories some or all of the Cerenkov light will not fall on 

a PMT or an associated collecting cone. 

The elliptic geometry of the Cerenkov counter gives isochronous signals for all 

trajectories that follow the optics since all Cerenkoving particles have beta equal 

to one. The method of timing is such that the mean time for beam-beam events 

will be zero. The time is derived as 

c 
T = Traw- Toffset- -----== 

JPraw 

Traw is the raw signal time, Toffset is the time pedestal, C is a slew parameter 
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constant, and Praw is the pulse height in ADC channels. The offset and slew 

are found by making a least-squares fit with the above equation and setting the 

time to zero. Figure 3.16 shows the time distribution for all cells over all run 

blocks. Figure 3.17 shows that a straight line gives a good fit to pulse height 

slew corrections. Final timing resolution is 390 psec in nitrogen and 310 psec in 

isobutane and allows very tight timing requirements. 

Direct hits on the PMTs cause signals about 3.5 nsec early which is the differ­

ence in the optical path length of the mirrors and the distance from the primary 

event vertex to the PMT, so there is about 10 u separation between in time and 

early hits. The time distributions for Cerenkov signals in nitrogen and isobutane 

are shown in figure 3.18 for multihadronic events. A cut of 1 nsec results in an 

inefficiency of 3.7% in isobutane and 5% in nitrogen and removes all early signals. 

§ 3.5 LUMINOSITY MONITORS 

The luminosity monitors are used to accurately measure the integrated lumi­

nosity (L), accumulated during runs, by counting the small-angle Bhabha rate. 

Small-angle Bhabha events have final state electrons nearly parallel to the beam 

axis. The electrons are back-to-hack, energetic, and produced at a high rate. They 

are an ideal means of monitoring event rates for determining cross sections. 

The monitor covers the solid angle from 26.7 to 80.8 mrad from the beam 

axis. There are six counters, arranged hexagonally around the beam pipe, on each 

side of the interaction point. Each counter is composed of a set of Ph-scintillator 

counters (L counters), which measure electromagnetic energy deposited by Bhabha 

electrons, and a scintillator face counter (F counter) which tags those electrons that 
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enter the monitor over a definite solid angle. 

To find small-angle Bhabhas, the trigger logic requires back-to-hack F and 

L latches and minimum energy deposited in each counter. There is very little 

accidental background. The effective cross section for Bhabha events to trigger 

the logic is 1.7 4 ph and is found by integrating the Bhabha cross section over 

the face of the F counter using the Monte Carlo generator of Kleiss55 including 

beam smearing and counter edge effects. After including counter inefficiencies, the 

effective cross section is 1.22 ph for 1982 and is 1.29 ph for 1983 after removal 

of some masks which were located around the beam pipe. At the average PEP 

operating luminosity the counting rate is about 25hz and is prescaled to lower the 

trigger rate. 

§ 3.6 DATA ACQUISITION SYSTEM AND ONLINE TRIGGER 

A block diagram of the data acquisition system is shown in figure 3.19. The 

system consists of a pretrigger based on scintillation counters, a secondary trigger 

base on a hardware track reconstruction device, data acquisition using a PDP 

11/40 computer, and an on-line monitor and analysis system using a VAX 11/780 

computer, which also logs data to tape. 

The detector is divided into four systems defined by the type of readout elec­

tronics they employ. There is a separate system for each of the drift chamber (IDC, 

CDC, and PDC) using CAMAC modules characterized by an unknown number of 

words per event, and one system that includes the Cerenkov and shower counters 

using standard CAMAC ADCs, TDCs, and latches. The detector systems can be 

read separately by LSI-11 computers for diagnostic checks. For each detector sys-
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tern, an autonomous controller reads data out of the interface modules and packs 

them into two CAMAC buffer memories, one for the CAMAC system of the PDP 

11/40 and one for the LSI-11. Data are loaded into the buffers only if the last 

event loaded into the buffer has been read into the appropriate computer. 

The PDP 11/40 does immediate diagnostic checks on samples of data, monitors 

all high voltages and trigger rates, and provides run-by-run diagnostic summaries 

based on the analysis of LED and pedestal events. The VAX 11/780 runs a com­

plete on-line analysis program on samples of events containing single electrons 

from 2-')' events. The program monitors the performance of all counter and drift 

chamber systems and produces calibration constants and detailed diagnostic re­

ports. 

The repetition rate Cor beam crossing at PEP is 2.4 p,s. The pretrigger uses 

the BSH counters to reduce the rate from 417 kHz to only a few kHz. The BSH 

is logically divided into 6 sextants. Each sextant contains 4 counters of 3 layers 

each. The trigger logic Cor a sextant is satisfied if 2 or 3 layers for any counter 

have output signals above threshold (~ .2 gx). 

The secondary trigger consists of a hardware track reconstruction device which 

Corms coincidences of BSH counter signals with particle trajectories. The device 

has been described in detail elsewhere56 and will be described only briefly here. 

Tracks are reconstructed based on signals from adjacent wires in separate layers 

or the· central drift chambers. The BSH counters are included as a logical layer 

in the device, and a counter is on if 2 or 3 layers have signals above threshold. 

The trigger logic can be adjusted Cor the number or tracks and the number or hits 

on tracks. There are four different trigger types Cor events with tracks; these are 
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called charged triggers. Other triggers depend only on counter latches and pulse 

heights and are called neutral triggers. The charged triggers are: 

1. X2S - at least 2 BSH sextants and a track including an s counter (S-track). 

2. XKS - at least one Cerenkov counter and an S-track. 

3. XPS - at least one PSC hit and an S-track. 

4. XLS - at least one L counter and an S-track. 

The neutral triggers are: 

1. X - beam crossing (prescaled rate). 

2. X2SG - at least 2 BSH counters and minimum energy deposited. 

3. XPBB - hits in PSC counters on opposite sides of beam crossing point 

(prescaled). 

4. XLBB- hits in L counters on opposite sides of beam crossing point (prescaled). 

For typical luminosities of 1.6 X 1031cm-2sec-1 the charged trigger rate is 

about 1 Hz, the neutral trigger rate is about 0.7 Hz, and the experimental dead­

time is about 1%. Multihadron and Bhabha events almost always satisfy more 

than one trigger requirement (X2S, XKS, and X2SG) so that cross checks of effi­

ciency can be done. Efficiencies for these events are >99% if they are within the 

geometric acceptance of the detector. 

§ 3.7 MONTE CARLO SIMULATION OF DETECTOR 

Proper simulation of the detector response to Monte Carlo events is necessary 

in order to understand the effect of cuts on the data and in order to interpret the 

results. Simulation of the detector begins by entering initial state particles from 
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a Monte Carlo generated event into a software routine. The routine contains the 

origin, momentum cosines, particle type, and charge of each particle. Decaying 

particles, such as 1r0 's and K 0's, decay according to their decay time constants. 

Interacting particles, such as 7's, decay according to their interaction probability 

and the total mass they traverse. 

Final state neutral particles are projected through the detector, losing energy 

in the massive regions according to standard methods of determining energy loss. 

The response is simulated for neutral particles only in the shower counters. The 

response for electromagnetic showers is calculated from a universal shower curve 

and is described in section 2.4.2 along with the description of the response for 

minimum ionizing particles. 

The final state charged particles are swum through the detector along trajec­

tories that depend on the magnetic field traversed and on multiple scattering and 

energy loss in the massive regions. The magnetic field map, all region geometries, 

and the appropriate materials are included in the simulation. The drift chamber 

wire hits are determined for the cells that are traversed by charged particles with 

hit times smeared by a resolution determined from the data. The resolution in­

cludes effects of the clock ( 4 nsec bin width ::::::::: 50 pm) and uncertainties in drift 

velocity, field shape in the cells, and drift chamber positions. 

There is a simulated Cerenkov counter response if the particle has momentum 

above Cerenkov threshold. Cerenkov light is generated according to equation 

(3.1) . No is determined as described in section 2.5.5, and the path length in the 

counter and sin Oc are determined from the trajectory, momentum, and mass of 

the particle. Geometric effects of track curvature and mirror edges are included 
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by empirically measuring them with single electrons found in 2-')' events. Cross 

talk for light that falls on mirror edges is included by sharing the light between 

cells by the proportion of light falling on the mirror in each cell. 

Extreme care has been taken to include all known characteristics of the detec­

tor. All survey numbers and component dimensions have been measured to well 

within the detector resolution corresponding to them. To accurately mimic the 

real data, all counter responses are determined individually according to the cali­

bration constants found for each. The calibration constants are run-dependent to 

reflect changes from run to run such as timing shifts and changes in the Cerenkov 

counter and drift chamber gases. 

§ 3.8 MONTE CARLO EVENT GENERATION 

3.8.1 The Lund Monte Carlo 

A Monte Carlo program based on the Lund model for jet fragmentation57 IS 

used for simulating multihadron events produced in e+ e- annihilation. Fragmen­

tation of quarks into jets is described as the breakup of a color flux tube extending 

between the quark-antiquark pair. Gluon fragmentation is implemented by a kink 

in the flux tube. This scheme has been described extensively by Sjostrand58 . The 

Lund model was selected because it agrees well with the data for properties of 

multihadron events such as flavor production and jet configurations. Annihilation 

events are of the type, 
e+ e- --+ ')'/ Z0 --+ qq 

--+ qqg 

using QED with weak interactions included according to the standard theory59 
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Radiative corrections, due to initial state photon bremsstralung, are signiC-

icant and are described in a later section. Quark flavors are produced, during 

fragmentation, in the ratio or u : d : 8 : c : b = 3 : 3 : 1 : 0 : 0, and the ratio or 

pseudoscalar to vector mesons produced in hadronization is set to 1 : 1 to agree 

with experimental results60 . 

3.8.2 Jet Fragmentation and Particle Decays 

The fragmentation Cor light quarks follows the standard Lund fragmentation 

Corm given as 

D(z) = (1 + aq)(l- z)a' 

where z is the fractional longitudinal energy or the hadron in the jet. This function 

is almost flat Cor c and b mesons which should have harder fragmentation Corms20 

as described in Chapter 1. For these quarks the following Corm, suggested by 

Peterson et al. 23 and based on kinematical considerations is used 

The Lund fragmentation scheme uses 

(E + Pjj}hadron 
z = --:---___;_;_-:----

(E + Pll)quark 

and the experimentally observed quantity is usually Ehadron/ Ebeam, so photon and 

gluon bremsstralung must be taken into account. To do this, D( z) is defined to 

include the effects or gluon bremsstralung and is taken before initial state photon 

bremsstralung occurs. 
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The semileptonic decays of heavy, c and b flavored mesons occur via a V-A 

decay matrix in order to reproduce the proper energy spectrum of the leptons. 

The distributions from these decays are checked by comparing the results from 

SPEAR for c-meson decays16,18 and CESR for b-meson decays 12,37,38 with Monte 

Carlo events generated at the appropriate energy. The results of this check are 

shown in figure 3.20 where the momentum spectra of prompt electrons produced 

in the Monte Carlo are compared with the spectra of electrons produced at the t/J 

resonance at SPEAR and at the T resonance at CESR. 

Finally, the branching ratios of all decaying particles produced in the frag-

mentation are the currently most acceptable values. 

To check the Monte Carlo, comparisons with the data are made for distribu-

tions that are important for the analysis of the prompt electrons. Figure 3.21 

shows the distributions for x = pf Ebeam and p}_ as measured in the data and 

including the Monte Carlo results. 

3.8.3 Radiative Corrections 

Initial state photon bremsstralung radiation is introduced into the Lund Monte 

Carlo following the prescription of Berends and Kleiss61 . The efficiency of the 

hadron selection algorithm is a function of the maximum photon energy cutoff, 

kmax· Corrections due to the photon energy cutoff at kmax are computed according 

to 

f3 kmax f3 kmax kmax f3 
u(k < kmax) = uo(s)[l + 8- 2log(l- --e-)- 2---e-H --e-) ... (3.2) 
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This is the oth order cross section without initial photon plus higher order QED 

corrections with photon energy k < kmax· 

The virtual corrections, 6, are from soft photo-emission, vertex corrections, 

and vacu urn polarizations of e± ,p±, r±, and hadrons. Contributions to 6 are 

11.1% (e±), 1.5% (p±), 0.5% (r±), and 4.8% (hadronic) and sum up to 17.9% for 

the beam energy, E, of 14.5 Gevfc and 8 = 4 · E 2, with 

20' 8 
fj = -(log 2 - 1) = 0.0971 . 

1r me 

The differential cross section is 

du a 1 8 81 
2 1 - = -uo(s )(log- -1)[1 + (-) ]- . 

dk 1r m~ 8 k 

The cross section diverges for hard photons,(k --+ E), but these are not ob-

served since the minimum annihilation center of mass energy must be sufficient 

for the production of quark-antiquark pairs. 

Table 3.6 Radiative Corrections to qq Cross Sections. 

quark kmax/E ufuo 
u,d,s 0.9801 1.3185 
c 0.9790 1.3159 
b 0.8561 1.2127 
average 1.3079 

For light quarks the cutoff is chosen to be .9801 . For cc and bb production the 

cutoff is .9790 and .8561. The cutoff values were chosen to leave sufficient phase 

space for meson production. The resultant corrections to the total cross section are 
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1.3185, 1.315g, and 1.2127 for light quark-antiquark, cc, and b~ pair production. 

These are found by event rate production of the Lund Monte Carlo generator with 

the given values of the cutoffs. The overall correction to the hadronic cross section 

is found by taking the average of the individual cross sections weighted by the 

square of the corresponding quark charges and is 1.307g . The results of the qq 

radiative corrections are summarized in table 3.6 . 
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CHAPTER 4 

Procedure 

Only multihadron events produced in the annihilation of e+ and e- to a single 

virtual photon are of interest for the inclusive electron analysis. Events classified 

as hadrons are selected and processed through an electron finding algorithm and 

scanned by eye to remove backgrounds that could not be found by the software 

filter. The selection procedure is optimized to enhance direct electrons in the final 

data sample and minimize backgrounds. Very few event backgrounds, such as 

two photon events and r+ 1- events, are expected to contribute to the final e± 

candidates. Most event backgrounds that are misclassified as multihadron events 

are easily removed in the final scan by eye. 

Electron candidate tracks must have Cerenkov signals and energy deposited 

1n the BSH counter consistent with those tracks being electrons with the same 

kinematical properties. The geometric acceptance is 0.67 · 47r steradians for the 

Cerenkov counter and 0.61 · 47r steradians for the BSH counter, giving an overall 

acceptance of 0.58 · 47r steradians. 
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Table 4.1 Particle Rates in Monte Carlo Multihadron Events. 

particle v 1 e± p± 1r± ± 
e1ro K± Ko p± 

rate 0.24 12.2 0.11 0.11 g.34 0.15 1.27 0.67 1.03 

Generated particle rates from Monte Carlo multihadrons produced over 41r 
steradians in e+ e- annihilations at 14.5 Gev /c in the center of mass. 

Table 4.2 Charged Particle Rates in DELCO. 

particle e(7) e(Dalitz) e(prompt) non-e 

rate 9.22 0.12 .088 8.gg 

Event rate for charged particles within the geometric acceptance of DELCO 
for multihadron events. 

Table 4.1 shows relative rates for particles produced in multihadron events. 

Only charged particles entering the acceptance of the counters are of interest. 

The relative rates for these particles are shown in table 4.2 . The ratio of signal 

to noise in multihadron events is less than 1% so the filter must have at least a 

100 to 1 background rejection rate to electron rejection rate. 

A description of the method used to determine the integrated luminosity for 

the data set used is given since the luminosity is required for calculating cross 

sections. This chapter also includes a description of the program used to select 

the multihadron events and the prompt electron candidates; the procedure used to 

determine event rates and efficiencies; and the techniques used for determinating 

background normalizations. Finally, a description of the data flow and the final 
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number of candidates is given for the analysis of the following chapter. 

§ 4.1 LUMINOSITY MEASUREMENTS 

The integrated luminosity ( L) is monitored by counting the small-angle Bhabha 

events that trigger the L counters as described in section 3.6 . The result is checked 

by counting the wide-angle Bhabha and p+ p- event rate into the BSH-Cerenkov 

systems and the medium-angle Bhabha event rate into the PSC system. 

Wide-angle Bhabha events are found by selecting events with two tracks that 

are back-to-hack (8</> < 0.1 rad) and within the acceptance of the BSH counters. 

The total energy deposited in the counters must be greater than 30 gx to eliminate 

p.+ p.- events, and total track energy must be greater than 5 Gev to eliminate 2-')' 

events. The main background contribution is from r+ r- events and is calculated 

using a r+ r- Monte Carlo generator. 

Wide-angle p.+ p.- events are found with criteria similar to those used to select 

wide-angle Bhabha events with the exception that the BSH energy must be less 

than 15 Gx. Two additional cuts are used to eliminate cosmic ray muons. ToF 

timing cuts are used to insure that the BSH counters on opposite sides of the 

detector fire at the same time, and Cerenkov counter pulse heights are required 

since Cerenkov cells will fire in time only for particles going outward from the 

event vertex. As in the Bhabha events the major background is from r+ r- events, 

and the contribution is determined with a r+r- Monte Carlo. 

Medium-angle Bhabha events are selected by requiring total energy deposited 

in the PSC to be greater than 6 Gev with at least 2 Gev in each pole tip. The 

energy must be deposited in opposite counters and back-to-hack within 240 mrad. 
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The hit position is found by taking a weighted average of the pulse heights in 

adjacent counters where the energy is deposited. Angular resolution of the PSC 

is about 100 mrad. 

The background contributions are mostly from 

which have final state particles at small angles. Most of these events are removed 

with the PSC total energy cut, and the final contribution is determined with a 2-"'( 

Monte Carlo. 

Table 4.3 Luminosity Measurements. 

Data e+e- +- + - +- Average U£ L e eBSJI Jl PBSH e epsc 

1g82 1.0 1.06 1.02 - 1.04 ± .05 1.168 pb 

1983 1.0 1.08 1.03 1.086 1.07 ± .05 1.208 pb 

Comparison of luminosity measurement methods. All methods agree within 
the measurement resolution. The comparisons are in terms of the L counter rate 
which is set to 1.0 . 

Table 4.3 gives the results of the comparisons between the methods used for 

determining luminosity. Rates given in the table are in terms of the L counter 

rate which is set to 1. Contributions to systematic errors are from background 

normalization uncertainty and survey measurement resolution. The luminosity 

cross section (uL) is the factor used to convert counting rate to luminosity. The 

total L for the data used in this analysis is 118 pb - 1 as determined from the 

luminosity counter, with g2 pb-1 or isobutane data and 26 pb-1 or nitrogen data. 
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§ 4.2 MULTIHADRON EVENT SELECTION 

Multihadron events are selected with the following criteria: 

Total number of reconstructed tracks > 4. 

Total charged energy > 6 Gev. 

< Zvertex > of all tracks must be within 4.5 em of the beam crossing point. 

At least 3 tracks with 2 or more PDC z wires hit. 

The background contribution is from other multiprong events. These are r+ r­

events, 2-')' events, and beam-gas interactions. The r+ r- events are eliminated by 

removing events with less than 5 reconstructed tracks. The remaining r+ r- rate 

is very s1nall compared to the rate of multihadrons with greater than 5 tracks. 

The 2-')' events are removed by requiring the candidate events to have greater 

than 6 Gev of charged energy, where charged energy is defined as the sum of the 

momenta of all reconstructed tracks. Most of the energy in 2-')' events is carried 

out of the ends of the detector by high energy electrons or photons and misses 

the central detector. The beam-gas interactions are removed by demanding that 

the vertex or the tracks be constrained to within 4.5 em of the interaction region 

of the beams along the beam axis. Requiring PDC hits insures that tracks in the 

event will be in the central detector, and momentum measurement errors for these 

tracks will be small. 

The major source or residual background is from 2-')' events. Figure 4.1 shows 

the charged energy distribution or multihadron events with the expected Monte 

Carlo distribution. The excess events at low energies in the data is due to 2-')' 

events and is about a 5% contribution above 6 Gev. These events do not contain 
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prompt electrons, but they do contribute to the prompt electron background. 

The efficiency of the multihadron filter is determined by using events generated 

with the Lund Monte Carlo including initial state radiation. The events are passed 

through the detector and trigger simulation and then through the off-line analysis 

routines. The efficiency for multihadron events is found to be .629 ± .004. The 

efficiencies for bb and cc events are determined separately for the prompt electron 

analysis. 

Table 4.4 Efficiency of Multihadron Selection Criteria. 

e+ e- --+ uu, dd, ss bb cc all 

Initial events 8356 1368 5561 15285 

Final events 5041 1008 3565 Q614 

Efficiency ( l) .603 .737 .641 .62Q 

q2ul .5303 .0993 .3750 1.005 

Fraction of total .5780 .0988 .3732 1.0 

Efficiency for multihadron events to pass the selection criteria and u, d, s, c and 
b fractions of final events. 

The results are listed in table 4.4. The number of events is found from the 

efficiency (l) and the integrated luminosity (L) as 

Nhadrons = 1.3079 · R · U 11+11- • l • L , 

where 1.3079 is the radiative correction listed in table 3.6 , u 
11
+

11
- is the point 

cross section for e+ e- --+ p+ p-, and R is the ratio of the hadronic cross section 

to the point cross section. The best value for R is 3.91 ± .08 at PEP energies.62 

The re5ults for the data sets listed in table 4.5 show an excess of (7 ± 5)% 
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Table 4.5 Integrated Luminosity and Event Rates for Data Sets. 

Data set L(pb-1) Nhad Nhad excess Nc~/Ec~ Nbb/Ebb 
(measured) (expected) % 

1982 iso 22.4 7996 7443 6.9 4333 999 
1983 iso 70.1 25051 23293 7.0 1355g 3126 
1982 nit 26.3 9525 8739 8.3 5087 1173 
Total 118.8 42572 39475 7.3 22979 5298 

Number of final events in each data set and the expected final number of 
events. The excess, (1- Nexpected/ Nmeasured), is due to 2-"' contamination. 

events in the data. This is consistent with the amount of 2-"j background events 

expected. The number of expected bb and cc events are needed for the electron 

analysis and are determined by 

where q2 is the square of the quark charge, (1 /cro is given in table 3.6 , and Eq is 

the efficiency for qq events. These results are in table 4.5 and account for the 2-"' 

background. 

§ 4.3 ELECTRON SELECTION 

The extended geometry or the individual Cerenkov cells leads to a natural 

method of grouping tracks in jet events. The counter has limited ability to distin-

guish between tracks in the same cell, so all such tracks in the active region of one 

cell are labeled as a cluster. If a background is found in a Cerenkov cell then the 

associated cluster of tracks is removed from electron candidacy. The backgrounds 

are divided into three categories. 
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1. Gamma electron background. The identified track is an electron from a 

gamma conversion or Dalitz decay that leaves a track in the inner detector. 

2. Non-electron background. 

(a) The identified track is a hadron, such as a pion, and is coincident in the 

Cerenkov counter with a particle that is above Cerenkov threshold. 

(b) The track is from a non electron that is above Cerenkov threshold but 

the tracking algorithm has reconstructed it with momentum below pion 

threshold. 

3. Other background. These are very small compared to the other two back­

ground types and are from 2 - 1 and r+ 1- events. 

The main electron filter is an algorithm that selects electron candidates and 

removes identified backgrounds. A positive Cerenkov signal gives complete ej1r 

separation for isolated tracks below pion threshold. However, tracks in jets are 

not isolated, and hadron rejection below 1r threshold is limited by the coincidence 

of an unseen Cerenkov radiating particle in the same counter as a charged hadron. 

Momentum resolution softens the rejection near threshold but this can be im­

proved by pulse height analysis in the Cerenkov counter. The hadron background 

can be further reduced by requiring that energy be deposited in the barrel shower 

counter consistent with that particle's being an electron. The following procedure 

is a summary of how e± candidates are selected with an electron finding algorithm: 

1. Clusters of tracks are formed according to Cerenkov counter geometry. 

2. Clusters must have an in-time Cerenkov signal and the maximum momen­

tum of all of the tracks within the cluster must be less than pion threshold. 
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3. Tagged gamma conversions and dalitz decays removed. 

(a) Dalitz decays and beam pipe conversions are reconstructed and removed. 

(b) Conversions in the IDC/CDC are tagged by missing IDC hits. 

(c) Asymmetric conversions tagged by good tracks with RDCA > 3 mm. 

(d) Late conversi_ons tagged by PDC stubs. 

4. Non-electron backgrounds removed. There must be at least one good quality 

track satisfying counter requirements. 

(a) DC hits > 15, PDC z hits >2, RDCA < 3 mm. 

(b) Cerenkov pulse height > 1.75 pe (nitrogen) , 16 pe (isobutane). 

(c) BSH response go% confidence limit for electrons. 

5. Electron tracks are selected by maximum likelihood fit to the counter re­

sponses allowing only one electron per cluster. 

4.3.1 Track Clusters 

A track enters the active region of a cell if Cerenkov light from an electron fol­

lowing the same trajectory would hit the cell's PMT within a specific time window 

defined by the optics. Cerenkov light from a typical electron in isobutane covers 

an area of about 5 em across {1.2 em in nitrogen) on the outer elliptic mirrors, 

and, since the individual cells are not optically separated, there is a possibility of 

one track belonging to two clusters. Clusters, as units, will be accepted if they 

contain a track with counter responses consistent with at least one of the tracks' 

being an electron. 
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Table 4.6 Number of Tracks per Cerenkov Cell in Multihadron Events 

Tracks per cell 0 1 2 3 4 >5 
Rate per event 26.1 6.g 2.0 .66 .1g7 .070 

Average occupancy of Cerenkov cells in multihadron events found in the data. 

Table 4.7 Track Cluster Distribution in Multihadron Events. 

Clusters 0 1 2 3 4 >5 
Rate .38 .30 .1g .osg .033 .013 

Probability for n clusters with an in-time Cerenkov signal in a multihadron 
event. 

The number of tracks per cluster are given in table 4.6 and the number of 

clusters per event are given in table 4.7 for multihadron events. 

4.3.2 Cerenkov Counter Timing 

The elliptic geometry of the Cerenkov counter gives isochronous signals for 

all trajectories that follow the optics, since all Cerenkoving particles have beta 

equal to one. Direct hits on the PMTs cause signals about 3.5 nsec early which is 

the difference in the optical path length of the mirrors and the distance from the 

primary event vertex to the PMT. The time resolution of the Cerenkov counter 

is about 310 psec in isobutane and 390 psec in nitrogen so there is about 10 u 

separation between in-time and early hits. A good cluster must have an in-time 

signal so the early hits cause an inefficiency. The time distributions for Cerenkov 
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signals in nitrogen and isobutane are shown in figure 3.18 for all clusters with a 

TDC latch. A cut of 1 nsec results in an inefficiency of 3.7% in isobutane and 5% 

in nitrogen. The inefficiency was found by dividing the clusters associated with 

early times by the total number or clusters. 

4.3.3 Momentum Upper Limit 

Pulse height analysis can extend the e/ 1r separation in the Cerenkov counter 

to only a few hundred Mev/ c above 1r threshold, compensating the momentum 

resolution error. The Cerenkov counter pion thresholds are shown in figure 

4.2 for isobutane and nitrogen. The percent of isolated tracks in multihadron 

events with Cerenkov counter pulse heights greater than 3 pe is shown versus 

inverse momentum. Clusters containing any tracks with momentum greater than 

2.5 Gev /c in isobutane and 5.5 Gev /c in nitrogen are removed. 

4.3.4 Gamma Electron Removal 

Several methods are used for removing clusters containing these backgrounds. 

Gamma conversions and Dalitz decays are found by reconstructing the decay or 

conversion with an algorithm that fits tracks to a vertex. A pair of tracks is called 

a conversion if they pass the following requirements: 

1. Total charge of both tracks is 0. 

2. Opening angle at the beam vertex < .6 radians, to improve search time. 

3. At least 1 associated Cerenkov latch. 

4. Invariant mass requirement: 

(a) 2 dimensional -30 Mev < minv < 80 Mev or 
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(b) 3 dimensional -200 Mev < minv < 300 Mev 

The two-dimensional quantity is for projections in the X - Y plane. The 

reconstructed mass is negative if the tracks curve toward each other. The vertex 

is pinned either to the origin or to the beam pipe. The gamma finding efficiency 

is 69% for cases when both tracks are reconstructed. 

Table 4.8 Results of Gamma Electron Finding Algorithm. 

Stage Combination 
"1--+ e+ e- ( "1 --+ e±) + 7r=f ( ')'--+ e±) + e=f 11'+ + 11'-

2 tracks .183 5.79 .031 56.6 
Cerenkov signal .159 4.19 .031 19.8 
Final rate .127 .041 ~0 .157 
Efficiency 69% 0.71% - 0.28% 

Results of gamma electron finding algorithm. The rate for misidentifying a 
pion as a gamma electron is ((.157 X 2) + .041) + (~ 8.5 ev~t) = 4.2%. 

Results for direct electron and hadron misidentification as electrons from 

gamma conversions and dalitz decays are shown in table 4.8. The e- e1 misiden-

tification is about 4.2%, the same as the 1r- e1 misidentification. 

If a track does not have associated hits in any of the layers of the inner drift 

chamber, it is assumed to be from a gamma which converted in the wall between 

the IDC and the CDC. The electron efficiency is reduced by the probability that 

it shares a cluster with a track missing IDC hits. This cut removes 5% of the 

clusters in hadronic events. 

Gamma conversions and dalitz decays where one or more tracks were not 

recognized in the pattern recognition routines are easy to identify and remove by 

a visual scan of the candidates. These are usually asymmetric conversions where 
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one track has very low momentum in the region where the tracking algorithm is 

inefficient. Figure 4.3 is a display of a multihadron event with an asymmetric 

gamma conversion that occurred near the beam pipe. 

4.3.5 Non-electron Removal 

Late conversions are defined as gammas that convert outside the inner tracking 

volume of the detector. The resulting electrons leave stubs in the PDC if they are 

within the Cerenkov counter acceptance. Any cluster is killed if a stub is found 

behind the associated Cerenkov cell. A sample of 13068 clusters had 1169 clusters 

with stubs behind them and no Cerenkov signal, giving a 8.9% inefficiency for 

this cut. A strong correlation of .66 exists for a Cerenkov counter having a good 

in-time signal and a stub being present. The correlation is found by counting how 

often the Cerenkov fires when a stub is present and how often it fires when stubs 

are absent. Tracks are associated with stubs 5% of the time because of track 

reconstruction using multiple hits in the PDC and splash back from interactions 

in the barrel shower counter system. 

A few events were observed to have continuous banks of Cerenkov cells lit up 

with many stubs present. This is expected if a gamma converted near the limiting 

edge of the inner Cerenkov window. There is a probability that a photon in this 

region will shower in the edge of the Cerenkov counters aluminum envelope or in 

the top edge of the pole tip shower counter. These are labeled as gamma-splashes 

and there is a 2% geometric acceptance for this to occur. Any cluster that has an 

adjacent cell with an in-time signal and no associated track with it is removed. 

97.8% of all the clusters in the hadronic data pass this cut. The region where 
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the gamma-splashes occur can be seen in figure 3. 7. The problem was solved by 

masking the edges of the outer Cerenkov mirrors during the summer of 1Q82. The 

BSH acceptance is less than that of the Cerenkov counter. By masking the region 

of the mirrors not covered by the BSH counters the noise due to gamma-splashes 

was reduced and the electron acceptance was left essentially unchanged. 

The effect of the masks was studied by looking at the response of cells with 

PDC stubs behind them and no associated tracks for multihadron events. PDC 

stubs are present if a gamma converts after the entrance to the Cerenkov counter 

and before the PDCs. Conversions at the Cerenkov entrance are coincident with 

an in-time Cerenkov signal. Unoccupied cells were selected to eliminate those cells 

with signals due to charged particles that originate before the Cerenkov counter 

entrance. Figure 4.4 shows the rate of in-time signals associated with PDC stubs 

for unoccupied cells. At the limit of the Cerenkov counter entrance, cosO = .7, 

there is a peak in the 1g82 data. This corresponds to the high-mass region where 

gamma conversion probability is higher. The mirror masks reduced this peak by 

about one-half for 1g83 data. Part of the difference was the result of increasing the 

discriminator threshold between 1g82 and 1g83 to eliminate low-level accidental 

backgrounds from PMT dark noise and synchrotron radiation which occurs at 

the 1 pe level. Above 5 photoelectrons the overall rate was reduced by 1.4. If 

we assume that the noise rate in empty cells is proportional to the rate in track 

associated cells, then the overall reduction in noise between 1g82 and }gga was 

0.5, and the reduction of noise signals above 5 photoelectrons was about 0.714 . 

The tracks in each cluster are checked to see if any has counter responses con­

sistent with its being an electron. Any cluster that has no electron type track is 
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rejected. The criteria used for e± tagging are proper pulse height response in the 

Cerenkov counter and total barrel shower system after correcting for track param­

eters such as radiator path length, curvature, momentum, scintillator attenuation 

length, and response of individual counter segments. Track quality cuts assure 

that the predicted counter responses are accurate. Tracks must have at least 15 

drift chamber hits with at least 2 PDC z wire hits and a well-defined completion 

code allowing a maximum of shared hits with other tracks. The distance of closest 

approach to the event vertex in the X- Y plane must be less than 3 mm. This 

reduces the contamination of gammas that convert asymmetrically at the beam 

p1pe. 

4.3.6 Cerenkov Counter Response 

With isobutane as the Cerenkov counter radiator the average pulse height for 

electrons is 18 pe. This allows pulse height analysis to help separate electrons 

from nonelectron backgrounds. Electron consistency is determined by calculating 

the difference between the measured response for each track and the response that 

would be expected for an electron with identical track parameters. The expected 

mean response is found by swimming through the detector an electron with the 

initial direction and momentum of the candidate track, and simulating the raw 

photoelectron yield in the particular cell. The deviation is calculated using Poisson 

statistics. The overall mean pulse height for electrons is 18 photoelectrons, so the 

average sigma/mean is about 24%, and momentum measurement errors, about 

6%, are not considered. A track must have a Cerenkov pulse height within the 

90% confidence limit to qualify as an electron candidate. 
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Using nitrogen as the Cerenkov radiator gives an average response oC 5 pe. 

Pulse height analysis is not practical, and the counter is used in a threshold mode. 

A minimum pulse height of 1. 75 pe is required Cor electron candidates. This is 

the minimum pulse height that still excludes the 1 photoelectron background due 

to synchrotron radiation, PMT dark noise, and other low-level backgrounds. 

Figure 4.5 shows the Cerenkov pulse height in nitrogen including low-level noise. 

4.3. 7 Barrel Shower Counter Response 

The expected pulse height is found from a universal shower curve. Corrections 

are made Cor track momentum and direction, incident angle, attenuation length 

oC the counter, and response of the PMT which saturates at high pulse heights. 

Figure 3.5 shows the resultant distribution Cor single electrons as a function of 

electron energy. Resolution as a function of pulse height was also determined 

from the counter response to single electron events. The geometric acceptance of 

the shower counter is 75% or the Cerenkov counter acceptance, partly because or 

gaps in the vertical plane parallel to the beam axis and partly because it is shorter. 

The BSH requirement Cor electron candidates is set at the gs% confidence limit. 

This cut has no effect on tracks with associated momenta below 500 Mev/ c where 

there is no distinction between electrons and minimum ionizing particles. 

4.3.8 Electron Selection 

Figure 4.6 is a scatterplot of Cerenkov counter pulse height vs. shower counter 

pulse height for electrons in terms of the u variables Cor all tracks in multihadron 

events in isobutane. The scatterplot for nitrogen data is also shown in figure 4.6. 

The Cerenkov pulse height is in photoelectrons Cor nitrogen. There is a cluster of 



_gg.. 

300 
250 + (f) 

+ Cut t- 200 z ,; 
:::> 150 I 

I 0 • I u 100 ~ 
50 
0 

0 2 4 6 8 10 

PHOTOELECTRONS 

Fig. 4.5 Low level Cerenkov pulse heights 



::r: 
en 
CD 

b 

-100-

4 ·N i t·ro·gen 
... A .. tce·pted- Reg· ion·.· 

·: ..... ·. .. . . . : 
... : .. -~ : , .. . . .. . . 

. ... · 

-. ,: . . ' 0 ·: . 

0 :: .· . 
• . , . :,: I ... : • :·~: •. • 

: ' ·., : . . ·. · ...... :·. 

-4 !::-'·MS<~I~t:~ ?Y ::': ;' --· ·· ··•· ; · ·· · · 
. :.: . < : . ~ · ·. .. . 
~--.......... """'-....... ::.: ...... : .. : _ _..,.._;..._· --· ·---~;;:._"·- ...:_.__:· ·~·· ·- ·· --=· :..-· ·.---·..:. .. - · . .; --··· .- · 

0 2 4 6 8 
v 
CER PHOTOELECTRONS 

4 

0 

-4 

-8 -4 0 4 8 

Fig. 4.6 Cerenkov vs. shower counter response for multihadrons. 



-101-

electron like tracks that survive the illustrated cuts in both data sets. An upper 

pulse height limit in the Cerenkov counter is used to remove clusters containing 

two electrons which are predominantly from gamma conversions. 

Electron candidates are finally selected with a maximum likelihood fit to the 

particle types of tracks within each cluster. About 25% of all clusters contains 

more than one track. For the multiple track clusters individual tracks are labeled 

as a 1r± or e±, and the likelihood of the labels are determined with respect to 

predicted and actual responses in the associated counter systems. The fit is con­

strained to no more than one e± in a cluster, and the track labeled as the e± must 

have passed all of the electron filter requirements. 

4.3.9 Visual Scan 

Final filtering is done by visually scanning every candidate cluster. Clusters 

with tracks that were not reconstructed or asymmetric gamma conversions are 

eliminated. The events are printed out in three views with pertinent information 

that can be derived about each candidate cluster. The clusters are viewed by two 

scanners and the results are put onto a disk file. Each cluster is assigned a number 

that defines it. The definitions are: 

1. Direct electron. 

2. Gamma conversion or dalitz decay. 

3. Unrecognized track. 

4. Not a hadronic event. 
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§ 4.4 PROMPT ELECTRON EFFICIENCY 

The efficiency Cor prompt electrons is determined, as a function or momentum 

and transverse momentum, from the Monte Carlo and corrected Cor any differences 

between the Monte Carlo and the data. The differences are due to small effects 

or the kinematic cuts and are determined directly by measuring the survival rate 

Cor good quality tracks in both the Monte Carlo and in the data. Tracks with the 

following characteristics are selected: 

1. Greater than 15 DC wires hits. 

2. Rdca' (event vertex to track), less than 3 mm. 

3. At least 2 PDC z wires hit. 

4. Inside geometric acceptance or Cerenkov and shower counters. 

5. Not identified as a background. 

6. Momentum below pion threshold. 

The kinematical cuts are listed in sequential order in table 4.Q with the prob­

ability that the track will survive each cut. Results are given Cor isobutane and 

nitrogen . 
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Table 4.0 Efficiencies of all Kinematic and Topological Cuts. 

Filter stage Data MC J1data-mc 

Cerenkov timing .982 .999 -.035 
1e removal .885 .888 -.003 
missing IDC hits .992 .997 -.005 

Rdca cut .932 .960 -.030 
PDC stub cut .734 .834 -.120 
Adj. empty Cerenkov .991 .978 .013 

P < 5.5 Gev/c .986 .984 .002 
P < 2.5 Gev/c .955 .945 .011 
Total Nitrogen .576 .681 .154 
Total lsobu tane .559 .653 .144 

The efficiencies for all kinematic cuts, (cuts not dependant on particle type) 
are given for Monte Carlo events and for the data and the difference between them. 

Table 4.10 Efficiency for Kinematic Cuts in lsobutane for MC and Data. 

Momentum Transverse Momentum, ( Gev) 
Gev/c 0.0 0.5 1.0 1.5 2.0 

0.0 .77 me 
.67 data 

0.5 .63 .85 me 
.53 .74 data 

1.0 .49 .73 .83 me 
.40 .61 .71 data 

1.5 .44 .61 .79 .75 me 
.34 .52 .66 .71 data 

2.0 .39 .53 .67 .72 .75 me 
.30 .45 .58 .63 .70 data 
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Table 4.11 Efficiency for Kinematic Cuts in Nitrogen for MC and Data. 

Momentum Transverse Momentum, ( Gev /c) 
(Gev /c) 0.0 0.5 1.0 1.5 2.0 

0.0 .78 me 
.68 data 

0.5 .67 .85 me 
.55 .74 data 

1.0 .55 .75 .84 me 
.44 .63 .71 data 

1.5 .53 .65 .81 .76 me 
.3Q .54 .67 .71 data 

2.0 .50 .59 .69 .74 .77 me 
.37 .49 .59 .64 .70 data 

2.5 .47 .56 .64 .73 .76 me 
.38 .43 .51 .54 .66 data 

3.0 .48 .55 .63 .68 .61 me 
.37 .43 .47 .55 .61 data 

3.5 .47 .51 .59 .71 .56 me 
.38 .41 .54 .49 .63 data 

4.0 .52 .56 .57 .61 .63 me 
.40 .44 .49 .37 .60 data 

4.5 .54 .54 .67 .43 .58 me 
.35 .47 .49 .51 .64 data 

5.0 .55 .55 .70 .81 .75 me 
.41 .43 .50 .54 .60 data 
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Table 4.12 Efficiency Correction Factors for Kinematic Cuts in MC. 

Data Momentum Transverse Momentum, (Gev /c) 
Set (Gev /c) 0.0 0.5 1.0 1.5 2.0 

Isobutane 0.0 .88 
0.5 .83 .87 
1.0 .82 .86 .85 
1.5 .7Q .85 .85 .8Q 
2.0 .77 .85 .86 .87 .Q1 

0.0 .86 
0.5 .82 .87 
1.0 .7Q .84 .87 

Nitrogen 1.5 .77 .84 .86 .88 
2.0 .76 .83 .85 .88 .88 
2.5 .77 .81 .84 .87 .88 
3.0 .7Q .80 .84 .86 .88 
3.5 .7Q .7Q .83 .86 .88 
4.0 .7Q .7Q .83 .85 .88 
4.5 .78 .7Q .82 .85 .88 
5.0 .78 .7Q .82 .84 .88 

Ratio of electron efficiency due to kinematic cuts in data to the efficiency in 
Monte Carlo. Results are smoothed by hand to give reasonable distribution. 
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Total efficiencies for all cuts are given in tables 4.10 and 4.11 , for P and Pt, in 

Monte Carlo and data. The correction factors are calculated from the efficiencies in 

data and Monte Carlo and are given in table 4.12. The differences between Monte 

Carlo and data are attributed to the cuts on early-times in the Cerenkov counter, 

and from the removal of clusters associated with PDC stubs. Early-times are from 

sources such as synchrotron radiation which is not in the Monte Carlo. The real 

data contain stubs from gammas that shower early in the detector, but the Monte 

Carlo produces only conversions into e+ e- pairs. The conversions do not have as 

many stubs present as showers do, but the geometric distributions are the same. 

Since only one stub is sufficient for removing a cluster of tracks, the difference 

between Monte Carlo and data is easily corrected for. The electron efficiency is 

found as a function of momentum and transverse momentum by generating the 

reactions 

using the Lund Monte Carlo with initial state radiation for the heavy quarks. The 

probability that an electron is identified for each P - P j_ bin was determined 

using a generator with the expected relative rates for b --+- e±, cprimary --+- e± , and 

± 
Ccascade --+- e · 

The probability for prompt electrons and backgrounds to pass the scanning 

requirements is also determined from Monte Carlo. 
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Table 4.13 Scanning Efficiency from Monte Carlo. 

Stage e("f,dalitz) e(prompt) non-e 

Scanned g4 180 83 

Passed 45 15g 63 

Efficiency .48± .07 .88± .08 .76 ± .10 

The scanners were given Monte Carlo events to scan and the results were 

compared to the true answer. No momentum or transverse momentum dependence 

was seen. Table 4.13 shows the results of the Monte Carlo scan. 

Table 4.14 Final Effciencies for Prompt Electrons. 

Data Momentum Transverse Momentum, (Gev /c) 
Set (Gev /c) 0.0 0.5 1.0 1.5 2.0 

Isobutane 0.0 .11g 
0.5 .153 .161 
1.0 .122 .170 .137 
1.5 .110 .150 .186 .145 
2.0 .114 .152 .17Q .15Q .124 

0.0 .103 
0.5 .130 .150 
1.0 .114 .137 .126 

Nitrogen 1.5 .117 .133 .163 .15Q 
2.0 .111 .162 .137 .146 .122 
2.5 .111 .147 .150 .144 .08Q 
3.0 .091 .110 .159 .167 .124 
3.5 .073 .114 .124 .082 .108 
4.0 .106 .159 .124 .108 .172 
4.5 .133 .168 .116 .114 .101 
5.0 .102 .092 .137 .153 .124 

Final efficiencies for prompt electrons produced over 41r stera.dians to pass the 
electron filter and scanning. 
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Table 4.14 gives the final electron detection efficiency as a function of P and 

Pt including all corrections. 

§ 4.5 BACKGROUND NORMALIZATION 

The backgrounds can be classified as electron backgrounds, those due to 

gamma conversion electrons and dalitz decay electrons, and to nonelectron back­

grounds where a nonelectron is called a direct electron. Other backgrounds are 

event backgrounds. They are usually two photon events, T+ T- events, or beam 

gas events. 

The major source of background to the electron candidates is from gamma con­

version electrons and from the electrons of dalitz decays. Other smaller sources 

are from hadrons above momentum threshold in the Cerenkov counter, but recon­

structed by the tracking algorithms with momentum below threshold. 

4.5.1 Hadron Background 

The hadron background normalization is determined from the Monte Carlo. 

The results, however, depend on how well the Monte Carlo simulates the real 

process. For Monte Carlo events ~ .005 clusters per event pass the filter with 

hadrons misidentified as electrons. A hadron below pion threshold can be identified 

as an electron only if it occupies a Cerenkov cell with a particle which is above 

threshold. 
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Table 4.15 Nonelectron Background Rates per Event. 

Background Data Set 
Type Isobutane Nitrogen 

')'-electron .0035 .0062 
prompt electron .0005 .ooog 
1r, P >threshold .0017 .0005 
total .0058 .0076 
total after scan .0043 .0057 

Misidentification rate for electron candidates in Monte Carlo because of occu­
pying a Cerenkov cell with each of the above. 

Table 4.15 lists the different ways a nonelectron is misidentified as a prompt 

electron and the associated rates in Monte Carlo events. 

The background from hadrons occupying a cell with a direct electron is very 

small and occurs only in multiple track clusters. Pulse height analysis is used to 

make the electron selection, and 1r- e confusion is most likely when the 1r and the e 

have similar momentum and direction. This reduces the effect or this background 

and does not affect the normalization. 

Background from gamma conversion electrons occupying a cell with a pion 

is also small. These are gamma conversions where the track associated with the 

gamma conversion electron can be seen. Most of these are removed in scanning. 

Pions above threshold, 2.5 Gev /c in isobutane and 5.7 Gev /c in nitrogen, 

are identified as electrons because of momentum resolution which is about 8% at 

threshold. Careful pulse height analysis can extend 1r- e separation a few hundred 

Mev /c above threshold so that selecting tracks below 2.5 Gev /c in isobutane and 

5.5 Gev Jc in nitrogen virtually eliminates this source of background. 
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The main source of hadron backgrounds is caused by late gamma conversions 

occurring in the inner Cerenkov envelope. Most of these are tagged by stubs in the 

PDC behind the associated Cerenkov cell. This background makes up about 25% 

of the final electron candidates. The accuracy of the final electron distributions 

depends on how well this background is known. The misidentification of pions 

due to this overlap problem is studied by a track-flipping technique and by Monte 

Carlo methods. 

The track-flipping technique is used to measure the overlap of pions and parti­

cles above threshold in the same Cerenkov cell. The misidentification probability 

can be determined as a function of any desired physical quantity such as momen­

tum, transverse momentum, sphericity, multiplicity, triplicity, any-and-all-icities, 

etc. 

The distributions are obtained by reflecting tracks through the origin and 

adding simulated pion responses to the associated counters. This is illustrated 

in figure 4.7. The flipped event is sent through electron filter and the results are 

tabulated to find misidentification probabilities. The technique is very accurate 

for DELCO since the flipped tracks have low energy and only slightly disturb the 

opposite jet. There is no need to consider the effect of overlapping responses (such 

as overlapping showers in the shower counter), but only the shared occupancy of 

the same counter. 

If each track in a multihadron event is flipped, then the normalization and 

spectrum of the pion background are directly obtained. The results can be checked 

with Monte Carlo. Tracks are flipped in Monte Carlo and the results can be 

compared to the true value of the Monte Carlo pion background since the answer 
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is definitely known. Any difference in the Monte Carlo result could be used to 

correct the pion background spectrum found from flipping tracks in real events. 

Any artifacts or biases introduced by the flipping procedure itself are removed. 

The final result agrees well with the Monte Carlo true result as can be seen 

in figure 4.8 which shows the P and P ...L spectrum of Monte Carlo flipped pions, 

Monte Carlo true pions, and flipped pions in the real data that were called electron 

candidates by the filter. 

Table 4.16 shows the final background rate due to nonelectrons for all data 

sets before scanning. The difference between 1982 and 1983 isobutane data is due 

to the introduction or masks over the mirrors to reduce the rate or Cerenkov cells' 

firing because of gamma-splashes which were described in section 4.3.5. The masks 

reduced the rate in 1983 to 73.2% of that in 1982 and the result agrees well with 

the value or 71.4% in section 4.3.5 . 
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Table 4.16 Pion Background Rate From Track Flipping. 

Data Set per Pion (Io-3) per Event ( 10-2) per Data Set 

82 isobutane .82 .74 sg 
83 isobutane .60 .54 135 

83 nitrogen .85 .76 55 

Pion background rate found by flipping tracks in the data along with total 
number of nonelectron backgrounds for each data set. 

Table 4.17 P- P 1_ Distribution of Hadron Background. 

Data Momentum Transverse Momentum, ( Gev /c) 
Set (Gev /c) 0.0 0.5 1.0 1.5 2.0 

0.0 47.3 
lsobutane 0.5 4Q.Q 2.4 

1.0 20.3 3.3 -
1.5 Q.l .Q - -
2.0 4.3 2.2 1.4 - -
0.0 22.0 
0.5 Q.O 1.4 
1.0 4.1 .4 -

Nitrogen 1.5 2.Q .3 - -
2.0 l.Q .2 - - -
2.5 .7 .2 .2 - -
3.0 - - - - -
3.5 - - - - -
4.0 - - - - -
4.5 - - - - -

Final normalized nonelectron background determined from track flipping in 
the data and corrected for scanning efficiency. 

Table 4.17 gives the flipped pion background rates determined from the data 

as a function of momentum and transverse momentum. The results include correc-

tions for scanning efficiency and are the final normalized background contributions 
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to the electron candidates. 

4.5.2 Gamma Electron Background 

The gamma electron background is determined by using the Monte Carlo. This 

is a direct determination, and the Monte Carlo must accurately simulate the data 

Cor this method to be reliable. The proper simulation or "'/ conversions and Dalitz 

decays in the Monte Carlo is checked by comparing the characteristic distributions 

or identified "'/ conversions in multihadron events or the data with those events in 

the Monte Carlo. The momentum distribution or gamma electrons is shown in 

figure 4.9. 

Table 4.18 P- P j_ Distribution of Gamma Electron Background 

Data Momentum Transverse Momentum, ( Gev /c) 
Set (Gev /c) 0.0 0.5 1.0 1.5 2.0 

0.0 46.3 
Isobutane 0.5 27.9 5.0 

1.0 2.5 1.2 1.0 
1.5 1.2 - - .6 
2.0 1.5 - - - -
0.0 11.4 
0.5 8.5 1.6 
1.0 .8 - -

Nitrogen 1.5 .7 - - -
2.0 .7 .8 - - -
2.5 .7 - - - -
3.0 .7 - - - -
3.5 - - - - -
4.0 - - - - -
4.5 - - - - -

Final normalized background of electrons from gamma conversions and Dalitz 
decays found from Monte Carlo including all corrections to Monte Carlo electron 
efficiency and scanning efficiency. 
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The P- Pt distribution is given in table 4.18 for the expected gamma electron 

background as determined from Monte Carlo. This table includes corrections 

for the discrepancies between Monte Carlo and data and corrections for scanning 

efficiency. The results are the final normalized background contributions to the 

electron candidates. 

§ 4.6 DATA REDUCTION 

The data are separated into three files that differ in Cerenkov counter accep-

tance and in the Cerenkov radiator. The files are: 

1. 1982 isobutane. 

2. 1983 isobutane. 

3. 1983 nitrogen. 

The installation of masks over the outer edge of the Cerenkov counter mirrors 

( cos(} > 0.62 ) and an increase in Cerenkov pulse height discriminater thresholds 

caused different electron efficiency and background rates between data collected 

in 1982 and that collected in 1983. These differences affect only the Cerenkov 

counter performance. During production of the hadronic data sets no Cerenkov 

information is used so the files are treated identically up to that point. 

The data were written on to 6250 bpi tapes from the data acquisition system by 

a VAX 11/780 computer. The raw data tapes were condensed on to copied tapes, 

with a more efficient record format, by the SLAC IDM 3081 computer. The copied 

tapes were run through a PASS 1 production program which did basic pattern 

recognition and event classification using drift chamber, BSH, pole tip counter, and 

luminosity counter information. At this stage most of the uninteresting events, 
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such as cosmic ray events and beam gas interactions, were removed. The PASS 

1 tapes are used for final surveys and calibrations and then run through a PASS 

2 production program. PASS 2 does a final fit to found tracks and writes out 

correlated track-counter information. An event classification algorithm is called 

at the end or the PASS 2 program. 

Events classified as multihadrons were skimmed off the PASS 2 tapes and used 

in the direct electron analysis. 

Classified hadron events that passed the electron filter were put onto three 

disk files, one for each data set. 

Table 4.19 Data Reduction Rates. 

Data Set 

Stage lsobutane Nitrogen 

f Ldt g2.5 pb-1 26.3 pb-1 

Triggers r-o.J 8.7. 106 
r-o.J 2.5 . 106 

Multihadrons 33047 g525 

Electron Events 636 241 

Prompt Electrons 646 257 

Event rates for the different data reduction stages are shown in table 4.1g. 

The final scanned electrons were from 33047 events collected with isobutane in 

the Cerenkov counter and 9525 events collected with nitrogen. There are 588 

final events with electron candidates including 26 events with more than one e± 

candidate. A typical prompt electron event is shown in a one-event display 

picture in figure 4.10. 
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The final prompt electron data set is composed or real prompt electrons and 

electron backgrounds. Analysis or the results are given in the rollowing chapter. 
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CHAPTER 5 

Analysis and Results 

The prompt electron rate and differential cross section are extracted from the 

electron candidates by statistically subtracting the background and correcting the 

remainder by the electron detection efficiency. The total prompt electron cross 

section can be found by integrating the final differential cross section over the 

momentum range analyzed. 

The individual semielectronic branching ratios of the charm and bottom fla­

vored mesons are found by unfolding the momentum and transverse momentum 

spectra of the prompt electrons. The final rates are found by fitting the P- P j_ 

spectrum to a particular shape that extends over the entire kinematic range. 

The momentum of an electron produced in the decay of a heavy quark, q, 

depends on the momentum of the meson that contained q. In Monte Carlo models 

of quark fragmentation, the momentum distribution of the meson that contains q 

is given by a fragmentation function, D( z ). This is the probability that the meson 

will have a fraction z of the original momentum that q had before hadronization. 

Hence the shape of the e± momentum spectrum can depend on the fragmentation 

functions of the c and b quarks. 
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The electron momenta transverse to the event thrust axis depends on the mass 

of the meson that decays and enables the separation of electrons of b decays from 

those of c decays. The fragmentation and the branching fractions of the c and 

b are simultaneously determined by fitting an expected Monte Carlo distribution 

to the momentum and transverse momentum spectrum of the prompt electron 

candidates. 

§ 5.1 PROMPT ELECTRON DIFFERENTIAL CROSS SECTION 

Table 5.1 P- P ..L Distribution of Prompt Electron Candidates. 

Data Momentum Transverse Momentum, (Gevfc) 
Set (Gev /c) 0.0 0.5 1.0 1.5 2.0 

Isobutane 0.0 131 
0.5 170 45 
1.0 80 45 14 
1.5 3g 25 1g 5 
2.0 34 24 12 3 0 

0.0 58 
0.5 46 g 
1.0 20 13 6 

Nitrogen 1.5 13 g 3 3 
2.0 3 13 1 0 0 
2.5 8 8 2 1 0 
3.0 4 4 2 1 1 
3.5 3 3 1 0 0 
4.0 5 2 3 0 0 
4.5 0 3 0 1 0 
5.0 0 2 2 2 1 

Final distribution of prompt electron candidates after scanning. 

The final P-P ..L distribution of electron candidates, including the background 
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contributions from hadrons and gamma electrons, is shown in table 5.1. The 

normalized background distributions, including the effect of scanning inefficiency, 

are given in tables 4.17 and 4.18 . The background is limited to the low P j_ bins, 

and the signal to noise is given for each bin. The background is subtracted bin by 

bin, and the result is corrected for the electron detection efficiency given in table 

4.14. The absolute rate of candidates as function of momentum is shown 

in figure 5.1 for isobutane and nitrogen. The final differential cross section in P 

is shown in figure 5.2, with results plotted separately for isobutane and nitrogen 

data. Results from Mark II are also shown32. There is good agreement between 

the results of all three data sets. 

The total cross section for the momentum range covered by isobutane and for 

nitrogen is found by integrating over the spectrum in figure 5.2 and is given in 

table 5.2. Only the data above 0.5 Gev /c are used since the data below this are 

about 75% background. 

§ 5.2 FITTING THE P- Pt SPECTRUM 

5.2.1 Contributions to the Spectrum 

Table 5.1 shows the P vs P j_ distribution for e± candidates including the 

expected backgrounds for g2.5 pb- 1 of isobutane data and 26.3 pb- 1 of nitrogen 
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Fig. 5.2 Prompt electron differential cross section vs P .lsobutane and 
nitrogen data. plotted separately. Mark II results plotted lor com-
panson. 
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Table 5.2 Measured Total Prompt Electron Cross Section. 

Data Set Momentum Range,(Gev/c) Cross Section,(pb) 
lsobutane 0.50 to 2.5 24.8 ± 3.2 
Nitrogen 0.50 to 5.5 36.9 ± 7.5 

Total prompt electron cross section in accepted momentum range. Errors are 
statistical only. Corrected for initial state radiation. 

data. The number of candidates expected in each bin can be expressed as 

Nc = Nb + Nq--+e 

= Nb + 2Nc~Bc-+e J D(z, Ec)PcP(z)dz 

+ 2NbT,Bb-+e j D(z, Eb)P6(z)dz 
(5.1) 

+ 2(1.167)N6);Bc-+e J D(z, Eb)Pc8 (z)dz . 

Nb is the number of background, Nq7J is the number of heavy quark pairs 

produced,Bq-+e is the semielectronic branching fraction of q, Pq(z) is the proba­

bility that an e± will be found if it is produced from a meson containing q with 

momentum fraction z, and D(z, £q) is a normalized fragmentation function whose 

shape depends on the parameter £q. There is a factor of 1.167 in the third term 

to account for the rate of Wvirtual ~ cs, which is set to .167, and the rate of 

b ~ cWvirtual which is set to 1.0 . The initial values for the b decay rates in the 

spectator model43,63 are 

Channel Rate 
b ~ c eiie .144 

~ c pv Jl .144 
~ c Tiir .033 

~ c ud(s) .507 
~ c cs(d) .167 
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The bb and cc events were generated using the Lund Monte Carlo without 

initial state photon bremsstrahlung and with flat fragmentation functions. The 

events were divided into four z regions each for c and b flavored mesons. For 

the ith z-region the average probability for detecting a prompt electron including 

all detection efficiencies is P{(p, pt) for q being either b , Cprimary' or bsecondary· 

Equation (5.1) then becomes 

where 

4 

Nc = Nb + 2Nc~Bc-+e 2: C((£c)P(' 
i=l 

4 

+ 2Nb~Bb-+e E cf(Eb)Pf 
i=l 

4 

+ 2(1.167)NbbBc-+e 2: Ci8(£b)Pf8 
, 

i=l 

(5.2) 

The prompt electron distribution of the data is then fit by adding the expected 

distributions produced by mesons in different z-bins. The weight of each z-bin is 

varied by adjusting the shape of the fragmentation function with Eq and the total 

normalization with Bq-+e· For three quark contributions and four z-bins there are 

twelve P{ tables. These tables are listed in Appendix A. 

D(z, £)is defined before initial state photon bremsstrahlung, and only the final 

spectrum can be fit so a correction must be applied to the C[ in equation (5.2) . 

The correction is found from Monte Carlo by generating events with and without 

initial state photons and with the expected shape for D(z, £). The correction, or, is 
defined as the ratio or cy found with bremsstrahlung to the value found without. 
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Table 5.3 Radiative Corrections to Fragmentation Functions. 

Quark z-bin 
Qq 

1 
Qq 

2 
Qq 

3 
Qq 

4 

Cp .512 .548 .624 .735 

b .557 .587 .645 .743 

Cs .564 .589 .647 .745 

Corrections to the fragmentation shape. o1 is the correction factor for the 
number of b, cp, or c8 mesons populating the it h z-bin. 

Table 5.3 gives the correction factors to the fragmentation shape. The correc-

tion values were checked for different fragmentation shapes and did not change 

significantly. The final candidate spectrum in P and P ..L becomes 

4 

Nc(P, pt) = Nb(P, pt) + 2Nc~Bc-+e L a~PC(( lc)Picp(p, Pt) 
i=l 

4 

+ 2NbbBb-+e L o~Cf(lb)Pt(p, pt) 
i=l 

4 

+ 2(1.167)Nb1JBc-+e L oi8 C[8 (lb)P{8 (p, Pt) 
i=l 

5.2.2 Contributions from b --+ r --+ e 

(5.3) 

There is a small contribution of electrons from the decays of r leptons that are 

produced in bb events. They are included in the fit by adding a term, Nr(p, Pt ), 

t.o equation (5.3) . Nr(P, pt) was found by generating Monte Carlo events with a 

typical b fragmentation shape. The spectrum is normalized by assuming 17% for 

the best branching ratio, Br-+e, for r decaying to an electron64 , and fixing the 

rate for b --+ r to a constant times the rate for b --+ e during the fitting process. 
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The value for the ratio of Bb-+r / Bb-+e is based on universality of the semileptonic 

decays and on phase space43 and is set to 0.26 . The contribution to (5.3) from 

tau decays is then 

Nr(P, Pt) = 2Nb~Bb-+e(.I1)(.26)Pr(p, Pt) , (5.4) 

where Bb-+e is a fit parameter and PT(p, pt) is from a table or probabilities for 

detecting an electron if it is produced in the decay b --. T --. e. The table includes 

all efficiencies and is given in Appendix A. 

5.2.3 Method of Maximum Likelihood 

The fit to the candidate spectrum is performed with a standard minimization 

package called MINUIT65 . The fit parameters are adjusted to minimize the 

negative-log-likelihood, L, of the data given the Monte Carlo distribution for those 

parameters. L is defined as 

i 

=- LlogP;(nd,nm) , 
i 

where P; is the Poisson probability of observing nd candidates if nm are expected 

from the Monte Carlo prediction for the ith bin. Using the Poisson distribution 

n~e-nm 
P;=--­

nd! 

and using Stirling's approximation for nd! 
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Minimizing this function gives the fit parameters for which the probability of 

observing the configuration of the data is the highest. This corresponds to mini­

mizing the x2 for large n or for distributions which are Gaussian. For the fit, nm 

is found from equation (5.3) including (5.4) , and nd Cor the ith P - P j_ bin is 

found from table 5.1 . 

5.2.4 Error Analysis 

The parameter errors are found in MINUIT by calculating the inverse of the 

second derivative matrix, (the error matrix). The errors are in terms of a desired 

confidence limit which is set to be equivalent to one standard deviation or 68% . 

For L this corresponds to a change of +0.5 from the value of L at the minimum, 

Lmin' and is based on the relationship of x2 to L 

(5.5) 

.MINUIT fixes a parameter at a value where L = Lmin + 0.5 on the basis of the 

known error matrix, minimizes L with respect to the remaining parameters, and 

calculates a new reduced error matrix with the fixed parameter. A new value 

for the parameter is determined and the procedure is iterated until L is within a 

specified tolerance of Lmin + 0.5. Errors for each parameter are determined. The 

errors determined by the MINUIT minimization routines include all statistical 

errors, assuming that the probability distributions used for calculating L are ac­

curate. Poisson statistics are used to predict the expected populations of observed 

candidates. 

Systematic errors also contribute to uncertainties in nm. The sources of these 
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errors can be found by analyzing equation (5.3) and are due to uncertainties in 

Nb, Nq7J, P{(p, pt), a1, and Cf. Equation (5.3) can be rewritten as 

Nc(P, pt) = N1r(p, Pt) + N7(p, Pt) + Ne(P, Pt) , (5.6) 

where Nb is divided among the nonelectron background, N1r, and the gamma 

conversion electron background, N7 . The contributions to the errors in fitting 

the parameters are then easily divided into three categories corresponding to the 

uncertainties in the normalization of the terms in equation (5.6) . The fitting 

procedure is adapted to accommodate the uncertainties by introducing three pa-

rameters as 

The factors, (Gz), are allowed to vary in the fit and are constrained to the un-

certainties of the normalizations by introducing them into the likelihood function 

as 

where the u are the standard deviation errors in the normalizations. The method 

makes use of the relationship in equation (5.5) . This procedure allows a better 

fit to the data by allowing the background normalization to vary within the un-

certainty limits, and it also includes the systematic errors in the confidence limits 

of the final fit parameters. 

The uncertainty in N1r is due to errors from the track-flipping procedure and 

from the scanning efficiency. The track-flipping accuracy is determined by apply-

ing the procedure to Monte Carlo events where the actual background is definitely 
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known. Figure 4.8 shows that the N1r spectrum is accurately reproduced and 

is correctly normalized to well within the statistical limits. The uncertainty in 

scanning efficiency is the largest source or error and is 13% from table 4.13 . The 

uncertainty in N1 has a contribution or 15% from scanning uncertainties and 20% 

from the discrepancy between Monte Carlo and data seen in figure 4.g. 

Nq'rJ is the number or qq events that survive the multihadron selection criteria. 

The error in the normalization was found in section 4.2 to be 5.5% and is dom­

inated by the uncertainty in the luminosity measurements (5.1%), with smaller 

errors due to the uncertainty of the amount of 2-')' background events and from 

the Monte Carlo calculations. The results are listed as Nq'rJ/ lq'rJ in section 4.2 since 

the efficiencies are factored into the tables of P{(p, pt) in Appendix A. 

The Piq tables include the efficiencies for multihadron selection, electron selec­

tion, and scanning requirements. There are three sources for errors: acceptance 

and kinematic cuts; BSH and Cerenkov counter requirements; and scanning re­

quirements. There is a 3.3% discrepancy between Monte Carlo and data, for the 

kinematic cuts listed in section 4.4, Cor unexplained reasons. The uncertainty in 

the co'unter requirement efficiency is derived from the discrepancy in the counter 

responses between Monte Carlo and data. The run-by-run variations in the data 

are within 5% or the mean calibration values and the Monte Carlo does not have 

these variations. The error in the scanning efficiency is 8% from section 4.4 . 
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Table 5.4 Sources of Systematic Errors. 

Error Contribution Source Error(%) Total(%) 

u1r N1r track flipping '"'-'3 10.5 
scanning 10 

u1 N1 Monte Carlo 20 21.0 
scanning 7 

Ue Nq'lJ luminosity 5 11.4 
Monte Carlo .8 

p~ 
a Monte Carlo 6 

BSH, Cer 6 
scanning 5 

Contributions to the systematic errors are listed in table 5.4 . 

§ 5.3 RESULTS OF FIT 

Three forms of the fragmentation function were used in the fitting procedure, 

1 
D(z) = 1 Peterson et al. 

z(1- z- 1.:_z)2 

D( z) = 1 - £ + 3£( 1- z)2 Field-Feynman 

D(z) = 1 flat . 

The detailed shape of the fragmentation function can not be resolved since it 

is smeared by the decay spectrum of the prompt electrons, by the initial state 

bremsstrahlung spectrum, and by measurement resolution. Because of the smear-

ing effects and statistical limitations, a particular form must be chosen and fit to 

the data. The fit procedure is equivalent to an unfold method that derives the 

fragmentation form averaged over all primary mesons containing the heavy quarks 
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Table 5.5 Results of Fits to the P- P j_ Distribution of Electrons. 

Parameter Peterson et al. Field-Feynman flat 

ic .053!:8~ -14+0.5 
. -1.8 -

ib 018+.024 
. -.011 

4 o+3.6 - . -15. -
Bc-+e .089 ± .014 .091 ± .014 .089 ± .013 

Bb-+e .150 ± .029 .144 ± .027 .119 ± .021 

< Zc > .68 ± .06 .72 ± .03 .52 

< Zb > .77 ± .05 .76 ± .05 .67 

x2/DoF 55/57 54/57 79/60 

Results of fits to the P-P 1.. distribution of electrons. Errors include systematic 
and statistical uncertainties. 

and generated at 29 Gev with no initial state bremsstrahlung . Once the form is 

chosen, the contributions to the electron spectrum from mesons at different z can 

be adjusted by varying the fit parameter, i. 

For the fit, there are 7 free parameters including 3 parameters corresponding to 

the normalization uncertainties. Results of the fit for these parameters and three 

fragmentation forms are shown in table 5.5 . For the Peterson et al. function, 

the contributions to the prompt electron signal from background, b,cprimary' and 

bsecondary are given as functions of P and P j_ in Table 5.14. In the following 

sections all results refer to the fit with the Peterson et al. form of the fragmentation 

function unless otherwise specified. 

5.3.1 Semielectronic Rates 

The branching ratios are insensitive to the form of the fragmentation function 

chosen, but may be correlated to the fragmentation parameters if varying the 
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Table 5.6 Correlation Coefficients for Fit Parameters. 

Momenta Parameter zc 
0 Bc-+e zb 

0 Bb-+e 

0.5-5.5 zc 
0 1.000 

Gev Bc-+e .104 1.000 

zb 
0 -.107 .101 1.000 

Bb-+e .347 -.067 .346 1.000 

2.0-5.5 zc 
0 1.000 

Gev Bc-+e .5Q3 1.000 

zb 
0 .166 -.261 1.000 

Bb-+e .425 -.16Q .623 1.000 

parameter will cause the expected number of electrons in the accepted momentum 

range to vary. 

The correlation matrix, excluding the normalization parameters, is shown in 

table 5.6 for fits with the Peterson et al. function using the entire data sample and 

using only the candidates with momenta > 2 Gev. The fragmentation parameters 

are in terms of the peak of the function, zo, where 

1 
l=zo+--2 

zo 

The change of variables is made because zo is a better behaved fitting parameter 

and has more symmetric errors than l. 

For the data that are restricted to the momenta range above 2 Gev there is 

a significant correlation between zo and the branching ratio of the corresponding 

quark. The correlation is significantly reduced for the unrestricted data. 

The branching ratios agree well with the low energy measurements obtained 
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Table 5. 7 Low Energy Semileptonic Rates, (% ). 

Experiment W, Gev Bc-+e Bb-+e Bb-+p. Ref. 
DELCO 29 8.9 ± 1.3 15.0 ± 2.8 * 
DELCO 3.77 8.0 ± 1.5 - - 16 
SLAC-LBL 3.77 8.2 ± 2.8 - - 15 
CLEO 10.5 - 12.7 ± 2.1 12.2 ± 3.5 37 
CUSB 10.5 - 13.2 ± 1.6 - 38 

Systematic errors are included.(* This experiment). 

in the bb _and cc resonance regions.12,15,16,12,37,38 

The present measurements are listed in table 5. 7 along with the low energy 

measurements. 

5.3.2 Fragmentation Functions 

The data are well fitted by the Peterson and the Field-Feynman forms of the 

fragmentation function with the above parameters. Although the detailed shape 

of the fragmentation function cannot be measured, a hard spectrum for both 

the b and c mesons is established with the mean values, < zb >= 0.77 ± 0.05 

and < Zc >= 0.68 ± 0.06. Figure 5.3 shows the shape of the heavy meson 

fragmentation functions for the parameters found in the fit to the data. These 

observations are consistent with earlier measurements of b semileptonic rates and 

fragmentation in electron32'33 and muon33- 36,66 experiments. 
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Fig. 5.3 Fragmentation Function for b and c Me5ons.Results for Peterson et 
al. function. 
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Table 5.8 Fragmentation Functions and Semileptonic Branching Ratios. 

e+e---. e± +X W,Gev Bb--.e < Zb > Bc--.e < Zc > Ref. 

DELCO 2g .150 ± .028 .77 ± .05 .o8g ± .014 .68 ± .06 * 
Mark ll 2g .12g ± .031 .7g ± .08 .064± .031 - 33 

CELLO 14,22,34 .141 ± .065 - - - 66 

e+e---. p± +X W, Gev Bb--.p, < Zb > Bc--.p, < Zc > Ref. 

MAC 2g 155+.054 
. -.029 .8±.1 .076~:8~ .17-.67 34 

Mark J 33-38 .105 ± .020 .75 ± .07 .115 ± .020 .46 ± .05 35 

CELLO 14,22,34 .088 ± .045 - .123 ± .o4g - 66 

Mark ll 2g .122 ± .058 .73 ± .18 .081 ± .024 - 33 

TASSO 34.5 .117 ± .030 85+.10 
. -.21 082+·023 

. -.016 77+.06 . -.13 36 

Experimental results of heavy quark fragmentation functions and semileptonic 
branching ratios. Errors include systematic uncertainties. ( * This experiment). 

The results are shown in table 5.8 . There are two measurements, other than 

DELCO, of< Zc >in lepton experiments; one measurement, (TASSO)< Zc >= 

0 77+0·05+0·03 is consistent and the other measurement (Mark J) < zc > = . -0.07-0.11' ' ' 

0.46 ± 0.02 ± 0.05, is definitely not consistent. 

The DELCO measurement of < Zc > is also consistent with previous measure­

ments in e+ e- annihilation which have involved direct fits to the v• spectrum. 26- 30 

Recent results at the PEP and PETRA storage rings have shown that the produc-

tion of primary charmed mesons occurs primarily via the channel 

+ ·-· e e- --. cc --. D D , 

so that the D* momentum spectrum can be compared to the prompt electron 
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result, which is the average over all c mesons. In order to compare the D* mea-

surements with the electron data, a variable x is defined as 

_ Ehadron _ Eh 
X- ---

Ebeam 14.5 

which is the momentum spectrum averaged over all primary mesons. The corre-

sponding values in the Peterson et al. fit for electrons are < xb >= 0.76 ± 0.06 

and < Xc > = 0.66 ± 0.06. The effect of initial state radiation is to reduce < z > 

by approximately 2-4% . 

Table 5.9 Charm Fragmentation From D* Experiments. 

Experiment W, Gev < Xc >,lepton Ref. < Xc >, D* Ref. 

Mark II 29 - 0.58± 0.06 26 

HRS 29 - 0.51 ± 0.04 29 

CLEO 10.5 - 0.63±0.02 27 

TASSO 34.5 0.71~:~~ 36 0.58 ± 0.04 28 

DELCO 29 0.66 ± 0.06 * 0.6 ± 0.1 30 

(* This experiment.) 

The D* measurements of various experiments are listed in table 5.9 for com-

parison with the electron result. 

5.3.3 Total Cross Section for Prompt Electrons 

The results of Section 4.3 are used to calculate the differential cross section 

for prompt electrons from bb and cc production throughout the allowed kinematic 
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Table 5.10 Cross Section of Prompt Electron Contributions, (p b). 

Range, (Gev) Total b-+e c-+e b-+c-+e 
0.5-5.5 35.8 ± 3.1 Q.1 ± 0.5 21.1 ± 1.7 5.5 ± 0.8 

0.0-14.5 45.1 ± 4.1 IO.Q ± 0.6 26.5 ± 2.1 7.1 ± 1.1 

Total prompt electron cross sections calculated from fit to the signal using the 
fragmentation function of Peterson et al. 

range. Figures 5.4 and 5.5 show the final prompt electron differential cross section 

determined from the fit parameters and drawn through the data points. The data 

from the isobutane runs and the nitrogen runs have been statistically added in the 

plot. They are shown as functions of P and P 1_, and correspond to Js = 2Q Gev 

after accounting for initial state photon radiation. The expected spectra of the b, 

Cprimary' and b8 econdary contributions are also shown in the figures. 

The total cross sections over the measured kinematic range and those calcu-

lated for the entire range are listed in table 5.10 . 

Table 5.11 Relative Contributions to Electron Signal. 

Component b-region c-region all 
b-+e .77 .21 .22 
b-+c-+e .06 .10 .15 
b-+r-+e .01 .01 .01 
c-+ e .11 .56 .3Q 
non electron .05 .12 .23 
e+e--+ bb .84 .33 .40 
e+e--+ cc .14 .62 .51 
# electrons 84 116 550 
#background 4 16 164 

Relative rates of prompt electron signals in b-enhanced (P 1_ >1 Gevjc) and 
c-enhanced (Pj_ <1 Gevjc, P >2 Gevjc) regions, and in the total sample. 
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The tables in Appendix B show that the relative contributions to the signal 

from bb and cc events depend on P ..L. By placing cuts on the allowed P ..L of the 

prompt electron signal, the relative rate of one or the other of these event types 

can be enhanced. Table 5.11 gives the relative contributions to the signal of events 

with candidates that have P ..L > 1 Gev and those that have both P ..L < 1 Gev and 

P > 2 Gev corresponding to b-enhanced and c-enhanced portions of the data. 

This provides a method of selecting mostly bb events ( r-....~ 84% pure) for further 

analysis. 

5.3.4 Sensitivity to b -+ u 

Models of quark mixing67- 68 suggest that the semielectronic decays of the b 

quark can proceed via the following two channels 

The relative rates of these two reactions depend on the elements of the quark 

mixing matrix8,63. Results of recent measurements38 at the CESR e+ e- storage 

ring of T"' decays have set a limit of Bb-+u < 0.05 at a .QO confidence limit. 

The sensitivity of the present analysis to the rate of b -+ u was checked by 

introducing a free parameter, corresponding to the cascade electron rate, into the 

fitting· analysis. The factor of 1.167 in equation (4.1) was replaced by the factor 

of ( Bb-+c + 0.167). There are no cascade electrons for this decay channel since 

the u does not decay into electrons. The parameter was allowed to vary between 

0 and 2; the fragmentation parameters were fixed at the previous best fit values; 
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and the semielectronic rates were left free to vary. The result or this fit gives 

Bb-+c = 0.85~:r~, showing low sensitivity for this measurement. The rate was set 

to 1.0 for this analysis to be consistent with the results from CESR. 

5.3.5 Limits on Anomalous Electron Production 

The copious production of prompt electrons, at PEP, from sources other than b 

and c decays would be reflected in semielectronic rates significantly larger than the 

rates measured at lower energies. We have investigated the presence of anomalous 

electrons by fixing the semielectronic rates to the values listed in table 5.7, and 

calculating the prompt electron cross section over the measured momentum range. 

The expected cross section for these rates is 30.8±2.8 ph. The errors include 

uncertainties in fragmentation found by allowing < z > to vary from .55 to .Q5 

for both b and c. The difference between this and the measured cross section of 

35.8±3.1 ph is 5.0±4.1 ph, giving an upper limit for anomalous electron production 

in the momentum range of 0.5 Gev to 5.5 Gev of 11.6 ph at the QO% confidence 

level. 

§ 5.4 MULTI-ELECTRON EVENTS 

Several events with two prompt electron candidates were seen in the data. A 

typical two electron event is shown in figure 5.6. These events are produced by the 

semi electronic decay of two or more quarks (anti quarks) in the same event. The 

rate for detecting the events is very low because the efficiency and low production 

rate are approximately squared. The lower momentum limit for this study is .25 

Gev fc in order to increase the kinematical acceptance for these events. 



Fig. 5.6 Dielectron event. 
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Table 5.12 Dielectron Event Rates. 

lsobutane Nitrogen Total 

J Ldt Q2.5 pb-1 26.3 pb-1 118.8 pb-1 

hadrons 33047 g525 42572 
1e events 630 247 877 
2e events 16 10 26 

background 7.4 2.g 10.3 
2e signal 8.6±4 7.1±3.2 15.7±5.1 
efficiency .03Q .074 .047 

u( 2e) 2.5±1.0 ph 3.6±1.7 ph 2.8 ± .g ± 1.0 ph 

Results for two electron measurements. Second error is systematic error from 
background, efficiency, and luminosity uncertainties described in previous analysis. 

The background is due to events where one or both candidates are not prompt 

electrons. The background was determined from Monte Carlo, and is consistent 

with the rate expected from the previous analysis. The results are given in table 

5.12. The expected dielectron cross section expected using the decay rates mea-

sured in the previous analysis is 3.1 ph and is consistent with the measured rate. 

The rate Cor opposite-sign dielectrons is expected to be greater than that Cor 

same-sign events. The same-sign events can only occur from the decay or a primary 

b quark in one jet and the cascade decay or a c quark in the opposite jet, whereas 

the opposite-sign events can occur from the primary decays or both quarks in cc 

or bb events or from the decay or the b and c quarks in one jet in bb events. 

Table 5.13 Dielectron Charge Correlations. 

++,-- +-,-+ 
expected 7 1g 

measured 4 21 
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The expected and measured rates are given in table 5.13 and include back­

ground. 

For B0 -13° mixing, there would be more same-sign dielectrons than expected 

for the case of no mixing. At this time there are too few data to make any 

measurements of mixing. 
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Table 5.14 Fit Contributions to Electron Signal. 

lsobutane Data 
Momentum Transverse Momentum,(Gev /c) 

{Gevfc) 0.0 0.5 1.0 1.5 2.0 
0.0 35.0 5.2 ec eB 

18.6 46.5 eb 6 
0.5 65.3 -6.1 7.4 20.1 

26.0 4Q.O 13.4 2.4 
1.0 38.6 2.8 13.3 14.3 1.1 10.2 

12.2 1Q.Q 10.Q 3.3 0.6 
1.5 20.5 2.1 11.4 Q.5 O.Q 12.5 0.3 3.3 

6.5 g.o 4.7 O.Q 1.4 0.1 
2.0 18.4 3.2 12.1 8.5 2.3 9.2 0.1 5.1 0.4 0.6 

3.Q 4.2 3.g 2.2 1.1 1.3 0.3 
Nitrogen Data 

Momentum Transverse Momentum,(Gev /c) 
(Gev /c) 0.0 0.5 1.0 1.5 2.0 

0.0 8.5 1.3 ec eB 
4.4 21.6 eb b 

0.5 16.1 1.3 2.2 5.3 
7.2 8.8 3.3 1.3 

1.0 10.4 1.0 2.6 3.3 0.3 2.7 
2.8 4.0 2.1 0.4 0.1 

1.5 8.3 0.5 3.6 2.4 0.4 3.1 0.2 0.8 
1.8 2.8 1.Q 0.3 0.3 

2.0 5.7 O.Q 5.2 1.7 0.3 1.9 1.3 0.1 0.2 
0.6 1.g 1.2 0.2 0.3 0.1 

2.5 4.6 0.8 2.6 1.9 0.4 2.1 0.1 1.5 0.1 
0.6 0.7 0.5 0.2 0.2 0.1 

3.0 2.Q 0.4 1.9 1.3 0.8 1.5 0.2 1.0 0.2 0.1 
0.3 0.7 0.1 0.1 

3.5 2.0 0.6 1.2 1.1 1.4 0.2 0.2 0.1 
0.2 0.1 

4.0 1.3 0.5 2.5 1.3 1.0 0.1 0.4 0.2 
0.1 0.1 0.1 

4.5 1.8 0.4 1.4 1.3 0.4 0.6 0.1 0.3 0.1 
0.1 

5.0 1.2 0.3 0.2 0.7 0.1 0.7 0.4 
0.2 

eB = b primary, eb = b cascade, ec = c primary, b = background. 
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CHAPTER 6 

Summary and Conclusion 

In this thesis we have measured the production of prompt electrons in e+ e­

annihilations at 29 Gev /c. We found 646 events, with electron candidates having 

momentum between 0.5 and 5.5 Gev /c, including about 25% background. The 

electron identification relied heavily on the DELCO Cerenkov counter which has 

high efficiency for electrons with momentum above .25 Gev /c. 

The background was primarily composed of gamma conversion electrons and 

misidentified pions. The gamma conversion contribution was determined with 

a Monte Carlo calculation after checking that the Monte Carlo gamma electron 

spectrum correctly reproduced that of the data (figure 4.9). The pion contribution 

was determined by a track-flipping technique in the data and was checked by using 

the technique in the Monte Carlo (figure 4.8). The momentum spectrum of the 

final signal is shown in figure 5.1 including the background contributions. The 

detection efficiency was determined using the Monte Carlo, and by measuring the 

electron efficiency in 2-')' events. The differential cross section is shown in figure 5.2 

after subtracting the background and correcting for electron detection efficiency. 

The spectra were fit in the P - P .l plane with the results of the Lund Monte 
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Carlo using the standard model for the weak decays of the heavy quarks. The 

following three contributions for electrons plus background were used in the fit: 

b -+e 

b -+c-+ e 

c -+e . 

The momentum spectrum for Monte Carlo electrons was determined by using a 

variable fragmentation function for the primary heavy hadrons. The function of 

Peterson et al., 

N 
D(z) = z(l-!- r-z)2 

was used with an adjustable parameter, f.. The function is the probability dis-

tribution for heavy hadrons containing a fraction of the original quark energy, 

z = EH / Eq. By varying f. the shape of the function can be varied resulting in a 

change in the Monte Carlo electron momentum spectrum. 

By varying the b and c semielectronic rates, the transverse momentum spec-

trum of the Monte Carlo electrons can be changed because of the mass difference 

of the b and the c. By varying the two branching ratios and the two fragmentation 

variables the Monte Carlo signal was fit to that of the data in the P - P j_ plane 

using the method of maximum likelihood. 

The final fit spectra are shown in figures 5.4 and 5.5 with the contributions of 

the various prompt electron sources. The fit gives: 

B(c-+ e) =0.089 ± 0.014 

B( b -+ e) =0.150 ± 0.029 

< Zc >=0.68 ± 0.06 

< Zb >=0.77 ± 0.05 . 
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The semielectronic rates are consistent with a model where non-spectator diagrams 

(figure 2.7) play a role in the b and c weak decays. The spectator model predicts: 

B(c-+ e)~ 0.20 

B(b-+ e)~ 0.14 

The model including non-spectator diagrams would give: 

B(c-+ e)~ 0.06-0.20 

B(b-+ e)~ 0.11-0.15 

The charm rate depends on the ratio of D0 to D± produced since the non-spectator 

diagrams for these decays contribute differently to the electron rates. At PEP (29 

Gev) the ratio is D0 I D± ~ 718 so that B(c-+ e)~ 0.08 is expected. 

The rates measured in this experiment agree well with the direct measurements 

of the b and c rates at the b~ and cc resonance regions. No new sources of electrons 

were observed with momentum between 0.5 and 5.5 Gev I c. The final measured 

cross section for this momentum range is 

u(e+ e--+ eX)= 35.8 ± 3.1 pb . 

The upper limit for new electron sources is 11.6 pb (go% CL) based on the calcu­

lated cross section expected with the semielectronic rates measured at the bb and 

cc resonances. 

The heavy hadrons were seen to fragment with most of the energy of the 

original quarks. This agrees well with the earlier predictions of hard fragmentation 
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of heavy quarks by Bjorken where< z >~ 1-1/mq. The fragmentation function 

suggested by Peterson et al. fits the data well; however, the fit is not very sensitive 

to the exact shape of the function, and other functions such as Field-Feynman 

fragmentation function also fit the data. The fragmentation measurements agree 

favorably with results of other prompt lepton experiments (table 5.8) and with 

experiments measuring D* production (table 5.Q). 

By selecting events with electrons in restricted kinematical regions, purified 

samples of bb and cc events can be obtained (table 5.11). Events with electrons 

having P j_ > 1 Gev fc contain mostly bb events with a signal to noise of about 6 

to 1. This is an important technique which can be used to isolate bb events for 

experiments designed to measure the b lifetime and properties of b quark jets. 

The results of this experiment are not sensitive to the rate for B(b--+ u)/B(b--+ 

c) and we obtain 

B(b--+ c)= 0.85~8:~~ 

so we must rely on the measurements from CESR for this result. 

We observe 26 events with more than one electron candidate giving a total 

cross section for this process of 

u(e+ e---+ 2eX) = 2.8 ± O.Q ± 1.0 pb 

consistent with the rate expected from the previous analysis of the prompt electron 

P - P j_ spectrum. The dielectron rate also shows no evidence for new electron 

sources. Most suggestions of new electron sources lead to enhanced mult-ielectron 

event production. For example charged Higgs production 
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can have up to 6 electrons in the final state and about 15% of these events would 

have 2 or more electrons. 

The study of multi-electron events will enable experiments at PEP and PETRA 

to obtain important new measurements. Within another year there should be 

enough events to set limits on new electron sources. Limits on IfJ lJ0 mixing could 

be made by measuring the ratio of events having electrons of the same charge 

to those with electrons of opposite charge (table 5.13). The present data are 

consistent with no mixing, but one more year of data collection is needed to make 

a definite measurement. 
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APPENDIX A 

Electron Probability Tables 

The following tables give the prompt electron probability rates. Contributions 

are given for bprimar11 , b,econda.r1J' and Cprimary decay electrons. An entry in the 

table is the probability that an electron will be detected in a specific P- Pl. bin 

if it comes from the decay or the heavy meson with a z value specified Cor that 

table. The primary hadrons are binned as shown in the following table. 

Binning for Primary Heavy Mesons. 

Source ZJ Z2 Z3 Z4 
b mesons 0.35-0.50 0.5~0.65 0.65-0.80 0.80-1.00 
c mesons 0.10-0.30 0.30-0.55 0.55-0.80 0.80-1.00 
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b-+ e, .35<z6<.60 

Data Momentum Transverse ~foment urn, ( Gev c) 
Set Gev/c .0 0.5 1.0 1.5 2.0 
lso 0.0 .0060 

0.5 .0116 .0258 
1.0 _oogo .0288 .0306 
1.5 .0064 .0149 .0276 .0183 
2.0 .0045 .0120 .0101 .()(X)3 .0022 

Nit 0.0 .0049 
0.5 .0082 .0206 
1.0 .0062 .0269 .0252 
1.5 .0039 .0131 .0226 .0216 
2.0 .0033 .0069 .0121 .0105 .0023 
2.5 .0020 .0046 .0033 .0029 .0007 
3.0 .0010 .0020 .0016 .0007 .0003 
3.5 .0007 .0016 .0007 .0003 
4.0 .0003 .0007 
4.5 .0003 
5.0 

b-+ e, .50<z6<.65 

Data Momentum Transverse Momentum, (Gev/c) 
Set Gev/c .0 0.5 1.0 1.5 2.0 
lso 0.0 .0047 

0.5 .0117 .0271 
1.0 .0051 .0149 .0159 
1.5 .0019 .0112 .0168 .0070 
2.0 .0033 .0089 .0145 .0112 .0014 

Nit 0.0 .0029 
0.5 .0084 .0252 
1.0 .0034 .0109 .0160 
1.5 .0025 .0109 .0172 .0067 
2.0 .0038 .0088 .0093 .0067 .0008 
2.5 .0025 .0080 .0088 .0067 .0021 
3.0 .0017 .0042 .0042 .0025 
3.5 .0008 .0059 .0055 .0025 .0008 
4.0 .0021 .0046 .0038 .0017 .0004 
4.5 .0013 .0008 .0017 .0004 
5.0 .0004 .0025 .0013 .0004 
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b ~ e, .65<z6<.80 

Data Momentum Transverse Momentum, (Gev /c) 
Set Gev/c .0 0.5 1.0 1.5 2.0 
Iso 0.0 .0081 

0.5 .0060 .0236 
1.0 .0020 .0121 .0104 
1.5 .0035 .0115 .0150 .002Q 
2.0 .0046 .0121 .0121 .0046 .0012 

Nit 0.0 .0080 
0.5 .0057 .0167 
1.0 .0047 .0104 .0073 
1.5 .0031 .0083 .0110 .0016 
2.0 .0021 .0073 .0073 .0042 .0016 
2.5 .0037 .0047 .0063 .0052 
3.0 .0016 .0042 .0042 .0057 .0005 
3.5 .0026 .0021 .0052 .0005 
4.0 .0016 .0057 .0021 .0021 .0005 
4.5 .0016 .0078 .0016 .0005 .0010 
5.0 .0021 .0021 .0026 .0026 .0005 

Data Momentum Transverse Momentum, (Gev/c) 
Set Gev/c .0 0.5 1.0 1.5 2.0 
Iso 0.0 .0078 

0.5 .0042 .0174 
1.0 .0<)18 .0162 .0078 
1.5 .0012 .OOQO .0102 .0012 
2.0 .0030 .0072 .0078 .0042 

1\it 0.0 .0064 
0.5 .0037 .01Q6 
1.0 .0032 .0127 .0080 
1.5 .0011 .0085 .0090 .0005 
2.0 .0048 .0053 .0058 .0042 
2.5 .0037 .OOQ5 .0095 .0064 
3.0 .0021 .006Q .0080 .0032 .0005 
3.5 .0027 .0058 .0058 .0005 .0005 
4.0 .0027 .0058 .0053 .0016 .0011 
4.5 .0021 .0053 .0037 .0021 .0005 
5.0 .0011 .0037 .0032 .0016 
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b--+ c--+ e, .35<z6<.50 

Data Momentum Transverse Momentum, (Gevfc) 
Set Gevfc .0 0.5 1.0 1.5 2.0 
lso 0.0 .0810 

0.5 .0467 .0543 
1.0 .0067 .011Q .()()10 
1.5 .0010 .0024 .0010 .0010 
2.0 .0010 

Nit 0.0 .0634 
0.5 .0417 .0413 
1.0 .003Q .0087 .0035 
1.5 .OOOQ .0030 _()()()g .0004 
2.0 ,()()()g 

2.5 .0004 .0004 
3.0 .0004 _()()()g 

3.5 
4.0 
4.5 
5.0 

b--+ c--+ e, .SO<z6<.65 

Data Momentum Transverse Momentum, (Gevfc) 
Set Gev/c .0 0.5 1.0 1.5 2.0 
lso 0.0 .05Q3 

0.5 .0414 .0284 
1.0 .OIQ8 .017Q .0031 
1.5 .0049 .0031 .0025 .0012 
2.0 .0019 .001Q .0006 .0012 

Nit 0.0 .0414 
0.5 .0338 .0245 
1.0 .0125 .016Q .0016 
1.5 .0076 .0049 .0016 .0005 
2.0 .0033 .0033 .0005 .0011 
2.5 .0005 .0005 .0005 
3.0 .0011 .0005 .0011 
3.5 
4.0 .0005 
4.5 
5.0 
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b __.. e __.. e, .65<z6<.80 

Data Momentum Transverse Momentum, ( Gev /c) 
Set Gev/c .0 0.5 1.0 1.5 2.0 
lso 0.0 .03Q8 

0.5 .03Q8 .OIQI 
1.0 .o1g1 .0168 
1.5 .0123 .006Q .0046 
2.0 .0031 .0061 .0()15 

Nit 0.0 .0272 
0.5 .0460 .0251 
1.0 .0126 .0160 
1.5 .OOQ8 .011Q .0042 
2.0 .0021 .0084 .0035 .0007 
2.5 .0014 .0028 .0007 
3.0 .0014 .0007 
3.5 .0007 
4.0 
4.5 .0007 
5.0 

b __.. e __.. e, .80 < zb < 1.00 

Data Momentum Transverse Momentum, (Gevfc) 
Set Gev/c .0 0.5 1.0 1.5 2.0 
lso 0.0 .0243 

0.5 .0405 .0146 
1.0 .0211 .0178 .0008 
1.5 .0122 .0097 .0008 
2.0 .0105 .0081 .0024 .0008 

Nit 0.0 .0285 
0.5 .03Q1 .0078 
1.0 .0214 .0071 
1.5 .0135 .0121 
2.0 .0057 .0078 .0007 
2.5 .0064 .0043 
3.0 .0028 .0007 .0007 
3.5 .0021 .0007 
4.0 .0014 .0014 .0014 
4.5 .0007 
5.0 .0021 



-159-

c-+ e, .lO<zc<.30 

Data Momentum Transverse Momentum, ( Gev I c) 
Set Gev/c .0 0.5 1.0 1.5 2.0 
lso 0.0 .0546 

0.5 .0443 .0278 
1.0 .0115 .0136 .0017 
1.5 .oo4g .0045 .0002 .0002 
2.0 .0007 .0002 .0003 .0005 

Nit 0.0 .o4g1 
0.5 .0378 .0273 
1.0 .0143 .0116 .0008 
1.5 .0047 .0025 .0003 .0003 
2.0 .0014 .ooos - .0003 .0003 
2.5 .0008 
3.0 
3.5 
4.0 
4.5 
5.0 

c-+ e, .30<zc<.55 

Data Momentum Transverse Momentum, ( Gev I c) 
Set Gev/c .0 0.5 1.0 1.5 2.0 
lso 0.0 .0206 

0.5 .0400 .0066 
1.0 .0165 .0101 _ooog 

1.5 .0106 .0108 .001Q 
2.0 .0054 .0057 .0021 .0003 

Nit 0.0 .0204 
0.5 .0327 .0068 
1.0 .0181 .0080 .0005 
1.5 .0116 .0063 .0018 .0008 
2.0 .0050 .0083 .0015 .0005 
2.5 .0040 .0025 .0005 
3.0 .0023 .0018 .0010 .0005 
3.5 .0010 .0008 
4.0 .0008 .0003 
4.5 .0005 .0003 
5.0 
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e--+ e, .65<zc<.BO 

Data Momentum Transverse Momentum, (Gev/c) 
Set Gev/c .0 0.5 1.0 1.5 2.0 
Iso 0.0 .01Q2 

0.5 .0212 _ooog 

1.0 .o1go .0050 .0004 
1.5 .0105 .0044 .0002 
2.0 .()()g8 .0061 .0011 .0002 

Nit 0.0 .0150 
0.5 .0205 .0010 
1.0 .0171 .0031 .0007 
1.5 .0157 .0065 .0003 .0003 
2.0 .0113 _oogg .0003 
2.5 .0075 .0055 .0010 .0003 
3.0 .0034 .0048 .0014 .0003 
3.5 .0031 .0017 .0007 
4.0 .0010 .0044 .0003 
4.5 .0038 .0024 .0003 
5.0 .0021 .0003 .0003 

e--+ e, .80< zc< 1.00 

Data Momentum Transverse Momentum, (Gevfc) 
Set Gev/c .0 0.5 1.0 1.5 2.0 
Iso 0.0 .0110 

0.5 .0274 
1.0 .0122 .0018 
1.5 .004Q .0012 
2.0 .007Q .0037 

Nit 0.0 .0103 
0.5 .0234 
1.0 .0140 _ooog 

1.5 .0122 .0028 
2.0 .0103 .0047 
2.5 .0112 .0028 
3.0 .0094 .0009 _ooog _ooog 

3.5 .0056 .0037 
4.0 .0056 .0066 
4.5 .0037 .0037 .0019 
5.0 .0037 .OOOQ 
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