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Abstract 

We invert observed long- and short-period body-wave seismograms, travel 

times, and apparent velocity data to further constrain the compressional velo­

city structure in the upper mantle beneath northwestern Eurasia and the 

shear-wave velocity structure beneath western North America. 

Long- and short-period WWSSN seismograms from nuclear explosions in the 

Union of Soviet Socialist Republics are incorporated with apparent velocity 

observations to derive an upper mantle model for northwestern Eurasia. The 

compressional waves from these explosions have several distinctive features 

that provide important new information about the character of the upper man­

tle in the region. The seismograms from 9° to 13° exhibit impulsive first 

arrivals, Pn, implying a smooth positive velocity gradient between depths of 60 

and 150 km. There is a consistent pulse arriving about 2 s after Pn at the dis­

tances of 13° to 17°, and at larger ranges there are distinct reflections from two 

major discontinuities in the mantle. Synthetic seismograms displaying these 

features indicate a velocity model that correlates with other models from 

around the world, with a distinctive lid and low-veloci~y zone. The arrival follow­

ing Pn is modeled by positioning the low-velocity zone between 150 and 200 km. 

The model is relatively smooth from a depth of 200 km down to 420 km, where a 

5% jump in velocity produces a triplication in the travel time curve from 15° to 

23°. The observations from 21° to 26° clearly show another discontinuity at a 

depth of 675 km with a 4% change in velocity. These results suggest that stable 
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continental regions may have a shadow zone that extends beyond 17°. Below 

250 krn there is no distinguishable difference between the model proposed for 

norlhwesl Eurasia and n1odel::; derived for the United Stales. 

A systematic inversion technique is proposed to extract the maximum 

amount of information from these data. We use the WKBJ method to compute 

approxi.mate synthetic seismograms in a radially heterogeneous earth. Where 

the WKBJ method breaks down, in low-velocity zones and near discontinuities, a 

generalized ray expansion is used in a layered model approximation to the velo­

city structure to isolate the energy that has reflected from these regions. Syn­

thetic seismograms computed using these approximations compare very well to 

those computed by the more accurate method of summing primary reflections 

in a generalized ray sum yet require 1/20 the computation time. With this 

effeciency it is feasible to compute the differential seismograms necessary to 

pose an inverse problem. 

With a fast means of computing synthetic seismograms, an inverse problem 

can be posed to relate the differences between observed and synthetic seismo­

grams to perturbations in the velocity structure. The problem is nonlinear, 

especially at high frequencies, but at long periods an iterative technique based 

on a linearized relation between perturbations in the velocity structure and the 

seismograms is effective if a reasonable initial model is assumed. Some simple 

tests of the method indicate that convergence to a satisfactory final model is 

possible even when starting with a model that predicts substantially different 

seismograms than those observed. 

We invert long-period SH waves recorded on WWSSN seismographs at dis­

tances from 15° to 31° in the western United States and East Pacific Rise to 
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determine the upper mantle shear velocity structure beneath these regions. A 

high velocity gradient near 400 km produces clear later arrivals from 15° to 17°. 

We interpret large later phases observed al distances frorn 23° to 27° as another 

large velocity gradient at between 600 and 720 km depth. Inversion of these 

seismograms suggests that the velocity gradient in the upper 200 km of the 

mantle is small; there is an increase in the velocity gradient around 250 km 

resulting in a 4% velocity increase by 360 km. The large velocity gradient near 

400 km results in a velocity increase of around 8*% between 360 km and 420 km 

depth. The velocity gradient becomes smaller between 420 and 600 km with a 

cumulative increase of 5% over these depths. The total increase in velocity from 

600 to 750 km is about 14%. Below 750 km the velocity gradie nt is assumed to 

be similar to those predicted by global studies of travel times. 

There are differences in published travel time data and models that have 

been derived to fit the SS phases and SS-S differential times observed in this 

region. The discrepancies amount to about 5 s in the direct S-wave travel time 

at distances of 15° to 18°. The discrepancy appears to be on the order of 3 s 

from 19° to 23° and is not resolvable beyond. These disagreements are probably 

the manifestation of large velocity heterogeneities in the uppermost mantle; 

either assumption concerning absolute travel times can be fit by models that 

are virtually identical below 270 km. Absolute travel times can constrain abso­

lute velocities and, thus, are necessary to constrain the depth to discontinuities. 

Waveform data can constrain the structural details better. A joint waveform 

and travel time inversion method is a very useful tool for interpreting seismo­

grams for earth structure. 
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Introduction 

Body waves that have propagated in the upper mantle are wonderfully com­

plex and contain a wealth of information about the physical processes in the 

earth. The radial elastic structure of the upper 1000 km of the earth produces a 

bewildering variety of complicated wave propagation phenomena including sha­

dow zones, triplications, and caustics, and understanding these phenomena in 

terms of that structure is the topic of the following work. 

In Chapter 1 we investigate the structure of the upper mantle beneath a 

stable continental region, northwestern Eurasia, by directly modelling the long­

and short-period seismograms. We exploit a unique data set, seismograms of 

very large nuclear explosions in the U.S.S.R. These observations yield perhaps 

the clearest picture obtainable of the nature of the lithosphere beneath a stable 

continental region. We construct a velocity model of the upper 800 km of the 

mantle that accurately predicts the body-wave sesimog-rams and that is con­

sistent with previous published studies of travel times and apparent velocity 

data. Our results strongly support the hypothesis of a thick lithosphere beneath 

stable continents and suggest the presence of a deep and limited low velocity 

zone below. We can also c onfirm the existence of two large increases in the 

velocity gradient, one al 400 krn depth, the other dt 670 knL 

Our experience with modelling the P-wave seismograms in Chapter 1 was 

fruitful but frustrating. Trial and error modelling is crucial to understanding 

important wave propagation phenomena which are observable in seismograms. 
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However, long after we understand the essential physics behind the observations 

there remain the tasks of deriving the velocity model that best fits the data and 

of explaining to our colleagues why it is the best model and what there is about 

it that makes it so. In other words, how unique is the model that we have 

derived and how well resolved are its various features. 

An extensive and sophisticated generalized inverse formalism has been 

developed in the geophysical literature that enables us to answer these ques­

tions. These techniques have not been widely applied to modeling seismic body 

waves because of the complexity involved in the computation of synthetic 

seismograms. Before we can formulate the inverse problem, we need methods 

to quickly, sirnply, and accurately model the seismograms. The development of 

approxim.ations to the equations of elastodynamics is a subject of much current 

research and new results are forthcoming. Finding life at the leading edge of 

applied mathematics somewhat uncomfortable, in Chapter 2 we modify and com­

bine some weU known and well tested methods of seismogram synthesis. Our 

techniques are adequately accurate for the problems at hand and are fairly sim­

ple. 

ln Chapter 3 we formulate the inverse problem whereby given some a priori 

assumptions about the velocity structure, (i.e. an initial guess}, we can find a 

nearby model that best fits the observed data including seismograms, travel 

times, and apparent velocities (dT I d!J.). The method presented uses only some 

of the basic concepts of generalized inverse theory; we choose to postpone 

sophistication until we have more experience with real problems. 

With a simple inversion method developed in Chapters 2 amd 3, we investi­

gate the shear velocity structure of the upper mantle beneath part of western 
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North America and the East Pacific Rise in Chapter 4. Detailed S-wave velocity 

models are difficult to obtain yet are very important in determining the density 

structure and composition of the earth. Waveform studies are perhaps the only 

means of extracting this information from the seismograms. Our results indi­

cate that an inversion method is a very useful tool for interpreting this type of 

data. 
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Chapter 1 Upper Mantle Structure of Northwestern 
Eurasia 

1-1 Introduction 

There is considerable interest in structure of the upper mantle with respect 

to the current problems in geodynamics. Although there seems to be broad 

agreement on the major structural features of the mantle, the various models 

proposed vary significantly in detail. Important questions yet to be resolved are: 

{1) how deep are the so-called "400" and "600" km discontinuities; (2) how large 

are the velocity jumps; (3) how deep in the mantle do velocity variations exist; 

and {4) how well do these variations correlate with other geophysical observa-

tions. 

To answer these difficult seismological questions requires more model reso-

lution than generally provided by the classical methods, namely travel time and 

a sparse set of (d.t I d. f).) measurements {Wiggins, 1969). Some of the ambiguity 

of earth models determined by classical means can be eliminated by the use of 

short-period synthetic seismograms. Comparing the relative amplitudes of 

observed short-period multiple arrivals to synthetics allows a better determina-

tion of triplication points as discussed by Heimberger and Wiggins (1971). 

Several regionalized models for the western North American continent have 

been obtained using this approach {Wiggins and Heimberger, 1973; Dey-Sarkar 

and Wiggins, 1976). Unfortunately, short-period observations suffer from 
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waveform instability in that seismograms from neighboring stations in many 

situations do not correlate well. On the other hand, long-period body wave stud­

ies indicate that waveshapes recorded on the long-period World-Wide Standard 

Seismograph Network (WWSSN) are remarkably coherent (Burdick and Helm­

berger, 1978; Heimberger and Burdick, 1979). Thus, current techniques permit 

development of models that yield synthetics that agree with the observed travel 

times, the dT I d!l measurements, the relative timing and amplitudes of short­

period pulses, and the long-period waveshapes. Accurate determination of the 

upper mantle velocity structure from a variety of regions based on these 

current techniques would be very useful in quantitatively answering the ques­

tions posed above. To this end, a waveform data set compiled from Soviet explo­

sions was used to obtain an upper mantle model for northwestern Eurasia that 

can be used as a reference model in comparisons with other regions. 

Our data set consisted of the seismograms of large Russian nuclear explo­

sions recorded in northwest Eurasia, Iceland and Greenland (Figure 1.1) . These 

WWSSN seismograph stations were in an excellent position to record the compli­

cated P-waveforms caused by the interaction of the simple explosion source and 

the heterogeneous velocity structure of the upper mantle. ln addition, the NOR­

SAR array is favorably located to measure the apparent velocity of the different 

phases in the P-wavetrain. Several recent investigators (King and Calcagnile, 

1976; England et al., 1978) have used these measurements to study the upper 

mantle. We incorporated their apparent velocity information into our study by 

adopting KCA, the model proposed by King and Calcagnile ( 1976) as our starting 

model. The initial model was modified as required by the waveform data but the 

dT I dll curve was perturbed as little as possible. 
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Kozokh ew 

Figure 1.1 Map indicating the locations of source events and WWSSN seismo­
graphs used in this study. Information about the event numbers is given in 
Table 1.1. 
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The observed waveforms for ranges beyond 17° in NW Eurasia are quite 

similar to observations obtained at corresponding distances in the United 

States. However, at shorter distances the two data sets are discordant. The 

seismograms obtained at 9° from NTS {Nevada Test Site) indicate a severe 

shadow zone. The short-period amplitudes are very small and many of the long­

period waveforms are depleted in short periods (Romney et al., 1972; Helm­

berger, 1973b). Such effects are not apparent in the seismograms obtained 

from Soviet expLosions in Eurasia (Figure 1.2). Note the sharp P and S phases 

with little sign of differential attenuation. This feature is most easily explained 

by restricting the ray path to be in the lithosphere with no appreciable attenua­

tion. At larger ranges one can see secondary arrivals that appear to be coming 

from below a low velocity zone and thus we have an excellent opportunity to 

determine the size and depth of this much debated portion of the earth. With 

this better resolved structure we can make a more accurate estimate of the 

absolute depths of the major discontinuities. 

1-e Synthetic Seismograms for Explosive Sources 

The computational procedure used in generating synthetics is well esta­

blished, namely one assumes that a synthetic can be represented by a series of 

linear operators: 

y ( t ) = s ( t ) •m ( t ) •a ( t ) *r { t ) *i ( t ) 

s(t) represents the source; m{t) is the mantle response; a{t) is an attenuation 

operator; r(t) is the receiver structure; i(t) is the instrument; and • denotes 

convolution. 
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Figure 1.2 Long-period, vertical component seismogram, KEV from ~ovaya Zem­
lya (B/ 28/ 72) recorded at 6=9.4°. The S-phase is much larger than the P­
phase and has virtually the same frequency content. 
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We calculate the source time function by the procedure discussed in Bur­

dick and Helm berger ( 1979). The time function parametrization is taken from 

von Seggern and Blandford (1972). The far-field time function is written 

where ~o is an amplitude factor, C(t) is an operator representing the effects of 

the free surface, and B and k are adjustable parameters controling the shape of 

the time function. 

The parameter B controls the tradeoff between an impulsive and step-like 

time function of the potential defined by the factor in brackets. A larger value 

of B means that the source is more step-like, a smaller value of B indicates a 

more impulsive near field time function. In larger nuclear explosions that pro­

duce the best long-period seismograms we found that 8=6 was an appropriate 

value to adequately reproduce the teleseismic observatons. For smaller explo­

sions and short-period seismograms a value of B=2 was found to be suitable. The 

parameter k is used to adjust pulse width and rise time. Larger explosions are 

modeled by assuming k =3, small explosions are modeled by taking k =5. A com­

parison of observed and calculated teleseismic seismograms of nuclear explo­

sions can be found in Burdick and Heimberger {1979). 

The parameters B and k trade off with the operator C(t) that models the 

effects of the free surface. A shallow source depth causes the negative 

reflection from the free surface to filter out the low frequencies in the time 

function mimicking the effect of both B and k. As we calculate synthetics for 

different ranges, the take-off angle of P and pP changes. As a result the pP-P 
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delay and the free surface reflection coefficient vary with the distance to the 

receiver. We have found that the change in take-off angle has a small effect on 

the waveforms, not significant in view of the other uncertainties in the source 

operator. Using the results of Burdick and Helmberger (1979) as our guide, we 

took pP-P delay times of 0.9 sec for large events and 0.6 sec for small events. 

The reflection coefficient at the free surface was taken to be -0. 8, independent of 

range. 

The operator C(t) also includes the crustal response at the source. We 

could find no evidence in the long-period P-waves for any large distortion due to 

crustal structure so the source region was modeled as a half-space. ln short­

period seismograms source structure is probably important and distorts the sig­

nal in ways that are difficult to interpret. We concentrated on modeling accu­

rately the long-period waveform data while trying to fit only the general features 

of the short period observations. 

At ranges where the arrivals from the upper mantle are separated in time, 

the uncertainties due to the source function are generally unimportant. How­

ever, at ranges where the arrivals from the upper mantle interfere, the errors in 

the source function can strongly affect the synthetics. Of particular difficulty 

are secondary P-wave arrivals that interfere with the second upswing of the first 

arrival. We tested different sources to check the validity of our conclusions in 

these situations. 

The effect of anelasticity was approximated by a Futterman attenuation 

. operator (Futterman, 1962; Carpenter, 1966) with T/Q= 1 for all ranges. Kennett 

{1975} has pointed out the errors introduced by this approximation when low Q 

zones are present in the upper mantle. The assumption was reevaluated by 
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Burdick and Heimberger (1978) and they concluded that the relative amplitudes 

{waveforms) were not affected significantly for the structures they were model­

ing. These authors point out the naivete of attempting to model the velocity and 

attenuation structure separately. However attenuation, although easily 

modeled, has been very difiicult to observationally determine. 

It will be obvious that the character of the upper 200 km of the mantle in 

northwest Eurasia is very different from the western U.S. as investigated by Bur­

dick and Helmberger (1978). The ray paths we were trying to model are from 

both above and below a low velocity zone, possibly a region of very low Q. We 

would expect attenuation to have its most pronounced effect in these situations. 

Unfortunately, with a sparse data set we could not simultaneously invert for 

structure and Q. We therefore followed Burdick and Heimberger (1978) and 

assumed Q increases with depth so that T/Q= 1 for all ranges. As our knowledge 

of the attenuation structure of the earth increases, our results may have to be 

modified to incorporate better constraints on anelasticity. 

The receiver operator models the effect of locating the receiver on the free 

surface and the effect of crustal structure beneath the receiver. The reverbera­

tions and converted phases in the receiver crust are often small enough to be 

ignored on the long-period seismograms {Burdick and Langston, 1977). How­

ever, crustal structure is probably the most important factor contributing to 

the inconsistency observed in short-period body waves as can be surmised by 

examining the horizontal components of motion of complicated P-waveforms. 

The long-period seismograms used in this study were of generally good quality. 

A study of particle motion indicated that in almost all cases the seismograms 

were uncontaminated by SV energy. 
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The other operators have been fixed so that we may investigate the opera­

tor m(t), the upper mantle response. The earth was assumed to be laterally 

homogeneous and the radial velocity structure was approximated by layers of 

constant velocity. An earth flattening transformation is used to approximate the 

spherical earth by a plane layered medium. The Green's functions were calcu­

lated by summing a finite number of generalized rays; the individual ray reponse 

was computed using a Cagniard-de Hoop algorithm {Helmberger, 1973a). To 

minimize computations the ray sum was truncated after including all of the pri­

maries arriving in a given time period. In ranges where diffraction is important 

in shadow zones and off the ends of triplications, multiple reflections were added 

to ensure the convergence of the ray sum. The accuracy and limitation of this 

technique is discussed by Burdick and Orcutt { 1979). 

In this investigation the phase PP was given some consideration. An 

anomalous later phase can be identified at several stations 12 to 15 sec after the 

first arrival that _we tentatively identified as PP. Preliminary synthetic models of 

PP indicated that this phase could be large depending on the internal reflections 

at the surface near the halfway point. However, the inconsistency of observed 

PP from station to station makes this phase difficult to use as a model discrim­

inant. 

1-3 The Data Set 

The source-reciver geometry is illustrated in the map in Figure 1.1. The 

numbers refer to sources tabulated in Table 1.1. Most of the long-period sources 

were nuclear explosions in Novaya Zemlya. The propagation paths to Spitsber­

gen, Fennoscandia and northern Europe are beneath the continental shelf and 
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Table 1.1 Nuclear Explosions 

Event No. Date 
1 08/28/72 
2 09/27/71 
3 11/02/ 74 
4 10/27/73 
5 09/12/73 
6 10/27/66 
7 07/10/71 
8 11/08/68 
9 08/14/ 74 
10 09/ 26/ 69 
11 08/ 20/ 72 
12 10/22/ 71 
13 09/ 27/ 73 
14 07/ 01 / 68 
15 10/ 03/ 72 
16 12/22/ 71 
17 12/06/ 69 
18 12/12/71 
19 12/23/ 70 
20 02/13/66 
21 07/23/73 
22 12/18/66 
23 02/26/67 

(*) see Figure 1.1 
N oz-N ovaya Zemlya 
Kaz-Kazakh 
Sem-Semipalatinsk 

Hr 
5 
5 
4 
6 
6 
5 

17 
10 
14 

6 
2 
6 
6 
4 
8 
6 
7 
7 
7 
4 
1 
4 
3 

Min LatE Lon N 
59.57 73.70 55.1 
59.55 73.74 55.1 
59.57 70.80 53.91 
59.57 70.80 54.20 
59.54 73.30 55.20 
58.00 73.38 54.62 
00.00 64.2 54.77 
02.05 73.40 54.90 
59.58 68.91 75.90 
59.56 45.89 42.47 
59.58 49.46 48.18 
02.57 51.51 54.54 
59.58 70.76 53.87 
02.02 47.92 47.95 
59.58 46.85 45.01 
39.56 47.87 48.22 
02.59 43.83 54.78 
00.57 43.85 54.77 
00.57 43.83 54.85 
51.58 49.82 78.13 
22.58 49.99 78.85 
57.58 49.93 77.73 
57.58 49.78 78.12 

Location (*) 
Noz N 
Noz N 
Noz S 
Noz S 
Noz N 
Noz S 
Noz S 
Noz N 
Noz N 
Kaz E 
Kaz N 
Noz N 
Noz S 
Kaz N 
Kaz E 
Kaz N 
Kaz W 
Kaz W 
Kaz W 
Sem 
Sem 
Sem 
Sem 
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the Baltic shield. These travel paths may be characterized as being beneath a 

stable continental region. The short-period seismograms also included explo­

sions in East and West Kazakh a observed in Europe and Fennoscandia. These P­

waves have propagated beneath the Russian platform, again an apparently 

stable continental region. We will also include in our data set seismograms of 

explosions in Novaya Zemlya recorded at AKU {Icela~d) and KTG (Greenland). In 

each of these cases, up to one third of the P-wave travel path was beneath a 

region of the North Atlantic Ocean. These seismograms, which include ranges 

beyond 23.5 degrees, appeared to be consistent with the other waveform data. 

In the distance ranges from 9 to 16° we restricted the data set to sources in 

Novaya Zemlya and other smaller explosions in that vicinity. The short period 

observations start at 14.5°, the long-period data begin closer at 9°. Ideally, we 

would like to correlate the phases observed in the long period records with 

arrivals on the short-period data. Unfortunately, the gain settings of the WWSSN 

instruments were such that we were unable to obtain simultaneous recordings of 

long- and short-period seismograms for any one event. However. Novaya Zemlya 

was the site of numerous large and small nuclear explosions. Thus we were able 

to confirm our observations of the iinportant features of the data. 

For distances greater than 20 degrees we incorporated all available data 

from Novaya Zemlya and Kazakh. We also included data from events at the 

Semipalansk test site as recorded in Tabriz, Iran. Due to this fortuitous instru­

ment setting near 26° we were able to obtain short- and long-period responses 

for the same explosions. The waveforms appear to be of excellent quality and 

are reproduced for many events. A careful examination of the short-period 

responses of this particular station indicates that it is relatively transparent as 
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judged from azimuthal and horizontal motion test (Heimberger and Wiggins, 

1971). For this reason we have spent much effort in modeling these short- and 

long-period observations as closely as possible. 

The NORSAR array is situated within 30° of three distinct regions of seismic 

activity. There have been several studies using apparent velocity measurements 

made at NORSAR to determine upper mantle structure from these different 

azimuths: King and Calcagnile (1976) studied western Russia; England, Worthing­

ton and King ( 1977) studied Europe; and England, Kennett and Worthington 

(1978) investigated the North Atlantic and Arctic oceans. The England et al. 

study {1978) summarized the differences in the models resulting from these 

studies. The European model appears to be the most difierent, the Western Rus­

sian model (KCA) and the North Atlantic-Arctic Ocean model {NAT) seem to be 

substantially the same below 300 km. Based on regional considerations, our 

data set is most compatible with KCA at ranges less than 23° and with both KCA 

and NAT at ranges greater than 23°. Therefore we adopted the (dt IdA) predic­

tions of KCA as the apparent velocity constraints in our inversion. 

The travel time data was from the ISC bulletin and included the large 

nuclear explosions at Novaya Zemlya from 1966 through 1974. Neither the ori­

gin time nor the location of these events was known a priori so the uncertainties 

in travel times is larger than in similar studies in the United States {e.g., Bur­

dick and Heimberger, 1978; Wiggins and Heimberger, 1973). Travel times are of 

little aid in constraining the fine structure of the upper mantle because of a 

large amount of scatter due to heterogeneities in the crust and lithosphere. 

However travel times provide valuable integral constraints on the upper mantle 

structure. 
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1-l Detailed Model Determination 

We will begin this section by presenting our results, namely model KB, fol­

lowed by a comparison of (d.t I dfj,) measurements and travel times with the 

model predictions. Next, we will give a detailed comparison of the waveform 

data with synthetics generated from KB. The starting model KCA and model KB 

are shown in Figure 1.3. There are two important di.fierences between the 

models. One is the low velocity zone at 150 km depth in KB. The other is the 

steep positive velocity gradient between 300 and 400 km in K8 where KCA has a 

very small gradient. 

The dT I d.Jj, and the travel time curves for the two models are given in Fig­

ures 1.4 and 1.5 ,respectively. The major differences between the models show 

up markedly in these figures. ln Figure 1.4, KB and KCA are very similar for 

dT I d~ of less than about 12 sec/deg. It is the presence of the low velocity zone 

that causes much of the deviation of K8 from the KCA curve at larger values of p. 

Although not observable as an offset in the travel time curve, a shadow zone is 

evident from the waveform data as will be discussed later. The shadow zone pro­

duces diffracted arrivals out to at least 17.5 degrees and possibly to 20 degrees. 

It is possible that we interpreted a different phase than King and Calcagnile as 

having traveled above the 420-km discontinuity. which would explain some of the 

disparity between the two models. 

The other obvious difference between the KB and KCA is the 12 sec/deg 

branch that extends to about 31 degrees. This branch is from rays that bottom 

above and at the 420-km discontinuity and is prolonged by the low velocity gra­

dient between 300 and 420 km. The phase corresponding to this branch is a very 

distinctive feature of the King and Calcagnile ( 1976) data. Some of our short-
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Figure 1.5 Comparison of predicted travel time curve for KB and KCA and travel 
times of Novaya Zemlya explosions as reported by the lSC. The letters on 
the KB travel time plot label the branches for futher reference in the text. 
Solid lines indicate direct ray theoretical arrivals, dashed lines indicate the 
prolongation of certain branches by diffraction due to a low velocity zone. 
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period seismograms confirm their observation but the phase seems to be limited 

in regional extent. We saw no evidence that the branch extends beyond 24° on 

any of the long-period data. The low velocity gradient above 420 km in KCA 

appears to be incompatible with our interpretation of the waveform observa­

tions. 

1-4.1 Crustal Structure (0 to 40 km) 

The crustal structure of model K8 was taken from KCA, which assumed a 

single 40 km layer with velocity of 6.4 km/sec. This structure was derived from 

a synthesis of published data by Der and Landisman {1972). The vertical travel 

time is consistent with the three layer model derived by Masse and Alexander 

(1974) and slightly shorter than the more recent model of Vinnik et al. (1978). 

There are undoubtedly lateral variations in crustal structure within the east 

European platform that are larger than the differences between these models, 

so the model actually chosen has no great significance (Vinnik et al., 1978). 

Since the details of the crustal layering have little effect on the synthetic P­

waveshapes beyond 9°. we felt justified in choosing the simplest model available. 

1-4.2 Lid and Low Velocity Zone (40 to 300 km} 

The profile of the long- and short-period observations that were used to 

interpret the upper 300 km are shown in Figure 1.6. The long-period P waves 

from 9° to 11.4° are relatively simple pulses that are essentially a reproduction 

of the source function. We modeled these seismograms by a simple, smoothly 

varying velocity structure. The large, later phase at KBS, 11 sec after the first 

arrival, is most easily explained by PP; however, it is anomalously large at this 
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Figure 1.6 Representative seismograms obtained from Novaya Zemlya explo­
sions displaying various arrivals. The lines are keyed to the triplication 
plots given in Figure 1. 5. The number following the station label indicates 
the event (Table 1.1}. 
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particular station and it does not appear in most of the other observations. 

Beyond 13.3° the waveforms begin to show more complexity, the long- and 

short-period seismograms showing features that are interpreted as upper man­

tle structure. The most obvious feature on these records is the onset of the CD 

branch, the reflection from the 400 km discontinuity. Beyond 15° this phase 

dominates both the long- and short-period seismograms. Another consistent 

observation is the small, short-period first arrival at 14.5° that grows weaker 

with distance, becoming almost unobservable on the seismogram at 17.2° in Fig­

ure 1.5. The more stable long-period seismograms also confirm this observation 

of a shadow zone. A second phase becomes apparent on the short-period data at 

NUR (14.5°) 2-3 sec after the first arrival. This second phase is consistently 

verified on all of the short and long period seismograms although it is of a vari­

able nature. The onset of the arrival is crucial to the argument for the existence 

of a low velocity zone near 200 km. 

We perturbed the initial model KCA, to fit the long-period records at UME 

and NUR beyond 15° while trying to preserve the simple nature of the waveforms 

at the nearer ranges. The results of our modeling efforts are displayed in Fig­

ures 1. 7 and 1.8 where we have included the synthetics for model KCA for com­

parison. In both figures it can be seen that the relatively simple structure above 

420 km in KCA cannot predict the complexities observed in the data. Further­

more, the relative amplitude of the first arrival in KCA is much too large on both 

the long- and short-period synthetics. By introducing the low velocity zone we 

were able to produce a shadow zone and predict the proper decay of the initial 

arrival P(Ad) with range. By limiting the extent of the low velocity zone we were 

able to explain the second arrival on the long-period seismograms as a reflection 
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Figure 1.7 Comparison of synthetics with the long-period waveform data. The 
convolution of source function given in the right-hand corner with the 
derivative of the step responses yields the synthetics. 
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Figure 1.8 Short-period synthlics for KCA and KB which can be compared with 
the data in Figure 1.6. 
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from the gradient beneath the LVZ. The details of the LVZ and gradient below 

are somewhat uncertain due to lateral heterogeneities and unknown Q structure 

{see later discussion). However the evidence fur a shadow zone 1n our data, Fig­

ure 1.6, and in King and Calcagnile's {1976) record sections (their Figures 2b and 

2c) is very good. Resolution of this structure is important to accurately deter­

mine the structure below 300 km depth. 

The capability of modeling low velocity zones is one of the advantages of 

using the method of synthetic modeling. Previous array studies have used the 

Wiechert-Herglotz inversion technique for travel time and apparent velocity 

data. This method assumes that all arrivals are direct rays and therefore it can­

not resolve low velocity zones. The Wiechert-Herglotz method is still useful if low 

velocity zones can be recognized a priori and included explictly in the inversion. 

The data presented by King and Calcagnile, while suggestive, did not justfy 

including any additional structure above 420 km and thus their model is too sim­

ple in this region. Our ~ata clearly require some structure above 200 km and 

our synthetic calculations indicate that we are observing diffraction effects 

caused by a low velocity zone. These calculations enable us to determine the 

extent of the shadow zone where (dT I db.) observations should be interpreted 

with caution. 

1-4.3 Transition Region (300 to BOO km) 

The seismograms used in modeling the transition region are particularly 

interesting as can be surmised by noting the intersections of the triplication 

plots in Figure 1.5. As in the previous section, we relied heavily on the long­

period waveform data in determining the branch positions and the resulting 
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model. The synthetics and representative waveform for these ranges are 

displayed in Figure 1.9 where the observed waveforms are somewhat variable in 

quality. For instance, lhe KON (21.1 °) observation is the only seismogram at 

that range from an explosion at the southern Novaya Zemlya site and is a weak 

recording. On the other hand, KON (21.9°) is from the northern site where large 

shots were abundant. Some examples are given in Figure 1.10, where events 1 

and 2 are the same events pictured in Figure 1. 7. Thus, we considered this 

waveform as particularly worthwhile to model. The same situation occurs for 

the COP (24.6°) observation. In general, these waveforms are extremely difficult 

to model using a trial and error inversion technique because each record is 

essentially an interference phenomenon where small changes in the source or 

model can drastically alter the waveform. 

One of the principal differences between KB and KCA is the gradient above 

the 400-km discontinuity. Part of the difference is due to the low velocity zone, 

which changes the bottoming depth of rays from above 420 km. To predict 

correctly the relative arrival times we increased the gradient between 300 and 

4-00 km and reduced the size of the 400 km discontinuity. With these changes we 

were able to model the interference at 21.9° and the cut-off of the long-period 

AB branch. At 21.1° the relative arrival times of the phases predicted by KB fit 

better than those calculated for KCA. However there is some mismatch in the 

relative amplitudes with the arrival from above the 420-km discontinuity being 

too large. The choice of velocity gradient below 270 km depends crucially on 

bow we modeled the low velocity zone. Any errors in determining the model or 

any lateral heterogenity in the upper 250 km will seriously affect our inversion 

for the structure between 280 and 400 km. The uncertainties in KB are probably 
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Figure 1.9 Comparison of the observed waveforms with synthetics. KB synthet­
ics were produced by a convolution of the source function displayed in the 
right-hand corner with the derivative of the step responses. 
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Figure 1.10 Comparison of synthetics (KB) with observations from various events 
at the Northern Novaya Zemlya lest site, indicating source variability. 
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greatest in this depth range. 

The evidence for a discontinuity at 675 km is clear in King and Calcagnile's 

array data and in our long- and short-period observations. The reflection is first 

evident as a clear distinct pulse at 23.3° (COP) where the E-F phase is the 

second pulse. At 25.1° AKU. the E-F arrival is first and the shoulder on the 

waveform is interpreted to be the C-D phase moving back. The best data show­

ing the position of D on the C-D branch is displayed in Figure 1.11 where the 

observations obtained from the Semipalatinsk test site are compared with syn­

thetics. The main conclusion from modeling these obsrvations is the increased 

velocity gradient between 670 and 750 km (see Figure 1.2) that increases the 

amplitude of the first arrival beyond 25 degrees. Such a feature is also con­

sistent with the long-period observations at COP (23. 3°) and AKU (25.1 ° ). At COP 

{23.3°) the strong second arrival relative to the first arrival indicates that the 

gradient below the 670 km discontinuity must be comparable to the gradient 

between 400 and 670 km. The disparity between synthetic and observation can 

be explained to some extent by the relative timing of the two arrivals. If we 

change the range used in the calculations by 25 krn the fit would be better. At 

still larger ranges, we saw no compelling evidence for the C-D branch, (Figures 

1.12 and 1.13). 

Examples of the short-period observations are shown in Figures 1.12 and 

1.13. KB fits the data as well as KCA, however. it is obvious that for ranges 20-25 

degrees these data could hardly be used for distinguishing between the two 

models. One observation which can be made from these figures is that. although 

of marginal use for inversion. the complexities in the seismograms can be 

modeled quite well. With a few exceptions these seismograms seem to indicate 
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Figure 1.11 Observations at Tabriz, Iran, from nuclear explosions in Semipala­
tinsk. The data clearly show evidence for the 675 km discontinuity and the 
position of the end of the C-D tranch. 
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Figure 1.12 Theoretical seismograms from KB fit the short-period seismograms 
as well as KCA. The inconsistency of the records between 24 and 25° should 
be noted. The large later phase indicated by the arrows is similar to the ar­
rival of King and Calcagnile (1976) interpreted as the reflection from the 
420-km discontinuity. 
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Figure 1.13 The figure compares theoretical and observed seismograms from 25 
to 29°. Again note the occasional appearance of the reflection from the 
420-km discontinuity, marked by the arrows. This appears to be a regional 
ph en orne non. observed only from sourC'es in Kazakh ann receivers in 
northwest Europe. 
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that the salient features are indeed due to upper mantle structure and not 

anomalous source or receiver complic a tions. For this reason as we look at 

larger ranges 25-30° I son1e puzzling features become evident. 

If we restrict our attention to only NZ events we see relatively simple 

seismograms beyond 27° I which are in agreement with our model. On the other 

hand, Kazakh events tend to show a major secondary arrival out to larger ranges 

(labeled by an arrow in Figures 1.12 and 1.13). Since King and Calcagnile ( 1976) 

used mostly Kazakh events we can see why their AB branch extends to larger 

ranges. This feature in the synthetics for their model is the result of the low 

gradient above 420 km. Thus, this difference in data suggests lateral variations 

in velocity as deep as 400 km with respect to northern and southern Eurasia. 

The difficulties with this interpretation are that events from Semipalatinsk do 

not show this featurelsee Figure 1.11, and that many Kazakh events do not show 

this branch, for example see KEY (10) and STU (16). It should also be noted that 

the onset of the AB branch becomes less impulsive with distance and looks more 

like the onset of a wavetrain (Figures 2k-2m of King and Calcagnile, 1976). 

Perhaps this phenomenon could be caused by m~ltipathing due to small-scale 

irregularities. It would be particularly interesting to obtain some long-period 

seismograms that sample this region so that a comparison similar to Figure 1.14 

could be made. 
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Figure 1.14 Theoretical and observed seismograms of Novaya Zemlya explosions 
recorded at STU (~=30.0° ). Model KCA predicts a large reflection from the 
420-km discontinuity indicated by the arrows, which is not evident in the 
data. 
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1-6 Discussion 

It is interesting to compare model KB with models proposed for western 

United States (WUS), see Figure 1.15, where the same basic modeling techniques 

were applied. Models HWA and HWB were derived from (dT I dfj) measurements 

(Johnson, 1967), travel times from the NTS explosions and short-period 

waveform data as discussed earlier. The travel times and 6t separations 

between the triplication arrivals for HWB and HWA are substantially different 

between 13 and 19°. where the first arrivals appropriate for the HWA region are 

from 3 to 6 sec later than for HWB. Model T7 was constructed to fit the HWA data 

set as well as the long-period waveforms obtained from a series of well-studied 

earthquakes. On the other hand, the travel times and ot's for the model HWB 

are compatible with those predicted by KB. Furthermore a comparison of the 

short-period seismograms displayed in Figure 1.6 are quite similar to the short­

period profile presented by Heimberger and Wiggins (1971, their Figure 2). At 

ranges beyond _20°, the distinction between the regionalization HWA and HWB 

disappears and there appears to be little evidence of lateral variations below 

this depth. The slight offsets in discontinuities reflect the lid and LVZ disparity, 

which is worth a brief review. 

The upper 200 km and T7 was constructed to fit the average travel times 

and amplitude properties of WUS where appears to be an effective shadow zone 

along some profiles {Heimberger, 1973b). This effect can be caused by an LVZ as 

in T7 but it could be caused by lateral changes in velocity across the boundaries 

of the various structural provinces, for instance see York and Heimberger 

(1973). Thus, the basic vertical structure of HWB or KB may be more appropri­

ate for some portions of the northern Western U. S. and the known short-period 
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Figure 1.15 Comparison of model KB with models HWA, HWB and T7 derived from 
WUS observations. 
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amplitude pattern caused by horizontal changes in velocity. Small changes in 

the velocity structure of the lid and LVZ can make a dramatic change in syn­

thetic seismograms at the near-in distance of B to 19° as can be seen by the fol­

lowing case study. 

In collecting a data set of seismograms one invariably finds an odd observa­

tion that appears incompatible in travel time and waveshape with the others. 

Such is the case with the NUR record displayed in Figure 1.16. NUR is a record­

ing of a southern Novaya Zemlya event whereas UME was produced by a northern 

Novaya Zemlya event, see Figure 1.1. As with nearly all of the long-period obser­

vatons, the NUR record is duplicated for two different events so that an unusual 

source function does not appear to be a likely explanation for the difference in 

waveforms. Explaining this record in terms of a perturbation of model KB 

prroved to be quite easy and enlightening. By slowing the first arrival by about 1 

sec relative to the reflection from below the low velocity zone and the 420 km 

discontinuity, we can reproduce the relative timing of the seismograms. The 

result is model KB' shown in Figure 1.17. Note that we have also slightly 

decreased the depth to the low velocity zone. Another characteristic of the 

model is that a critically reflected arrival now comes from below the low velocity 

zone; i.e., the shadow zone ends at 15° rather than 19°. This feature substan­

tially increases the amplitude of the second arrival relative to the C-D reflection. 

We conclude that the upper mantle in northwestern Eurasia is somewhat 

variable. Model KB may average over variations as large as those between KB 

and KB' so that the detailed features of KB may be considered to be exemplary. 

The trade-offs involved in modeling low velocity zones are well-known, {Dowling 

and Nuttli, 1964; Heimberger, 1973b). To more fully constrain the features of a 
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Figure 1.16 Seismograms from Northern Novaya Zemlya to UME and from south­
ern Novaya Zemlya to NUR. These seismograms are along slightly different 
azimuths. The difference can be explained by variation in the velocity struc­
ture above 180 km (see Figure 1.17). 
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Figure 1.17 Model KB' which was derived from KB to explain the variation at 
15.6°, see Figure 1.16. 
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low velocity zone, we need to incorporate longer-period data from earthquake 

sources. Figure 1.18 complements Figures 1.16 and 1.17 by comparing tong­

period and short-period synthetics for K8 and KB'. The long-period seismograms 

are from an earthquake source appropriate for the March 23, 1978 Bermuda 

event {Gordon Stewart, personal communication). The tong-period seismograms 

are very similar, hence their usefulness in constraining the overall features of 

the model such as the average gradients and the sizes of discontinuities. The 

short-period data are more sensitive to small scale details. The need to con­

sider broad-band information, tong- and short-period waveshapes as well as 

dT I d~ and travel time data, is obvious from this series of figures. 

The low velocity zone in KB is a feature that has not been included in any of 

the models proposed in the high quality array studies undertaken. This is prob­

ably due to the effect of lateral heterogeneities and the inherent difficulty in 

recognizing shadow zones on short period data. However observations of struc­

ture around 200 km in Europe and other regions have been reported in the 

literature. Lehmann (1959) studied the travel times of P-waves in Europe and 

proposed a discontinuity at 220 km. She has also studied North America (Leh­

mann, 1962, 1967), reporting similar structure there. Other studies using 

different analytical techniques have had similar results. Whitcomb and Ander­

son {1970) found a strong reflector at around 200 km by analyzing precursors to 

P'P'. Sacks et al. (1977) observed P to SV conversions, which they modeled as 

having originated from the base of the low velocity zone between 200 and 250 km 

beneath the Baltic shield. Cara (1979) has found high velocity gradients at 200 

km beneath the U.S. and the western Pacific from the analysis of high mode Ray­

leigh waves. Anderson (1979) reviews the various studies and concludes there is 
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Figure 1.18 Short- and long-period synthetics for KB and KB'. The long-period 
source function is from the March 23, 1978 Bermuda earthquake ( G. 
Stewart, personal communication). 
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a worldwide discontinuity at the base of the low velocity zone at 220 km. In 

order to resolve the characteristics of this feature, additional studies are 

required, taking into account the effect of lateral heterogeneity and attenuation 

on travel times and waveforms. 

It is unfortunate that we do not have a very dense coverage of long-period 

receivers at distances of 19-25°. The high-frequency explosion source would 

have been ideal for elucidating any additional structure between the two major 

discontinuities. Models HWB. SMAK (Simpson et al.J 1974), and ARC-TR (Fukao, 

1977) all have an inflection in the velocity structure at about 550 km. Burdick 

and Heimberger (1978) have discussed the difficulties in observing this feature. 

The effect of the proposed inflection on short-period amplitudes is smaller than 

the regional variation due to receiver structure and attenuation. The long­

period observations average too much of the mantle to resolve such a small 

feature. HoweverJ considering the discrepancies in the observed and predicted 

waveforms the structure between the two discontinuities remains somewhat 

uncertain. 

In summary, we have incorporated the long-period and short-period 

waveform data with travel time and apparent velocity measurements to derive 

the model KB (Table 1.2) for Northwest Eurasia. The significant features of the 

model are:. 

{1) A low velocity zone between depths of 150 and 200 km; 

{2) A 4.5 % velocity increase at 420-km depth; 

{3) A large velocity gradient between ~:20 and 675 km; 
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Table 1.2 Velocity Model KB 

Velocity Depth Velocity Depth Velocity Depth Velocity Depth 
6.39 0 8.392 250 9.572 496 10.955 749 
6.40 1 8.419 260 9.583 506 10.998 759 
8.170 40 8.445 270 9.624 517 11.040 770 
8.187 50 8.478 280 9.667 528 11.061 783 
8.205 60 8.511 290 9.708 539 11.083 796 
8.222 70 8.545 300 9.750 550 11.105 808 
8.239 80 8.578 310 9.792 560 11.127 821 
8.256 90 8.612 320 9.834 570 11.148 834 
8.274 100 8.645 330 9.876 580 11.170 847 
8.291 110 8.678 340 9.818 590 11.192 859 
8.308 120 8.712 350 9.960 .604 11.213 872 
8.325 130 8.745 360 10.003 610 11.235 885 
8.343 140 8.764 370 10.045 620 11.256 898 
8.250 150 8.783 380 10.090 631 11.278 911 
8.180 155 8.803 391 10.135 641 11.300 923 
8.050 160 8.822 400 10.180 653 11.321 963 
8.040 170 8.841 410 10.225 664 11.343 949 
8.150 180 9.24 420 10.660 675 11.365 962 
8.270 190 9.292 431 10.702 686 11.385 974 
8.287 200 9.333 442 10.744 696 11.408 987 
8.305 '210 9.375 452 10.789 707 
8.323 220 9.415 467 10.829 717 
8.340 230 9.458 474 10.891 728 
8.366 240 9.50 485 10.913 738 
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{ 4) A 4 % velocity increase at 675-km depth. 

Model KB is similar to model T7 proposed recently for the Western United 

states; however, without a detailed determination of the uppermost velocity 

structure, any discussion of lateral heterogeneity is premature. 

References 

Anderson, D. L., (1979), The deep structure of continents, 

J. Geophys. Res., 84 . 7555-7560. 

Burdick, L. J. and D. V. Heimberger, (1978), The upper mantle P-velocity struc­

ture of the western United States, J. Geophys . Res., 83, 1699-1712. 

Burdick, L. J. and D. V. Heimberger, (1979), Time functions appropriate for 

nuclear explosions, Bull. Seism . Soc. Am., 69, 951. 

Burdick, L. J. and C. A. Langston, (1977}, Modeling crustal structure through the 

use of converted phases in teleseismic body waveforms, Bull. Seism. Soc . 

Am. 1 671 677-691. 

Burdick, L. J. and J. A. Orcutt, { 1979), A comparison of the generalized ray and 

reflectivity methods of waveform synthesis, Geophys. J. R . Astr. Soc ., 58, 

261. 

Cara, M, (1979), Lateral variations of S velocity in the upper mantle from higher 

Rayleigh modes, Geophys. J. R. Astr. Soc., 57, 649-670. 

Carpenter, E. W., (1966), Absorption of elastic waves - an operator for a constant 

Q mechanism, AWRE Report No. fr43/66, 16 pp. 

Der, Z. A. and M. Landis man, ( 1972), Theory of errors, resolution and separation 

of unknown variables in inverse problems with application to the mantle and 



-45-

the crust in southern Africa Scandanavia, Geophys. J . R . Astr. Soc . , 27, 

137. 

Dey-Sarkar, S. K, and R. A. Wiggins, (1976),Upper mantle structure in Western 

Canada, J. Geophys . Res . , 81, 3619. 

Dowling, J., and 0. Nuttli, (1964}, Travel time curves for a low velocity channel in 

the upper mantle, Bull. Seism. Soc. Am., 54 , 1981. 

England, P. C., M. H. Worthington and L. W. King, {1977), Lateral variation in the 

structure of the upper mantle beneath Eurasia, Geophys. J . R. Astr. Soc ., 

48, 71-79. 

England, P. C., and B. L. N. Kennett and M. H. Worthington, ( 1978), A comparison 

of the upper mantle structure beneath Eurasia and the North Atlantic and 

Arctic Oceans, Geophys. J. R. Astr. Soc., 54, 575-585. 

Fukao, Y., (1977), Upper mantle P-structure at the trench side of the Japan­

Kurile arc, Geophys. J. R. a.str. Soc., 50, 621. 

Futterman, W. I., {1962), Dispersive body waves, J . Geophys . Res., 67, 5279. 

Heimberger, D. V., (1973a), Numerical seismograms of long-period body waves 

from seventeen to forty degrees, Bull. Seism. Soc . Am., 64 , 45. 

Heimberger, D. V., (1973b), On the structure of the low velocity zone, Geophys . 

J. R. Astr. Soc ., 34, 241. 

Heimberger, D. V., and L. J. Burdick, {1979), Synthetic seismograms, Ann. Rev. 

Earth. Planet. Sci., 7, 417. 

Heimberger, D. V. and R. A. Wiggins, { 1971), Upper mantle structure of the 

midwestern United States, J. Geophys. Res., 76, 3229. 

Johnson, L. R., (1967), Array measurements of P-velocities in the upper mantle, 

J. Geophys. Res., 92, 6309. 



-46-

Kennett, B. L. N., (1975), The effects of attenuation seismograms, Bull . Seism . 

Soc . Am., 65, 1643. 

King, D. W. and G. Calcagnile, (1976), P-wave velocity in the upper mantle 

beneath Fennoscandia and Western Russia, Geophys . J. R . Astr. Soc ., 46 . 

407. 

Lehmann, 1., ( 1959), Velocities of longitudinal waves in the upper part of the 

earth's mantle, Ann. Geophysique, 15. 93-118. 

Lehmann, I. , (1962), The travel times of the longitudinal waves of the Logan and 

Blanca atomic explosions and their velocities in the upper mantle, Bull. 

Seism . Soc . Am., 52, 519. 

Lehmann, I., {1967), On the travel times of P as obtained from the nuclear explo­

sions Bilby and Shoal, Phys. Earth and Planet . Int., 11 , 14-23. 

Masse, R. P. and S. S. Alexander, (1974), Compressional velocity distribution 

beneath Scandanavia and Western Russia, Geophys. J . R . Astr. Soc ., 39, 587. 

Romney, C. B., B. G. Brooks, P. H. Mansfield, D. S. Carter, J. N. Jordan, and D. W. 

Gordon, ( 1962), Travel times and amplitudes of principal body phases 

recorded from Gnome, Bull. Seis . Soc. Am., 57, 829. 

Sacks, I. S., J. A. Snoke and E. S. Husebye, {1977), Lithospheric thickness 

beneath the Baltic Shield, Carnegie Jnst. Year Book ?6, 805-822. 

Simpson, D. W., R. F. Mereu and D. W. King, {1974), Array study of P-wave veloci­

ties in the upper mantle transition zone beneath Northeastern Australia, 

Bull . Seism. Soc . Am., 61, 1751. 

Vinnik, L. P., V. Z. Ryaboy, L. N. Starobinets, A. V. Egorkin and N. M. Chernyshev, 

(1978), Velocity of P-wave in the upper mantle of the East European plat­

form, Proc . (Dokl.} Acad. Sci. USSR, 70, 244 {in Russian). 



-47-

von Seggern, D. and R. Blandford, {1972), Source time functions and spectra for 

underground nuclear explosions, Geophys. J. R. &tr. Soc ., 31, 83. 

Whitcomb, J. H. and D. L. Anderson, (1970), Reflections of P'P' seismic waves for 

discontinuities in the mantle, J. Ckophys. Res., 75, 5714-5728. 

Wiggins, R. A .• (1969), Monte Carlo inversion of body wave observations, 

J. Geopyhs. Res., 74, 3171. 

Wiggins, R A. and D. V. Heimberger, (1973}, Upper mantle structure of the 

western United States, J. Geophys. Res. , 78, 1870. 

York, J. E. and D. V. Helmberger, {1973), Low velocity zone variation in the 

southwestern United States, J. Ckophys. Res., 78, 1883. 



-48-

Chapter 2. Approximations Appropriate for Body-Wave 
Seismograms 

2-1 Introduction 

In Chapter 1 we demonstrate how seismic velocity models can be further 

constrained by including waveform data with travel times and apparent velocity 

information. Our final model, K8, was derived after a tedious and costly trial and 

error inversion method. Qualitative arguments are presented to explain those 

features of the model required by the data. The difficulty of finding one velocity 

model that satisfied the data is implicitly used as an argument that the model 

was unique. An automated procedure to invert body wave seismograms would be 

very useful. We could then test different hypotheses very quickly and the ques-

tions concerning resolvability and uniqueness could be then answered more sue-

cinctly. 

To invert body-wave seismograms we require an efficient computational 

technique for the generation of theoretical seismograms and their derivatives 

with respect to velocity model parameters. In recent years, there have been 

several techniques proposed to quickly and accurately model seismograms in 

vertically heterogeneous media. Of particular interest are the studies by Mell-

man and Heimberger {1978), Wiggins and Madrid (1974), Wiggins (1976) and 

Chapman ( 1976a, b; 1978). 
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Most approximate methods are high frequency approximations and break 

down when applied to high velocity gradients, discontinuities, or low velocity 

zones, where diffraction effects are important. An accurate modeling of these 

effects is necessary to constrain the velocity structure from observations of 

body-wave seismograms. For example, because of diffraction, it is difficult, 

using long-period seismograms, to pick the distance at which the cusp of a 

travel time curve ends. To infer this information we must model accurately the 

behavior of later arrivals over a range of distances. As an example, consider a 

shear velocity model typical of the uppper mantle, model TNA of Grand and 

Heimberger (1983) in Figure 2.1. At distances between 23° to 27°, a second 

arrival is observed and is the result of a discontinuous velocity increase at 660 

k:m depth. The second arrival disappears from the travel time curve beyond 27° 

yet a diffracted arrival remains in the seismograms that decays with distance. 

Accurate modeling of this phenomenon is necessary to infer the velocity struc­

ture near the discontinuity. We encounter a similar difficulty when trying to 

detect and model low velocity zones. Therefore, we need to improve our 

approximations so that they will be accurate and applicable to a wide variety of 

possible earth models. 

The simplest approximation to the wave equation that can be used to accu­

rately synthesize seismograms is the WKBJ approximation { Chapman, 1976b; 

see textbooks by Aki and Richards, 1980; Ben Menahem and Singh, 1981 for 

review). The method is essentially geometrical ray theory extended to finite fre­

quencies and is well behaved at cusps in the travel time curve where the 

infinite-frequency theory of optics breaks down. The assumption necessary to 

use the WKBJ method is that the medium be slowly varying at wavelengths of 
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interest. Typical wavelengths used in modeling long-period body waves are on 

the order of 50 to 100 km; in the upper 1000 km of the mantle the velocity 

increases by roughly 40% so this is a valid assumption overall. There appear, 

however, to be several regions in the upper mantle where large velocity gra­

dients exist {e.g. Fig. 2.1). When the heterogeneity is strong, or when diffraction 

effects are important, the WKBJ approximation becomes inaccurate. A simple 

way to improve the approximation is to model high velocity ,gradients as discon­

tinuous changes in velocity and include reflection and transmission coefficients. 

However, it is well known that the WKBJ approximation is not uniformly valid in 

the medium. Problems arise when we try to evaluate displacements at the bot­

toming depths {turning points) of rays and, thus, for rays that turn near discon­

tinuities, reflection and transmission coefficients cannot be evaluated (Richards, 

1976). If these rays contribute significantly to the response at distances of 

interest, the approximation can be grossly in error. This problem is most seri­

ous at the onset of the diffracted regions where accurate modeling is important 

{see Fig 2.1). 

Another, commonly used, method is to approximate the vertical hetero­

geneity by a stack of plane homogeneous layers. We can expand the exact solu­

tion to the elastodynamic equation in a plane layered medium in terms of an 

infinite sum of generalized rays which have reflected and reverberated within 

the layers {Heimberger, 1967; Cisternas et al, 1973; Kennett, 1974). The ray 

expansion allows us to isolate the contribution to the response of waves that 

have interacted with specific layer boundaries or regions. In homogeneous 

plane layered media, the displacements in each layer are expressed as sums of 

plane waves and, thus, the turning point problem is avoided. Ey summing 
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enough rays, generalized ray theory (GRT) can be made as accurate as one 

desires within the limits imposed by a fiat layered approximation to radially 

stratified spherical geometry. 

The well known remedy to the turning point problem associated with WKBJ 

theory is to use a different approximation due toR. E. Langer (see Wasow (1965) 

for a discussion of Langer's work}, that is uniformly valid at and away from the 

turning point (Chapman, 1973; Richards, 1976). However, the WKBJ approxima­

tion is so simple that we would like to retain it when possible. We propose to 

avoid the turning point problem by the following scheme: we will approximate 

the medium above or within a discontinuity, transition zone, or low velocity 

zone by homogeneous layers and use a ray expansion to isolate the energy that 

has interacted with these regions. With these approximations, there is no turn­

ing point problem and the contribution to the seismogram by reflections from 

the heterogeneous regions can be accurately determined. The part of the solu­

tion corresponding to energy that has not interacted with the strongly hetero­

geneous region {except for transmission ) will be computed using the WKBJ 

approximation. 

2-2 Approximations for Body Wave Seismograms 

We will illustrate how to compute the approximate SH-wave response of a 

vertically heterogeneous, isotropic elastic whole space to a point horizontal 

double couple, i.e. a strike-slip fault with strike, dip, slip, of 0°, 90° · 0°, respec­

tively. We assume a cylindrical coordinate system (r ,q;,z) with the +z axis 

representing depth. The source location (r. •fPs ,z3 ) is taken to be below the 

receiver location (rr.~r.Zr) and the medium is assumed to be homogeneous 
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above the source. To be relevant to a spherical symmetry, an earth flattening 

transformation must be made; an exact transformation exists for SH-waves 

(Eiswas and Knopoff, 1970; Chapman, 1973) and the details are not necessary 

here. 

It is convenient and intuitively useful to approximate the vertically hetero-

geneous medium as a stack of homogeneous layers with shear velocity, Pi• den-

sity, p,, and rigidly 1-4,. in the i -th layer. The response can be modeled as an 

infinite sum of generalized rays that have reflected and reverberated within the 

layers {Cisternas, et al, 1973; Kennett, 1974). We write the Laplace transform for 

the tangential component of displacement at the receiver u (rr.CPr• Zr ,s) for our 

problem as 

In Equation (2.1}, p is the ray parameter or the horizontal wave slowness; R(p) 

is the product of reflection and transmission coefficients along the ray path; 

M0 (s) is the source spectra; s is the Laplace transform parameter; "li =({3i-2 -p 2 )* 

is the vertical wave slowness in the i-th layer; and 

(2.2) 

where Th;, is the thickness of the i -th layer. The azimuthal dependence is simpy 

cos2Y' and has been omitted by assuming Y'=O. 

Equation {2.1) represents an approximation to the exact solution in that an 

asymptotic expansion is used for the cylindrical wave functions (the Bessel func-

lions). Otherwise it is complete, although the sum is over an infinite number of 
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generalized rays. A time domain expression for u(rr,CfJr•Zr,t) can be found using 

the Cagniard - de Hoop method ( e.g . Heimberger and Malone, 1975; Wiggins and 

Heimberger, 1974) 

where p (t) is the solution to 

lm(t) = Im(pr + 2: '77i Th.;,) = 0. (2.4) 
Path 

In the above, • denotes convolution. 

The ray expansion must, in practice, be truncated. Hron ( 1971) discusses 

the systematics for determining which rays are important in a given problem. 

In modeling body waves for determining structure, it is often sufficient to trun-

cate the ray sum after including only those rays that have undergone, at most, 

one reflection in the medium. The convergence of the ray sum has been 

explored by Gilbert and Heimberger {1972), Heimberger (1973), Chapman 

(1974), and Burdick and Orcutt (1979), among others. They found that for vela-

city structures typical of those encountered in the earth, the primary ray 

expansion was adequate. They discussed the situations in which the ray sum 

does not converge after including only the primary reflections. Burdick and 

Orcutt (1979) found that the primary ray approximation is not accurate for thin 

regions of large velocity gradient and that these structures are most easily 

modeled by a single discontinuous change in velocity. In addition, multiple 

reflections are required to accurately model waves that have been strongly 

diffracted. These restrictions are not serious and the primary ray 
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approximation has been used extensively to model long-period body waves with 

excellent results. 

It is important to recognize the band limited nature of {2.4). At long 

periods the approximation is inaccurate due to the asymptotic expansion, trun­

cation of the ray sum and, in the similar case of P-SV waves, the earth flattening 

transformation. These effects are often sufiiciently far beyond the recording 

bandwidth of the instrument used to observe the phenomena that they can be 

ignored. At short periods the limitation is the assumption of homogeneous 

layers as an approximation to velocity gradients. The ray sum is a series of 

discrete arrivals that must be smoothed {i.e. low pass filtered) to be meaningful. 

To accurately model the response at high frequencies a finely layered model 

must be assumed. In a typical upper mantle modeling experiment, velocity 

structures contain between 50 to 100 layers. The computation of seismograms 

by summing even the primary rays thus becomes quite time consuming. Of 

course the alternative at high frequencies is to use geometrical optics (Bullen, 

1965); however, the frequency band over which this approximation is valid 

varies enormously depending on the velocity structure and breaks down entirely 

at caustics and low velocity zones. 

Wiggins and Madrid (1974) and Wiggins(1976) use geometrical arguments 

and experience in modeling seismograms with generalized ray theory to make 

some high frequency approximations to Equation (2.3) which remain accurate 

over a broad range in frequencies. They note that the response (2.3) was dom­

inated by rays that had been reflected from within the medium at the critical 

angle. They devise a method (called disc ray theory) whereby the response 

could be computed by a superposition of plane waves, each of which had 
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propagated as a geometrical ray. The technique reproduced the results of 

geometrical ray theory yet did not break down at caustics. 

Chapman ( 1974; 1976a, b; 1978) derives the same results using the WKBJ 

approximation. The frequency domain expression for u (r .~=O,z ,t) can be writ-

ten 

(2.5) 

where 

z:.P z:p 

fXp )=pr+T{p )=pr+ J ?J(<")d<" + J 1](~)d( (2.6) 

and zP is the turning point of the ray with ray parameter p, p = 1/ p(zp ). Per-

forming the inverse Fourier transform of (2.5) we have 

(2.7) 

At a given time, t, the function 8..p) may have several roots. Denoting these 

roots as Pm we integrate (2. 7) to obtain 

-L . _1_. [ PS/2 1 I u{r,"'.z,t)- dt 2 M0(t) v'l I: 4n2( 2 )* de (2.8) 
Pm (t) T J.Ls 1] s J.Lr TJr I --1 

d.p 

Equations (2.5), (2.6), (2. 7), and {2.8) can be easily interpreted as in Wiggins 

(1976). At a given distance r 0 , a direct ray arrives with ray parameter Po. The 
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travel time of this ray is given by t0 =p0 r 0 + ;{p0 ). At a nearby distance r 1, the 

direct ray has ray parameter, p 1. If we imagine a plane wavefront perpendicular 

to the ray paths, the plane wave associated with p 0 will arrive at r 0 at time t 0 • 

The wavefront associated with p 1 will arrive at r 0 at approximately 

t = 8(p l)=p 1r 0 + ;{p 1). The superposition of all these plane wavefronts is implied 

by the integral in Equation (2.8) and approximates the response. The method is 

essentially geometrical optics but the singularities encountered in optics at the 

cusps of the travel time curves are integrated and the corresponding amplitudes 

remain finite and accurate. 

The above approximation breaks down when either the source or the 

receiver is at the turning point of a ray that contributes significantly to the 

response. This problem will become significant if we attempt to fit boundary 

conditions near the turning point of a ray. As an example we may wish to model 

a reflection from a discontinuity using the WKBJ approximation. A ray expansion 

similar to (2. 2) is possible and valid as long as no turning rays that contribute to 

the response bottom near the discontinuity. But u (r ,q;,z ,t) will not be accurate 

for distances at which the direct ray bottoms near a discontinuity and reflection 

and transmission coefficients will not be valid. At distances where these 

geometrical rays are significant the response cannot be computed. As another 

example we may wish to compute seismograms at distances where the rays of 

interest leave the source almost horizontally. 

The frequency band of the WKBJ response is also limited by the velocity 

structure. For regions of high velocity gradient or for a discontinuity the long 

period part of (2.20) can be grossly in error. This is a serious limitation in 

applying the WKBJ approximation to the modeling of long-period body waves in 
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the upper mantle. In these studies we are often cone erned with velocity struc-

tures that contain essentially discontinuities compared to the wavelengths of 

interest. We would like to modify the approxirr1ation to give accurate results in 

these situations yet remain as easy to compute as {2.8). 

The work of Wiggins suggests how this might be done. The p integral in (2. 7) 

is the sum of all turning rays in the medium and thus can be likened to the sum 

of primary rays in Equation {2.3) when the layer thicknesses become small. If 

we wish to consider only rays that have interacted with a certain depth range 

say z 1~z~z 2 we simply confine the integral to l/v{z 1):?!p~l/v(z 2). Now con-

sider a discontinuous velocity increase at z =z4 {Fig. 2.1). We compute the 

response from above and below the discontinuity by (2.9) using 

(2.9) 

where the function T{p) accounts for the transmission through the disc on-

tinuity. The contribution to the response due to energy that has refiected from 

the discontinuity at ZcJ is computed with Equation (2.4) after approximating the 

velocity structure with a layered model. The turning point problem is avoided 

by using generalized ray theory to describe the interaction with the discon-

tinuity. For rays that bottom immediately below the discontinuity we note that 

the function T{p) behaves as 

(2.10) 
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where the subscripts ( +) and ( -) indicate the values above and below the discon­

tinuity respectively. We see that because TJ+ is small for these rays, their contri­

bution to the response will be small. These ideas can be easily extended to the 

modeling of more complex structure with low velocity zones and several discon­

tinuities. 

2-3 Numerical Examples 

We now present several numerical examples to explore the accuracy of the 

technique. Approximate seismograms will be compared to seismograms com­

puted by generalized ray theory including only the primary reflections. In Fig­

ure 2.1 we compare synthetics for a realistic upper mantle shear wave velocity 

model. There is a cusp in the travel time curve at around 27° and later arrivals 

become diffracted at distances beyond. The generalized ray theory solution 

using only primary rays has been shown by Burdick and Orcutt ( 1978) to be 

accurate for some distance beyond the position of the cusp. In the WKBJ calcu­

lation, we modeled the discontinuity by a thin high gradient transition zone. 

Note that at the nearer distances, the two calculations compare quite well but at 

and beyond the cusp in the travel time curve, the WKBJ response cannot accu­

rately predict the amplitude of the second arrival. 

We next illustrate two simple examples of seismograms using the WKBJ 

approximation, Equation {2.8), alone in order to review the computational pro­

cedures involved. The direct calculation of {2.8) presents some minor numerical 

difficulty. The quantity {80/ ap )-1 is singular at the arrival of each geometric 

ray. The singularity is integrable and, for a band limited input pulse, an accu­

rate seismogram can be computed provided proper care is taken. Dey-Sarkar 
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and Chapman ( 1978) and Chapman ( 1978) provide adequate practical details 

concerning the filtering and sampling of Equation (2.8). 

Our first example deals with a simple turning ray from a linear gradient. 

Assuming d 2/dt 2 M0 (t) = 1, u{t) = u{r.rp = O,z,t) will be the integrated 

response to a step function dislocation. Figure 2.2 illustrates the computational 

steps necessary to generate a theoretical seismogram. On the right hand side is 

the model, plotted as inverse velocity. or alternatively the parameter, p, of the 

ray that bottoms at depth z. The velocity varies linearly from 3.61 krn/sec at 

the surface to 8.06 km/sec at a depth of 1000 km. Starting at p=1/3.61 

sec/km and decrementing, we compute the integral 

., .IJ 

7" = J 1Jd.z + J 77dz (2.11) 
z. Zr 

We also evaulate the coefficients 

The plot ofT vs. p is shown in the center of Figure 2.2. Up to this point the quan-

tities computed are relevent to all distances. On the left hand side we have com-

puled the quantity e(p) = pr + T(p) for a distance of 20°. This relation maps 

the functions of p into the time domain for 9(p) =t. Computing the slope of the 

9(p} curve for each branch, we obtain the time-domain seismogram, il (t ), 

shown in the lower left hand side of Figure 2. 2. Convolution of this function with 

1/..Jf yields the step function response u (t) shown in the lower right. 

Figure 2.3 gives an example of a seismogram from a model in which there is 

an increase in velocity at depth. In this case there are extrema in 0(p) curve, 
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two relative minima and a relative maximum. These correspond to three direct 

geometrical arrivals from the velocity structure: the familiar triplication due to 

an increase in the velocity gradient at depth. Note that two of the arrivals have 

the same phase after convolution with 1/ ...Jf, i.e. both are step functions; the 

third arrival is distorted {actually phase shifted by rr/ 2). These features are 

consistent with the results predicted by a more accurate theory. 

For a third example we replace the velocity increase in Figure 2.3 with a 

discontinuity {Figure 2.4). The WKBJ approximation is used to compute the 

response from below and above the discontinuity and generalized ray theory is 

used to compute the reflection from the discontinuity. In this case the range of 

p used to compute (2. 9) excludes those values of p such that 

1/ v (z4-)>p > 1/ v (zJ"). thus the gap in the ;{p) and ®{p} curves. Some of 

excluded values of p reappear in the contribution to the solution by the general­

ized ray used to model the reflection from the discontinuity. The response is in 

many respects, very similar to the one in Figure 2.3. 

A profile of seismograms from a velocity structure including a discontinuity 

is given in Figure 2.5. The response including long-period instrument, source 

time function, and attenuation are shown along with the integrated step function 

responses. At 12° the reflection from the discontinuity is pre-critical, and at 

24° the reflection is post-critical. At all ranges the agreement between the gen­

eralized ray synthetics and the combination generalized ray - WKBJ synthetics 

(WKBJ+GRT) are quite good yet the latter required about 1/20 of the computa­

tion time. 

As a final example we model a velocity structure that includes a low velocity 

zone (Figure 2.6). In this case, generalized ray theory must be used to account 
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Figure 2.6 Test of WKBJ+GRT for a model including a low velocity zone. Rays 
were used to model the upper 200 km including energy which has diffracted 
in the lid and tunnelled through the lid. 
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for both the diffracted energy within the high velocity lid and energy that has 

tunnelled through the lid and interacted with the velocity gradient below (Mell­

man and Heimberger, 1974). The primary ray approximation may not be 

sufficiently accurate at very long periods, however multiples can be added as 

needed. In Figure 2.6 we see that the agreement between WKBJ+GRT and GRT is 

fairly good; the discrepancies that occur are due to inadaquate modeling of the 

tunnelled energy at the nearer ranges. The WKBJ approximation apparently 

gives too large of a reflection from the gradient below the low velocity zone. 

2-4 Discussion 

The ideas presented here may seem obvious and, indeed, they are implicit 

in the papers of Wiggins {1976) and Chapman {1974; 1976b). However we know of 

no numerical checks of the accuracy and applicability of these techniques. As 

seen in Figure 2.1 the WKBJ technique works quite well for modeling long period 

body waves at some distances. The most annoying breakdown of the WKBJ 

method was the inability to model the decay in amplitude off the end of the trip­

lication cusps. A more accurate method ensures that we are not modeling these 

phenomena with some artifacts of the computational method. 

The method presented here can be used to model a wide variety of velocity 

structures. There will still be some problems in modeling high velocity gra­

dients of finite thickness where both the WKBJ approximation and the primary 

ray expansion are invalid. In some cases judicious selection of multiples in the 

generalized ray expansion may be all that is necessary to correct the solution. 

New methods have recently been given to handle such situations using the 

Langer approximation {Chapman, 1981; Kennett and Illingworth, 1981) and these 
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will probably prove valuable when sufficient experience has been gained in appli­

cations. 

The technique presented here is also simple enough that an inverse prob­

lem can be posed. Using Equations (2.9) and (2.3) the perturbations in a seismo­

gram due to changes in the velocity structure can easily be evaluated. We can 

now develop an iterative technique that allows us to take an initial estimate of 

the velocity structure and compute the perturbations to the model necessary to 

accurately predict the observed seismogram.s. 

2-6 Conclusions 

The computation involved in generating synthetic seismograms using gen­

eralized ray theory can be enormously reduced by using a WKBJ approximation 

to account for those rays that are critically reflected from regions with weak 

velocity gradients. The generalized ray approach is retained to model discon­

tinuities, high velocity gradients and low velocity zones. The problems associ­

ated with turning points in the WKBJ method can thus be avoided. 
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Chapter 3. A Method for the Inversion of Body-Wave 
Seismograms for Earth StnJctlJre 

3-1 Introduction 

Seismology has advanced to where the recorded waveforms in addition to 

travel times, and apparent velocities, (ciT I d~). must be considered as data in 

order to derive satisfactory models of the earth's velocity structure. During the 

past decade, there has been widespread use of synthetic seismograms to con-

strain velocity models . . In many of these studies, however. the agreement of 

theoretical and observed seismograms is achieved through laborious trial and 

error perturbation of the velocity structure. Discussion of uniqueness and reso-

lution are largely based on qualitative arguments. There have been few 

attempts to quantify the quality of a comparison between observations and syn-

the tics. 

Recently, several authors have formalized the inversion process in order to 

examine the resolving power of waveform data (Mellman, 1980; Chapman and 

Orcutt, 1980}. These authors were successful in applying an inversion technique 

to the interpretation of oceanic refraction data. With a formal inversion pro-

cedure, different constraints on the velocity structure can be introduced and 

the uniqueness of an interpretation can be evaluated. Furthermore an analysis 

of the resolution of a set of data can be performed using the formalism intra-

duced to geophysics by Backus and Gilbert {1968). Although the problem of 
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waveform inversion is non-linear, resolution studies assuming linearity can still 

be very useful. 

In the following we will outline a tee hnique for the inverison. of seismic body 

waves for velocity structure. The approximations derived in Chapter 2 will be 

used to model the seismograms and thus the technique will be applicable to a 

wide range of velocity structures. 

3-2 Inversion Procedure 

Given a data set consisting of observed seismograms and travel times, we 

propose to derive a velocity model from a reasonable, initial estimate of the 

velocity structure. The final model will be required to fit the data in some well 

defined sense. 

Before proceding, we must clearly define how we will treat observed seismo­

grams as data. ln many seismological experiments designed to investigate velo­

city structure, the absoL.ute amplitudes are not well enough understood to be 

useful for constraining the velocity structure. However, seismograms consisting 

of multiple arrivals from a major triplication are remarkably consistent between 

different seismic sources and receivers. The relative amplitudes of the various 

arrivals contain information concerning the velocity structure in addition to 

that provided by travel times and apparent velocity data. We will, therefore, 

treat the wavesbapes as data and use a normalization scheme from Mellman 

{1980) to remove the absolute amplitudes. When reliable, the absolute ampli­

tude data can easily be incorporated. 

We define the jth observed seismogram oj(t) and the corresponding 

theoretical seismogram computed for some starting model as sj(t }. The 



-74-

waveforms of oi (t) and sj(t ), oj (t) and si (t) are defined as: 

(3.1) 

(3.2) 

The denominators in (3.1) and (3.2) are proportional to the RMS power in some 

time window Wi. There is an obvious problem with this normalization. Noise 

present in the data, including random background noise, arrivals not included in 

the modeling process, and errors in the source time function, will cause the nor-

malization of the observed seismograms to be misestimated. The time window 

Wi must be carefully chosen to include similar arrivals in both the starting 

model and the observed seismograms and yet to exclude as much noise as possi-

ble. For instance, given a seismogram containing two arrivals widely separated 

in time, we may choose to normalize over a window that includes the first arrival 

only. Including both arrivals would also include noise from scattered energy, 

etc., and the normalization term would likely be overestimated. We will also try 

to account for possible errors in the normalization in the inversion procedure. 

Absolute travel times can be strongly affected by local velocity structure 

and source mislocation. It is necessary, then, to either remove the travel times 

from the waveform inversion or be able to correct the observed travel time for 

possible errors in source location and for insufficient knowledge of the shal-

lowest velocity structure. In the case of, say, Long-periodS-waves propagating in 

the upper mantle, errors in source-receiver distance of as little as 25 km implies 
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travel time ditrerences or 3 to 4 sec while the resolvable waveform differences 

are negligible. 

We then define e '; (t ), the waveform error, in some time window Tj as 

(3.3) 

where 1; is a time correction. lj can be determined by assuming the travel 

time vs distance curve is known or by maximizing the quantity rp 06 (t ), 

(3.4) 

is maximized. We note that the time window, T; in Equation (3.4 ), is the interval 

over which we desire to fit the data and may be longer than, or equal to, w1 . 

For N observations, the best fitting model is the one that minimizes the 

residual (r',r'), where 

N 
(r',r'} = 2: J e}(t )dt (3.5) 

j=l f; 

We assume that the error e'i (t) can be reduced by pertur oations in the 

velocity structure and corrections to the normalization of oj (t ). Assuming 

linearity about the starting model, Equation {3.3) becomes 

ac.(t) 
e',·(t) = .I om' ·+b·o·{t-;-} om'. ' J J J 

' 
(3.6) 

where m'1 is some parameter of the velocity structure, and b; is a constant 

correction term for each observed seismogram. From our definition of si (t) we 

note that 
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(3.7) 

where 

(3.8) 

The function e'j (t) is a discrete time series sampled at interval 6ti. Each 

seismogram consists of Li = Ti 1 l:lt; samples and {r' ,r') is the inner product of a 

vector of length K= l:L;. The problem can then be expressed as 
N 

r' = A'om' (3.9) 

where om' is now a vector of length , say M, containing the model perturbations 

and the corrections to the normalization of the observed seismograms. N in 

Equation (3.9) is a matrix with elements given by Equation (3.6) and the 

correspondence between the time points in r' and ej (t ). At this point we can 

include additional travel time data by appending the residual vector r' with the 

travel time errors and including the appropriate derivatives in N. 

The problem of determining 6m' from Equation (3.9) is the generalized 

inverse problem which has received exhaustive treatment in the geophysical 

literature in the past two decades (e.g. Backus and Gilbert, 1967; 1968; 1970). 

We will follow quite closely the development in Wiggins { 1972). 

Because we are treating each sample of the seismogram as a data point, 

there will normally be many more data than model parameters and the problem 

is formally an overdetermined one. In general, however, not all of the 
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parameters, m' can be resolved from (3.9) uniquely; only linear combinations of 

the om;. can be determined. We, therefore choose to solve (3.9) such that some 

linear combination of {r'.r') and (om',om') is minimized. 

The inner product (om',om') obviously depends on the dimensions of the 

6m'j• and it is desirable to remove this dependence by minimizing (om',Wom') 

where 1r is the parameter covariance matrix. In the simplest case W is an MxM 

diagonal matrix. We also use Y to control the tradeoff between the model pertur­

bations and the normalization corrections. 

We also recognize that observational errors may cause some elements of r' 

to be less reliable than others. We introduce the covariance matrix C, 

C.i = cov (l:lr';. .l:lr'j) where the l:lr';. are the uncertainties in r' i. We now weight the 

observations in such a way as to minimize (r',Cr'). 

The problem of minimizing a linear combination of (r' ,Cr') and (om',Wom') 

can be expressed by rewriting (3.9), 

r= AOm (3.10) 

where A= c-112~W-112, r = c-u 2r' and om= w-112om'. 

The covariance matrix C is diagonal if the observations are independent. 

For our waveform data, where each sample of the observed seismogram 

represents an observation, this is not the case. Each observation, and, hence, 

its error, is related to adjacent ones through the smoothing effects of attenua­

tion, the instrument and the source time function. In this sense, the proper 

c-1/ 2 may be considered as a deconvolution operator. We avoid the problems 

associated with deconvolution and simply assume that the errors at each time 

point are uncorrelated. Normally the same observational error is assumed to be 
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appropriate for an entire seismogram, however, a tapered weighting function 

may be useful in some cases. Because we are fitting some smoothed data, the 

result of these assumptions will be smoother model perturbations. 

It is convenient to decompose A into its eigenvalue spectrum (Lanczos, 

1961; Wiggins, 1972) 

(3.11) 

where superscript T denotes transpose. For M parameters and K observations, 

matrix A will have rank R, and U and V will be KxR and MxR matrices, respec­

tively. A is an RxR matrix with elements Ai· A. U, and V are determined by 

solving the eigenvalue problems 

(3.12) 

and 

ArAU =AU (3.13) 

U and V are, thus, composed of orthogonal column vectors denoted as u and v. 

Using the singular value decomposition, (3.11), 

(3.14) 

is the generalized inverse of {3.10). 

The matrix A is nearly always almost singular. In other words the eigenvalue 

matrix A contains elements that are negligibly small. It is desirable to suppress 

these eigenvalues by substituting the matrix A• for A such that 
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(3.15) 

·-1 If 1 is properly chosen, the large elements of A transform to 

(3.16) 

and the small elements behave as 

(3.17) 

1 is chosen by inspecting the variance of the model perturbations, ai : 

(3.18) 

We simply adjust 1 so that ai is smaller than some predetermined value . 

The inversion of body-waves for structure is expected to be very non-linear 

and several (or many} iterations may be necessary before (om.om) and {r.r) are 

minimized. A resolution analysis of such a procedure may be difficult to per-

form. Parts of the model that are well resolved in one iteration may be poorly 

resolved in later steps. This will be particularly true if low velocity zones are 

introduced. Nevertheless it will be useful to examine the resolution ("averaging 

kernels") at various stages in the inversion procedure in order to obtain a sue-

cinct, if somewhat qualitative, feel for resolvability of the data. The resolution 

matrix R is defined as 

A;_2 
R = ~ V. ·Vl 

l.J l ~+ 'L \ 
R "1. I 

(3.19) 

The rows of R represent the resolution obtainable from the data set given the 
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data covariance matrix C and the desired accuracy for the parameter correc-

lions. 

The preceeding discussion is a straightforward application of the general-

ized inverse theory of Backus and Gilbert (1967;1968;1970) as reviewed by Wig-

gins ( 1972). The most di.fiicult task is the computation of A In the next section 

we will use the approximations derived in Chapter 2 to evaluate the elements of 

A. 

3-3 Change in Synthetic Seismograms Induced by a Perturbation in the Velocity 

Structure 

We now demonstrate bow to approximate the change in a synthetic seismo-

gram si(t ,m) due to some model perturbation om. Expanding si(t ,m+om) 

about the starting model m 0 , we write 

(3.20) 

ln the following we will neglect the terms of order O(oml) and assume linearity 

about the initial model. 

In Chapter 2 we derive some approximations that allow us to effectively 

compute si(t .m) for a wide variety of velocity structures. Specifically, 

s, (t ,m) = u fKB (t }+u GR (t ). (3.21) 

The WKBJ seismogram, u f.KB (t ), is the contribution to si (t ,m) from those 

regions of the velocity structure for which the WKBJ approximation is valid; 

u GR ( t ), the generalized ray seismogram, corrects the synthetic for Long-period 
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propagation effects that are not accurately modeled by the WKBJ approximation. 

u GR (t) is cornputed using a generalized ray expansion to model those waves that 

have interacted with a particular region of the velocity model. 

3-3.1 The Change in the WKBJ Seismogram Induced by a Perturbation in the 

Velocity Structure 

Following Equation {2.5), the frequency domain expression for u PKB(CJ) is 

(3.22) 

S0 (c.>) is the effective source function and includes the source time function, 

attenuation operator and instrument response. ( A dislocation source is expli-

cilly assumed, hence the CJ2 factor). FRs (p) includes the source radiation pat-

tern and receiver functions. R{p) is the product of the transmission 

coefficients, often approximated by unity. The function r(p) is defined by 

%~ %11 

T{p) : J 1'JdZ +2 J '17dz (3.23) 
0 z. 

where 7} = {1/v2(z) - p 2). z3 is the source depth and zP is the depth at which 

1/v(z)=p. 

The integral in {3.23) is over real p; the intervals p 1 <p <p 2, etc ., can be 

mapped directly into the velocity-depth function v (z) by the transformation 

p = 1/ v {z ). In the subsuquent discussion we will consider the first integral in 
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(3.22) over the interval (:p 1.p2). 

It is straightforward to differentiate (3.22) with respect to some velocity 

parameter. say, v1. u WKB(w) depends on the velocity structure through the 

functions R{p) and T{p ). 

{3.24) 

I.P2 
. JF (p) BR(p) e -i'-l{pr+r(p))dp 

RS Bv· 
P1 J 

The quantities BR I Bv1 and Bi/ Bv; will depend on the model parameteriza-

tion but in general wil be functions of p only. We obtain a time domain expres-

sion, au rKB {t )/ avj I by the method developed by Chapman ( 1978) and reviewed 

in Chapter 2. Essentially the Fourier transform from the frequency domain to 

the time domain is performed prior to evaluation of the p -integral. The result-

ing contribution to Bu FKB (t )/ Bv; for P2>P >p 1 is 

8u fKB(t) = __!__.{d2S *u' (t )+ dss *u' (t )} 
. Bv . "' d.t 2 l di 3 2 J 

(3.25) 

where 

{3.26) 

(3.27) 
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(3.28) 

ui (t}. u~(t) = 0 (3.29) 

Pm (t) is the m U\ root of a = ]Y1" +I at ®=t. 

Equation (3.25) is a very easy function to evaluate. Most of the quantities 

required in computing u' 1 and u' 2 are also necessary for computing the WKBJ 

seismogram u fKB (t ); obtaining Bu fKB (t )/ ovj requires little effort beyond the 

calculation of the synthetic seismogram. Examples of expressions for 

oR (p )/ OVj and OT(p )/ avj are given in the Appendix. 

3-3.2 The Change in the Generalized Ray Seismogram Induced by a Perturba-

lion in the Velocity Structure 

Following Equation (2.1), the expression for u CR (s ). where s is the Laplace 

transform parameter is 

(3.30) 

The functi.on S 0 {s) and FRs(:p) are the same as in Equation {3.23) with c.>= -is. 

R {p) now includes the product of all transmission and reflection coefficients and 

T{p) is now defined by 

-r(p ) = ~ 1J1 TILt, 
PATH 

(3.31) 

where Th;, is the layer thickness and the sum is over layers along the ray path. 

The computation of (juCR(t}/Bvj is similar to that of au'ffKB(t)/Bvj. 
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Differentiating (3.30) with respect to v1 , we obtain 

(3.32) 

The terms oR(p )I avi and o;{p )I avi are functions of p only. The resulting time 

domain expressions can be obtained from (3.32) using the Cagniard-de Hoop 

method, 

(3.33) 

where p=p{t) is the Cagniard path defined by Im(t)=Im(pr+r)=O. Again, com-

putation of oR{p )I ovi and ar{p )/ avi is efficiently performed during the evalua­

tion of R(p} and ;{p) for the synthetic seismogram. The time-consuming task of 

locating the Cagniard contours is done only once. Expressions for oR(p )/ ovi 

and B;{p )/ Bvi are given in Appendix. 
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3-3.3 Nonlinearity in. OS\ (t )I avj 

In order to gain some insight into the nonlinear nature of the inversion pro­

cedure, we discuss, qualitatively, the behavior of the time series osi (t )I avi, as 

approximated by (3.20). We note that if d 2S 0 (t )I dt 2=o(t} in Equations (3.25) 

and (3. 33), then the si ( t) is the response of the velocity structure to a step func­

tion input. 

The error introduced by neglecting higher order terms in (3.18) is primarily 

in the inability of the linear term to adequately model time shifts due to velocity 

perturbations. lf si (t} is a step. say, arriving at t 0 , then, using our method to 

compute osi.(t }/ avi, the only way to approximate a time shift is to add or sub­

tract delta function at t =t0 • Qualitatively, it can be seen that this is accom­

plished by our expressions (3.25) and (3.33} through the higher ·order derivative 

(d/ dJ.) in the second term of each. In pratice, our step si (t) is viewed through 

an instrument of finite bandwidth. Obviously for time shifts that are large with 

respect to the period range of interest our approximation of (3.20) will be in 

error. 

Time shifts are also caused by singularities in aR(p)!Bv; and o1(p);avi. 

These singularities are also responsible for nonlinearities in (3 .25) and (3.33) 

over small ranges in p and hence small intervals of time. Again it can be argued 

and checked numerically that these singularities introduce significant error 

only at high frequencies. 

Therefore, it seems plausible that our approximation of (3.20) by neglecting 

higher order terms may be reasonably linear for periods that are longer than 

the time shifts implied by the velocity perturbation. Chapman and Orcutt 

(1980) make explicit use of this behavior by inverting the waveforms in the 
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frequency domain and effectively filtering the high frequency components. In 

our subsequent work we will invert the data in the time domain and rely on the 

long period source function to act as a low pass filLer. We will also restrict lhe 

size of the velocity perturbation allowed in any one iteration. 

3-4 Examples of the Inversion Procedure 

We will demonstrate the inversion procedure by attempting to invert for a 

model used to generate some synthetic "data". The "true" shear velocity model 

indicated in Figure 3.1 was used to generate six SH seismograms {assuming the 

WKBJ approximation is valid) from 15° to 25°. The model is similar to models 

proposed for the Western U.S. (model TNA of Grand and Heimberger, 1983). We 

will try to recover the true model from an initial model, also indicated in Figure 

3.1 in which the rapid increase in velocity around 400 km depth has been 

removed. 

Figure 3.2 shows the "data" and the synthetics for the initial model. The 

biggest discrepancy is the absence of the large reflection apparent at 15° in the 

initial model. This reflection is due to the 400 km discontinuity. 

We invert the trial data by allowing the velocity structure to vary between 

100 and 600 km depth. The velocity-depth function is sampled at 25 km inter­

vals and the velocity is assumed to vary linearly with depth in each interval. The 

. normalization time window Wj is 35 sec and the total time window for inversion, 

T;. is 52 sec for each seismogram. The inversion is stabilized by assuming 

observation errors of 0.05 for the normalized observations, 6i (t ). and by limiting 

the maximum variance of any one parameter correction to 0.005 km/sec. 

Travel times are not used in this test case and the normalization correction 
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·1. 



- 89-

factors were omitted from the pararneters. 

After 16 iterations, no further significant parameter corrections are calcu­

lated. As evident in Figure 3.2 the synthetic seismograms are virtually indistin­

guishable from the data. The model resulting from the inversion is shown in Fig­

ure 3.1 and is very close to the true model used to generate the "data". It is 

very encouraging that the inversion procedure can accurately fit seismograms 

even when the initi.al model is substantially in error. 

Another, perhaps more interesting test case involves the ambiguities 

caused by the presense of a low velocity zone. In Figure 3.3, the model labeled 

"data" is used to generate synthetic seismograms. The WKBJ approximation is 

used for the depth intervals 200-405 km, 405-600 km and >600 km. Generalized 

ray theory is used to compute the response above 200 km and from the discon­

tinuities at 405 and 600 km. 

We start with a model with a less pronounced low velocity zone, a smaller 

velocity gradient _ between 200 krn and 405 km, and a much larger discontinuity 

at 405 km. The seismograms from the initial model are compared to the "data" 

in Figure 3.4. The reflection from the 405 km discontinuity is much too large in 

the initiat model at alt ranges. 

The stabilization used for this trial inversion is identical to that used for our 

first test. The velocity model was permitted to vary between 50 and 450 km 

depth. The normalization correction factors are introduced and assigned a 

weight of four relative to the model corrections through the parameter covari­

ance matrix W. 

Figure 3.4 also shows the results after 10 and 16 iterations of the inversion 

procedure. The numbers accompanying each seismogram in the figure are 



3 0[ 
2001-

- 400 
E 
.¥ 

.s;. 
Q. .. 
0 600 

800 

Velocity ( km/s) 
4 

I I 

l 

Data 

StortinCJ 
Model 

\ 

5 
I 

6 
I 

Velocity (krnls) 
7 4·0 4·5 5·0 5·5 

J 0[ I I 

qJ 
Data 

-f lOOt- 01 
StartinCJ Model 
lOth Iteration 
16th Iteration 

..: -

1000~----_. ______ ._ ____ ~~----- 500~--~--~----~--_.--~-----

Figure 3.3 Upper mantle models with low velocity zones used in trial inversion 
{before earth flattening transformation). Left) Velocity structure used to 
generate "data" compared to starting model for the inversion. The starting 
model has a much less pronounced low velocity zone. Right) Velocity struc­
tures (0-500 km) resulting from 10 and 16 iterations of the inversion 
method. The differences resulting frorn the final 6 iterations are slight. 

I 

co 
0 

I 



-91-

30 s .,____. 

v 'Vv0.1S2 y 1.02 y 1.02 

~ Y'-0.120 tv'-- 0.111 tv'-- 1.00 

y- 'V'--0.111 'V- 1.01 'V- 1.01 
Q) 
u 
c: 
c -en 

0 '\j V0.830 '\[' \!" 1.07 1.08 

~ W0.505 yv 1.05 "vv 1.05 

~ ~0.111 ~ 
1.01 

~ 
1.01 

Data Starting lOth 16th 
Model Iteration 

Figure 3.4 Comparison of "data" seismograms and synthetic seismograms for a 
trial inversion. The corresponding velocity models are given in F'igure 3. 3. 
The number accompanying each seismogram reflects the quality of the 
waveform comparison: 1 is a perfect fit. After 10 iterations. the significant 
features in the "data" have been modeled in the synthetics. 
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£oj(t)o;(t)dt . 
1 

(3.34) 

where oi(t) has been corrected for normalization errors. The change in r;; for 

each seismogram is indicative of the improvement in the fit. After 10 iterations, 

most of the significant features in the data are matched by the synthetics; six 

more iterations do not improve the fit significantly. 

The resulting velocity models are shown on the right side of Figure 3.3. As 

might be guessed by the small changes in waveform between the 10"~ and 16th 

iteration, little perturbation in the velocity structure resulted from the final 6 

iterations. The models are significantly different from the model used to gen-

erate the data, a manifestation of the nonuniqueness caused by the presence of 

the low velocity zone. 

Averaging kernels, illustrative of the resolution achieved in the inversion, 

are shown in Figures 3.5 and 3.6. Figure 3.5 shows where model changes were 

resolvable in the first iteration. Figure 3.6 shows the resolution at the tenth, or 

for practical purposes, final iteration. Both figures demonstrate that at no time 

during the inversion process are perturbations to velocity structure in low velo-

city zone well resolved. The gradient between 200 and 405 km appears to be 

resolvable to wavelengths of 100 km or so. The velocity immediately below the 

405-km discontinuity is poorly resolved. Both figures suggested that, although 

the problem is nonlinear, the resolution achievable with this data set is not a 

strong function of velocity structure, for the perturbation of the modeL required 

by this inversion. 
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Figure 3.5 Resolution curves for the initial iteration in the trial inversion 

presented in Figures 3.3 and 3.4. Top} Initial velocity model sampled at ap­
proximately 25 km intervals. The points indicate which samples are deter­
mined in the inversion procedure. Bottom) The averaging kernels for vari­
ous depths of the velocity structure.{-) and(+) denote above and below the 
discontinuity, respectively. The horizontal axis is depth and corresponds to 
the depth axis of the velocity-depth function shown at the top of the Figure. 
This Figure illustrates the model perturbations from the initial model which 
are resolvable given the errors assigned to the waveforms and the desired 
ace uracy of the model perturbations. 
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F'"t.gure 3.6 Resolution curves for the" lOth iteration, the final model resulting 
from the trial inversion shown in Figures 3.4 and 3.5 (see Fig 3 . 5 for descrip­
tion). The differences in the resolution curves shown above and those shown 
in Fig. 3.5 are not substantial, indicating that the resolveability of the inver­
sion procedure is not changing with respect to changes in the velocity 
model. 
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3-5 Discussion 

The trial inversion problems considered here are only simple examples to 

illustrate how we might implement the technique. Although inversion of syn­

thetic data is intrinsically dull, known exercises such as these prove enlighten­

ing for investigating the tradeoff.s between the velocity structure in different 

regions of the earth. It may also prove interesting to invert synthetic data gen­

erated for a laterally varying model in order to study how our assumption of 

lateral homogeneity may bias our interpretation. 

3-6 Cone lusions 

Normalized waveform data can be directly inverted for velocity structure. 

The differences in the normalized observed and theoretical seismograms can be 

modeled by perturbations to the velocity model. Nonlinearity must be accom­

modated by iterating several (or many) times but with the fast approximate 

solutions to the wave equation developed in the past decade, the inversion is 

practical. 

3-7 References 

Backus, G. E. and J. F. Gilbert, {1967), Numerical application of a formalism for 

geophysical inverse problems, Geophys. J. R. ktr . Soc ., 13. 247-276. 

Backus, G. E. and J. F. Gilbert, (1968), The resolving power of gross earth data, 

Geophys . J . R. Astr. Soc. , 16, 169-205. 

Backus, G. E. and J. F. Gilbert, (1970), Uniqueness in the inversion of inaccurate 

gross earth data, PhiL. Trans. Roy. Soc. London, Sec-A, 266. 123-192. 

Chapman, C. E., (1978), A new method for computing synthetic seismograms, 



- 96-

Geophys . J. R. Astr. Soc . , 54, 481-518. 

Chapman C. H. and. Orcutt J. A., ( 1980), lnversion of seismic refraction data 

{abst), EOS, Trans. Am. Geophys . Union., 61, S-118. 

Grand S. P. and D. V. Helmberger, (1983}, Upper mantle shear structure of North 

America, Creophys . J . R . .Astr. Soc . (in press). 

Lanczos, C., (1961), Linear Differential Operaiars, D. Van Nostrand, London. 

Mellman, G. R., (1980), A method of body-wave waveform inversion for the deter­

mination of earth structure, Ckophys. J. R . Astr. Sac., 62, 481-504. 

Wiggins, R. A., ( 1972), The general linear inverse problem: implication of surface 

waves and free oscillations for earth structure, Reviews of Geophys . rrnd 

Space Phys., 10. 251-285. 



-97-

Chapter 4 Inversion of SH-Waves for the Upper Mantle 
Structure beneath the Western U.S. and East Pacific 

Rise 

4:.1 Introduction 

The structure of the shear velocity of the upper mantle is constrained 

largely from surface wave and free osciUation data and the travel times of body 

phases {e.g. Dziewonski and Anderson, 1981). These data can resolve the gross 

structure of the upper mantle under much of the world and are useful in map-

ping out large scale lateral heterogeneity (e.g. Dziewonski and Steim, 1982; 

Nakanishi, 1981; Dziewonski et al., 1977). However, they are difficult to use to 

determine the interesting features of the fine structure. More detailed informa-

tion of the shear structure and its regional variation can be obtained by model-

ling shorter-period, higher-mode Rayleigh waves {e.g. Cara, 1978; Lernar-Lam 

and Jordan, 1983). Still these data cannot resolve the S-wave structure to the 

Srlme extent as is possible to achieve for P-waves. We must investigate the shear 

structure from the viewpoint of body waves to accomplish this. 

There have been few studies of 8-wave body phases for the determination of 

detailed upper mantle structure. lbrihim and Nuttli {1967) and Nuttli ( 1969) 

have studied the travel times of S-waves recorded on long-period seismograms. 

Kovach and Robinson ( 1969) and Robinson and Kovach ( 1972Y used a Long-period 

array of seismographs in Arizona to measure apparent velocities(dT I d!:J.) of S-

waves. All of these authors detected multiple arrivals that they interpreted as 
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due to an upper mantle structure with features similar to those proposed by 

detailed. interpretations of P-wave observations. 

These investigators used simple geometrical optics to interpret their travel 

linte and dt I db. data and did not quantitatively take into account the effects of 

complicated wave propagation phenomena that are important in interpreting 

these data. Thorough modeling studies of long-period body waves by Helm­

berger and Engen {1974), Burdick and Helmberger (1978), Lay and Heimberger 

(1983}, Grand and Heimberger {1983), as well as Chapter 1, have demonstrated 

that, when the other variables such as source and attenuation can be accurately 

accounted for, these phenomena can be accurately modeled and the observed 

seismograms can be used to provide constraints on the detailed structure of the 

mantle. In most regions of the world this is the only type of data available pro­

viding information about the fine structure. Helm berger and Engen ( 1974) pro­

posed that the various S-wave models could be tested by comparing observed 

seismograms to theoretical ones and refined shear veLocity models for the 

western U.S. to derive one that could simultaneously fit the observed travel 

times, dT IdA., and waveform data. Helrnberger and Engen {1974) also found 

that the previous investigators had not fully realized the extent to which verti­

cally polarized S waves {SV) are contaminated by crustal structure and that 

some of the later arrivals identified on the seismograms may have been misin­

terpreted. In their study, Heimberger and Engen {1974) focussed primarily on 

horizontally polarized SH waves for modeling structure. 

Grand and Heimberger {1983) applied the same technique to the study of 

SS waves for paths beneath the tectonic region of North America and East 

Pacific Rise and for paths beneath stable continental regions of North America. 
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By analyzing the SS-S differential travel times and by modeling the waveforms , 

they were able to determine the extent of the lateral heterogeneity in the upper 

mantle beneath North America and estimate the depth to which it must persist. 

Using this technique and similar data, they proposed to map out a large part of 

the world. 

Using the waveform data typically invloves a trial and error inversion 

through complex forward modeling experiments. These calculations are crucial 

in the early stages of an investigation for understanding the nature of the propa­

gation phenomena under observation and a preliminary, qualitative, interpreta­

tion is fairly easy to make. However, more quantitive information appears to be 

resolvable from the data, justified by observable consistencies and trends in the 

seismograms. To extract this information, we must construct models to accu­

rately predict the observations. Such a procedure involves making many, small 

perturbations to our initiaL model that affect the calculations in ways that are 

very difficult to predict: 1t is useful to develop an automated inversion method 

to speed up the analysis, particularly in the stages after a preliminary interpre­

tation of the data has been made. Methods of inverting observed seismograms, 

utilizing the direct inversion of the observed waveforms, have been being used to 

interpret fundamental and higher-mode surface waves (Dziewonski and Steim, 

1962; Woodhouse, 1963; Lernar-Lam and Jordan, 1983) and regional body waves 

(Wallace, 1963). Mellman (1980) and Chapman and Orcutt (1960) have developed 

methods for inverting body-wave seismograms and have applied them to the 

interpretation of oceanic refraction data. These data bad been previously inter­

preted by extensive trial and error modeling. Their results are encouraging and 

suggest that once a thorough understanding of the observed phenomena has 
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been obtained, an inversion method is, indeed, very useful. 

In the following paper we will apply a simple waveform inversion technique 

to the interpretation of horizontally polarized shear waves observed in the 

western U.S. The region has been previously investigated by Grand and Helm­

berger { 1983) using the SS phase. Our purpose is to use a different data set to 

verify their result, test the capability of an automated inversion scheme, and 

determine the resolution of the various features in the upper mantle structure. 

4.2 Observations 

Tangential component (SH polarized) seismograms from 24 events located 

in the western United States, Gulf of California, and East Pacific Rise comprise 

the data set used in our study. The recording seismographs are located in the 

western and central U. S. such that the travel paths sampled primarily the tec­

tonic regions of the U.S. and Mexico, consistent with the regionalization pro­

posed by Grand and Helm berger ( 1983). The earthquakes selected are shallow 

and have predominantly strike-slip focal mechanisms. Seismograms from these 

events are chosen such that the azimuth from source to receiver is in the direc­

tion of maximum SH energy radiation, and such that the SH energy was 

recorded principally on one component {i.e. naturally rotated seismograms) in 

order to minimize any possible SV contamination. 

We expend the etiort of examining over 100 events from 1964 through 1979 

in order to obtain a data set that can be easily interpreted. The SH waveform 

from a strike-slip earthquake does not change with azimuth. Furthermore the 

surface reflection sS has the same polarity as direct S and the time separation 

t55 -ts does not change significantly for distances from 15° to 50°. Shallow 
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strike-slip earthquakes thus yield very simple waveforms that change only in 

dominant period from event to event as the depth and source time function 

change. For each event, we can estimate the source from a single teleseismic 

SH-wave seismogram and that source will be appropriate for all SH-wave records 

fro m that event. 

There are several. other important reasons for concentrating on SH-wave 

seismograms. As mentioned earlier, Helmberger and Engen (1974) found that 

the SV waveforms can be severely distorted at the distance ranges of interest 

(15° to 30° ) due to coupling with P-wave energy at the source and receiver. 

Another reason for examining only SH energy is that the upper-mantle may be 

anisotropic as proposed by Dziewonski and Anderson ( 1981). Although we will 

assume the upper mantle is isotropic in our modelling study, we feet it will be 

easier to reinterpret this data set in the context of other hypotheses if we 

confine our observations to only the one type of motion. 

We did not perform· detailed focal mechanism studies for all of the events 

selected. When possible, events with published mechanisms were used (Dean 

and Drake, 1978; Molnar and Sykes , 1969; Chandra, 1974). Otherwise we chose 

events based on a favorable tectonic setting (e.g. fracture zone earthquakes) 

and estimated from the observations whether our assumptions concerning depth 

and focal mechanism were correct. 

The earthquakes selected and the corresponding source parameters are 

listed in Table 4.1. Figure 4.1 shows the source regions and the recording sta­

tions. The propagation paths are primarily in the tectonic region as delineated 

by Grand and Helmberger ( 1983) with a few exceptions. The tectonic region of 

Grand and Heimberger includes the western half of Mexico, the East Pacific Rise, 



-102-

-120 -105 

eouG GOL 

!GSC ALOe 

a rue• EPT 
9A • 

LUB 
• eoAL 

l5°r-----~--------------~------~ 

Figure 4.1 Map of events and seismograph stations used in this study. Sources 
are triangles; stations are octagons. An azimuthal equidistant projection 
centered on source 9 is used. 
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Table 4.1 Event List 

No Yr Date Hr Min Sec Lat Long 

1.1 1968 MAYOB 12 17 13.4 43 34-.0 -127 53.9 
1.2 1970 NOV26 3 11 42.8 43 46.56 -127 26.94 
1.3 1972 OCT25 1 01 41.0 43 26.3 -127 43.9 
1.4 1973 OCT12 5 54 27.7 43 44.2 -127 28.1 
1.5 1976 JANlO B 58 47.5 43 33.1 -127 25.9 
1.6 1976 JAN27 16 06 47.5 43 34-.3 -127 24.5 
2 1963 AUG22 9 27 3.3 42 0.0 -126 24.0 
3 1965 SEP16 4 10 8.8 40 30.0 -125 48.0 

4- 1970 SEP13 21 10 21.0 40 7.8 -125 4.8 

5 1968 JAN26 1 42 20.5 40 13.8 -124 16.2 

6 1966 SEP12 16 41 1.1 39 25.2 -120 9.0 

7 1958 FEB06 0 41 38.6 38 1.2 . -118 21.0 

B 1979 MAR15 21 07 16.5 34 19.0 -116 27.0 
9 1963 NOV19 B 23 12.0 30 54-.0 -113 48.0 

10 1973 JAN13 B 39 26.8 19 41.5 -109 29.9 

11.1 1966 FEBOB 17 06 45.3 18 48.0 -106 48.0 
11.2 1969 SEP23 22 37 22.6 18 39.7 -107 4.3 
12 1968 NOV01 3 55 50.3 18 14-.3 -105 39.8 

13 1969 JUN23 7 08 27.7 18 22.4 -104 32.8 

14-.1 1966 SEP23 16 24 20.4 10 18.0 -104 6.0 
14-.2 1970 FE BOB 16 4-0 57.5 10 2.7 -104 10.1 
14.3 1975 NOV14 10 50 10.5 10 20.3 -103 35.1 

15.1 1965 OCT15 0 34 8.9 B 30.0 -102 54.0 
15.2 1978 DEC17 B 01 32.0 B 39.9 -102 55.3 
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the Gulf of California, and the U.S west of GOL and LUB. We choose to include 

seismograms from FLO, FVM, DAL, MNN, and MDS from California-Oregon events 

because the waveforms appear to be consistent with the other seismograms 

located well within the tectonic region. We proceed with caution, however, since 

Grand and Heimberger (1983) reported SS-S travel time variations of as much as 

5 s from events on the East Pacific Rise recorded at stations LUB and DAL sug­

gesting that the shear velocity in the upper mantle is increasing rapidly from 

the western to the central U.S. This observation was. in part. the basis of their 

regionalization. Lay ( 1983) summarized several studies of teleseismic S residu­

als that also suggests that this is true. 

The data are displayed as profiles in Figure 4.2. Also shown in Figure 4.2 are 

synthetics for model TNA. (sbown in Figure 4.3) proposed for the western U. S. 

by Grand and Helmberger { 1983) based on observations of SS phases. The 

observed seismograms in Figure 4.2 are aligned such that the first arrival is 

approximately at the time predicted by model TNA. As discussed above we 

expect that events recorded in the central U.S. may show some effects of lateral 

heterogeneity. We therefore separate the observations into two profiles based 

on source locations. The profile labeled EPR includes events on the East Pacific 

Rise and in the Gulf of California, recorded on western U.S. seismograms; the 

other profile consists of seismograms recorded from California and Oregon 

events. In the second profile, seismograms beyond 20° may be affected by 

lateral velocity gradients in the upper mantle. 

The lines labelled AB. CD, EF on the synthetic profile in Figure 4. 2 

correspond to predicted arrivals for model TNA based on the travel time curve 

(Figure 4.4); retrograde branches BC and DE have been omitted. The similar 
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F"tgure 4.2 Profiles of observed SH seismograms and synthetics predicted for 
TNA. EPR refers to sources on the East Pacific Rise; Cal-Ore refers lo events 
in California and the Coast of Oregon. The travel time curve for TNA is su­
perposed on the synthetics. The corresponding times superposed on the 
data reflect our interpretation of the arrivals present in the observations. 
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lines on the observed data indicate the upper mantle arrivals we observe in the 

data. 

Both record sections show a clear second arrival in the distance range 14° 

to 17° which moves forward with respect to the first arrival. This feature is 

interpreted as the CD arrival, and in model TNA, as well as most models of the 

upper mantle, it is predicted by an increase in velocity around the depth of 400 

km. In both data sections this arrival is larger in amplitude relative to the first 

arrival than predicted by TNA. The relative amplitude of this phase is perhaps 

larger for events from California and Oregon than for events located in the Gulf 

of California {included in the EPR section). On both the observed and the syn­

thetic profiles the relative arrival times of the first and second phases are 

predicted accurately by model TNA. The CD branch becomes the first arrival at 

18°. The AE branch never appears as a distinct second phase; the end of the 

branch, point B. occurs at 21°. This observation is apparent in the SS data of 

Grand and Heimberger (1983) and is a key constraint used to fix the velocity 

structure above 400 km in TNA. 

Another obvious feature in both the observed and synthetic profiles in Fig­

ure 4.2 is a second arrival moving back with respect to the first arrival in the 

distance range 24° to 27°. This second arrival is interpreted as the end of the 

CD branch; in model TNA it is predicted by another discontinuous velocity 

increase at 660-k:m depth. Unfortunately, clear observations of SH waves from 

2~ to 29° were unavailable, but the second arrival appears to have disappeared 

almost completely by 29.5°. TNA predicts the waveforms between 23° and 31° 

quite accurately. The branch EF never appears as a distinct latter arrival at dis­

tances near 19° to 20° because the large amplitude of the interference between 
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the AB and CD branches dominates the seismogram. Furthermore, the complex­

ity and the variability of the initial part of the Love wave make interpretation of 

relatively srnall arrivals difiicul t. 

The only obvious discrepancy between the two profiles is at distances 

between 24° and 27°. The records around 25.7° from California- Oregon look 

very similar to those at 24.8° from the East Pacific Rise. This may be a result of 

lateral heterogenity. The events from the East Pacific Rise are very consistent 

between stations from 22°-32°, so we will model these seismograms carefully. In 

the foll.owing analysis we will treat the two profiles as the same for distances less 

than 21°. 

Because of the apparent lateral variations of the upper mantle in the west 

and central U.S .• we must be careful when interpreting absolute travel time 

data. We will consider travel times from the East Pacific Rise and Gulf of Califor­

nia events recorded at stations west of, and including JCT, along with California­

Oregon events recorded at stations west of, and including LUB. Relevent data 

from Helm berger and Engen ( 1974) are also considered {see their Table 1). 

The travel time data from the events in the profiles in Figure 4.2, particu­

larly those in the Gulf of California and on the East Pacific Rise, are not expected 

to be very accurate. The events are small, shallow, strike-slip earthquakes and 

the P-waves are poorly recorded teleseismically. One need only refer to the ISC 

bulletins for an estimate of the location accuracy. Most of the P-wave record­

ings at distances greater than 25° are emergent and the resulting locations 

often indicate source depths of greater than 100 km for events on the East 

Pacific Rise. The Locations are determined using avelocity structure that is 

probably not appropriate. Furthermore, most of the recording stations are to 
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the east and north of the source locations. The azimuthal coverage, necessary 

for accurate source location, is incomplete. We recognize that some of our 

travel lime data may be inaccurate and may be possibly contain systematic 

errors, especially beyond 20°. 

Another way of constraining travel time is to use SS-S differential times. 

The work of Grand and Heimberger (1983) is very useful to this extent. Their 

model TNA accurately fits the SS-S times observed for event on the East Pacific 

Rise as well as the slowest S-wave travel times observed for well-located events 

in the western U.S. recorded at distances less than 15°. 

The travel time data are plotted in Figure 4.4 along with the travel time 

curve for model TNA. The data for distances less than 20° include the 

California-Oregon data from Figure 4.2 and the data from Heimberger and Engen 

(1974). The end of the geometric shadow zone for model TNA is at about 17°, 

however, this does not preclude the interpretation of travel times for shorter 

distances, say to 14°. We simply interpret the travel time as being the arrival of 

near critical reflection from the base of the low velocity zone in model TNA (see 

Figure 4.3). 

From Figure 4.4 it is apparent that we have a difficult decision concerning 

what absolute travel times we should use to constrain our velocity model. The 

observed travel times appear to be systematically less than those predicted by 

TNA at distances less than 24°. On the other hand, TNA satisfies the SS-S travel 

times for paths that are substantially the same as the ones that we are consider­

ing. The data for distances greater than 20° are, perhaps. subject to the uncer­

tainties discussed previously and the discrepancy between TNA and the observa­

tions is not necessarily significant. The data for the distances Less than 
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19° ,however, include well located events and the difference between the obser­

vations and the predictions of TNA cannot be as easily dismissed; we will investi­

gate the implication of lhis discrepancy in travel lin1es below. 

In summary. the observational features in the data which we consider 

significant are: 

1) a large later phase moving forward with respect to the first arrival from 

15° to 18°; 

2) relatively simple waveforms from 18° to 23°: 

3) a large second phase arriving progressively later with respect to the first 

arrival at distances from 23° to 29°; and 

4) simple waveforms beyond 30°. 

The implications of dillerent assumptions concerning absolute travel times will 

be considered. 

4.3 Synthetic Seismograms for SH-waves 

As is common in modeling studies of upper mantle structure, we will 

assume that a synthetic seismograms (t) can be computed by a series of convo­

lutions: 

s ( t ) = i { t ) *a ( t ) ~ { t ) * e ( t ) •m ( t ) 

where i(t) is the instrument response, a(t) is an attenuation operator,e (t) is 

the earthquake source function, r (t} is the source and receiver structure and 

m (t) is the upper mantle response. A brief review of the approximations and 

assumptions involved in this computational procedure is appropriate. 
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The source function, e (t ), is very simple for the events considered in this 

study. For strike-slip events, assuming a point source, the source wave shape 

(including the sum of direct S and the reflection fron1 the surface sS) does nol 

depend on azimuth and changes negligibly with respect to distance. Therefore, 

a single observation of each event at a distance where the propagation effect is 

not important (i.e. 30° to 90°) is sufficient to estimate the source function. 

The operator a(t) is a Futterman operator (Futterman, 1962) and models 

the effects of attenuation. We will assume that attenuation decreases with depth 

such that the ratio of travel time to Q, t I Q, is approximately a constant 

(t I Q=4s} for the distance ranges considered. This assumption may not be 

entirely appropriate but we lack the data to constrain Q. New constraints on 

attenuation may require that our results be modified. 

The effects of the near-source and near-receiver structure are modeled 

through the operator r(t ). Langston (1977) and Burdick and Langston ( 1977) 

found that three dimensional structure near the receiver can significantly affect 

the observed seismogram. These authors observed converted P to S phases 

beneath Corvallis, Oregon {WWSSN station COR) and interpreted the waveforms 

in terms of dipping structure in the crust and upper mantle. We find no evi­

dence of substantial effects on the waveforms at the stations we used due to 

source or receiver structure and, therefore, this operator is assumed to be an 

impulse. 

The quantity i(t)*a(t)*r(t)*e(t} is considered as an effective source; the 

unknown response m (t) is to be estimated from the observations and is to be 

interpreted in terms of the velocity structure of the upper mantle. An example 

of the effective source function can be seen in Fig. 4.2 by inspecting 
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seismograms at distances greater than 30°. In general, it is very simple and 

changes slightly from event to event due to variation in source time function 

and source depth. Because of the simple nature of the source, the effects of 

upper mantle structure are easy to observe in Figure 4.2. 

We will model the earth structure response by combining the WKBJ approxi­

mation with generalized ray theory. For regions of the upper mantle where the 

velocity is slowly varying, we assume the WKBJ approximation is valid and con­

struct the response using the method of Chapman (1978) and Wiggins (1976). 

Discontinuities or low velocity zones are modeled using a generalized ray expan­

sion in a plane-layered approximation of the velocity structure to isolate the 

energy that has interacted with those regions where the WKBJ approximation is 

invalid. The response due to the generalized ray expansion is computed by the 

Cagniard-de Hoop technique (Helrnberger, 1968 ). The two methods can be com­

bined (see Chapter 2) to give a very good approximation that can be computed 

very efficiently. 

4.4 Inversion 

In order to easily assess the effects of various constraints, we devise an 

inversion algorithm to treat the waveform data. Because the absolute ampli­

tudes are poorly understood and the seismograms used as data come from 

several different events, it is necessary to normalize the observations to remove 

the amplitude from consideration. Following Mellman (1980), given the jth 

observed seismogram, o; (t ), and the corresponding synthetic seismogram, 

s1{t), we define the normalized observation, o;(t) and synthetic, s1 (t) as 
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0 . (t) 
o·(t)= ' (4.1) 

) Poj 

and 

()_s;(t) (4.2) ~ - t ---
J p . 

S] 

where 

(4.3) 

(4.4) 

The window, Wi, must be carefully chosen to minimize the effects of noise on the 

normalization of the observed seismogram. 

We then assume that differences in the observations and synthetics in some 

time window Ti (not necessarily equal to Wj) are related to the velocity struc-

ture by 

iJ§' . 
o -(t)-S:·(t) =-1-om · + b ·o · 1 , om;. 1 , , 

(4.5) 

6~ is the change in the ith model paramater, and b; is an unknown correction 

factor to account for errors in the normalization of oj (t) due to noise or an 

incomplete description of the propagation effects . ami and bi can be computed 

using the generalized inverse formulation of Backus and Gilbert {1967). Because 

the problem is actually non-linear, the linear approximation must be iterated 

several times depending on how accurately the starting model can predict the 
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observed seismograms. After convergence, the formalism of Backus and Gilbert 

(1968; 1970) can be applied to estimate how well the resulting features of the 

velocity model can be resolved. 

The functions asi/ 8rrt.t can be easily computed using the WKBJ-Generalized 

Ray approximations. ln the following analysis, we will assume that the velocity 

structure is parameterized by points on the velocity-depth curve at intervals of 

approximately 30 km; the velocity is assumed to vary linearly between points. 

No attempt was made to prevent the introduction of low velocity zones since the 

generalized ray method can be used to model these situations with reasonable 

accuracy. 

The application of an inversion formalism to the waveform data is incom­

plete because no satisfactory means of estimating errors in the waveform data 

has yet been devised. We are still faced with using our subjective judgment con­

cerning the quality of the fit between synthetics and data. Nevertheless, an 

inversion scheme is still very useful in determining how various starting models 

are to be modified to predict well observed features of the data. 

4-5 Analysis 

From the profiles in Figure 4.2, we select a subset of seismograms that are 

illustrative of the features which we will try to fit. We consider both profiles to 

be similar out to distances of 21°. Beyond 21° we will try to fit the waveforms 

from events on the East Pacific Rise. 

As an example of the utility of waveform dt=tt.a for constraining t.he gross 

features of the structure. we invert for a model without using travel time infor­

mation. A starting model is given in Figure 4.5 and consists of a constant 
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Figure 4.5 Velocity models resulting from a test inversion of waveform data 
alone. 
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velocity below a 30 km crust to a depth of 1.50 krn, a slight velocity gradient to 

270 km and a larger, constant, velocity gradient to 840 km.. The velocity model 

was fixed below 870 krn to an earth model. which satisfies Lbe Jeffreys-Bullen 

travel times. The thin, high velocity lid proposed by Grand and Heimberger 

(1983}, as discussed earlier, is not expected to substantiaLly affect the seismo­

grams at 15° and so was omitted. The upper 200 km of the starting model are 

derived to approximate the travel times of model TNA between 15° and 18°. 

The waveform data are shown in Figure 4.6 and include observations of the 

strong later phases between 15° and 17° and between 24° and 29°. The synthet­

ics and data were aligned in time during each iteration such that the cross­

correlation between them is maximized. The travel times are shown, referred to 

model TNA. It is obvious from Figure 4.6 that the starting model predicts none 

of data. We apply our inversion procedure to see bow we might perturb the 

model to fit the waveform data. Because of the nonlinearity of the problem and 

the poor fit of the initial modeL, it is necessary to perform many iterations to 

achieve a satisfactory fit to the observed seismograms. We use a damped least 

square inversion procedure (Wiggins, 1972) and decrease the damping as the 

model converges to one that predicts the observations. Final convergence is 

achieved when decreasing the damping further caused only short wavelength 

perturbations to the model that do not significantly improve the fit to the 

observed waveforms. No particular effort is made to hasten convergence; we 

simply perform several iterations, check the convergence as indicated by the 

model perturbations, modify the damping, and iterate again. In this example, 25 

iterations are performed before convergence results. 
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model TNA. (+)indicates the starting model,(.) indicates the 10-th iteration, 
squares the 20-th, and triangles indicate the final model. The number ac­
companying each seismogram is proportional to the squared difference 
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The resulting models after 10, 20 and 25 iterations are shown in Figure 4. 5. 

The corresponding seismograms are shown in Figure 4.6. After 20 iterations 

rnost of the significant features in the wavefornts have been fit. The final steps 

only slightly modify the waveforms beyond 24°. Although this model does not fit 

any reasonable estimates of the travel times, we can expect that the general 

features of the model will be reproduced in any acceptable final model. These 

features include a small average velocity gradient above 200 km, two region of 

Large velocity gradients near 400 km and between 600 km and 700 km; and 

moderate velocity gradients from 200 to 300 km and from 400 to 600 km. 

It is important to recognize those features in the data that are constraining 

the models. The discontinuity at 400 krn is responsible for the second arrival at 

15.7° and 17° consistent with the interpretation in Figure 4.2. The small overall 

velocity increase above 250 km is required to reduce the amplitude of the initial 

arrival relative to the second arrival from below 400 km. The increase in velo­

city gradient at 270 km is needed to terminate the end of the AB branch around 

21° {see Figure 4.2). We note that there appears to be some inconsistency in the 

data on this feature. At 15.7° and 17° the wave shapes are predicted fairly well. 

However, it appears to be difficult to keep the gradient in the uppermost mantle 

low enough to satisfy the waveform data at the near distances, and yet ter­

minate the AB branch soon enough to satisfy the data at 23°. This will be a 

recurring problem in subsequent inversion attempts. The reduced velocity gra­

dient below the 400 km discontinuity is constrained by the relative timing of the 

arrivals at 15.7° and 17°. Finally the 600 km discontinuity is required by the 

strong later phase observed between 24° and 29°. 
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From the previous experiment we find that, from an adequate set of 

waveform data alone, we are able to resolve the gross features of the velocity 

structure in the upper mantle. Now we will refine our models given various 

travel time constraints. In our second experiment we will assume that the S­

wave travel times predicted by model TNA are appropriate. Travel times are 

included in the inversion by assuming that the onset of the S-wave in the data 

occurs at the tirne predicted by model TNA. In addition, the data set is supple­

mented by travel time information. The starting model is the same as that used 

in the previous experiment. 

Convergence to a reasonable final model is achieved in 15 iterations. The 

resulting model, designated MP2', is shown in Figure 4. 7 and the seismograms 

are shown in Figure 4.8. In the process of the inversion, some features in the 

velocity structure have been introduced that are probably not resolvable by the 

data. For example the travel. time curve for MP2' predicts an arrival from the 

AB branch to 26°, shown in Figure 4.9. The amplitude of this arrival is expected 

to be small because it is the result of small, very localized, heterogeneities in 

the velocity structure between 210 and 270 km. These features are artifacts of 

the inversion technique. Relaxing the stabilization (decreasing the damping) to 

fit the data between 24° and 30° causes the solution to become slightly unstable 

in the the upper 300 km. These instabilities can be reduced by weighting the 

model parameters differently {i.e. using a different model norm, Jordan, 1973). 

Another artifact occurs between 810 and 840 km because the velocity structure 

is fixed below 840 km. 

We, therefore, smooth the velocity structure in the upper 300 km and below 

810 km, and iterate the inversion procedure once more. The resulting model is 
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Figure 4. 7 Starting model and models MP2' and MP2 resulting from inversion of 
waveform data and travel times appropriate for model TNA. 



-122-

STARTING tTNA-t, s 
DATA MODEL MP2' MP2 +4 0 +2 

16 ~12.1 yo.98 \j-o.33 \jo.37 +STARTING •+ 

vu yo.51 '\[0.25 f\[0.27 MODEL 
o• 

• MP2 
18 o MP2' 

~ 

30 s 

1fv 8.0 Pyfo.5o ";J'o.22 yo.24 
a) 22 ~15.2 ~0.43 *0.42 *0.41 u 14.1 c 0.21 0.17 0.15 
0 -.~ 24 + 

0 "¥ 14.1 ~ 0.88 f¥1 0.10 ¥0.07 
15.1 0.67 0.04 0.04 + 

26 
'VJ"I5.1 -'\r-o.63 flvvo.ll fvvo.u + 

+ 

28 + 

"vv-15.1 'v-- 0.67 Vv 0.17 Vv0.15 
+ 

30 

Figure 4.8 Comparison of the observed seismograms and travel times for model 
TNA with the synthetic seismograms and computed travel times for models 
MP2' and MP2. The number accompanying each seismogram is proportional 
to the squared difference between the observed and synthetic seismograms .. 



125 

Cl) 

en 
)( 

<] 100 
I .... 

75 

12 

A 

MP2' 

MP2 

c 

16 20 

-123-

/ 
/ 

/"' 
/"' 

24 

/ 
/ 

/ 

/'8 

28 
Distance{~), deg 

30 34 

Figure 4.9 Travel time curve for models MP2' and MP2. The prolonged AB 
branch in MP2' is not well constrained by the data. Model MP2 was ob­
tained by smoothing the structure above 360 km thereby eliminating this 
branch with little effect on the agreement between observed and synthetic 
waveforms. 
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MP2 shown in Figures 4. 7, 4.8, and 4.9. Model MP2 is not quite as good a fit as 

MP2' to the waveform data, however, the ditierences are probably not i.rnportant 

judging, subjeclively, front the wavefornts in Figure 4.2. The travel tirnes agree 

well with those for TNA beyond 23°. From 19° to 23°, our model is about .6 s slow 

and, at nearer distances, model MP2 is about 1 s faster than TNA. These 

differences are negligible considering the observational errors in travel time and 

considering the known variations in the uppermost mantle structure. 

As discussed above, there are large differences between the observed shear 

wave travel times observed in the western U.S. and the travel times predicted by 

TNA based on SS-S differential times. We will now investigate bow this 

discrepancy will affect our velocity models. We now assume that the travel times 

are 4.5 s faster than those predicted by TNA between 15° and 18°, 3 sec faster at 

19° decreasing to 2 sec faster at 23°, and 1 sec fast beyond 23°. Using these 

travel times and a modification of the starting model used previously, we repeat 

the inversion procedure. After 15 iterations, we obtain model MP3' shown in Fig­

ure 4.10. A summary of the resulting waveforms and travel times are shown in 

Figure 4.11. 

MP3' is similar to MP2 below 450 km but the discontinuity around 400 km 

appears to be shallower in MP3'. To test whether these differences in fine struc­

ture around 400 km are resolvable, we modify MP3' between 360 and 450 km to 

be the same as MP2, smooth the upper 300 km of MP3', and repeat the inversion. 

The result, model MP3.1, is also shown in Figures 4.10 and 4.11. The only 

modification after 3 iterations is an incease in the velocity between 420 and 480 

km. This feature is introduced solely in order to fit the travel times from 19° to 

23°. We reinvert the data once more, relaxing the travel time constraints and 
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completely replacing the structure in MP3' by that of MP2 below 390 kin depth . 

The resulting model MP3.2 is summarized in Figures 4.10 and 4 .11. ln aU these 

models the fit of the observed waveforn1s to the synthetics is sin1ilar. The rnajor 

differences are in the predicted travel times between 19° and 22° and, as dis­

cussed earlier, the travel times in Figure 4.4 are not very reliable beyond 20°. 

The WKBJ approximation used in the inversion algorithm has been tested 

extensively against more accurate methods: generalized ray theory and 

reflectivity, (Fuchs and Muller, 1971) and, therefore, we know that artifacts are 

present in the synthetics that need to be checked before finally concluding that 

our models are appropriate. A calculation of synthetic seismograms by the 

reflectivity method (Fuchs and Muller, 1971) for model MP2 shows generally 

excellent agreement with the seismograms generated using the WKBJ assump­

tions except at distances off the ends of cusps in the travel time curve (triplica­

tions). 

Figure 4.12 shows a profile of synthetics from 23° to 30° computed by the 

two methods for model MP2 along with the relevent data. The second arrival at 

distances beyond about 25° is larger in the WKBJ profile than in the reflectivity 

profile for model MP2. The travel time for the CD and EF branches for MP2 is 

shown in Figure 4.13. The D cusp occurs at about 25°. For distances less than 

25° the WKBJ approximation is expected to be accurate; at further distances the 

diffracted arrival is not well modeled. In the WKBJ seismograms, the amplitude 

of the second arrival does not decay with distance as quickly as it should as indi­

cated by the reflectivity seismograms. Because we are using records at 26.5° 

and 29.6°, an inversion procedure converges to a point where these observations 

were fit equally well. The second arrivals are somewhat too large at 29.6° and 
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slightly too small at 26.5° . 

To correct the model MP2 for this artifact in the modelling technique we 

remove from consideration the GSC record at 29.6°, fix the velocity above 540 

km; and invert the data between 22.1° and 24.6° using MP2 as the starting 

model. The resulting model F1 (Figure 4.14) produces some improvement in the 

agreement between data and synthetics, particularly at the distance of 26.5°. 

The velocity model Fl shows that the large increase in velocity from 600 to 

750 km is sharper than in model MP2. The effect of this difference is to push the 

position of the D cusp to 26° {see Figure 4.13). Our subjective assessment of the 

fit between the data and synthetics is that Fl is a better estimate of the velocity 

structure than MP2 although obviously from Figure 4.14 the differences are 

slight. The velocity model Fl is given in TabLe 4.2, another model F2, Table 4.3 

was derived in a similar way from model MP3.2. 

The 400 km discontinuity in models MP3.2 and MP2 is modeled as a high 

velocity gradient between 390 km and 420 km. ALthough, using long-period body 

waves, we do not expect to be able to resolve any discontinuities sharper than 

this. we investigate whether the model proposed by Grand and Heimberger 

(1983) can be modified to fit the data in a resolvably better way. We also esti­

mate the effect of a shallow high velocity lid on the inversion. 

Starting with model TNA, we find that perturbing the model slightly can 

indeed increase the amplitude of the arrival from below 400 krn relative to the 

first arrival at 15.7° {Figure 4.15). The new model is designated TNA.M and is 

shown in F'igun~ 4.16. We note t.hat there is f\gain some tradeoff het.ween how well 

we can match the observations at less than 17° and still fit the data beyond 22°. 

Removing the lid in TNA results in synthetics that fit only slightly better than 
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Table 4.2 Velocity Model Fl 

Velocity Depth 
3.690 0.0 
3.690 6.0 
3.700 30.0 
4.350 30.0 
4.350 33.0 
4.358 60.0 
4.363 90.0 
4.374 120.0 
4.390 150.0 
4.405 180.0 
4.440 210.0 
4.474 240.0 
4.501 270.0 
4.559 300.0 
4.621 330.0 
4.714 360.0 
4.799 390.0 
4.991 420.0 
5.108 450.0 
5.156 480.0 
5.196 510.0 
5.249 540.0 
5.292 570.0 
5.413 600.0 
5.595 630.0 
5.802 660.0 
6.003 690.0 
6.122 720.0 
6.180 750.0 
6.228 780.0 
6.270 810.0 
6.289 840.0 
6.320 870.0 
6.315 900.0 
6.365 1000.0 



-132-

Table 4.3 Velocity Model F2 

Velocity Depth 
3.690 6.0 
3.700 30.0 
4.300 30.0 
4.300 33. 0 
4.297 60.0 
4.302 90.0 
4.337 120.0 
4.370 150.0 
4.389 180.0 
4.414 210.0 
4.441 240.0 
4.488 270.0 
4.540 300.0 
4.601 330.0 
4.677 360.0 
4.775 390.0 
4.978 420.0 
5.108 450.0 
5.156 480.0 
5.196 510.0 
5.249 540.0 
5.292 570.0 
5.413 600.0 
5.595 630.0 
5.802 660.0 
6.003 690.0 
6.122 720.0 
6.180 750.0 
6.228 780.0 
6.270 810.0 
6.289 840.0 
6.302 870.0 
6.315 900.0 
6.365 1000.0 
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Figure 4 .14 A comparison of differences between model MP2 and Fl. The models 
are identical above 540 km. The differences are slight but produce 
significant changes in the waveforms in Fig . 4.12. 
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Figure 4.16 Models TNA, TNA.M and TNA.M (no LVZ) derived from inversion result 
shown in F'igure 4.15. 



- 136-

model TNA.M indicating that the presence of the lid and the low velocity zone is 

not resolvable from our data and has little effect on resulting velocity models. 

4-8 Discussion 

The experiments with an iterative inversion scheme for body-wave seismo­

grams that we have conducted should give some indication of the usefulness of 

this dat.a for constraining the velocity structure. In our first three experiments 

we derive veLocity models from starting models that are obviously not accurate 

even as initial guesses. The reasoning behind this is to try to find the simplest 

upper mantle model which could satisfy the data. The resulting models are 

quite similar in general features: a small overall velocity gradient from 50 to 250 

km; an increase in gradient below 250 km resulting in about a 4% velocity by 360 

krn depth; a large velocity gradient between 360 km and 420 km with cumulative 

velocity increase of around 8*%; a 5 % increase in velocity from 420 km to 600 

km; and a 14% increase in velocity between 600 and 750 km. 

The depths to regions of high velocity gradients, the 400 km and 600 km 

"discontinuities", are constrained by the travel times used in the inversion. In 

our initial test, the travel times are essentially those of the starting model and 

are about 4 s faster than TNA at 16° and 4 s slower than TNA at 30°. In deriving 

MP2 we use TNA travel times, and in deriving MP3', MP3.1 and MP3.2 we fit travel 

times which are systematically faster than TNA as suggested (but not 

demanded) by the travel time data. A review of Figures 4.5 and 4-.10 reveals that 

there is about a 20 km difference in the depth to the major discontinuities 

resulting from these different travel time assumptions. Of course the absolute 

depth to these discontinuities is also very dependent on the structure assumed 
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for the uppermost mantle. 

In Figure 4.17 we summarize these velocity models that fit the waveform 

data. Figure 4.18 shows the travel time curves for the three models. We note 

that TNA.M is slightly later than Fl {about 1 s) as a result of the low velocity 

zone. Fl and F2 were constructed to be essentially the same below 390 km. 

Recalling the waveform data used in the inversion. inspection of the travel time 

curve in Figure 4.18 is enlightening as to how the automated inversion pro­

cedure converges. The velocity gradient between 360 km and 450 km was 

modified by the amount needed to introduce tbe second arrival at 15.7°. Includ­

ing clear observations of a second arrival at closer distances would increase the 

resolution of structure in this depth range. Note that if the velocity increase 

was truly discontinuous at 405 km, a second arrival should be observable to at 

13°. Data at these distances are difficult to interpret due to the arrival of the 

Love wave. Our modeling procedure assumes that we can explain all the feature 

in the waveforms by direct arrivals of bodywaves. 

The final comparison between synthetic and observed profiles is shown in 

Figure 4.19. Here we have .taken data from both source regions for distances 

less than 21°. Beyond 21° the sources are located on the East Pacific Rise. The 

combined data set gives some idea of the variability in the waveforms and the 

quality of the overall fit. Synthetics are computed for model Fl by both the 

reflectivity and WKBJ techniques. The WKBJ method yields excellent results 

except at distances greater than 27° as noted earlier. 

The inability to better fit the data at the distances of 15° to 17° is puzzling . 

Better agreement between data and synthetic seismograms is possible as in, for 

example, the experiment described in Figures 4. 5 and 4. 6, but at the expense of 
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the fit beyond 2~. This observation may indicate that our velocity models or 

wave propagation caleulations are too simple. Grand and Heimberger (1983) 

note Lhat multiple reflections from the surfa.ce sucb as SS, SSS, etc. follow lhe S 

phase closely at distances of less than 20° and, in some cases interfere with the 

arrival from below the 400 km di.scontinuity. The arrivaL that we interpret as 

coming from below 400 km. is observable and quite consistent in Figure 2.2. and 

moves forward in the record suggesting that contamination by multiple phases 

is minimaL Another possibility is that attenuation may be more important than 

we have assumed. Considering the extent of the lateral heterogeneity that may 

be present in the upper 200 km of the mantle, we consider the agreement 

between the synthetics at these distances to be reasonable. Another useful 

feature of an inversion algorithm is the ability to easily detect inconsistencies 

such as these. 

We also note that the data shown in Figures 4.2 and 4.19 are qualitatively 

similar to the P-wave seismograms recorded in southern California from events 

in Mexico and on the East Pacific Rise investigated by Walck (1983). A similar AB 

branch is observed in the P waves and ends at about 20° suggesting an increase 

in the compressional wave velocity gradient around 250 km. Walck (1983) has 

excellent observations of the triplication arising from the 660 km discontinuity 

and suggests that the large velocity increase occurs between 620 and 680 km 

with a sharp discontinuity at 660 km. The data we present do not place much 

constraint on the sharpness of the discontinuity; the models in Figure 4.18 fit 

the data equally well. We do feel that both discontinuities must be at Least as 

sharp as they are in our models Fl or F2. 
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The results of this study are in disagreement with the conclusions of some 

previous investigators. Cara (1978) presented a shear velocity model based on 

measurements of Lbe dispersion of fundarnenlal and higher-rnode Rayleigh waves 

in the western U.S. His data suggested high velocities (4.43 km/s) below the 

Moho decreasing to very low velocities (4.05 km/s) at 100 km. Wielandt and 

Knopoff ( 1982) derived a similar model for the East Pacific Rise based on very 

long-period observations of fundamental mode Rayleigh waves propagating 

between the South Pole and California. The low velocity zone that these authors 

have proposed would almost certainly affect our observations. Travel times 

predicted by these models are at least 15 s slower at distances less than 20° 

which would be evident, even with our poor quality travel time data. The resolu­

tion of this discrepancy requires futher study. Anderson and Dziewonski ( 1982) 

proposed that the upper 200 km of the mantle is transversely anisotropic world­

wide based on the inability to fit both Love (SH) and Rayleigh (SV) data with a 

single isotropic model. They emphasized that models derived assuming isotropy 

{such as in the present study as well as in Cara {1978)) could be substantially in 

error. The discrepancy between our results (SH) and those of Cara (1978) (SV) 

may be a manifestation of this phenomenon. The best way to investigate the 

possibility of anisotropy is to analyze SV waves in a manner similar to the way 

that we have treated SH waves. 

The resolving power of the data set used in the body wave inversion can be 

estimated from Figure 4.20. A correction to any model parameter is actually a 

weighted average of the corrections to all of the model parameters. The details 

of the averaging at each depth be represented by "averaging kernels" shown in 

Figure 4. 20. The shape of the averaging kernels is controlled through the 
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stabilization (see Wiggins, 1972) by both the errors assigned to the data and by 

the desired accuracy for the corrections to the parameters. We heavily stabilize 

(damp) Lhe inverse in the initial stage of an inversion and relax the dan1ping as 

we approach convergence. Figure 4.20 is computed for the damping used in the 

final iteration for model Fl. The details for the other models vary slightly. 

The inversion technique is very nonlinear so Figure 4.20 is, in no way, meant 

to represent the resolving power throughout the iterative process. However we 

can use Figure 4.20 to estimate the lengths over which the various features of 

the model are resolvable. For example the data appear to be providing detailed 

information about the velocity structure around 150 km, 420-500 km and 700-

800 km. Details concerning the sharpness of the discontinuities are not obtain­

able as seen in the averaging kernels for depths between 570 and 700 km and 

around 390 km. These conclusions are intuitively reasonable since we lack the 

detailed waveform data necessary to accurately Locate the cusps of the travel 

time curve, information that is needed to resolve these features better. 

The primary purpose of the study is to interpret S-waves observed in the 

western U.S in terms of the radial variation in velocity. In addition we test a 

scheme for inverting the observed seismograms directly, using travel time con­

straints. We feel that this method holds promise for further structural studies 

in which detailed waveform analysis is required. For much of the world this type 

of data is the only source of information relevant to the fine structure of the 

upper mantle. The procedure of trial and error fitting of theoretical seismo­

grams to observations is much too time consuming to be practical in many 

situations. An inversion scheme can relieve much of the tedium and frustration 

by quickly identifying those observations which are inconsistent and by 
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performing the final perturbations necessary to explain the data, although an 

inversion algorithm is no substitute for lack of a detailed understanding of the 

wave propagation phenomena under observation. 

4. 7 Conclusions 

S-wave body phases recorded in the Western U.S . from events in Oregon, 

California, the Gulf of California, and the East Pacific Rise show good evidence 

for two major triplications between 15° and 30°. Direct inversion of the seismo­

grams with travel time constraints indicate that there are two major regions of 

high velocity gradient in the upper mantle. One is an 8}7% increase in velocity 

between 360 km and 420 km depth, and the other, a 14% increase between 600 

and 750 km. The overall velocity increase in the uppermost 200 km appears to 

be small with an increase in the gradient at around 270 km. The cumulative 

velocity increase between 270 and 360 km is about 4%. The velocity gradient 

between 420 and 600 km results in a velocity increase of 6% over these depths. 

The data cannot resolve discontinuities sharper than these; models with true 

discontinuous increases in velocity, such as TNA (Grand and Helmberger, 1983), 

are acceptable fits to the data. 

S-wave travel times in the western U.S. differ from those predicted on the 

basis of SS-S differential times {Grand and Helmberger, 1983) by as much as 5 s 

at distances of less than 19°. The resolvable discrepancy in the data sets can 

be satisfied by velocity differences in the upper 120 km of about 1% and by 

differences in velocity of about *% down to 390 krn. These data can both be 

satisfied by the same velocity structure below 390 km. 
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Our results are very consistent with the shear-wave model, TNA, proposed 

by Grand and Helrnberger {1983) and with the P-wave model of Walck (1983). 

There appear to be large discrepancies between rnodels derived from Ray leigh 

wave data and models derived from observations of SH body waves. 
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Appendix 

A-1 Computation of ou WKB((;J)/ avi 

From eq. {3.22) we have 

(A.l) 

Here we will be concerned with the details of the evaluation of the function of p, 

The function oR(p )/ ovj depends on the transmission coefficients required 

by discontinuities in the velocity structure. These transmission coefficients have 

the same form as the transmission coefficients in generalized ray theory and we 

will defer their derivation untiL later. 

Before proceeding we will consider a particular velocity parameterization. 

We will sample the velocity structure at discrete intervals and assume that the 

velocity varies linearly with depth between the sampled points. The parameteri-

zation is sufficiently general for the application of modeling the upper mantle 
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and yet is simple enough to permit easy evaluation of the function T(p ). 

Tbe function -r(p) is given by 

•• Zo %1 Zp 

T(p) = J 1]dZ +2f 'T]dZ + 2f 'T'JdZ +· · ·2 J TJdZ . (A.2) 
0 z. %0 Zj: 

where 7J=(1/v 2{z )-p 2
)
112

, Zs is the source depth and Zp is tbe depth at whi c h 

1/ v (zp )=p. Zp lies between zk and zk +l ( zk <zp <zk +l ). Using our parameteri­

zation, each integral in (A.2) can be evaluated directly. For example the contri-

bution toT from the integral from Zn and Zn+I• n + l~k is 

(A.3) 

! r r _ ~-2 2 1) 
= 2/bn Vl-p v~-Vl-p 2v;+l +log ~~-,------,2.--- I Vn + 1 ll--v 1 -p Vn 

l Vn 1-Yl-p Vn+l J 

where 

(A.4) 

For the integral from zk to z;p which includes the turning point we have: 

(A.5) 

Therefore we can rewrite ;(p) as 

"• .. 
T = J r; dz + 2 J 'T} dz + J o + J 1 + J 2 + .. · J k (A.6) 

0 %. 
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and 

oT aJi-1 aJi --= --+ --av . av. av . 
' ' '· 

(A.7) 

The explicit differentiation of {A.3) and (A.5) is straightforward. For i~k, define 

Qi from (A.3) and (A.5) by 

2 
J, = ~i 

' 
(A. B) 

Then 

(A.9) 

and for i=k + 1 

(A.10) 

A-2 Computation of auGR(s )/ avj 

From eq. (3.30) we have 

(A.ll) 
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Here we will treat vj as the velocity in the jth layer and investigate BR(p )I avj 

and 8T(p )I avj for the SH case. 

R (p) is the product of all the transmission and reflection coefiici enls along 

the ray path, i.e. 

R=TIClt+l 
RAY 

{A.12) 

where Cu + 1 is the appropriate reflection or transmission coefficient describing 

the interaction between the l and t + 1 layer. Therefore we need only investigate 

the derivatives of the reflection and transmission coefficients. Define 

{A.13) 

where Pi is the density of the iu.. layer and T/i. =~=p2 . Then 

(A.14) 

is lbe transmission coefitcient between the i"' and ju., (an adjacent) layer. Simi-

larly 

{A.l5) 

is the reflection coefficient for the i&h and adjacent j"" layer. Differentiating 

with respect to v, and vi we have 

{A.16) 

(A.17) 
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(A.lB) 

(A.l9) 

The quantity T(p) is given by 

T{p) = L; TJj Thj {A.20) 
Ra:y P~h. 

where Th; is the layer thickness. By straightforward differentiation, we have 

{A.21) 

assuming the ray propagates through the jth. layer twice (i.e. down and up). 


