
Planar Laser Induced Fluorescence Imaging and 

Monte Carlo Simulations of Pulsed Laser Ablation 

Thesis by 

Dale L. Capewell 

In Partial Fulfillment of the Requirements 

for the Degree of 

Doctor of Philosophy 

Pasadena, California 

1997 

(Submitted 24 Oct 1996) 



11 

© 1997 

Dale L. Capewell 

All Rights Reserved 



lll 

Acknowledgements 

For me this experience has felt like a long ultra-marathon on steep terrain in which I 

went out too fast, went off course a few times, and then struggled at the end to reach 

the finish line. Looking back, I often walked when I could have run but was uncertain 

whether I'd have the strength to continue. In fact I often lay face down in the dust 

crying like an infant and wishing that death would come to relieve my suffering. I 

do, however, recall moving at times with power and grace and I choose to remember 

most clearly these brief periods. Now that I have completed my mission at Caltech, 

it may be several years before I acquire the necessary perspective to fully appreciate 

what I have accomplished. 

As in any long run, the contibutions of the many handlers are vital but often go 

unnoticed as the buckles and plaques are awarded. My deepest gratitute is to my 

wife, Dr. Selmer Wong, who has tirelessly endured my angst and offered a positive 

outlook when it was needed most. Thanks also to my mother, who has become a 

counselor and friend, and to John, who will now spend years trying to one-up this. I 

would also like to thank both Dr. Pete Sercel and Dr. Stephanie Leifer for living life 

with intensity, enthusiasm, and laughter. They are like family to me, and continue 

to be a source of inspiration. 

My gratitude extends to my research advisor Dr. Dave Goodwin for laying before 

me all the necessary equipment and ideas to complete this project. I am equally 

indebted to Dr. Phil Paul at Sandia National Laboratories for his invaluable expertise 

in acquiring the data presented in this dissertation, and to Dr. Viet Nguyen for his 

help in the lab. 

I would like to acknowledge the many runners I have encountered along the 

trail. Among these are Sven Khatri, Ashok Tripathi, Steve Sanders, Jimmy Yee, 

Yan Speth, Ho Seon Shin, Andrew Bailey, Bob Kirkwood, Nick Glumac, and many 

others. Thanks for the talks, the lunches, the encouragement, the chess, and the 



IV 

e-mail. Thanks also to Frank Cosso for his engineering skills, and to Rodney for his 

machining prowess. 

This race is over. Ooh Rahh. I certainly didn't win it but I hung in there have 

learned a lot. I wish all of the runners still on the trail the best of luck. I will now 

hobble to the shower and then try in vain to get some rest. 



v 

Abstract 

The first reported planar laser-induced fluorescence (PLIF) images depicting the rel­

ative ground-state, neutral density of Si within a pulsed laser ablation (PLA) plume 

as it expands into vacuum and 10 mTorr Ar are presented. Because of the high flow 

speeds in PLA plumes and the narrow bandwidth of typical lasers, several images 

acquired with the laser detuned incrementally must be superimposed to produce im­

ages which compensate for Doppler shifts. Density profiles of Si along the axis of 

symmetry as a plume expands into Ar at pressures of 0-150 mTorr demonstrate the 

influence of a background gas and substrate on the expanding plume in the interval 

0 < t < 5µs. In-flight production of SiO along the contact as an Si plume expands 

into 1.0 Torr air is demonstrated in the first reported images of a reactive intermediate 

species produced during PLA. 

The expansion of Si into both 10 mTorr and 100 mTorr Ar is investigated using 

the technique of Direct Simulation Monte Carlo (DSMC), with a simple ablation 

model used to generate the Si plume. As a consequence of the rapid displacement 

of background gas, i.e. the snowplow effect, the plume divides into two components, 

one which travels nearly collisionlessly toward the substrate and one which interacts 

more strongly with the gas. At 10 mTorr, collisions between fast component Si atoms 

and Ar atoms during the period t < 250 ns are responsible for most of the energy 

transfer from Si to Ar. This results in the creation of a fast (15 eV), collisionless Ar 

component which impacts the substrate shortly after the fast Si component arrives, 

but does not result in thermal heating. At 100 mTorr, the energy transfer from the 

plume to the Ar gas occurs on a µs time scale and is attributed primarily to thermal 

heating. The energy of the fast Ar component decreases to about 5 eV. 

Finally, the DSMC technique is employed to study the expansion of Si into both 10 

mTorr and 100 mTorr 0 2 . The chemical reaction Si + 0 2 --+ SiO + 0 is investigated, 

including rotational and vibrational excitation the diatomic molecules 0 2 and SiO. 
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At both pressures, SiO first appears along the sides of the expanding plume and, at 

100 mTorr, appears only along the contact front between the Si and 0 2 • This result 

compares well will PLIF data. An examination of the 0 2 rotational temperature 

indicates that the background gas is heated along a conical surface whose tip is 

located at the ablation spot as the plume expands. 

Collectively, these simulations demonstrate the potential of the DSMC method to 

provide quantitative information about the reactive expansion of a wide variety of 

PLA plumes into rarified background gas mixtures, and study the particle flux onto 

a substrate when parameters such as background gas pressure and composition are 

varied. 
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Chapter 1 Introduction 

1.1 Background 

Wide interest in the physical vapor deposition (PVD) technique commonly known as 

pulsed laser deposition (PLD) began about a decade ago, when it was discovered that 

complex multi-element superconducting films of good quality such as YBa2Cu30 7_ 0 

could be deposited by irradiating a target with laser pulses, obtaining a film with a 

stoichiometry similar to that of the target [1, 2]. These results are consistent with 

previous work which suggested that the evaporation occurring during pulsed laser 

ablation of many complex materials is congruent, that is, the stoichiometry of the 

target is preserved in the plume. Although this might seem surprising, especially 

for target materials such as Hg1_xCdx Te which have been shown to exhibit grossly 

incongruent thermal evaporation [3, 4], this unique PLD property can be understood 

by considering that the rates of heating and cooling within a target subjected to high 

energy laser pulses of less than 100 ns duration are usually rapid compared with typ­

ical millisecond segregation rates [5]. Although small differences among the sticking 

probabilities for different target species are observed to produce small stoichiometric 

differences between the target and film, this can be compensated for by enriching the 

target with species which would otherwise be deficient in the film, or by including 

these species in a background gas. Both of these methods are effective, for example, 

in increasing the concentration of Hg in Hg1_xCdx Te films grown by PLD [5]. 

Research has revealed that the composition of high-Tc superconducting films can 

be controlled by varying the target-substrate distance, background gas pressure, de­

position angle, and laser beam energy. In fact, recipes for growing in situ crystalline 

YBCO films are available [6, 2]. Although recipes for depositing YBCO films using the 

more conventional techniques of chemical vapor deposition ( CVD), plasma-enhanced 

chemical vapor deposition (PECVD), and coevaporation of the metallic constituents 
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[7], PLD is far simpler and easier to control. The technique is therefore likely to re­

main an important method for growing YBCO films for a wide variety of applications. 

Extensive efforts to apply PLD to the deposition of non-superconducting materials 

have also met with success. By 1990, a wide variety of semiconductors (e.g., GaAs, 

GaP, GaSb, InAs, InBb), oxides (e.g., Al20 3 , SiOx, MgO, BaTi03 ), ferromagnetic 

materials (e.g., 1-Fe20 3 ), organic compounds, and superlattices (e.g., HgTe-CdTe) 

of good quality had been successfully deposited onto substrates using PLD. Several 

varieties of pulsed lasers were employed for this work, including excimer lasers, ruby 

lasers, Nd:glass lasers, Nd:YAG lasers, and N2 lasers as well as a few CW lasers 

including C02 lasers and argon ion lasers [5]. The excimer laser, which combines a 

high energy UV output with a high pulse repetition rate, has become the preferred 

choice for an even wider range of PLD applications, including the recent deposition of 

ferroelectric films and heterostructures (PbZrx Ti1_x03 ) for use as nonvolatile random 

access memory [8]. 

The apparatus typically used for PLD consists of a target and substrate enclosed 

within a vacuum chamber fitted with a transparent window enabling an excimer 

laser beam to be directed onto a solid target. A schematic diagram depicting this 

arrangement is shown in Figure 1.1 with a real experiment to the right. As shown, the 

interaction of the laser with the target generates a plume of ablated target material 

which expands toward the substrate and adsorbs. As depicted, the substrate and 

target are often rotated, enhancing film uniformity and increasing the surface area of 

a solid target which is exposed to the laser's radiation. 

In addition to congruent evaporation, the PLD method of growing thin films has 

demonstrated many other advantages not shared by alternative deposition methods. 

In contrast to molecular beam epitaxy (MBE), the power for PLD is supplied from 

outside the vacuum chamber so there is no need for resistively heating the target 

material. This not only increases the efficiency with which power is coupled to the 

target, but also minimizes the ambient chamber temperature and therefore minimizes 

outgassing. Further, because the target holder is not resistively heated, highly reactive 

materials such as rare-earth metals can be evaporated by PLD without reacting with 
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Target 

Excimer Laser 

Figure 1.1: Typical arrangement used for pulsed laser deposition (PLD), showing the 
target, substrate, and focused laser beam used to generate the plume. 

it. In the case of PLD with a reactive background gas such as 0 2 , concerns about 

burning out hot filaments or initiating electrical discharges are eliminated. Because 

of the ease with which solid targets can be interchanged, the same facility can be 

used to deposit a wide variety of films with few adjustments in between. In fact, 

a rotating target holder with different materials has allowed complex multi-layered 

heterostructures to be fabricated in situ using PLD [9]. 

Although several of the advantages of PLD are a consequence of the method's 

simplicity, others result from observed properties of the plume. Unlike MBE, the 

material ejected during laser ablation is forward-directed, maximizing the amount 

of target material available for deposition onto the substrate. In a production envi­

ronment this efficient utilization of target material may translate into reduced costs, 

especially for the deposition of expensive target materials. The forward-directed be­

havior of ablation plumes may also be utilized to fabricate recessed features on a 

substrate more easily than with alternative techniques. 

It has been widely observed that in addition to being forward-peaked, pulsed laser 

ablation (PLA) plumes are also highly ionized above a threshold laser intensity. Using 

a variety of techniques, the ionization fraction of the plume incident onto a substrate 

is estimated [5] at about <0.5% for a 50 MW /cm2 laser intensity, 10% for intensities 

near 500 MW /cm2 , and nearly 100% for intensities exceeding 5000 MW /cm2 • The 
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kinetic energy of the ions, measured using time-of-flight (TOF) analysis of ion probe 

data, is typically 10-100 eV. The high energy ionic component of the plume has been 

credited with improving the quality of deposited films. It has been observed, for 

example, that while epitaxial growth of Zr02 films occurs under certain experimental 

conditions, an amorphous film results under identical conditions when an electric 

field is used to deflect the ions away from the substrate [10]. The role of the energetic 

ions in this case may be to anneal the initially amorphous film, allowing subsequent 

epitaxial growth. 

In many cases, the increase in mobility of target atoms on the substrate may 

explain improvements in film quality during PLD. An experiment comparing Ge films 

grown on Si by both MBE and PLD has revealed that films grown by PLD at 300° C 

are epitaxial while those grown by MBE at that same temperature are polycrystalline 

[5]. Since Ge films grown by MBE are epitaxial only if the substrate temperature 

is increased to 350° C, the important difference in this case may be the improved 

mobility of Ge atoms on the substrate during PLD. Improvements in diamond-like 

carbon (DLC) films observed when an ArF laser is used instead of a KrF laser [11] 

may also be explained using this argument. Although these improvements may be 

due in part to the observed increase in the atomized carbon fraction in the plume, 

the carbon atoms in the plume are observed to be more energetic when the ArF laser 

is used for ablation. 

In other applications, interactions between background gas molecules and high 

energy target atoms may be responsible for certain film properties. The use of back­

ground of 0 2 in the deposition of both silicon dioxide films [12, 13, 14, 15] and YBCO 

films [16], for example, indicate that chemistry occurs during PLD. Since the high 

impact energies during PLD make it much easier for reactants to overcome the ac­

tivation energy barrier, both in-flight oxidation and oxidation at the substrate may 

be enhanced in comparison to MBE. Experiments have also shown that highly doped 

p-type Zn Te films can be grown by ablation of Zn Te into a background gas of N 2 [17]. 

Since the bond strength of N2 is about 10 eV, a plasma source is ordinarily used to 

generate atomic N during growth of these films by MBE. During PLD, however, this 
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energy is provided by the plume, which perhaps accelerates a few N 2 molecules to 

more than 10 eV during collisions. Upon subsequent impact with the substrate, these 

molecules might then dissociate and incorporate into the ZnTe film. Recent growth 

of SiN films and TiN films by ablating Si or Ti into N 2 may be explained similarly 

[18, 19]. 

Despite the many advantages of PLD, several disadvantages have also been rec­

ognized. Among these are the difficulty in scaling the process to large diameter sub­

strates, and the presence of excessive particulates in PLD films. Efforts to address 

the former by rotating the substrate and/or by rastering the substrate side-to-side 

have successfully led to the deposition of films onto 3-inch wafers with a uniformity 

comparable to that of MBE. The effectiveness of physical substrate manipulation is 

limited to small substrates, however, because the substrate will inevitably obstruct 

the path of the laser beam en route to the target as its size increases. The prob­

lem of particulates in the plume is currently a much more serious handicap for the 

PLD process. Evidence of globules on films which are consistent with solidification 

of molten droplets have been widely reported [20, 5]. These globules, which have di­

mensions ranging from a few nanometers to a few tens of microns, significantly reduce 

the quality of the desired film. As with the creation of energetic ions in the plume, 

splashing of molten droplets from the target occurs above a threshold laser intensity 

and are believed to be produced when the target becomes superheated, that is when 

a region beneath the surface melts before the surface becomes vaporized. Efforts to 

combat the presence of particulates in the plume have included the invention of a 

both a rotating vane particle filter [21 J and a synchronized electromagnetic shutter 

filter [22], and attempts to spin the target at high RPM to reject particulates using 

centrifugal force [5]. Despite these efforts, the density of particles incorporated into 

typical films grown by PLD remains a problem. 

The extensive experimental success growing films using PLD certainly outweighs 

the current limitations. Efforts to understand the basic physics of ablation may lead 

to currently unforeseen solutions to many of its problems, making this technique more 

attractive for commercial use. Research into the fundamentals of the process using 
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plume diagnostics and computer modeling has only recently begun. Since it is now 

generally believed that PLA may be regarded as a simple thermal process only at 

low laser intensity (i.e. < 1 MW /cm2) [5], future research will focus on how the 

plume becomes ionized, accelerated, and heated at higher laser fluence, and how the 

plasma interacts with a background gas during its expansion. Most important for the 

deposition of films, however, are questions about how the ionized plume then interacts 

with the substrate. If PLD is to become as widely used as CVD, comprehensive 

models capable of reproducing in simulation quantitative properties of films observed 

experimentally under the same choice of laser fluence, gas pressure, target and gas 

stoichiometry, substrate temperature, etc. must be developed. For this goal to be 

realized, much more progress in plume diagnostics and modeling is necessary. 

1.2 Diagnostics applied to PLA 

Several diagnostic techniques are available to study the gas dynamics, chemistry, 

and plasma physics relevant to expanding PLA plumes. These diagnostics are often 

single-point measurements which measure the density of some plume species at a fixed 

position as a function of time. If the assumption is made that plume particles travel 

collisionlessly from the ablation spot on the target, whose dimensions are negligible, 

and originate from that point during a negligibly brief duration of time, then the 

time of flight (TOF) required for a particle to reach the probe can be used to infer 

its velocity. Data acquired from the probe can therefore be used to infer the velocity 

distribution function describing the ensemble of plume particles to which the probe is 

sensitive. For example, consider a small volume of Maxwellian gas described by the 

velocity distribution function 

f(v ) 1 e-(v~+v~+v;);v~ 
x, Vy, Vz = / ' 7r3 2v3 

p 

( 1.1) 

where Vp = (2kT/m) 112• The fraction of atoms with a velocity in the range Vx to 

Vx + dvx, Vy to Vy + dvy, and v 2 to Vz + dvz is given by J ( Vx, Vy, Vz )dvxdvydvz. If 
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the boundary is instantaneously removed, and the gas expands collisionlessly into 

vacuum; then the density n(x, y, z) may be determined by making the substitution 

dx = dvx/t, dy = dvy/i, dz= dvz/t. Along the coordinate z axis, the density is easily 

shown to be 

. ) N 1 -z2/v2t2 
n(z,t = 3/2 3 3e P ' 

7r VP i 
(1.2) 

constituting the signal for a density sensitive probe. The time-dependent signal from a 

TOF probe generally depends on the velocity distribution function selected to describe 

the initial ensemble, and whether the probe is sensitive to density or particle flux. 

TOF signal generally takes the approximate form [23] 

(1.3) 

where u is a fl.ow velocity parameter in the velocity distribution and n 2: 3. 

Because PLA plumes are quite luminous in the visible spectrum, single-point time­

of-flight (TOF) measurements sensitive to emission are among the first TOF data 

reported. Some of this work suggests that particles liberated during PLA expand 

into vacuum like those from a supersonic nozzle, which are described by the velocity 

distribution function [24] 

(1.4) 

where A is a normalization constant and u is a stream velocity. The fit parameters 

Vp and u can be related to the Mach number for the expansion, given by M = 
(u/vp)(2/1)1/2. 

Despite apparently good fits to data, TOF profiles sensitive to emission are po­

tentially misleading. This is because TOF analysis usually assumes the number of 

particles to which the probe is sensitive remains constant in time, and emission spec­

troscopy is sensitive only to the population of atoms in excited states. For an equi­

librium gas, a Boltzmann relationship is maintained among state populations by 

collisional and radiative energy exchange, keeping the population in any excited state 

constant. As a. PLA plume expands and the collision rate decreases, however, colli-
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sions are eventually unable to offset radiative de-excitation, so the number of excited 

atoms must diminish. Neglecting this in the TOF analysis may introduce error in the 

flow velocity and temperature (T = mv;/2k) parameters in equation 1.4, especially 

for excited atoms which have rapid spontaneous decay rates. 

Similar caution must be exercised when comparing the time-integrated emission 

signal from multiple atomic transitions in order to estimate the plume temperature 

[25]. If a Boltzmann distribution is assumed to govern the density of excited states, 

then the signal S21 from a transition described by upper-state energy E2 and degen­

eracy 92 with a spontaneous emission rate to some lower state A21 satisfies 

(1.5) 

The temperature of the plume can therefore be determined by acquiring emission 

signal from several transitions and then computing the slope of a line defined by 

( 
S21 ) ln -A = (-1/kT)E2 + C. 

92 21 
(1.6) 

If however the collision rate is not much greater than the spontaneous emission rate of 

each transition, a Boltzmann relationship cannot safely be assumed. Even with this 

considered, it remains unclear whether the unsteady initial conditions during PLA 

populate excited states according to a Boltzmann distribution. The temperature 

parameter calculated using this technique may therefore have little meaning. 

Because emission signal is abundant and easy to acquire, 2-D images of PLA 

plumes are also commonly reported [25]. These images are unfortunately difficult 

to interpret because emission signal intensity cannot be easily _related quantitatively 

to either plume temperature or total plume density. Further, the signal is usually 

gathered from the full depth of the 3-D plume and projected on a 2-D plane, so 

the data cannot be interpreted as emission from a cross section of the plume as the 

images might suggest. Also, because emission spectroscopy is only sensitive to excited 

atoms, it cannot show properties of the bulk of the plume, which probably resides in 
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the ground state and may have a significantly different distribution than the excited 

populations. Emission images are quantitatively useful, however, for identifying hot 

regions of a plume, and for indicating the presence of some atomic or molecular species 

by their unique spectroscopic signatures. 

As with emission spectroscopy, ion probes are sensitive to what may be a small 

fraction of the total plume density, although it has been suggested that above a fluence 

of about 3 J/cm2 (about 100 MW/cm2 assuming a 30 ns pulse), ions constitute a 

major portion of the ablated material [26]. Also, as for TOF measurements sensitive 

to emission, TOF measurements sensitive to ions are subject to time dependence 

in the velocity distribution function, in this case due to in-flight recombination and 

charge exchange. This also applies to mass spectroscopic TOF experiments sensitive 

to ions, which have suggested that ions expand into vacuum during PLA similarly to 

the way excited atoms expand, like atoms from a supersonic nozzle [27]. 

Often during PLD a background gas fills the space between the target and sub­

strate, resulting in significantly different plume behavior than when the plume ex­

pands into vacuum. For example, Geohegan has observed using an ion probe that 

a PLA plume splits into two components in the presence of a background gas [28, 

29, 30, 31]. The fast component expands as if in vacuum while the slow component 

is attenuated by the gas. Data from ion probes combined with optical spectroscopy 

have been used to show that initially the attenuation is consistent with a drag model, 

defined by the time-dependent radial position [30] 

R(t) = C(l - e-!3t). (1. 7) 

After a shock structure forms, the attenuation becomes more consistent with a shock 

model, defined by [32] 

R(t) = Ct215 • (1.8) 

The variables C and {3 in these expressions are numerical constants. 

Laser induced fluorescence (LIF) has gained wide popularity as an in situ diagnos­

tic for measuring the relative spatial density of atomic and molecular species relevant 
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to the deposition of YBCO [33, 34, 35, 36, 37, 38], diamond-like carbon films [39, 40], 

and other films. In general, the technique employs a laser beam to pump atoms or 

molecules residing within the interaction volume, here defined as the region of the 

plume illuminated by laser energy, from a specific lower state to a specific upper state 

on a time scale which is fast compared to the typical speed of the plume atoms. The 

subsequent fluorescence from the excited atoms as they decay back into the initial 

state (resonant LIF) or into some third state (non-resonant LIF) is gathered using 

an arrangement of lenses which focus the signal onto some frequency discriminating 

detector. The number of signal photons gathered is directly proportional to the den­

sity of excited atoms at some point of interest x in the interaction volume. Figure 

1.2 shows a typical LIF experimental arrangement. 

Mirror 

I j I I I I 

Filter ~Lens 
Interaction Volume -- __ 

Imaged point 
Plume 

Figure 1.2: Typical experimental arrangement used to make single-point LIF mea­
surements. 

The density of atoms in the upper state can be described using a population rate 

equation of the form [41] 

N2 = Ri2N1 - R21N2 - L A2mN2 - QN2, (1.9) 
m 

which generally includes rates for absorption (R12), stimulated emission (R21), spon-
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taneous emission ( A2m), and collisional quenching ( Q). Both the absorption and stim­

ulated emission rates depend on the laser intensity while the spontaneous emission 

rates and collisional quenching rate do not. If the time dependence of the resonant 

laser intensity and the initial population of each state are known or assumed, then 

the rate equation 1.9 can be solved for N2 (t) in terms of N 1(0), the population in the 

lower state prior to pumping. By varying the time delay between plume creation and 

pump laser activation, the time dependence of density at a point x in the plume can 

be obtained. Figure 1.2 provides a schematic diagram showing a typical LIF scheme 

with the transition rates labeled. Details concerning the interaction of laser energy 

with a two-level atom, and the derivation of equation 1.9 are provided in Appendix 

A. 

upper state 

rvvvvR, 
photon 

third state 
Q 

lower state 
other states 

Figure 1.3: Generalized LIF scheme showing absorption, both resonant and non­
resonant fluorescence, and collisional quenching. 

The LIF technique offers several advantages over the alternative in situ diagnostics 

previously described. As an optical diagnostic LIF is minimally intrusive, interacting 

with the particles on an electronic level without altering the macroscopic properties of 

the flow. This may not be as true for diagnostics which employ physical probes. Also, 

because the LIF technique is based on a resonant interaction that occurs when a laser's 

photon energy matches the unique energy level spacing of a particular transit ion 

within a specific atomic or molecular species, it is both species- and state-selective. 

An LIF diagnostic can therefore probe the neutral, ground-state population wit bin 

a plume, whose relative spatial density may differ substantially from~ that of exci ied 



12 

state populations or that of ions. This is important when comparing LIF data to 

data acquired from ion probes or from emission spectroscopy. To illustrate this point, 

Figure 1.4 provides a direct comparison of the signal obtained at a single point, a 

distance of 1.0 cm from the target along the axis of symmetry of the plume, using 

these three diagnostic techniques. Details concerning the acquisition of these data 

are discussed later. The data reveal how the density of ions, excited neutral atoms, 
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Figure 1.4: LIF, emission, and ion probe TOF profiles acquired from a copper plume 
a distance of 1.0 cm from the target. 

and ground-state neutrals at single point differ as a function of time. The peak in 

the ion trace precedes that for excited-state neutrals. The peak in the LIF trace 

suggests that the bulk of ground-state neutrals arrives even later. Since each profile 

is normalized to its own maximum, Figure 1.4 cannot be used to compare the relative 

populations of the different species. A two order-of-magnitude increase in emission 

signal when the pump laser is activated strongly suggests that the fraction of plume 

atoms in the excited state is very small. Because the energy required to ionize a 

copper atom is even greater than the energy required to excite it, it might seem 

reasonable to assume that the density of ions in the expanding plume is also small. 

The laser intensity used to generate the plume from which the data in Figure 1.4 

is acquired is near 10 J/cm2 and therefore exceeds the threshold intensity when a 
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Cu plume is expected to be significantly ionized [26]. Even so, information about 

the relative density of ground-state neutrals obtained using LIF therefore provides 

valuable insight into the time-dependent behavior of the plume, supplementing data 

obtained using either ion probes or emission spectrometry. 

Only recently have pulsed laser ablation (PLA) plumes been examined using pla­

nar LIF (PLIF) [42, 43, 44, 45, 46, 47]. This special application of the LIF technique 

employs a cylindrical lens to spread the pump laser beam into a thin sheet that passes 

through a selected cross section of the plume. By resolving the LIF signal spatially 

over the thin interaction volume, a planar image showing the relative density of atoms 

or molecules in the initial state immediately prior to the pump laser pulse can be con­

structed. A CCD camera can be used for signal detection, with a gated microchannel 

plate intensifier to increase its sensitivity. A schematic diagram depicting a typical 

planar PLIF setup is shown in Figure 1.2. 

CCD Camera 

Gated MCP Intensifier 

lnteference filter 

KrFlaser 

Figure 1.5: Typical experimental arrangement used to do PLIF imaging on a PLA 
plume. 

A PLA plume expanding into vacuum is a particularly challenging system because 

the bandwidth of a typical dye laser is much too narrow to resonantly excite all the 

atoms in the plume. The TOF profiles in Figure 1.4, as well as other TOF studies 

[48, 49, 38, 25] suggest a characteristic particle velocity near 3 km/s, with a non­

negligible fraction of particles traveling more than 10 km/ s. The resonant frequency 

of a particle traveling at 10 km/ s along the direction of pump laser propagation, whose 
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stationary resonant frequency is near 41,000 cm-1 , is Doppler-shifted by about 1.0 

cm-1. To effectively pump such a fast atom using a laser whose spectral peak is tuned 

to the stationary resonance frequency would therefore require a FWHM of about 2.0 

cm-1. The FWHM spectral bandwidth of a typical dye laser is only a small fraction 

of this value. Any PLIF image obtained using such a spectrally narrow laser at a fixed 

frequency is therefore velocity-biased, neglecting atoms with resonant frequencies 

outside the laser bandwidth. This effect is negligible when performing a single-point 

LIF experiment along the axis of an expanding PLA plume (assuming the laser beam 

is oriented perpendicular to the direction of expansion), because symmetry ensures a 

small radial velocity component along the plume axis and therefore a small Doppler 

shift. In contrast, the radial velocities of particles far off axis in a collisionlessly 

expanding plume are certainly large enough to require consideration of Doppler shifts. 

To date, no Doppler-corrected PLIF images depicting relative ground-state, neu­

tral density within a PLA plume expanding into vacuum have appeared in the liter­

ature. In this work, the first such images are presented. These images are produced 

by superimposing several PLIF images, each obtained at a different magnitude of 

pump laser detuning from the stationary resonance frequency. Since this is analogous 

to pumping with a broadband laser, the resulting image includes the contribution 

of all plume atoms, independent of radial velocity. Care is taken in the analysis of 

the PLIF data to correctly compensate for variations in the laser intensity across the 

width of the laser sheet. In acquiring some of the data, the laser intensity used is 

sufficiently low that the PLIF signal varies linearly with laser intensity. PLIF images 

in this case are normalized to the laser intensity profile to produce images that depict 

relative ground-state, neutral Si density. The remainder of the data is acquired using 

a laser intensity sufficiently great to produce power broadening of the PLIF signal. 

For these data, the three-level population rate equations for the selected PLIF scheme 

are solved to determine the nonlinear dependence of PLIF signal on laser intensity, 

after first demonstrating that the plume expands collisionlessly and that the PLIF 

signal itself may be used to estimate the laser intensity used for its acquisition. 

At high background gas pressure, the rapid deceleration of the expanding plume 
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reduces the flow speed of the slow plume component significantly. Assuming a 0.14 

cm-1 FWHM laser bandwidth and a resonance frequency near 41,000 cm-1, atoms 

or molecules with a radial speed less than about 500 m/s are excited when the laser 

is tuned to the stationary resonance frequency. In this regime, the relative density 

of any plume species may be obtained by processing a single image. In this work, 

SiO produced as Si expands into air at 1 Torr is detected using PLIF imaging. The 

images shown are believed to be the first PLIF images reported which indicate in-flight 

chemistry during PLA. 

1.3 Modeling of PLA 

Early efforts to understand the pulsed laser ablation process focus on the heating of 

the target by the laser, and almost independently, the gas dynamics of the expanding 

plume. When a target is irradiated by a laser, many regimes may be identified, 

depending on laser fluence and on relationships among target material properties 

and laser frequency. For example, if the optical absorption depth of the material at 

the laser wavelength is much smaller than the thermal diffusion length, then surface 

heating rather than bulk heating occurs [50, 5, 51]. If the target material is a metal 

or a semiconductor with a bandgap less than the laser's photon energy, then laser 

heating is significantly different than if a ceramic or glass is irradiated due to the 

presence or absence of conducting electrons [5]. These issues complicate the use of 

the heat flow equation to model target heating. 

Early models describing the gas dynamics of an expanding plume consider a uni­

form density 1-D gas in thermal equilibrium expanding into vacuum [52]. This ap­

proach results in an analytical solution describing the plume in. terms of an adiabatic 

expansion, with the target boundary treated assuming either recondensation or spec­

ular reflection. If the boundary condition at the target surface changes abruptly after 

the effusive pulse, the solution to this problem is non-trivial. Analytical work by Kelly 

[53] recognizes that the distribution function describing a gas produced by thermal 

effusion is half-Maxwellian, and that the region near the target requires special treat-
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ment. The problem of steady-state, 1-D effusion is understood, and an analytical 

solution has been derived using the method of moments [54). This solution describes 

a transition region, commonly refered to as a Knudsen layer, where the distribu­

tion function evolves from a half- to a full..:Maxwellian. Kelly uses this solution as a 

boundary condition for the plume during the effusion period, and specular reflection 

thereafter, to produce a solution describing the distribution function of the plume 

after a period of 1-D unsteady adiabatic expansion (UAE). An assumption that the 

plume subsequently expands collisionlessly into 3-D leads to a solution for the time­

and space-dependent plume density [23, 55, 56). This solution offers an explanation 

for the tendency for PLA plumes to become forward-peaked and high effusion rates, 

a property discussed later in more detail when this solution is compared to results of 

DSMC simulations of pulsed effusion into vacuum. 

The analytical solution for steady-state effusion assumes an infinitesmal mean 

free path, and depends on the existence of a well-defined steady state back-scattered 

particle flux onto the target. For sufficiently low effusion rates, the mean free path is 

not small enough to justify the use of a fluid model, and without sufficient collisions, 

a steady back-scattered flux onto the target will not exist. Even if the plume is 

sufficiently collisional, some time is required for steady-state back-scattered flux to 

develop. It is therefore not obvious over what range of pulse durations and/ or effusion 

rates the steady-state results are applicable to pulsed effusion. Properties of the 

distribution function within the region near the effusing surface have been examined in 

detail by Sibold and Urbassek [57, 58, 59] using 1-D DSMC simulations and comparing 

profiles of density, temperature, and flow velocity to results predicted analytically for 

steady-state effusion. This work demonstrates that the number of atoms per area, 

i.e. the number of monolayers liberated per pulse, may be used as a dimensionless 

parameter to determine whether a steady-state Knudsen layer ever forms, and on what 

time-scale it develops. This work is extended here, focusing on the back-scattered 

particle flux. 

Recently models have been developed which combine the current understanding 

of target heating with that of plume formation and expansion [60, 61, 50, 62]. The in-
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fluences of photo-ionization, inverse Bremsstrahlung absorption, and electron-impact 

ionization within the plume during the laser pulse are included in numerical simula­

tions to determine what role, if any, the laser beam couples directly to the plume to 

promote ionization and heating. These models all predict plasma breakdown, a rapid 

ionization of the plume, and rapid heating of the resulting plasma. Many details con­

cerning this process, however, remain unclear. For example, it is not known whether 

acceleration of the ions in the plasma by ambipolar diffusion is important, perhaps 

necessary to explain the apparent splitting of plumes into two components described 

earlier. Additionally, the importance of ion sputtering from the target after plasma 

breakdown has yet to be investigated using these models. 

1.4 The Direct Simulation Monte Carlo (DSMC) 

Method 

The Direct Simulation Monte Carlo (DSMC) method, developed by Bird [63] for 

the purpose of studying rarified flows for aerospace applications, has recently been 

applied to the problems of steady-state and pulsed effusion in both 1-D and 2-D, 

axisymmetric geometry [57, 58, 64, 65, 59, 66, 67, 68, 69]. Because the method is 

not based on numerical solutions of the fluid equations, it provides an opportunity to 

test whether a steady-state Knudsen layer develops during pulsed effusion over a wide 

range of effusion rates, and to test the validity of the collisionless expansion model, 

upon which TOF data analysis often depends. Recently a Monte Carlo simulation 

technique has been used to study effusive plume expansion into a rarified gas (0.1-200 

mTorr), focusing on the dependence of energy flux and particle flux incident onto 

a substrate [68] on gas pressure. This type of work is important because detailed, 

time-resolved information about the gas dynamics near the substrate may be valuable 

as input for models of surface kinetics, perhaps leading to a better understanding of 

the role of target ions, target neutrals, and gas molecules on film properties and 

deposition rates. In Chapter 6, the DSMC method is employed to study these issues. 
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Since details concerning the DSMC method are provided in Appendix B, only an 

overview of the method is presented here. 

In short, the method is equivalent to solving the Boltzmann equation directly, 

following the trajectories of individual simulation particles, each one representing as 

few as one or as many as several million real atoms or molecules. Collisions among 

these particles are treated statistically. Since each collision is constrained to conserve 

both kinetic energy and momentum, these quantities are automatically conserved for 

the simulated gas. While continuum models include transport properties for a gas 

explicitly by employing viscosity, diffusion, and thermal conductivity coefficients in 

flow equations, transport properties are implicitly included in DSMC simulations by 

the choice of collision cross sections. Simulations of flows in simple situations where 

analytical solutions to the flow equations are available, such as the flow between two 

rotating cylinders or the flow between two parallel plates at different temperature, 

have been used to calibrate the collision cross sections for many atoms and molecules. 

Variations in the transport properties with temperature can be closely approximated 

using the Variable Hard Sphere (VHS) method, which establishes a functional rela­

tionship between the relative velocity Vr of a given collision pair and the collision cross 

section a-( Vr ). Once analytical solutions are matched for simplified flows using a cer­

tain set of fit parameters for the collision cross sections, the DSMC method can easily 

be applied to flows involving complex geometry or complex boundary conditions. 

The DSMC method is superior to numerical solutions of the flow equations in sim­

ulations involving rarified flows, flows which include strong shocks, and flows where 

the distribution function describing the gas particles may be non-Maxwellian. Contin­

uum models assume an infinitesimal mean free path, so they are inherently unrealistic 

for problems where the scale length of the flow or of any gradients in the flow may 

be small compared to _A, the mean free path. Defining the Knudsen number (Kn) by 

Kn = .:\/ L with L being the smaller of the flow dimension or the dimension of flow's 

most extreme gradients, continuum models are effective in systems with J{ n < 0.2 

[63]. In contrast, the DSMC method is valid over the full range of Knudsen number. 

Since the mean free path for a typical gas at 300 K exceeds 5.0 mm for pressures less 
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than about 10-20 mTorr, ablation into a background gas at this low pressure with 

a typical target-substrate spacing of a few centimeters cannot be treated accurately 

using continuum modeling. If details concerning the shock that forms as the plume 

expands is of interest, its millimeter length scale and the restriction I< n < 0.2 suggest 

that continuum modeling should not be used for pressures less than about 100 mTorr. 

Unlike numerical solutions of the fluid equations, the DSMC method may be used 

to model systems with non-Maxwellian distributions (e.g. effusion). Although simu­

lations of pulsed effusion have suggested that the distribution function describing an 

effusion plume often becomes Maxwellian within a few mean free path lengths of the 

effusive surface, the temperature components parallel and perpendicular to the target 

are not necessarily the same, and the particle flux onto a substrate during pulsed effu­

sion is seldom thermal [59, 58]. DSMC simulations therfore provide important details 

about the particle flux, momentum flux, and energy flux incident onto a substrate 

that cannot be obtained using continuum models. Accurate and detailed estimates 

of these quantities might offer valuable insight into the kinetics of film deposition. 

Figure 1.6 shows a flow chart which outlines the implementation of the DSMC 

method in a typical computer program. Simulation particles, each representing sev­

eral million real particles, are generated in phase space with initial positions and 

velocities consistent with some distribution function J( v, x) of interest. Once gener­

ated, particles are moved according to x(t + ~t) = x(t) + v(t)~t with each time step. 

The time step must be much smaller than the mean time between collisions, but not 

so small as to make the code computationally inefficient. If a particle is found to 

be outside the simulation boundaries when its position is updated, an appropriate 

boundary condition is implemented to return the particle to the simulation volume 

with an appropriate velocity or remove it from the simulation. Boundary conditions 

may include specular reflection, diffuse reflection, redeorption, or recondensation. 

Each surface may have a time-dependent sticking probability which is different for 

each species. 

At each time step, particles are assigned into spatial cells whose dimensions must 

be selected to be smaller than or comparable to the mean free path, and then a 
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Initialize Particle Positions and Velocities 

Move Each Particle by v di Check Boundaries 

Assign Each Particle to a Cell 

Include Internal Energy Exchange 

Compute Collisions for each cell 

Include Chemistry 

Compute Characteristic Time Step in Each Cell 

l=l+dt 

Adjust time step di 1---- Sample Properties 

Generate more particles 

Figure 1.6: Flow chart for a typical DSMC simulation. 

number of collision pairs are selected within each cell, using the acceptance-rejection 

method developed by Bird [63]. For monatomic species collisions are elastic, so the 

translational energy shared by the collision pair is conserved. For polyatomic species, 

the Larsen-Borgnakke method may be used to include rotational and vibrational 

internal energy exchange [70, 63]. Reaction cross sections may also be introduced to 

allow bi-molecular reactions consistent with Arrhenius reaction rates [63]. To ensure 

that the cell dimensions and time step are sufficiently small, the mean free path 

within each cell may be estimated by A = 1/../2(J'n where (}' is the average cross 

section of randomly selected collision pairs, and n is the density in the cell. A cell's 

characteristic time step is then the mean free path divided by the average relative 

velocity among selected collision pairs in that cell. For computational efficiency, the 

time step may be allowed to increase during the simulation, so long as it remains well 

below the minimum characteristic time step. 

After a specified number of time steps, the flow may be sampled, saving density, 

radial and axial flow velocity, and radial and axial kinetic temperature in each cell 

for each species. On a faster time scale, data describing the flux of particles onto 

the substrate, defined by the boundary opposite the target, may be recorded for 

each species. Additionally, the plume's energy and momentum may be monitored, 

along with density and temperature at fixed points in the simulation volume. Each 
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simulation may be repeated several times, until running averages of the flow properties 

have negligible statistical noise. 

A technique has been developed [70] for use within the DSMC method to treat 

energy exhange among rotational, vibrational, and translational modes in polyatomic 

gases such as 0 2 and SiO during collisions. Additionally, Bird has developed a method 

to treat bi-molecular chemical reactions such as Si + 0 2 -+ SiO + 0 by deriving 

a functional form for reaction cross sections which statistically result in chemistry 

that is consistent with Arrhenius reaction rates in the continuum limit. In this way, 

the formation of reaction products during the expansion of a target material into a 

background gas may be observed in simulation. Information obtained may be useful 

in understanding reactive processes observed experimentally during PLA. What are 

believed to be the first simulations of Si expanding into a rarified background gas 

containing 0 2 are presented here. 
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Chapter 2 Doppler-corrected PLIF imaging of a 

PLA plume expanding into vacuum 

2 .1 Introduction 

In this chapter, PLIF images acquired from a PLA plume expanding into vacuum 

using a typical excimer-pumped dye laser are processed to produce planar images 

depicting relative atomic density within a cross section of the plume. This requires 

compensating for Doppler shifts because the narrow bandwidth of the laser limits its 

ability to resonantly illuminate the rapidly expanding plume uniformly. For a given 

peak laser frequency, only a small region of the plume is resonantly illuminated. An 

image acquired by a spectrally flat, broadband laser can be simulated, however, by 

superimposing several images taken at closely spaced pump laser detuning frequencies. 

Images constructed by superimposing up to 15 individual images are presented, each 

image acquired by incrementally detuning the pump laser from the resonant frequency 

of a stationary Si atom in steps of 0.18 cm-1 (5.4 GHz), a spacing slightly greater 

than the 0.14 cm-1 (4.2 GHz) FWHM of the laser. 

Care is required, however, to correctly compensate the images produced by such 

a superposition for any variations in the pump laser intensity that might exist across 

the width of the sheet. It can be shown that for a sufficiently low pump laser intensity 

and/ or a sufficiently brief laser pulse, the LIF signal, which is directly proportional to 

the upper state population, increases linearly with laser intensity. In this regime, the 

superimposed images must be corrected by normalizing to the laser intensity profile, 

a function describing the intensity variation along the width of the sheet. Although 

this regime is desirable, it is often difficult to acquire data with an acceptable signal­

to-noise ratio using a laser intensity which can safely be regarded as linear, and it is 

often not obvious during an experiment that the laser intensity is nonlinear. For the 
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special case of PLIF imaging on PLA plumes which expand into vacuum, the PLIF 

images contain valuable information that can be used to estimate the laser intensity 

and allow them to be corrected even if the laser intensity is nonlinear. 

A schematic showing a typical experimental arrangement used to acquire PLIF 

images was shown in Figure 1.2. As described, a pump laser beam, shaped into a 

thin sheet, bisects the plume and the resonant atoms within the interaction volume 

subsequently fluoresce. A photograph of the experimental arrangement used for this 

work is shown in Figure 2.1. The vacuum chamber and its associated windows and 

feedthroughs, normally maintained at Caltech, was temporarily transported to the 

Combustion Research Facility at Sandia National Laboratories in Livermore, CA 

where the lasers, optics, and imaging equipment are maintained. The data presented 

is therefore a collaborative effort between Caltech and Sandia National Laboratories. 

The vacuum chamber consists of a custom-designed 12-inch diameter spherical 

stainless steel vacuum chamber (Huntington Mechanical Labs, Inc.). Attached is a 

Varian V250 macro torr pump (part 969-9008) controlled by a Varian controller (part 

969-9523). Pressure in the chamber is monitored using a Bayard-Alpert ion gauge 

from Physical Electronics, Inc. (part 6057672) with a DGC 111 digital ion gauge con­

troller (part 60506000), or a Varian silicon transducer (part 6543-25-010) and WVl00-

2 manometer (part 6522-08-410), depending on chamber pressure. Ports through 

which the input UV laser beam and PLIF signal must pass are fitted with UV-grade 

fused silica. A 3-inch diameter n-type Si (100) wafer is mounted inside the chamber 

on a custom target holder which is attached to a rotary motion feedthrough with 

AC motor drive from MDC (part 670002-01). A second 3-inch Si wafer is mounted 

directly opposite the target on a similar rotary feedthrough. Target and substrate 

positions are measured using calibrated linear feedthroughs, also from MDC (part 

665503). 

In these experiments, 0.5-3.0 µs delay separates the creation of the plume, achieved 

by irradiating an Si target with a focused KrF laser, and the illumination of the 

interaction volume with the pump laser. The pump laser is generated using a Lambda 

Physic EMG 201 MSC excimer laser operating with XeCl (:308 nm output) to pump 
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Figure 2.1: Experimental apparatus used for PLIF imaging of Si. A multiple exposure 
is used to show the path of the pump laser sheet into the chamber. 
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coumarin 480 dye in a modified Lumonics Hyper Dye 300 laser assembly, whose 

output is doubled in BBO and then shaped and focused using a -50 mm cylindrical 

lens, a 500 mm spherical lens, and 750 mm spherical lens into a sheet with a waist 

thickness near 200 µm. A portion of the resulting fluorescence signal is gathered by 

a lens and focused onto a single-microchannel plate-intensified CCD camera oriented 

perpendicular to the laser sheet. The intensifier is triggered off the pump laser pulse 

and the camera is filtered by a 10 nm FWHM interference filter centered at 290 nm. 

This filter is ideal for gathering fluorescence from the 1 P0 4s -t 1 D 3p2 Si transition at 

288.158 nm while eliminating scattered pump laser light and UV radiation originating 

from the ablation spot following the creation of the plume. 

Using this arrangement, a 512 x 239 pixel digital image is created to represent the 
' 

4.0 cm x 3.0 cm rectangular area near the target through which the plume travels. 

This configuration provides a spatial resolution near 0.12 mm, which is sufficiently 

small to produce detailed images, while still slightly larger than the characteristic 

distance traveled by atoms moving at 104 m/s with an excited-state lifetime near 10 

ns. To increase the signal-to-noise ratio even further, each image is averaged over 40 

shots and then digitally filtered to remove a small amount of background emission 

from the plume. This same CCD camera, intensifier, and similar experimenatal ar­

rangements have been used previously to successfully generate detailed images of a 

wide variety of combustion-related systems [71, 72, 73, 74]. 

To determine the nonlinear dependence of PLIF signal on pump laser intensity, 

a three-level model is introduced and applied to the specific case of PLIF on Si, 

pumping the 3P 3p2 +--- 1 P 0 4s transition and gathering signal from the 1 P 0 4s -t 

1 D 3p2 transition. This model is very sensitive to the magnitude of the pump laser 

intensity. In contrast to PLIF imaging using linear laser intensity, knowledge of the 

relative intensity across the sheet is therefore insufficient to deduce relative density 

from PLIF signal strength. An additional measurement which provides the laser's 

average pulse energy is also necessary, accounting for losses introduced by the optics 

and chamber window. 

To aid in the measurement of the pump laser intensity, the PLIF data itself is 
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examined. The PLIF data, which consist of thin linear streaks whose positions are 

displaced from the plume's axis by a distance which varies linearly with pump laser 

detuning, suggest that the plume expands collisionlessly from the target. It can be 

shown that for a plume which originates instantaneously from a dimensionless point 

and collisionlessly expands into vacuum that the fluorescence spectral linewidth can 

be related to the width of the PLIF signal streaks. Since the three-level model can 

be used to calculate fluorescence linewidth as a function of laser intensity, qualitative 

estimates of laser intensity can be inferred from the width of the PLIF signal. Because 

the plume originates from an ablation spot with a non-zero width, the width of the 

PLIF signal depends on the width of the ablation spot as well as the bandwidth of 

the pump laser, making the analysis slightly more complex. Despite this, estimates 

of laser intensity determined by this method allow images obtained by superimposing 

several individual images to be corrected for variations in laser sheet intensity, pro­

ducing what are believed to be the first reported PLIF images depicting ground-state, 

neutral density within a cross section of a PLA plume expanding into vacuum. 

2.2 A three-level model describing the PLIF imag­

ing of Si 

There are two primary reasons why a three-level, non-resonant LIF scheme is generally 

preferable to the two-level, resonant scheme described in Appendix A. First, if the 

photons constituting the LIF signal are to be gathered by a detector during the laser 

pulse, then scattered laser radiation cannot be filtered from the resonant signal. Non­

resonant fluorescence, however, is at a different frequency then the pump frequency, 

so a narrow bandpass filter can be employed to eliminate unwanted scattered light, 

significantly increasing the signal-to-noise ratio. Second, if atoms are pumped from 

the atomic ground state and the linestrength of the transition is sufficiently large, 

a high density plume may be optically thick for both the pump laser sheet and 

the resonant signal as it propagates through the plume en route to the detector. 
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Even if the pump laser sheet is of sufficient intensity to saturate the upper state and 

therefore suffer no attenuation as it propagates through the plume, the incoherent 

PLIF signal would still be subject to attenuation if the scale length for re-absorption 

is small compared to the width of the plume. Such attenuation would be spatially 

and temporally dependent, making data analysis extremely difficult. Although the Si 

plumes used in these experiments are not optically thick at the 243.877 nm 3P 3p2 +---

1 P 0 4s transition wavelength (A12 = 7.4 x 105 s-1 ), the problem of scattered laser light 

is still minimized using a three-level, non-resonant LIF scheme. The specific scheme 

used for PLIF imaging of an Si plume in these experiments is shown schematically in 

Figure 2.2. 

243.877 nm 
(1 I A = 1350 ns)// 

/ 

/ 

3p 3p2 

/ 

/ 

/ 

/ 

/ 

/ 

/ 

288.158 nm 
(1 I A = 5.29 ns) 

1o 3p2 

Figure 2.2: LIF scheme used to acquire PLIF images depicting the relative density 
of Si in a PLA plume. The dotted line represents a weak transition disallowed by 
Hund's selection rules. 

Level (1) is chosen to be the 3 P 3p2 electronic ground state under the assumption 

that the ablation process populates this state significantly more than any other state, 

allowing the acquired PLIF images to be interpreted as the relative density of the bulk 

of the Si plume. The 1 P0 4s state is selected as level (2) because of its accessibility 

using the available coumarin 480 dye and BBQ doubling crystal, and because it has 

at least one non-resonant level to which it is connected by a non-zero linestrength. 

Fluorescence into the 1 D 3p2 state (level 3) is detected because the linestrength of 

the 1 P0 4s ---t 1 D :3p2 transition is rnore than an order of magnitude greater than the 
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linestrength of the alternative 1 P 0 4s --+ 18 3p2 transition. 

The ·rate equations for this three-level LIF system are given by 

(2.1) 

and 

(2.2) 

where A 2 is a sum over all allowed rates for the decay out of the upper state, that is 

(2.3) 

and the stimulated emission rate R21 and aborption rate R 12 are given by 

(2.4) 

where ! 0 is the intensity of the laser, g2 and g1 are the degeneracies of the uppper 

and lower states, and S(v) is an appropriate lineshape function (see Appendix A for 

details). Although these equations allow for the removal of atoms or molecules from 

the two level system, they ignore thermal processes that would tend to replenish the 

lower state and deplete the upper state. Rates for these processes are assumed to be 

much smaller than either the stimulated emission rate or the spontaneous emission 

rate and are therefore ignored. Knowing the time-dependent function N 2 ( t), the LIF 

signal for this system is then given by the time integral 

(2.5) 

For the three-level Si system chosen for this work, the depletion of the upper state 

by spontaneous emission is rapid, occurring with a characteristic time of 1/ A 2 = 5.3 

ns so that the upper limit on the integral in equation 2.3 could actually be reduced to 

about 40 ns without affecting the result. In the 5.3 ns lifetime of the upper state the 

fastest atoms or molecules, traveling at the extreme velocity of 10 km/s, are displaced 



29 

by only 0.05 mm, which is still less than half the ~ 0.12 mm spatial resolution of 

the CCD camera used to image the planar interaction volume. This rapid decay of 

the upper state is therefore convenient, because the gate width on the microchannel 

plate intensifier can be made arbitrarily large ( ~ 50 ns in these experiments) without 

spatially smearing the PLIF images. 

Solving equations 2.2 and 2.1 for N 2(t), assuming N2 (0) ~ 0, gives 

where 

with 'r/ = R21 + R12 + A2. 

k± = 'r/ ± Jry2 - 4R12A23 
2 

(2.6) 

(2.7) 

Shown on the left in Figure 2.3 are solutions for the upper state population fraction 

as a function of time for laser intensities ranging from 0.1-1000 kW /cm2 . A temporal 

step function pulse profile is assumed, with a duration of 28 ns, measured using a 

fast response ( < 200 ps rise time, < 250 ps fall time) photodiode. The LIF scheme 

parameters used in equation 2.6 are obtained from a NIST database [75], specifically, 

A23 = 1.89 x 108 s-1, A21 = 7.4 x 105 s-1 , A21 = 243.877 nm, 91 = 1, and 92 = 3. 

The graph to the right in Figure 2.3 shows the time integral of the upper state 

population, a function directly proportional to the LIF signal. Clearly evident is the 

threshold for saturation at ls ~ 10 kW /cm2 • 

Shown on the left in Figure 2.4 are solutions for the upper state population fraction 

as a function of time for laser intensities ranging from 0.1-5 kW /cm2 , and to the right, 

the time integral of the upper state population. The LIF signal appears linearly 

dependent on pump laser for intensities less than about 1 kW /cm2 , about an order 

of magnitude less than the threshold value for saturation. 

Since the pump laser sheet used to illuminate the plume consists of a ~28 ns, 

0.5 mJ /pulse, manipulated into a sheet ~ 6.0 cm wide with a focused waist of ~ 

200 µm, the average intensity over the cross section of the sheet can be estimated to 

be near 100 kW /cm2 . It is therefore unacceptable to assume, based on this rough 
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estimate, that the laser intensity used to acquire the PLIF images in this work is 

linear, being about two orders of magnitude greater than the threshold intensity 

for nonlinear behavior. This measurement was taken outside the vacuum chamber, 

however, and beam cropping by the 3.0 cm input window and attenuation by the 

thin film of Si deposited on its inner side certainly imply that the laser intensity 

reaching the plume is much lower. Use of this measurement as a parameter in the 

three-level rate equations is therefore unreasonable, both because of the uncertainty 

in the measurement and because of inconsistencies that arise in the analysis of the 

PLIF data when this value for laser intensity is assumed. In an effort to provide 

some independent measurement of laser intensity from the PLIF data, the following 

sections discuss how the laser's spectral linewidth, the solution for N 2 (t) given in 

equation 2.6, and the spatial dimensions of the PLIF images can be used to produce 

a more convincing estimate of the pump laser intensity, and more accurately correct 

the PLIF data. 

2.3 Measurement of the pump laser linewidth 

' A detailed understanding of the PLIF images acquired from a PLA plume using 

a spectrally narrow pump laser requires an accurate measurement of the linewidth 

of the pump laser. In this work, two Burleigh wavemeters, models WA-5500 and 

WA-4500, are employed to measure the width of the doubled and undoubled laser 

lineshapes, respectively, by examining the the interference fringes produced by the 

etalon in either device. The spacing between fringes is used automatically by Burleigh 

software to determine the wavelength of the input laser, but the linewidth must be 

determined manually. This is accomplished by considering that the lineshape of each 

fringe results from a convolution integral between the laser lineshape function and a 

second lineshape function determined by physical properties of the instrument. In 

order to determine the laser linewidth by measuring the width of an etalon fringe, 

the lineshape functions appropriate for the laser and instrument must be assumed or 

known, and the FWHM of the instrument lineshape function must also be assumed 
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or known. 

A FWHM value appropriate for the lineshape function introduced by the WA-4500 

wavemeter can be measured using a single-mode HeNe laser as an input. Since the 

linewidth of this laser is much narrower than the 0.039 ± 0.002 cm-1 measured width 

of the etalon fringe (an average over 50 shots), the width can safely be attributed to 

the width of the lineshape function for the instrument. The full widths of the observed 

lineshape, measured from 5 to 50% of maximum are shown in Figure 2.5, compared 

with both a Gaussian profile and Lorentzian profile with the same FWHM. The data 

suggests that the lineshape contributed by the instrument is nearly Gaussian, the 

wings apparent in the data resulting from the contribution of a narrow Lorentzian 

lineshape in the convolution integral. The manufacturer's specification for spectral 

resolution is given as 0.05 cm-1, and is therefore interpreted as closely approximating 

the FWHM of the Gaussian lineshape that becomes convolved with the laser lineshape 

function to produce the observed etalon fringe lineshape. 
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Figure 2.5: Measured lineshape function appropriate for a Burleigh wavemeter, model 
WA-4500. Lineshape appears nearly Gaussian, with wings introduced by its convo­
lution with a negligibly narrow Lorentzian lineshape appropriate for a single mode 
HeNe laser. 

Using the output of the XeCl pumped dye laser as an input to the WA-4500 

produces fringes whose width is 0.087 ± 0.009 cm-1. If the lineshape of the laser is 

assumed to be Lorentzian, the resulting convolution integral produces a. Voight profile 
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with the measured fringe width if the laser FWHM is 0.070 ± 0.001 cm-1. The three 

normalized lineshapes involved in the convolution integral are shown to the left in 

Figure 2.6. 

The fringes produced when the doubled output from the dye laser is put into the 

WA-5500 have a FWHM value of 0.39 ± 0.01 cm-1 . Because no spectrally narrow 

UV source with a wavelength near 244 nm is readily available, the manufacturer's 

specification for spectral resolution for the WA-5500 (0.33 cm-1) is assumed to be 

nearly accurate for the FWHM of the lineshape function appropriate for this instru­

ment. A Gaussian lineshape function with a FWHM of 0.32 cm-1 can be convolved 

with a Lorentzian to produce a Voight lineshape with the measured fringe linewidth 

if the Lorentzian has a FWHM of 0.14 ± 0.01 cm-1. This linewidth, about twice the 

width of the undoubled laser linewidth, is consistent with the result expected when 

two identical Lorentzian lineshapes are convolved. The three normalized lineshapes 

involved are shown to the right in Figure 2.6. 

.g 
,2 

1.25 

1.00 

a, 0.75 

"' E 
m 

i 
~ 0.50 
:::i 

0.25 

··· Voight lineshape 
- - - Doppler lineshape 
- Lorentzian lineshape 

-0.10 -0.05 0 0.05 0.10 

Frequency (cm"1) 

.g 
,2 

1.00 

6, 0.75 

~ 

i 
~ 0.50 
:::i 

0.25 

···· · ··· Voight lineshape 
- - - Doppler lineshape 
- Lorentzian lineshape 

-0.4 -0.2 0 0.2 0.4 

Frequency (cm"1) 

Figure 2.6: Lineshape functions involved in generating the Voight profiles describ­
ing the fringes produced by wavemeter etalons, convolutions of a laser lineshape 
(Lorentzian) with an instrument lineshape (Gaussian). (Left) XeCl excimer pumped 
dye laser output. (Right) Dye laser output doubled in BBO. 
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2.4 The relationship between LIF signal linewidth 

and PLIF image intensity for a collisionless 

plume 

The population rate equations that describe the distribution functions of the upper 

and lower states of the three-level system used in this work to image an Si plume are 

(2.8) 

and 

A(t, v) = (A21 + R21(v))h(t, v) - R12(v)fi(t, v), (2.9) 

where h(t, v)dv and fi(t, v)dv are the fractional population densities for the upper 

and lower states, respectively, that is, the fraction of the population density of the 

state that is resonant at a frequency between v and v+dv. The upper state population 

density can in turn be evaluated from the integral 

N2(t, x) = 1-: h(t, x, v)dv (2.10) 

The LIF signal S(x), proportional to the integral of N2(t, x) over time, can be 

written as 

S(x) ex: fo00 N2(t, x)dt = fo 00 J~(x, v)P(v)dv (2.11) 

where ff ( x, v) describes the lower state population just prior to the activation of the 

pump laser, and where the function P(v) is obtained from the integral 

r= (k+ - Ri2)(R12 - k_) [(_!_ _ _!_) e-Lt + _!_ _ (_!_- _!_) e-k+t _ _!_] dt. 
lo (R21 + A 21 )(k+ - k_) A2 k_ k_ A2 k+ k+ 

(2.12) 

The frequency dependence of P(v) comes from the functions R 12(v) and R21 (v), 

which are each proportional to I(v) = 10£(v) where £(v) and 10 are the lineshape 

and intensity of the laser, respectively. The function Pv can be normalized and 
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interpreted as a fluorescence lineshape function, shown at the left in Figure 2. 7 for 

laser intensities ranging from 0.1-1000 kW /cm2 • For linear laser intensities, this 

lineshape function reduces to £(v ), the spectral lineshape of the pump laser, having 

a FWHM of 0.14 cm-1 in these experiments. For laser intensities greater than 1 

kW/cm2 , the fluorescence lineshape becomes significantly power broadened. To the 

right in Figure 2.7, the linewidth i5vp(10 ) of P(v) is plotted as a function of laser 

intensity ! 0 , again assuming a laser FWHM of 0.14 cm-1 . 
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Figure 2.7: (Left) Fluorescence lineshape functions for pump laser intensities of 0.1-
1000 kW /cm2 • (Right) Fluorescence linewidth as a function of laser intensity. Power 
broadening is significant for intensities exceeding about 1 kW /cm2 • 

For a plume which originates from a dimensionless point beginning at time t = 0, 

and then expands collisionlessly, the resonant frequency of all atoms at any point in 

the interaction volume a distance r off axis is given by 

I ( r 
V?l = V21 1 + - ) , - ct 

(2.13) 

and therefore 

(2.14) 

This relationship is true regardless of the velocity distribution function f ( v) which 

describes the ensemble of plume atoms at the moment the collisionless expansion 
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begins. Substituting this expression into equation 2.11 gives 

(2.1.5) 

This spatially dependent function describes the PLIF image intensity at any po­

sition i! within a planar interaction volume that passes through the axis of symmetry 

of a collisionlessly expanding plume, generated using a laser of arbitrary average in­

tensity with an arbitrary intensity profile across the sheet. If the density of the plume 

varies negligibly over the width Ovp of P(r), then the PLIF image intensity would 

appear as a linear streak in the z direction whose center is offset from r = 0 to a 

position 
~ 

r =ct-, 
V21 

where~= lv21 - v0 1. The spatial FWHM of the streak would be given by 

OVp 
Jx =ct--, 

V21 

(2.16) 

(2.17) 

which is independent of the magnitude of laser detuning~. A diagram showing how 

this resonant region might appear is shown in Figure 2.8. 

Target 

Laser sheet 

Plume Resonant region 
r=cti'.l/v 

Figure 2.8: Schematic diagram showing the resonant region within an expanding PLA 
plume when a pump laser sheet, positively detuned frorn the plume atoms' stationary 
resonant frequency, enters from the left. The region is a linear streak whose position 
is given by equation 2.16. 
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These results suggest that if the frequency of the pump laser were continuously 

scanned near the stationary resonance frequency, the PLIF image streak would trans­

late along the direction of propagation of the laser and maintain a constant spatial 

width related to the spectral width of P(v) by equation 2.17. It will be shown in the 

following section of this chapter that the radial position of image streaks acquired 

using PLIF imaging are dependent on laser detuning as predicted by equation 2.16 

and that the widths of the PLIF streaks are independent of detuning, thereby sup­

porting the claim that the plume expands collisionlessly from the target. In this 

chapter, however, attention is focused on the significance of the width of the PLIF 

image streaks. 

For the case of a pump laser intensity which is linear, Jvp reduces to Jv0 , the 

width of the laser, becoming independent of laser intensity. The width of a PLIF 

image streak acquired in this regime should therefore also be independent of laser 

intensity even if ! 0 (z) varies appreciably across the sheet. For the case of a nonlinear 

pump laser intensity which varies as a function of z, however, the spatial width of 

the PLIF image streak should also depend on z due to the dependence of the power 

broadened linewidth on laser intensity. 

2.5 PLIF data acquired from a typical Si PLA 

plume 

Shown in Figure 2.9 are PLIF images of silicon taken 1.0 µs following the ablation of 

a silicon target into vacuum by a KrF excimer laser at a fluence near 2 J / cm2 /pulse. 

The dimensions of each image frame are 4.0 cm x 3.0 cm and are depicted to scale, with 

tbe target at the top. The images shown result when the pump laser, which enters the 

field of view from the left and bisects the plume, is detuned from stationary resonance 

by +1.08 cm-1, +0.72 cm-1, +0.:36 cm-1, 0 cm- 1 , -0.:36 cm-1, and -0.72 cn1- 1 . The 

accuracy of the pump laser detuning is ensured by sampling a fraction of the dye laser 

output using a Burleigh pulse wavemeter (model \VA-4500) calibrated by the 632.8 
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nm output of a small internal HeNe laser. Each image is essentially a vertical streak 

with a horizontal position moving left to right with an increase in laser frequency. 

+l.08 cm- 1 +0.72 cm- 1 +0.36 cm-1 

+o.oo cm- 1 -0.36 cm- 1 -0.72 cm-1 

Figure 2.9: 4.0 cm x 3.0 cm PLIF images of expanding Si plume after 1.0 µs using 
0.14 cm-1 bandwidth pump laser at various detunings from stationary resonance. 
The target is at the top, and the laser sheet enters the field of view from the left. 

Although the images shown in Figure 2.9 are spaced by 0.36 cm-1 of detuning, 

data are actually acquired with spacings of 0.18 cm-1 , an increment slightly greater 

than the FvVHM of the pump laser. In all, 1.5 such images are acquired, 7 on either 

side of the stationary resonance frquency. It is interesting at this point to present the 

resulting image when all of the individual images are superimposed, given at top in 

Figure 2.10 despite the fact that an interpretation of the image remains incomplete. 

2.5.1 Evidence that the plun1e expands coHisionlessly fron11. 

the target 

Shuwn to the left in Figure 2.12 is a plot showing the dependence of the PLIF streak 

center position, defined as the radial location of maximum intensity vvhen integrated 

along z. on pump laser detuning. The dependence appears lineaL and the slope is 
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Figure 2.10: 4.0 cm x 3.0 cm PLIF image generated by superimposing 15 individual 
images, including those in Figure 2.9, each spaced by 0.18 cm-1 of detuning. Data 
corresponds to a delay of 1.0 µs. 

consistent with that predicted by equation 2.16, which was derived assuming that 

the plume expands collisionlessly. By arguments identical to those used to derive 

equation 2.16, it might be expected that if the laser sheet were directed normal to the 

target plane, and that the plume in fact expands collisionlessly, PLIF images would 

appear as horizontal streaks with positions given by 

~ 
z =ct-. (2.18) 

V21 

An experiment was conducted to test this hypothesis. Shown in Figure 2.11 are 

images taken 2.0 µs after the ablation laser pulse, corresponding to pump laser de­

tunings of -1.02 cm- 1 , -.54 cm-1, and +0.54 cm-1 from stationary resonance. The 

target in these images is actually 5.0 mm above the field of view, whose dimensions 

are 4.0 cm x 3.0 cm as before. The images produced using negative detuning, which 

resonates with atoms having velocities directed away from the target, in fact produce 

horizontal streaks as predicted. The right side of these images appears cropped be­

cause the laser sheet is cropped by the input window on the vacuum chamber. The 

center position of the streaks is plotted against laser detuning to the right in Figure 

2.12, a function which appears linear with a slope consistent with equation 2.18. 
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-1.02 cm-1 -0.54 cm-1 +0.54 cm-1 

Figure 2.11: 4.0 cm x 3.0 cm PLI images of an Si plume expanding into vacuum after 
2.0 µs using a 0.14 cm-1 bandwidth pump laser at various detunings from stationary 
resonance. Target is 5.0 mm above the field of view, and the laser sheet enters from 
the bottom. 
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Figure 2.12: (Left) Center position of vertical PLIF streaks as in Figure 2.9 vs. pump 
laser detuning. (Right) Center position of the horizontal PLIF streaks in Figure 2.11 
vs. pump laser detuning. Dependences are linear with slopes consistent with the 
collisionless expansion of the plume from the target. 
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An interesting observation is made when the pump laser is positively detuned from 

stationary resonance. The collisionless expansion model would predict no PLIF signal 

in this regime, since all the atoms are traveling away from the target and positive 

detuning is resonant with atoms moving toward the target. Instead, circular rings of 

PLIF signal are observed, centered on the location of the ablation spot, as seen to 

the right in Figure 2 .11. These rings are believed to result from diffuse reflection of 

the laser sheet off the highly reflective target surface resonantly exciting the outward 

traveling Si atoms. If this explanation is correct, the rings should disappear if a 

smaller target were used instead of a 3-inch wafer but this hypothesis was not tested. 

2.5.2 Use of PLIF streak widths to estimate pump laser in= 

tensity 

Assuming that the plume expands collisionlessly from the target, the width of the 

PLIF streaks shown in Figure 2.9 might be expected to relate to the fluorescence 

linewidth according to equation 2.17, after inserting a time delay of 1.0 µs. The width 

of a PLIF streak may be determined by examining the normalized magnitude of the 

PLIF signal as a function of radial position at some fixed distance from the target. 

Figure 2.13 shows the result, a distance of 5.1 ± 0.1 mm from the target for detunings 

of + 1.08 cm-1, +O. 72 cm-1 , +0.36 cm-1, 0 cm- 1 , -0.36 cm-1, and -0.72 cm-1 . The 

width of the PLIF streak a distance of 5.1 mm from the target for each magnitude of 

detuning appears to be the same, about 2.3 mm. This independence of the LIF streak 

width on detuning further supports the claim that the plume expands collisionlessly 

from the target, allowing it to be used to relate the width of the PLIF streaks in 

Figure 2.9 to the fluorescence linewidth. This results in a :fluorescence F\tVHM of 

0.31 cm-1 , more than twice the width of laser lineshape function. According to the 

current model, PLIF streaks acquired using a linear laser intensity would only be 1.0 

mm wide. 

It is tempting to conclude that the extra width is simply the result of power 

broadening, which is seen in the graph in Figure 2.7 to stretch a 1.0 mm streak width 
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Figure 2.13: Normalized PLIF intensity of images in Figure 2.9 along a cross sec­
tion 5.1 ± 1.5 mm from the target. Data is described reasonably well by Gaussian 
lineshape functions with a width near 2.3 mm, independent of detuning. 
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to 2.3 mm at a laser intensity 10-11 kW /cm2 . If such power broadening is in fact the 

cause of the extra PLIF streak width, however, the width should vary as a function 

of z in a way that is consistent with the variation in laser intensity across the sheet. 

Shown to the left in Figure 2.14 is the laser intensity profile used to acquire the 

images in Figure 2.9. This profile is measured using a small (:=:::i 1.0 mm) photodiode 

positioned at several points across the width of the laser sheet. The data fits well to 

a Gaussian lineshape with a FWHM of 2.1 cm, centered 0.63 cm outside the field of 

view. To the right in Figure 2.14 are linewidth profiles, calculated using the current 

three-level model assuming a laser FWHM of 0.14 cm-1 and the laser intensity profile 

on the left of Figure 2.14, for average intensities ranging from .316 - 31.6 kW /cm2 . 

The current model requires that a laser intensity large enough to widen the PLIF 

streaks to the observed value of 2.3 mm should also produce a significant variation in 

PLIF streak width along the z direction. 
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Figure 2.14: (Left) Normalized laser sheet intensity as a function of axial position, 
measured using a photodiode. (Right) Calculated fluorescence linewidth profiles for 
average intensities ranging from 0.316 to 31.6 kW /cm2 assuming the intensity profile 
to the left and a laser FWHM of 0.14 cm-1. 

Shown in Figure 2.15 are cross sections of the PLIF streak along the axis of the 

plume (0 cm-1 detuning) for several positions spaced by 3.4 ± 0.8 mm away from 

from the target. The data for each cross section fits well to a Gaussian profile, with no 

significant variation in the width as a function of distance from the target. Clearly, in 
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the current model, there is no solution that satisfies both the experimentally observed 

PLIF linewidth of 2.3 mm and its apparent independence of z. 
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Figure 2.15: Cross sections of the PLIF streak acquired using 0 cm-1 detuning for sev­
eral distances from the target, spaced by 3.4 ± 0.8 mm. Lineshapes appear Gaussian 
with no significant variation in width. 

This problem can be resolved, however, by considering the effect of the non-zero 

width of the target spot on the PLIF signal. The fact that a PLA plume does not in 

fact originate instantaneously from a dimensionless point complicates the connection 

between PLIF streak width and laser intensity. The spatial width of the spot from 
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which the plume is created, and the duration of the excimer pulse used to create the 

plume require the distribution function ff ( x, v ), describing the particles at any point 

in space, to be modified to read 

Jf(x, v) = Nf(x) r= 1= J (v - v21(l + (- ro) )) 'T(to)R.(ro)drodto, 
lo -= ct - t0 

(2.19) 

where 'T(t0 )R.(r0 )dt0 dr0 describes the fraction of plume particles originating from a 

distance off axis between r0 and r0 + dr0 during the time interval t0 to t0 + dt0 • The 

PLIF signal then becomes 

S(x) ex Nf(x) r= 1= P (v21 (1 + (- ro) )) 'T(to)R.(ro)drodto. 
lo -= ct - to 

(2.20) 

In these experiments, it can be shown that the characteristic width of the function 

'T(t0 ) is negligible, resulting in spatial widening of S(x) by less than a few percent. 

The width of the function R.(r0 ), however, cannot be ignored. Letting 'T(t0 )--+ J(t0), 

equation 2.20 becomes 

S( x) ex Nf ( x) 1= P (v21 (1 + r - ro )) R.(r0 )dr0 • 
-= ct 

(2.21) 

If R.(ro) is also sufficiently narrow, then the limit R.(ro)--+ J(ro) applies, and equation 

2.21 reduces to equation 2.15 as it must. In the opposite limit, however, where the 

half-width of the target spot Jn is large, equation 2.21 becomes 

S(x) ex: Nf(x)R.(r - ct~). 
l/21 

(2.22) 

This equation suggests a PLIF image streak centered at r = ct6./v21 consistent with 

equation 2.16, but with a width JR, assuming as before that the density is nearly 

constant over that region. Data acquired in this limit would impair any effort to use 

the width of a PLIF image streak to ascertain whether the laser intensity used to 

obtain it were nonlinear and if so, provide a quantitative estimate of its magnitude. 

The measured PLIF streak widths in this case could only serve to determine an upper 
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bound on the laser intensity. 

Depicted to the left in Figure 2.16 is the dependence of PLIF streak linewidth 

on laser intensity, for laser spot widths ranging from 0.5 - 2.0 mm, assuming the 

lineshape function R( x) is Gaussian as the measured PLIF streak profiles suggest. 

PLIF images with a width near 2.3 mm, weakly dependent on laser intensity, are 

consistent with this modified model over a narrow range of ablation spot widths and 

laser intensities. 

It is possible the average laser intensity used to acquire the data in Figure 2.9 

is in fact linear, i.e. < 1 kW /cm2 , and that the ablation spot has a FWHM near 

1.6 mm. This is entirely consistent with the observed data, athough it implies that 

laser intensity is two orders of magnitude lower than the rough estimate obtained 

by measuring the laser intensity and the dimensions of the sheet directly. It is also 

possible, however, that the laser intensity in weakly nonlinear and that dependence 

of the PLIF streak width on laser intensity is simply hidden by the experimental 

uncertainty inherent in the PLIF streak width measurements. Shown to the right 

in Figure 2.16 are linewidth profiles calculated by assuming several average laser 

intensities and spot widths which result in profiles that pass through the measured 

PLIF streak width data. taken from the image in Figure 2.9 at several magnitudes of 

detuning. This figure shows clearly that the calculated profiles for average intensities 

less than about 5 kW /cm2 pass roughly within the error bars of the measured PLIF 

streak widths, and lie well outside for average laser intensities greater than this limit. 

2.5.3 Correction of the PLIF image in Figure 2.9 for laser 

sheet intensity variation 

Previously given, in equation 2.21, was the solution for the PLIF signal S(x) result­

ing when a relatively narrow linewidth laser pumps atoms residing within a cross 

sectional sheet passing through the axis of symmetry of a. collisionless PLA plume 

generated nearly instantaneously from a. Gaussian ablation spot. If several images 

acquired with the pump laser's spectral peak detuned by different amounts from the 
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Figure 2.16: (Left) LIF signal linewidth vs. laser intensity for ablation spot widths 
ranging from 0.5 - 2.0 mm, assuming a pump laser FWHM of 0.14 cm-1. A linewidth 
near 2.3 mm, independent of laser intensity, is only possible for laser intensities < 5 
kW /cm2• (Right) Calculated linewidth profiles for intensities between 1-10 kW /cm2 . 

The variation of PLIF streak width with distance from the target becomes measurable 
within the experimental error for average intensities exceeding 5 kW /cm2. 

atoms' stationary resonance frequency are superimposed, the resulting signal can be 

described by 

L Si(x) ex N~(x) L 1_: P (v21 (1 + r ~tro ), fj.i) R(r0 )dr0 , 

J J 

(2.23) 

where the function P(v, fj.) is defined in equation 2.12. In this work, the spectral 

peaks of the pump laser are spaced around the stationary resonance frequency of the 

pump transition by a fixed value Ovt, so that the detuning can be described by fj.j = 

jovt with -N:::; j:::; N, where N is some positive integer. The spatial density of the 

ground state atoms prior to the application of the pump laser pulse Nf ( x) is then 

given by 
j=N 1 

N~(x) ex j'fN Si(x) F(x) (2.24) 

with the function F( x) defined by 

100 i=N ( r - r ) 
F(i) = L P v21(l + --0 ),jovt R(ro)dro. 

-oo . N cf 
1=-

(2.25) 
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Normalizing the superposition of PLIF images to the function :F( x) therefore produces 

an image which depicts the relative density of the ground state atoms immediately 

prior to the pump laser pulse. 

In an effort to simplify this normalization function, the radial dependence of the 

sum appearing in the integral in equation 2.25 can be examined more closely. Shown 

to the left in Figure 2.5.3 is the sum for N = 7, as used in these experiments, for laser 

intensities ranging from 1-10 kW /cm2• Although there appears to be noticeable ripple 

in the function for all laser intensities, the amplitude of the spatial oscillation is only 

a few percent of the average value, which is nearly flat over the spatial region where 

PLIF signal exists. Neglecting the ripple, which is eliminated by the convolution 

integral with R(r) anyway, eliminates any radial dependence in the normalization 

function, allowing it to be expressed as 

j=N 

:F(z) = ( L P (v21(l + r - r0 ),ji5vt))n 
j=-N ct 

(2.26) 

where Or denotes a spatial average over the region where PLIF signal exists (e.g. r ::=; 

1 cm for a 1 µsold plume). A plot of :F(z) vs laser intensity is given to the right in 

Figure 2.5.3. 
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Figure 2.17: (Left) The sum appearing in equation 2.25 for laser intensities ranging 
from 1-10 k\V /cm2 • The average amplitude in the central region is roughly fiat over a 
width of nearly 2.0 cm. (Right) Amplitude of the central region average as a function 
of laser intensity. 
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Shown at the top in Figure 2.18 is a corrected image obtained from the image in 

Figure 2.9, assuming a linear laser intensity, i.e. < 1 kW /cm2 . Beneath is shown the 

image resulting when the upper bound value of average laser intensity of 5 kW /cm2 

is assumed. The image quality far from the target in either case is poor, resulting 

from the combination of low laser intensity and low PLIF signal in that region. The 

correction, being greatest where laser intensity is lowest, appears to be amplifying 

the noise. The portion of the image showing the plume, however, is believed to be a 

faithful representation of the density of Si, without velocity bias . 

. 5 kW/cm2 

Figure 2.18: Corrected PLIF image assuming linear (top) and nonlinear (bottom) 
average pump laser intensity. 
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2.6 PLIF data acquired from a typical Si PLA 

plume using an improved laser sheet 

In an effort to minimize the amplification of noise that occurs when the PLIF signal 

from regions of low density is corrected for weak laser intensity, a set of images 

similar to those seen in Figure 2.9 are acquired using a more intense laser sheet with 

less variation along its width, placing the highest intensity region where the lowest 

PLIF signal is anticipated. The data shown in Figure 2.19 correspond, as before, to 

pump laser detunings of+ 1.08 cm-1, +0.72 cm-1, +0.36 cm-1, 0 cm-1, -0.36 cm-1, 

and -0.72 cm-1 . 

+o.oo cm-1 -0.36 cm- 1 -0.72 cm- 1 

Figure 2.19: 4.0 cm x 3.0 cm PLIF irnages of expanding Si into vacuum, similar to 
those in Figure 2.9 but with an improved laser sheet. 

Figure 2.20 shows the superposition of 15 individual images, similar to that ap­

pearing in Figure 2.10. Although the differences between these two uncorrected im­

ages are subtle, a close inspection reveals that the image in Figure 2.20 is more 

elongated. Since the images describe the same plmne, this difference aids in making 

the laser sheet intensity correction and verifying that the correction is reasonable. 
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Figure 2.20: 4.0 cm x 3.0 cm PLIF image generated by superimposing 15 individual 
images, including those in Figure 2.19, each spaced by 0.18 cm-1 of detuning. 

Shown in Figure 2.21 are cross sections of the PLIF streak along the axis of the 

plume (0 cm-1 detuning) for several positions spaced by 3.4 ± 0.8 mm away from 

from the target. The data for each cross section fits well to a Gaussian profile as 

before, however, a significant increase in width is observable as the distance from the 

target increases. In fact, the width about 2.8 mm near the target increases by nearly 

30% to about 3.6 mm a distance of 3.0 cm away. This apparent increase in width is 

consistent with the laser intensity profile appearing in the lower-right corner of Figure 

2.21 ifthe laser intensity is nonlinear. The average laser intensity used to acquire the 

images in Figure 2.19 can then be estimated by comparing streak width data with 

computed widths assuming various spot widths, laser intensities, and the laser sheet 

profile shown in Figure 2.21. The result is given in Figure 2.22. A reasonable fit is 

obtained by assuming a spot width of 1.9 mm and an average laser intensity near 10 

kW/cm2 • 

An alternative method can also be employed to estimate the laser intensity used 

to acquire the PLIF images seen in Figure 2.19, and verify the value of 10 kW /cm2 

suggested by the variation in line width and the known laser intensity profile. It 

can be shown that for a plume which expands collisionlessly, the normalized density 

profile along any two axial contours should be identical. Any variation between two 

normalized PLIF signal profiles along two different contours is therefore caused by 
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Figure 2.21: Cross sections of the PLIF streak acquired using 0 cm-1 detuning for 
several distances from the target, spaced by 3.4 ± 0.8 mm. Lineshapes appear Gaus­
sian with a slight increase in width as the distance from the target increases. Laser 
intensity profile used to acquire the data is shown in the lower-right corner. 
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Figure 2.22: Calculated linewidth profiles for intensities between 1 and 30 kW /cm2 . 

Different symbols correspond to data taken at different magnitudes of detuning. The 
variation of PLIF streak width with distance from the target is consistent with a laser 
spot width of 1.9 mm and an average laser intensity near 10 kW /cm2 • 

differences in the resonant laser intensity used to illuminate the atoms along the 

two contours. Shown in Figure 2.23 are two PLIF streaks whose center positions 

(ridgelines), defined by 
b. 

r =ct-, 
V21 

(2.27) 

are marked as white lines. As previously discussed, b. is the magnitude of laser 

detuning and v21 is the resonant frequency of the stationary Si atoms. Although the 

positions of these streaks differ by about 5.2 mm (0. 72 cm- 1 detuning), the axial 

profiles along the two contours appear nearly identical. This is expected since the 

ridgeline of each PLIF streak corresponds to the pump laser's spectral peak, so the 

laser intensity profiles along the two PLIF streak ridgelines are identical even though 

the plume density certainly is not. This data further validates the the collisionless 

expansion model. 

At the top of Figure 2.24 two contours taken from the same PLIF streak, chosen 

to be the one acquired at 0 cm- 1 detuning. are shown. One contour is taken along the 

ridgeline, but the other is taken along the edge of the PLIF streak, about 2.1 mn1 from 

the ridge. Such a distance corresponds to a detuning of about 0.28 cm- 1 from the 

peak in the pump laser spectral lineshape. The nonnalized PLIF signa.l profiles along 
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Figure 2.23: PLIF streaks acquired using 0.00 cm-1 and 0.72 cm-1 detuning at 1.0 µs 
time delay with ridgeline contours shown as white lines. Normalized density profiles 
along these contours appear nearly identical, validating the collisionless expansion 
model. 
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the two contours differ significantly even though the data in Figure 2.23 suggests that 

the normalized density does not. The difference can be explained by assuming the 

resonant laser intensity along the ridgeline is nonlinear. Since the pump laser has a 

FWHM of only 0.14 cm-1, the laser intensity illuminating the contour taken along 

the PLIF streak's edge is less than 6% of the intensity illuminating the ridgeline. 

The resonant intensity illuminating the edge is therefore linear, even if the average 

resonant intensity illuminating the ridgeline is as high as 10 kW /cm2 • The Si density 

profile can therefore be inferred from the profile taken along the PLIF streak's edge by 

normalizing it to the laser intensity profile given in Figure 2.21. The result is shown in 

Figure 2.24, and compared with the density profile deduced by correcting the PLIF 

streak profile taken along the ridgeline for nonlinear laser intensity whose average 

value along the contour is 10 kW /cm2 . These two profiles are much more similar 

than the two signal profiles, suggesting that the rate equation model used to correct 

for nonlinear laser intensity is reasonable, that the analysis is self-consistent, and that 

the Si density can be deduced despite the use of nonlinear pump laser intensity. 

The image superposition shown in Figure 2.20 can be corrected for the nonlinear 

laser intensity used to acquire the data using the method discussed in the previous 

section. The resulting image, shown in Figure 2.25, is significantly better than the 

ones depicted earlier in Figure 2.18 due to the improvements in the laser sheet. On 

close inspection of the image, it appears to consist of two distinct components, one 

rounded and the other more like a forward-directed jet. This observation has also 

been made elsewhere [6], and the jet is attributed to a secondary ejection process (e.g. 

ion sputtering), while the rounded component is attributed to thermal avaporation. 

The cause of this phenomenon may be nonuniformity in the excimer laser intensity 

over the width of the ablation spot. 

2.7 Summary 

The image presented in Figure 2.18 is believed to be the first reported image de­

picting ground-state, neutral Si density within a narrow cross-section of an ablation 
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Figure 2.24: (Top) PLIF streak with ridgeline and edge contours shown as white lines. 
(Bottom) Normalized PLIF signal profiles taken along ridgeline and edge contours. 
An Si density profiles is obtained for each by correcting the PLIF signal for laser 
intensity. 
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Figure 2.25: Image generated by correcting data seen in Figure 2.20 for nonlinear 
laser intensity. The image can be interpreted as the density of ground-state, neutral 
Si along a cross section of a PLA plume, 1.0 µs after its creation by a KrF laser. 

plume, generated using a KrF excimer laser, as it expands into vacuum. The image 

is produced by superimposing several individual images, acquired using a 0.14 cm-1 

FWHM bandwidth laser detuned from the stationary resonant frequency in incre­

ments of 0.18 cm-1, and correcting for nonlinear laser intensity. For the purpose of 

correcting the image, a set of population rate equations describing a three-level model 

are solved, using parameters appropriate for the 243.877 nm 3 P 3p2 +-- 1 P 0 4s pump 

transition and the 288.158 nm 1 P 0 4s -+ 1 D 3p2 fluorescence transition. Values for 

laser intensity, on which the equations strongly depend, are estimated using informa­

tion contained in the acquired PLIF data, e.g. the spatial width of the signal and its 

variation with distance from the target, and the difference between normalized signal 

along ridgeline and edge contours of a single PLIF streak. This analysis is based on 

evidence that the plume expands collisionlessly from the ablation spot. 
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Chapter 3 The influence of a background gas and 

substrate on a PLA plume 

3.1 Introduction 

In this chapter the influence of a background gas and substrate on an Si plume are 

studied using PLIF imaging. A typical Si plume expanding into vacuum (10-5 Torr) is 

first studied by examining normalized density profiles taken along contours of constant 

radius and along contours of constant axial position. Similarity among several such 

profiles after a delay of 1.0 µs suggests that the plume expands collisionlessly from 

the target. 

Next, normalized density profiles along similar contours are taken from an Si plume 

expanding into 10 mTorr of argon, a typical pressure for PLD [13, 16]. As with the 

case of vacuum, profiles taken from this plume suggest that the collisionless expansion 

model remains valid, although the background gas has the apparent effect of slowing 

down the atoms at the leading edge of the plume. Although these two observations 

may seem contradictory, they are self-consistent if the interaction of the plume with 

the background gas occurs primarily during the earliest phase of expansion, when 

the plume is within a few millimeters of the target, and the subsequent expansion is 

nearly collisionless. A second consequence of the plume's interaction with backgound 

gas appears to be a significant reduction in the relative Si density near the substrate 

for 0 < t < 3.0 µs. These observations suggest that the time-integrated flux of Si 

onto the substrate might be reduced by the introduction of a background gas, and 

that the energy of the Si atoms incident onto the substrate may also be reduced. The 

pressure dependence of these quantities might be valuable in estimating rates of film 

depostion. 

In an effort to further quantify trends in Si density profiles related to background 
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gas pressure, a series of PLIF images are acquired from an Si plume expanding into 

argon at pressures between 0 and 1.50 mTorr, looking at time delays between 1.0 

and 5.0 µs. These data confirm the monotonic drop in Si density near the substrate 

as a function of pressure for times less than about 3.0 µs, but reveal an interesting 

increase in Si density near the substrate at longer delay times. This evidence of 

enhanced density above the substrate is believed to be the first reported. These data 

are later compared with simulation results to estimate the sticking probability for Si 

onto an unheated Si(lOO) substrate. 

Finally, the occurrence of gas-phase chemistry as an Si plume expands into air at 

a pressure near 1.0 Torr is demonstrated. SiO, possibly resulting from the reaction 

Si+ 0 2 --+ SiO + 0, is detected by pumping the Q1 (35) + R1 (42) transitions in the 

A1II f--- X 1I;+(O,O) system of SiO at 235.25 nm. Fluorescence into a 260 ± 10 nm 

bandwidth is gathered using an interference filter, and a 1.0 mm thick piece of Schott 

UGl glass to help reject scattered excimer light at 248 nm. The gathered signal 

includes most of the (0,4) band as well as portions of the (0,3) and (0,5) bands. After 

subtracting a significant background resulting from spontaneous emission within this 

bandwidth, and correcting for variations in the laser sheet intensity, images depicting 

relative SiO density are obtained, suggesting that a ring of SiO forms along the 

contact front between the plume and background gas. Unlike the PLIF imaging 

done previously on Si expanding into vacuum and Ar at pressures up to 150 mTorr, 

the symmetry of the PLIF signal about the plume's axis is not affected by pump 

laser detuning, suggesting that the flow velocity of the SiO is sufficiently small that 

Doppler shifts may be ignored. The images presented here are believed to be the first 

reported PLIF images of any intermediate species produced by gas-phase chemistry 

during PLA. 
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3.2 Time evolution of a typical ablation plume ex-

panding into vacuum 

Shown in Figure 3.1 are time sequence images showing the density of ground-state, 

neutral Si density within a cross section of a typical PLA plume as it expands into 

vacuum. Time delays of 1.0 µs, 2.0 µs, 3.0 µs are presented. The images shown 

are corrected for nonlinear laser intensity using the method described in the previous 

chapter, and then processed using a median filter to smooth the noise. Although each 

image is normalized to its own maximum, the intensity of the fluorescence is actually 

much weaker as the time delay increases. 

Normalized density profiles are a convenient way to help visualize a PLA plume, 

and provide a standard for comparing different plumes. In Figure 3.2 a schematic 

diagram of a plume is shown, sliced along contours of constant radius and along con­

tours of constant axial position z. The upper row in Figure 3.3 shows the normalized 

density profiles taken from the plume in Figure 3.1 along contours of fixed radii at 

r = -2.8 mm, 1.0 mm, 4.9 mm, and 8.7 mm± 1.9 mm at time delays of 1.0 µs, 2.0 

µs, and 3.0 µs. These data are produced by averaging over 49 radial pixels (about 

3.8 mm) to reduce noise. The lower row in this same figure depict the normalized 

density profiles of the same plume along contours of fixed axial position z = 1.5 mm, 

7.5 mm, and 13.5 mm± 1.5 mm for the same set of time delays. These data result 

after averaging over 24 axial pixels, about 3.0 mm. 

Several significant observations can be made from these data. First, the axial 

density profiles suggest that Si atoms have axial velocities as great as 20 km/s (60 

eV), with a much slower bulk velocity near 3 km/s (1-2 eV). The highest radial 

velocity is about 10 km/s (15 eV). The characteristic velocity v of a thermal system 

can be defined in terms of the system temperature using v = (kT/k) 112 , thus if v = 
3 km/ s then T ~ 61,000 K. This suggests that the plume originates from a very hot 

source. 

Second, both the axial and radial profiles taken at 1.0 µs appear to be independent 

of the position of the contour. Since the plume has a characteristic dimension near 1.0 



61 

1.0 µs 

3.0 µs 

Figure 3.1: Time sequence images of ground-state, neutral Si density within a cross 
sectional sheet of a PLA plume expanding into vacuum. 
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z 

r 
Constant radius slices Constant axial position slices 

Figure 3.2: Schematic diagram showing how the PLIF sheet may be sliced to produce 
normalized density contours at fixed radius or axial position in cylindrical geometry. 
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Figure 3.3: (Upper row) Normalized density profiles along contours of constant radii 
r = -2.8 mm, 1.0 mm, 4.9 mm, and 8.7 mm ± 1.9 mm. (Lower row) Normalized 
density profiles along contours of constant axial position z = 1.5 mm, 7.5 mm, 13.5 
mm, and 18 .. 5 mm± 1.5 mm for the same set of time delays. 
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cm after 1.0 µs, the contours selected in Figure 3.3 sample the full width and length 

of the plume. The independence of profiles on position therefore strongly suggest 

that the plume expands collisionlessly from the ablation spot after being generated 

during a brief period satisfying tP « 1.0 µs. Curiously, however, the contours taken 

at later times differ significantly. Although this observation might be used to refute 

the collisionless expansion model, it only demonstrates the presence of a very small, 

slow, collisional component of the plume that lingers near the target. This component 

may result from either an interaction of a few back-scattered plume atoms with the 

boundary, or from a small amount of effusion from the target after the laser pulse. 

Because these atoms are slow and near the origin, the rate of change in volume they 

occupy is much smaller than the rate of change in volume occupied by the faster 

atoms further from the target. Since PLIF signal is proportional to density, the 

contribution from the slowest atoms begins to dominate at later times even if these 

atoms constitute only a very small fraction of the total number of atoms in the plume. 

Finally, the sudden drop in signal intensity near z = 2.8 cm is due to the presence 

of a substrate, visible at the bottom of the later images in Figure 3.1. Although no 

comparative data is presented, PLIF images were acquired both with and without 

the substrate present. The normalized density profiles in each case appear nearly 

identical in the region between target and substrate fort < 3.0 µs. Data is presented 

later which indicates a enhancement of density near the substrate after 3.0 µs. 

3.3 Time evolution of a typical ablation plume ex­

panding into 10 mTorr of argon 

Shown in Figure 3.4 are time sequence images showing the density of ground-state, 

neutral Si within a cross section of a typical PLA plume as it expands into a back­

ground gas of argon at 10 mTorr. Time delays of 1.0 µs, 2.0 µs, 3.0 µs are presented 

as in the previous section. Normalized density profiles from this plume are provided 

in Figure 3.5. 
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3.0 µs 

Figure 3.4: Time sequence images of ground-state, neutral Si density within a cross 
sectional sheet of a PLA plume as it expands into 10 mTorr of argon. 
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Curiously, the apparent independence of profiles taken at 1.0 µs on contour posi­

tion suggests that the plume expands collisionlessly, even in the presence of a back­

ground gas. Although it might be tempting to conclude that the background gas has 

no effect on the expanding plume, this conclusion can be refuted by comparing the 

normalized density profiles taken along the axis (r = 0) of the two plumes seen in 

Figures 3.1 and 3.4 as is done in Figure 3.6. The background gas appears to affect the 
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Figure 3.6: Normalized density along the axis of two PLA plumes, one expanding 
into vacuum and the other into 10 mTorr of argon. 

fast atoms on the leading edge of the plume without significantly affecting the slow 

atoms nearer the target. Since the similarity among the normalized density profiles 

appearing in Figure 3.5 at t = 1.0 µs suggest collisionless expansion, the interaction 

of the plume with the background gas must only be significant near the vicinity of the 

ablation spot. This is plausible if the expanding silicon compresses the background 

gas into a high density layer along the contact front, and the peak density in this 

layer occurs early and diminishes rapidly in time. In this case only the atoms along 

the plume's leading edge are influenced by the presence of the gas, and only while 

the gas density along the contact front is large. 

A second apparent consequence of the presence of the background gas, important 

perhaps for PLD, is that by 2.0 flS the density of Si near the substrate is about 60% 

lower. and about 40% lower after 3.0 µ.s. To help visualize the difference between the 
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vacuum and 10 mTorr conditions, Figure 3.1 shows enhanced images of Si density 

near the substrate after 2.0 ps. Each image is normalized after cropping the PLIF 

signal at 31.4% of maximum. The expansion into vacuum results in more Si near the 

substrate at all radial positions and not just on axis, suggesting perhaps that over 

the lifetime of the plume, the total flux of Si onto the substrate is reduced when the 

plume expands into a background gas. A reduction in particle flux, and a reduction in 

kinetic energy of the plume atoms, might be important for both the rate of deposition 

and the quality of films deposited by PLD. 

10 m Torr argon 

Figure :3.7: Images of an Si plume expanding into vacuum and 10 mTorr Ar after 
2.0 ~Ls. The relative density above a threshold value appears black in ea.ch image, 
enhancing the resolutioD near the substrate vvhere the density is greater for ablation 
into vacuum. 
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3.4 A study of Si density on axis during ablation 

into argon over a wide range of pressure 

For the purpose of examining the plume's density on axis, a superposition of images, 

presented in the previous section, is not required. The spread in radial velocities for 

atoms within about 1.0 mm of the axis is sufficiently small to resonantly excite them 

using a 0.14 cm-1 bandwidth pump laser tuned to the stationary resonance frequency. 

In an effort to more accurately quantify the dependence of the normalized density 

profile of Si along the axis of symmetry of the expanding plume on background gas 

pressure and time, several PLIF streaks are acquired with the pump laser tuned to 

stationary resonance, setting time delays from 0.5 µs to 5.0 µs and pressures from 0 

to 150 mTorr. To simplify the analysis of this data, the energy of the pump laser is 

reduced until the PLIF signal satisfied the criteria for linearity previously established. 

Shown to the left in Figure 3.8 is a PLIF streak acquired from an Si plume 

expanding into vacuum using a 1.0 µs time delay, contours along the ridgeline and 

edge highlighted. To the right are the normalized density profiles along these contours. 

The similarity suggests that the laser intensity everywhere is linear. 

In Figure 3.9 slices of the PLIF streak appearing in Figure 3.8 along constant 

axial positions of 1.5 mm, 4.5 mm, 7.5 mm, 11.5 mm, 14.5 mm, 17.5 mm, and 20.5 

mm are shown. The laser intensity profile used to acquire the image appears at the 

bottom of this figure. A constant PLIF streak width near 2.2 mm despite significant 

variation in laser intensity corroborates the claim that the laser intensity is linear. 

Having established that the PLIF streak appearing in Figure 3.8 was acquired 

using linear laser intensity, the normalized density profile along the axis may be ob­

tained by normalizing the signal to the laser sheet profile. The results for time delays 

from 1.0 to 5.0 µs appear in Figure 3.10 in steps of 0.5 µs, each graph comparing pro­

files taken at background gas pressures of 0 mTorr, 30 mTorr, 60 mTorr, 90 mTorr, 

and 150 mTorr. The time sequence appears from top to bottom, then left to right. 

The left edge of each graph is actually 2-3 mm from the target surface, explaining the 

absence of a peak in any of the profiles. This presents no significant problem, how-
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ever, because similar normalized density profiles obtained from ablation into vacuum 

and into 10 mTorr argon presented in the previous section revealed no appreciable 

difference for z < 3 mm, at least for times less than 2.0 µs. For longer time delays, the 

density at z = 3 mm appears to be slightly greater for higher pressure, an effect which 

might introduce some error since all of the profiles are compared after normalizing 

them to their maximum value. This error is small, however, and is neglected. 

One very interesting feature of these profiles is the apparent buildup in Si density 

at the substrate after 3.0 µs. Believed to be the first observation of the pressure 

dependence of this effect using PLIF imaging, these data offer information about 

the sticking probability of Si onto the unheated Si (100) substrate used in these 

experiments. 

For Ar pressures of 0-150 mTorr the PLIF streaks acquired at 0.0 cm- 1 detuning 

indicate that, for the purpose of imaging, Doppler shifts remain important, although 

less so as the pressure increases. This conclusion is evident in Figure 3.11 where 

streaks acquired after a 2.0 µs delay are compared for Ar pressures of 0-150 mTorr. 

Each image represents a 1.9 cm x 1.4 cm area near the target. At higher pressure 

the plume appears more rounded and less cropped at the sides, suggesting that more 

of the Si atoms are resonant with the pump laser. vVhen the pressure is increased to 

1 Torr, the rounded appearance of the image contrasts dramatically with the PLIF 

streaks acquired from plumes expanding into vacuum and more closely resembles the 

images produced by the superposition of several PLIF streaks acquired at different 

magnitudes of detuning (see Figure 3.1). One apparent difference, however, is a 

buildup in Si density near the contact front. The rounded appearance of the plume 

strongly suggests that the expansion of the plume is sufficiently slowed by a 1 Torr 

background gas after 2.0µs that Doppler effects are negligible. For a laser linewidth 

of 0.14 cm- 1 and a resonance frequency near 41,000 cm- 1 this requires that the 

characteristic velocitity of plume atoms be less than about 500 m/s. Since the size of 

the plume suggests an average leading-edge expansion plume near 5 km/s, the plume 

must expand rapidly during the first 1 {LS, and expand nrnch more slowly after that, 

as suggested later in this chapter and elsevvhere [30]. 
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along the axis of an ablation plume expanding in argon at various pressures and delay 

times. 
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90 mTorr 120 mTorr 1 Torr 

Figure :3.11: PLIF streak acquired at 0.0 cm- 1 detuning after a 2.0 µs delay for various 
gas pressures. The plume appears less cropped on the sides as pressure increases, 
suggesting slower expansion speeds. 

3.5 Evidence of gas-phase chemistry during abla-

tion of Si into air 

Recently oxide films such as SiOx and Ge0 2 have been successfully deposited onto a 

substrate using PLD by ablating Si or Ge into a background gas containing 0 2 [14, 76, 

12, 77]. Despite this experimental success, the primary mechanism for oxidation of the 

target material remains remains unclear. One possibility is that Si or Ge deposited 

onto the substrate reacts with 0 2 in the gas. a second possibility is that Si0 2 or Ge0 2 

is ablated from a target whose surface becomes oxidized between laser pulses, and a 

third possiblity is that Si or Ge reacts with 0 2 in flight. An understanding of the 

chemistry in simple systems such as these are important because it could potentially 

lend insight into the chemistry occurring when more complex materials are ablated 

into background gases. aiding perhaps in the identification of relevant parameters for 

controlling grovvth rate and/ or film stoichiometry. 

Shmvn on the left Figure :3.5 is an image showing the average emission signal from 
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40 shots, gathered using a gated micro-channel plate intensified CCD camera and a 

260 ± 10 nm bandwidth interference filter with a 1.0 mm thick piece of Schott UGI 

glass to help reject scattered excimer light at 248 nm. The intensifier gate is triggered 

2.4 µs after Si is ablated into a 1.0 Torr background of air, and gathers signal for 50 

ns. The image area represents the 1.9 cm x 1.4 cm region near the target, which 

is at the top of the image. The contact front between Si and air is clearly visible 

and the signal appears to be greatest along the forward edge of this front. Assuming 

that the emission signal is due to 3d 1 P 0 --+ 3p2 1 S transitions in Si (g2 A 21 = 2.2 x 

109 ) at 263.128 nm, the signal indicates the presence of Si in an excited state 7.0 eV 

above ground, which then might suggest high temperature at the forward edge of the 

plume. This interpretation is only approximate, however, because the emission signal 

also depends on Si density. A useful comparison can be made to the image of relative 

density of Si acquired from the Si plume expanding into 1 Torr Ar using PLIF, shown 

earlier in Figure 3.11. 

To the right in Figure 3.5, is a second image showing the signal gathered during 

a 50 ns period which, as before, begins after a delay of 2.4 ftS. During the first 30 ns 

of this period, a 235.25 nm pump laser sheet passes through the plume, a wavelength 

which excites the Q1(35) + R1 (42) transitions in the A1II ~ X 1:E+(O,O) system of 

SiO. The complete PLIF scheme believed to be responsible for the enhanced signal 

is shown schematically in Figure 3.13. As shown, fluorescence into the 260 ± 10 

nm bandwidth is gathered, including most of the (0,4) band as well as portions of 

the (0,3) and (0,5) bands. Although several transitions are apparent as the pump 

laser frequency is varied, the choice of 235.25 nm appears to maximize the signal. A 

numerical model which assumes a Boltzmann distribution of rotational levels prior to 

the pump laser pulse, and rapid rotational energy transfer (RET) among rotational 

levels in the excited state, predicts a maximum in signal at this wavelength if the 

rotational temperature of the SiO is near 2500 K. Although this estimate is only 

approximate, it implies that the SiO temperature is well above the 300 I{ temperature 

of the air. 

The Doppler width of the fluorescence signal from an equilibrium SiO gas at 
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Si emission+ SiO PLIF 

Figure 3.12: (top) Emission from a 2.4 /lS old Si plume in the 260 ± 10 nm bandwidth 
as it expands into 1.0 Torr air. (bottom) Emission + SiO PLIF signal obtained after 
pumping the Qi(35) + R1 (42) transitions in the A1II f- x1 ~+(0, 0) system of SiO at 
235.25 nm. 
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Figure 3.13: PLIF scheme used to acquire images of SiO density within an Si plume 
expanding into air. 

2500 K is about 0.24 cm-1, which is significantly greater than the 0.14 cm-1 laser 

linewidth. The Voight linewidth appropriate when both the Doppler width of the 

gas and the Lorentzian linewidth of the laser are combined is therefore about 0.32 

cm-1 . This is the linewidth of the fluorescent signal OV8 , which negates Doppler shift 

effects caused by radial flow speeds Vr of the plume which satisfy Vr « cOv8 /v0 where 

v0 = 42,500 cm-1 denotes the frequency of the transition. The expansion speed is 

therefore negligible if Vr « 2.2 km/s. Even if the SiO temperature is only 300 K, the 

fluorescence linewidth is still about 0.18 cm-1, negating expansion speeds satisfying 

Vr « 1.2 km/s. 

In order to produce images showing the relative density of SiO, the contribution to 

the gathered signal from emission must be subtracted from the signal gathered during 

the laser pulse. The result must then be corrected as before for variations in laser 

sheet intensity. Although a set of population rate equations could be solved using a 

method analogous to that used to determine the threshold for nonlinear intensity for 

PLIF imaging of Si, for PLIF imaging of SiO it is assumed that the 1-10 kW /cm2 

pump laser intensity used in these experiments is sufficiently low to ensure that the 

PLIF signal is linear. This assumption is based on the expectation that RET among 

rotational levels during the pump laser pulse is sufficiently rapid to prevent saturation 

of the upper state. Making this assumption, the emission-subtracted image can be 
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corrected simply by normalizing the data to the laser sheet profile. Resulting images 

obtained after 1.0 µs, 1.5 µs, and 3. 75 µs are shown in Figure 3.5. These images may 

be interpreted as relative density maps of SiO, believed to be the first reported PLIF 

images showing reactive intermediate species during PLD. 

A plot of the contact front position vs. time, taken from the emission data that 

was subtracted from the signal to produce the images shown in Figure 3.5, suggests 

that the expansion speed is only about 500 m/s after a delay of 1.0 µs, with an 

average expansion speed near 8 km/s before that. PLIF images acquired after 1 

µs may therefore be treated by neglecting the Doppler shifts associated with the 

plume's expansion speed. The data is compared to theory assuming both a shock 

wave expansion model and a drag model [30]. A reasonable fit is obtained to the drag 

model (equation 1. 7) using C = 1.35 cm and (3 = 1.0 s-1 . 

The data appearing in Figure 3.5 suggest that SiO is not produced in detectable 

quantity until about 1.0 µs. After that, SiO appears along the contact front between 

the Si and air, and not in the region believed to be occupied only by Si atoms. 

This data rules out the possibility that the detected SiO is simply ablated from an 

oxidized Si target, because this would result in the presence of SiO wherever Si is 

present. Instead, the presence of SiO only along the leading edge strongly suggests 

the occurrence of gas-phase chemistry where Si and air are mixed. The 1 µs delay 

before Si 0 appears may be related to the time scale for heating by the expanding 

plume, and high temperatures may be necessary to overcome the activation energy 

for whatever reaction produces it. 

Curiously, the SiO density appears greatest at the sides of the plume near the 

target rather than at the forward edge of the plume where emission data might 

suggest that the temperature is greatest. It remains uncertain why this aspect of 

the SiO distribution is observed. It is possible that the SiO produced along the 

contact front near the axis quickly dissociates, but because the dissociation energy of 

SiO is about 8.3 eV this is unlikely unless the temperature in this region is several 

thousand degrees. At temperatures sufficient to dissociate the SiO, a cornucopia of 

chemical reactions involving Si, 0, and N must be considered, making a thorough 
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1.5 µs 

3.75 µ.s 

Figure 3 .14: Images of Si 0 density, obtained by P LIF. along the contact front of an 
Si plume expanding into air. 
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Figure 3.15: Position of the contact front as Si expands into 1 Torr air. 

understanding of the chemistry along the contact front quite complex. It is also 

possible that the fluorescence signal is Doppler-broadened. Neglecting the linewidth 

of the laser and the Doppler-shifts associated with the expansion velocity of the plume, 

the PLIF signal originating from some point x in the interaction volume should satisfy 

[41] 

( 
2 ) 1/2 

S(x) ex n(x) 27r~~vJ (3.1) 

where m is the mass of an SiO molecule. In this case the signal is therefore not 

simply proportional to the SiO density, but also depends inversely on the square root 

of the temperature. If the temperature around the perimeter of the contact front 

is not constant, then the PLIF signal would appear attenuated in regions of high 

temperature. Since the temperature profile along the contact front is not known, it is 

difficult to compensate for this effect. A third possiblity is that because the emission 

signal along the contact front on axis is signicantly larger than the PLIF signal, 

the apparent absence of signal there is an artifact of the background subtraction 

procedure. 

Curiously, a similar experiment attempted using pure 0 2 instead of air produced 

no detectable SiO PLIF signal. This result also remains unclear. It is possible that 
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the presence of N2 suppresses reactions which would otherwise rapidly convert SiO 

to more stable Si02 molecules. For example, if SiO is produced by the bi-molecular 

reaction Si + 0 2 -+ SiO + 0, then the resulting high energy 0 atoms may participate 

in the reaction SiO + 0 -+ Si02, or the reaction 0 + 0 2 -+ 0 3 which is then followed 

by 03 + SiO -+ Si02 + 0. Each of these pathways for converting SiO to Si02 would 

be supressed by collisional quenching of the high energy atomic oxygen in the presence 

of a large N 2 partial pressure. This hypothesis could be tested by looking for Si 0 2 in 

the plume, however, this was not investigated further. 

3.6 Summary 

PLIF imaging has been used in this chapter to produce Doppler-corrected images of Si 

expanding into both vacuum (10-5 Torr) and 10 mTorr Ar. In both cases, the plume 

is described well by a collisionless expansion model, evidenced by an independence on 

position of the normalized density profiles taken along parallel contours of the plume. 

For expansion into 10 mTorr Ar, however, collisions appear to slow the leading edge 

of the plume significantly. These observations are self-consistent if the interaction 

of the plume with the background gas occurs primarily during the earliest phase of 

the plume's expansion, while the plume is within a few millimeters of the target. 

This is consistent with a model whereby the background gas is initially compressed 

to high density along the contact front, forming a wall which slows the expansion 

of the leading edge and then quickly subsides, leaving the plume to expand nearly 

collisionlessly to the substrate. 

Normalized axial density profiles along the axis of Si plumes expanding into Ar 

pressures of 0 - 150 mTorr after time delays of 0.5 - 5.0 µs reveal an interesting 

increase in Si density near the substrate after 3.0 µs. The pressure dependence of 

this enhanced density above the substrate is believed to be the first reported. \iVhen 

compared with simulation results, this data can be used to estimate the sticking 

probablity for Si onto an unheated Si(lOO) substrate. 

Lastly, evidence of gas-phase chemistry as an Si plume expands into air at 1.0 



81 

Torr is reported. SiO is detected by pumping the Q1 (35) + R1 ( 42) transitions in the 

A1II +--X1:E+(O,O) system of SiO at 235.25 nm. Fluorescence into a 260 ± 10 nm 

bandwidth is gathered, including most of the (0,4) band as well as portions of the (0,3) 

and (0,.5) bands. Images of SiO density are obtained after subtracting background 

emission and correcting for variations in the laser sheet intensity. These images are 

believed to be the first reported PLIF images of any reactive intermediate species 

produced by gas-phase chemistry during PLA. 
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Chapter 4 DSMC simulations of pulsed effusion 

into vacuum 

4.1 Introduction 

In this chapter the Direct Simulation Monte Carlo (DSMC) method is introduced 

and applied to the problem of pulsed thermal effusion of Si into vacuum. Although 

the effusion rate and source temperature during effusion are normally related ther­

modynamically by the vapor pressure of the target material, they are treated here 

as independent. This model is simplistic, but is serves as a good starting point for 

examining qualitative properties of plumes, and for comparison to previous analytical 

and numerical work on pulsed thermal effusion. 

The density of plume atoms near a surface immediately following an effusive pulse 

of duration tP can be estimated by dividing the total number of particles effused by 

the characteristic volume of the plume. Assuming a 1-D expansion and no back­

scattering, the result is 

Vpip 
( 4.1) 

where dm is the thickness per monolayer of the target material, Nm is the number 

of monolayers effused per pulse, p is the number density of the target material, and 

vP = (2kTs/m) 112 . The mean free path A= I/vf2an 8 expected near the target surface 

at this density is therefore 

(4.2) 

where a is the characteristic collision cross section. 

If dP ~ 7r 112vpip/2 is used to describe the characteristic axial width of the plume 

after the laser pulse, then the ratio of dP to the mean free path can be used as 

a dimensionless parameter a to characterize effusion plumes over a wide range of 
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effusion rates, specifically 

( 4.3) 

which is independent of the effusion temperature. Since Si has 8 atoms per cubic cell 

in a diamond lattice with a cell width of 0.543 nm and 4 monolayers per cell [78], the 

number density and monolayer thickness can be estimated as 5.0 x 1028 atoms/m3 and 

1.36 x 10-10 m, respectively. Using a Lennard-Jones collision diameter of 2.91 x 10-10 

[79] suggests that a ~ 4 Nm for silicon. The parameter a is therefore comparable 

to the parameter Z ~ 4Nm intoduced by Sibold and Urbassek to parameterize their 

simulations [59]. their work suggests that the ratio of the duration of the pulse to the 

characteristic collision time during the effusion period is also a useful parameter. If 

the characteristic collision time is approximated by 2A./ V"ivP then this parameter is 

also a. 

It will be seen that for simulated plumes resulting from low effusion rates (a << 1), 

the normalized density profiles taken along contours of constant radius from the axis 

of symmetry, and along contours of constant axial position, compare well with pro­

files derived assuming a collisionless expansion model and the initial half-Maxwellian 

velocity distribution function. The interaction of plume particles with the target is in­

significant in this range of effusion rates, evidenced by the independence of the results 

on the boundary condition at the target (e.g. recondensation or specular reflection). 

For moderate effusion rates (a ~ 1), the plume becomes more forward-peaked, the 

normalized density profiles differing significantly from those predicted assuming the 

collisionless expansion of atoms described by the initial half-Maxwellian. The leading 

edge of the axial profile resembles that predicted assuming a collisionless expansion 

while the rest resembles that predicted by the collisionless expansion of a Maxwellian 

gas whose temperature and center-of-mass velocity are determined assuming momen­

tum and energy conservation. Radial density profiles near the target also resemble the 

predictions based on this assumption. Little variation among profiles along parallel 

contours validate the collisionless expansion model, indicating that although the early 

collisional phase of the plume plays an important role in determining the degree of 
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forward-pea.king, the width of this region is small. The non-zero width of the effusion 

spot already imposes the restriction lxl >>rs (where xis any position where density 

is measured) on the collisionless expansion model anyway, so no further restriction 

is necessary as long as the width of the collisional region is· not much greater than 

rs. Like the results obtained for a« 1, the results in this range of effusion rates a.re 

nearly independent of the boundary condition at the target. 

At even higher effusion rates (a » 1), the simulated plume is observed to become 

even more forward-peaked. This phenomenon has been quantified by expressing the 

amplitude of the peak in off-a.xis TOF profiles in the form cosP(B), where the angle 

e is measured relative to the a.xis of symmetry of the plume [55, 23, 56], or by ex­

pressing the thickness of film deposition in the same form [80]. An analytical model 

offers an explanation of plume forward-pea.king and relates the parameter p to the 

presumed Mach number describing the plume immediately after the expansion, when 

it is assumed to become instantaneously collisionless. A schema.tic diagram depicting 

the three regimes described using using this model is provided in Figure 4.1. 

Knudsen layer 
Knudsen layer 

Unsteady adiabatic expansion 

Collisionless expansion 

Collisionless expansion 
Collisionless expansion 

Figure 4.1: Three regimes of PLA into vacuum described analytically. (left) Ha.lf­
Ma.xwellia.n. (Center) Shifted-Maxwellian resulting from Knudsen layer formation. 
(right) Shifted-Maxwellian resulting from unsteady adiabatic expansion after Knud­
sen layer formation. 

Although the results of DSMC simulations in this range of effusion rates might 

appear consistent with the analytical model when the degree of forward-pea.king of 

the plume is examined, the normalized density profiles a.long contours of fixed ra­

dius or fixed axial position do not match well to those predicted by the model. It 

will be shown that this discrepancy results primarily from a breakdown in the as­

sumption that the Knudsen layer is in steady state. Although Kelly justifies the use 
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of the steady-state Knudsen layer solution, citing DSMC simulation results which 

suggest the velocity distribution function of the plume particles transitions from a 

half-Maxwellian to a shifted-Maxwellian after only 3-4 collisions per particle [23], this 

is not sufficient to claim that the Knudsen layer is in steady state. Simulations by 

Sibold and Urbassek which focus on the plume's temperature components near the 

target surface suggest that a pulse duration greater than about 200 mean collision 

times is necessary (equivalent to a > 200) before the steady-state Knudsen layer so­

lution becomes valid [.58], requiring effusion of about 50 monolayers of Si. This result 

is independent of the source temperature. A similar result is obtained here, focusing 

on the time-dependent back-scattered particle, momentum, and energy flux and com­

paring them to the steady-state 1-D solutions. Since effusion of only a few monolayers 

is sufficient for a plume to exhibit strong forward-peaking, it is unnecessary, and in 

fact incorrect, to base a model describing forward-peaking on the assumption that a 

steady-state Knudsen layer exists during the effusive pulse. 

The analytical model also assumes 1-D gas dynamics. A second plume parameter, 

defined by (3 = dp/rs, may be introduced to estimate the significance of the radial 

expansion during the laser pulse, a 1-D expansion approximation during this period 

being reasonable if (3 « 1. Unlike a, this parameter depends on the choice of effusion 

temperature, specifically (3 ex: T 112• The assumption (3 « 1 is therefore valid only for 

sufficiently low temperature, and the influence of the radial expansion of the plume 

during the laser pulse may be significant. It will be shown using DSMC simulation 

that the steady-state values for the back-scattered particle, momentum, and energy 

flux onto the target, quantities which have been calculated analytically for 1-D effusion 

[54], are slightly different than theory predicts. This difference is explained by a 

breakdown in the (3 « 1 assumption. 

Since TOF analysis often assumes the plume expands collisionlessly, it is useful 

to estimate how far from the target a probe must be to safely make this assumption. 

If de is the characteristic dimension of the plume when it becomes collisionless, the 

signal acquired by a probe placed at position :T can be analyzed using the collisionless 

expansion approximation if x > > de. If the expansion of a plume folloviling the laser 
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pulse occurs in 1-D, however, the characteristic dimension of the plume increases at 

exactly the same rate as the density decreases, keeping the ratio dP/ >. = a constant. 

Collisionless expansion, presumed to begin when >. » dp, can therefore not begin 

for a plume decribed by a 2': 1 unless the plume expands into 3-D and the density 

decreases faster than the characteristic plume dimension increases. Some assumption 

about the 3-D expansion behavior must therefore be made. One simple assumption 

is that the plume expands spherically, occupying a volume 4Jrd~/3 when >. ~ de is 

satified. In this case, it is straightforward to show that 

( 4.4) 

Perhaps a better approximation for the characteristic shape of the plume is an ellipse 

as is suggested schematically in Figure 4.1. A geometric argument can be used to 

show that if the density has angular dependence like cosn( B) then de becomes 

de~ rs (3a)l/2 1/2 n ( 
1/ ) 1/4 

2 1 - 1/21/n 
(4.5) 

which reduces to equation 4.4 for n = 1. The parameter n is dependent on a, and 

for the Si effusion simulations presented in this chapter satisfies n ~ a for a 2': 1. 

Equation 4.5 therefore reduces to 

( 4.6) 

For example, assuming an effusion spot radius of 1 mm, the signal acquired by a probe 

more than 1 cm from the target may be treated assuming collisionless expansion, if 

less than about 1-4 monolayers are effused. If 10 monolayers are effused however, de 

increases to about 30 cm. This breakdown in the assumption of collisionless expansion 

must be considered when analyzing TOF data within a few centimeters of the target 

for high effusion rates. 

DSMC simulations, which are are not limited by assurn~ptions of 1-D expansion or 
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abrupt transitions from collisional to collisionless :flow, provide a more accurate way to 

study plume properties during pulsed effusion than approximate analytical solutions 

currently available. The simulation results presented in this chapter demonstrate the 

ability of the DSMC method to effectively bridge the gap between the collisionless 

limit and the continuum limit often encountered in the study of rarified gas dynamics, 

and to provide credible data in situations such as PLA where good analytical solutions 

are unavailable. 

4.2 Simulation parameters required to model pulsed 

thermal effusion using DSMC 

The azimuthal symmetry of a typical PLA experiment suggests the use of a 2-D, 

axisymetric cylindrical cell grid consisting of concentric cylindrical shells. In such a 

grid, atoms located within r ± ~ and z ± ~ occupy the same cell, independent of 

their azimuthal coordinates. The DSMC method requires the dimension ~ of each 

cell be smaller than or comparable to the mean free path of particles in that cell for 

all time. Equation 4.2 suggests that the mean free path within an Si plume during 

the laser pulse is about 50 Nm - 1 , assuming an effusion temperature of 100,000 K, 

while simulations indicate a mean free path about twice as large. This difference is 

believed to result because average relative velocity between collision pairs is smaller 

than the center-of-mass velocity yf1rvp/2 used to estimate .X. Assuming then that the 

mean free path for Si effused for 30 ns satisfies A ~ lOONm -l µm, a simulation with 

Nm = 10 requires a cell width near 10 µm. 

To uniformly divide a cylindrical space 3.0 cm in length and 1.5 cm in radius would 

then require 4,500,000 total cells which is impractical for monitoring :flow properties 

once the plume expands beyond a few millimeters from the target. To illustrate this 

point, consider that once the plume occupies more than about 5% of the cylindrical 

volume containing it, the average cell population is less than one particle, assuming 

a total of 250,000 simulation particles. Since the density in the plume is determined 
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by dividing the number of simulation particles in a cell by the cell volume, the den­

sity would appear unrealistically quantized, and the average of hundreds of separate 

simulations would be necessary to smooth the statistical noise. More particles could 

certainly be used, but this solution is computationally inefficient. Instead, a high 

resolution grid might be treated as a network of subcells embedded in a lower resolu­

tion grid whose cell width is 0.5 mm, 50 times larger than the width of each subcell. 

Collisional pairs could be computed within the subcell network, while density, tem­

perature, and flow velocity are computed by sampling each low-resolution cell. Since 

only 900 cells would divide the cylindrical space between the target and substrate, 

the average cell population would be about 5000 times greater than in the subcell 

network so fewer runs would be necessary to produce statistically meaningful densi­

ties. The low resolution cell grid would still maintain enough resolution, however, to 

generate good images. A diagram depicting a typical cell and subcell grid networks 

is provided in Figure 4.2. 

1.5cm 

3.0cm 

/--~'\ 
I I\ I 

-------- -- ~~--:-:- -
I I I I 

I'"' I 

' ' ' - ' 

Axisymmetric Cell Structure 

Grid cells (0.5 mm) 

Sub-cells (0.01 mm) 

Figure 4.2: Typical cell grid used to study pulsed thermal effusion into vacuum using 
DSMC. Each cell is a cylindrical shell 0.5 mm thick and 0.5 mm length, subdivided 
into 2500 subcells, each with a 10.0 µm dimension. 

In general, the time step for any DSMC simulation must satisfy 

istep « Ajv ( 4.7) 
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where v is the characteristic velocity of atoms in the simulation. Equation 4.2 can be 

used again here, to re-write equation 4. 7 as 

~tp tp 
lstep << __ d_N._ ~ -10-N.-

7r13p m m m 
( 4.8) 

Assuming a laser pulse lasting 30 ns, an initial time step of about 0.3/Nm is used, al­

though for optimal computational efficiency, the time step in the simulation is allowed 

to increase or decrease, subject to the constraint that equation 4. 7 remains satisfied. 

This is accomplished by measuring the density in each cell and calculating the mean 

cross section of selected collision pairs at each time step to estimate the mean free 

path. A measurement of the mean relative velocity of the selected collision pairs then 

determines the characteristic time step in each cell. The minimum time step used for 

the simulation is chosen to be 10% of the smallest characteristic time step measured. 

The time step should not be allowed to increase during the effusion period, however, 

until the subcell directly over the target surface becomes fully occupied, otherwise an 

unrealistically low density measurement results in an unrealistically large character­

istic time step for the subcell. The time step should therefore not be adjusted until 

t ~ 2b../ y'1Fvp where b.. is the width of the subcell near the target. For a 10 µm sub­

cell, this means t ~ 1.0 ns. After that, density measurements in the subcells should 

be accurate, however it does no harm to keep the time step fixed during the entire 

effusion period and only allow it to increase afterward. Shown in the table below is 

a list of the parameters used for the simulations presented in this chapter. Modeling 

effusion at higher effusion rates efficiently requires a more powerful computer than 

the HP 700 /RX used for this work. 
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Nm flt (ns) flx (mm) Subcells/cell 

0.0316 10.0 0.5 1 

0.1 3.0 0.5 1 

0.316 1.0 0.5 3 

1.0 0.3 0.5 10 

3.16 0.1 0.5 25 

10.0 0.03 0.5 50 

In order to simulate conditions of expansion into vacuum, the boundary conditions 

at the substrate and surrounding surface are recondensation, that is, particles are 

simply removed from the simulation. Since the atoms incident onto these surfaces 

are effectively collisionless anyway, this condition is nearly identical to having no 

boundary at all. At the target, particles also recondense for t < ip, as assumed in the 

derivation of the analytical solution for steady state effusion [54], but for t > ip, both 

recondensation and specular reflection are investigated. 

As described in Appendix B, the DSMC method used here employs the VHS tech­

nique to determine the collision cross section for the Si, a parameter which depends on 

the relative velocity of each collision pair selected. The calculation of the parameter 

requires knowledge about the temperature dependent viscosity of Si at some reference 

pressure. This function generally satisfies 

µ(T) = µreJ(T /Tref t ( 4.9) 

where w is obtained by fitting equation 4.9 to available data, which is available for 

many elements and molecules [79]. The parameters used for Si in these simulations 

are flref = 7.09 x 10-6 Pa s at 300 K and w = 0.93. 
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4.3 A comparison of DSMC :results and theory for 

low effusion rates (a << 1) 

4.3.1 Theory 

The distribution function appropriate for an ensemble of particles generated by ther­

mal effusion from a surface at temperature Ts oriented in the x, y plane is given by 

the half Maxwellian 

( 4.10) 

where Vp = (2kTs/m) 1l2 , ns is the effusion gas density at the z = 0 surface, and 

velocities are defined in the ranges 0 < Vz < oo and -oo < Vx, Vy < oo. The number 

of atoms effused per unit area per unit time in the velocity range Vx to Vx + dvx, 

Vy to Vy + dvy, Vz to Vz + dvz in the z direction from the surface is then given by 

J( iJ, O)vzdvxdvydvz, so that the total number of particles NP desorbed in a time ip 

from a small area A is 

(4.11) 

where Q(iJ) = Vz. The total momentum and energy are determined by taking higher 

moments, integrals of the form in equation 4.11 but with Q = mv;z and Q = mvz(v;+ 

v~ + v;) /2. The results are 

(4.12) 

and 

( 4.13) 

The velocity distribution among the NP particles, assuming no collisions occur 

after desorption, is simply 

( 4.14) 
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If the effusion is limited to a small region located at the coordinate origin ( x, y, z = 0), 

the effusion pulse is brief, and the expansion of the gas into vacuum is collisionless, 

then the position of each particle can be approximated by Xi = Vii. This step de­

fines the collisionless expansion model, and for the velocity distribution function in 

equation 4.14 results in the density 

( 4.15) 

The normalized density profile along any constant radius r = ( x 2 + y 2 ) 112 contour for 

this plume at some time t then satisfies 

( 4.16) 

which is independent of radial position. This independence is useful because it sug­

gests that any two profiles along parallel contours are identical, providing a good way 

to test the collisionless expansion assumption. The normalized density profile along 

any contour of constant z satisfies 

( 4.17) 

which is independent of axial position. 

Relevant to the deposition of films by PLD is the flux of atoms onto a substrate, 

assumed to be located at z = D. This quantity is given by 

D ')N D2 -fr2+D2) 

F( ( D) ~ P . v2t2 r, t) = n r, - = --4 - 5 e P 
i 1l"V ( 

p 

( 4.18) 

Assuming a sticking probability equal to 1, the surface density of the film deposited 

on the substrate can be obtained by integrating F(r, t) over time. This gives 

( 4.19) 
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Similarly, the rate at which atoms impact the substrate can be obtained by integrating 

F(r, t) over the substrate surface, giving 

( 4.20) 

where R is the radius of the substrate. The total fraction of effused atoms which 

eventually deposit onto the substrate can be determined most easily by integrating 

F( r) over the substrate surface. The result is 

( 4.21) 

The energy per particle incident onto the substrate is also of interest for PLD. 

The axial energy per particle, as a function of radius, is given by 

( 4.22) 

and the radial energy per particle can be otained using 

1 100 . mr2 r2 
Epara(r) = F( ) F(r, t)-2 dt = mv; 2 D2 .• 

r o 2t r + ( 4.23) 

The angular dependence of density, defined in terms of B, an angle measured from 

the axis of symmetry of the plume, is easily obtained by letting z = R cos( B) and 

r = R sin(B), where R is the distance from the effusion spot measured in spherical 

coordinates. The density can then be written as 

. ) 2Np -(_ll_)2 . n(R a = __ · Re Vpt co<>(B) 
' 4t4 ~ ' 

1fVP 
( 4.24) 

demonstrating that for a fixed value of R, N( B) ex cos( B). Equilavently, an inspection 

of equation 4.19 reveals that this angular dependence becomes evidenced in the surface 

density of the deposited film as F(r) ex: cos2 (B). 

Although the plume is expected to expand collisionlessly if a « 1, flow speed may 
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be defined by i1 ( iJ) and temperature components perpendicular and parallel to the 

target surface may be defined by Tperp m((vz 2 )-uz2 )/k and Tpara = m((vr 2)­

Ur2)/k, where() denotes an average over all the simulation particles in a given cell. 

It is straightforward to show that for a collisionless expansion of particles originating 

simultaneously from a dimensionless point, i1 = x/t and Tpara(x) = Tperp(x) = 0 for 

all x. 

4.3.2 DSMC results 

Shown in Figure 4.3 are time-sequence images depicting the density of Si, assuming 

thermal effusion at a rate consistent with a time-integrated effusion of 0.0316 mono­

layers/pulse from an effusion spot having a time-independent temperature of 100,000 

K. Times from 0.5 to 3.0 µs are shown incremented by 0.5 µs. 

To the left in Figure 4.4 is a normalized density profile of the plume along a 

contour of constant radius (r = 0 mm) taken after 1.0 µs, compared to a theoretical 

profile calculated assuming collisionless expansion and the initial half-Maxwellian 

distribution function given in equation 4.10. Two other theoretical profiles are also 

shown, however these become relevant only at higher effusion rates. To the right in 

Figure 4.4 is another normalized density profile, taken along a contour of constant 

axial position (z = 4.5 mm). Again, the DSMC result compares well with the profile 

predicted assuming collisionless expansion of the initial half-Maxwellian atoms. The 

target boundary condition for this simulation is recondensation although the results 

are the same if specular relection is assumed instead. This indicates negligible back­

scattering (0.1 % by 9.0 µs), which expected if the plume is collisionless. 

The collisionless nature of the expansion is directly evident in Figure 4.5, which 

shows both the axial and radial components of the flow velocity i1 within each cell 

after a time delay of 2.0 µs. The perpendicular plume temperature after 2.0 µsis also 

shown. A constant value is consistent with collisionless expansion, the magnitude of 

25 K being an inevitable artifact of using cells with non-zero dimension. 

Information about the particle flux and average energy per particle onto the sub-
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0.5 µs l.Oµs 

2.5 µs 3.0µs 

Figure 4.3: Time-sequence images of Si density resulting from the effusion of 0.0316 
monolayers as the plume expands into vacuum. 
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Figure 4.4: Normalized density profile along (left) a constant radius contour, and 
(right) along a constant axial position contour for the 1.0 µs old plume appearing in 
Figure 4.3. Profiles are consistent with the collisionless expansion model, assuming 
the initial half-Maxwellian velocity distribution function. 

strate is shown in Figure 4.6. Each of the functions is consistent with theory developed 

earlier. For the specific condition R = D /2 used in this simulation equation 4.21 sug­

gests that only 20.0% of the atoms effused impact the substrate. This is consistent 

with the value of 19.4% observed in simulation. Most of the remaining atoms escape 

to the sides of the substrate. 

4.4 A comparison of DSMC results and theory for 

moderate effusion rates (a ~ 1) 

4.4.1 Theory 

The evolution of the velocity distribution function describing an ensemble of thermally 

desorbed gas atoms is of fundamental importance to the problem of pulsed laser 

ablation. Because any velocity distribution function which is non-Maxwellian will 

evolve into a Maxwellian distribution on a time scale dictated by the collision rate 

among particles in the ensemble, it is expected that collisions during the initial phase 

of a plume's expansion will tend to re-configure the distribution function into a shifted-
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Maxwellian form, defined by 

( 
m ) 3/2 -m(v~+v~+(vz-u) 2 ) 

f(v, x) = n(x) 21fkT e 2kT ( 4.25) 

with -OO < Vx, Vy, Vz < 00. 

A formal analysis of steady-state effusion, matching moments of the Boltzman 

equation [54], is the basis of a popular ablation model [23, 55]. In brief, the analysis 

introduces a shifted-Maxwellian profile ft given by 

(4.26) 

to describe the fluid emerging from the Knudsen layer with fl.ow properties uk, Tk, and 

nk. To account for back-scattering onto the target, a second shifted-Maxwellian ff; 

is introduced which is identical to r: except that it is only defined for -00 < V 2 < 0. 

A solution j ( v, 0) + {3- fk" ( v) is then assumed for the distribution function at z = 0, 

where f(v, 0) is defined in equation 4.10 and {3- is a free parameter whose magnitude 
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is greater than unity. Three moment equations of the form 

J Q(v)Jt(v)dv = f Q(v)f(v, o)dv + f Q(v);r J;;(v)dv 
Jvz>D lvz<D 

( 4.27) 

can be formed with the four unknown quanties, uk, Tk, nk, and 13-. If the flow 

speed beyond the Knudsen layer is estimated by the sound speed Uk ~ (!kTk/m) 112 

then the remaining unknowns can be determined. The results show that 13- = 6.324, 

Tk = 0.6691Ts, and Uk= 1.0560(kTs/m) 112 • The particle flux and energy flux incident 

onto the target, obtained from the term in equation 4.27 involving J;;, indicate that 

18.4% of the atoms recondense, carrying 9.0% of the energy. The 15.7% increase in 

momentum is a consequence of the recondensation of particles with negative velocities 

back-scattered onto the target. 

According to this model, the remainder of the particles emerge from the Knudsen 

layer and expand collisionlessly, resulting in a plume density given by 

( 4.28) 

where vp = (2kTk/m )112• The normalized axial density profile for this plume satisfies 

-(z-ukt) 2 

N(z) = Cze vat2 ( 4.29) 

where C is a constant determined by evaluating the density at z = t(u+(u2 +2v;) 1l 2 ). 

The normalized radial density profile satisfies 

( 4.30) 

The particle flux onto the substrate in this case satisfies 

( 4.31) 
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and the impact rate onto the substrate is therefore 

( 4.32) 

The surface density of the film, obtained by integrating F(r, t) over time, is more 

difficult to determine analytically, but may instead be computed numerically. The 

same is true for the average energy of particles onto the substrate. 

The angular dependence of plume density can examined by considering that 

( 4.33) 

where R is again the distance from the effusion spot, measured using spherical coor­

dinates. If R = constant, then 

n( 0) <X cos( O)e-((1-cos(B)), (4.34) 

where 

( 4.35) 

The angular dependence of this plume is more complex than the simple cos( 0) depen­

dence of a collisionless effusion plume. By inspection of equation 4.34, it is apparent 

that the function n( 0) decreases more rapidly with e than before. Defining angle OH 

when the plume density drops to half its value on-axis, the angular dependence may 

be approximated by cosn(O) with 

( 4.36) 

Forward-peaking will also be evidenced in a more rapid decrease in the film surface 

density F(r) <X cosn+l(O) with increasing radius. 

It is not obvious a priori whether a steady-state Knudsen layer is an appropriate 

assumption for pulsed effusion. It is possible that early collisions result in a transition 
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from a half-Maxwellian to a shifted-Maxwellian distribution function, but without a 

steady-state Knudsen layer and without back-scattering onto the target during the 

transition. In this case, the ensemble of NP atoms described by the distribution 

function equation 4.25 has a total momentum given by 

/_: ( miJ)f ( iJ)diJ = Npmuz ( 4.37) 

and total energy given by 

( 4.38) 

If the interaction of the plume with the target boundary is ignored during the transi­

tion, then both the total momentum and total energy of the plume will be conserved 

as the distribution function evolves from equation 4.10 to equation 4.25. Equating 

the momenta in equations 4.37 and 4.12 and the energy in equations 4.38 and 4.13 

( 4.39) 

and 
8 - 7r 

T = -6-Ts = 0.8097Ts. ( 4.40) 

If this shifted-Maxwellian gas, initially a thin sheet near the target surface, then 

expands collisionlessly, the density n( x, y, z) satisfies 

( 4.41) 

where Vp = (2kT/m) 112• The normalized profiles are given by 

( 4.42) 

and 

A (( ) -r2 /v2 t 2 
Jv r = e P • ( 4.43) 
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The flux onto the substrate in this case is described by 

( 4.44) 

and the impact rate is 

( 4.45) 

The function F( r) and the average particle must again be solved numerically. 

The fraction of atoms in this shifted-Maxwellian gas having negative velocities is 

given by 

10 ( m ) 1/2 -m(vz-U)2 
-- e 2kT dvz = .082 

-= 27rkT 
( 4.46) 

This calculation suggests that about 8.2% of the atoms are back-scattered onto the 

target, if the plume expands collisionlessly after the transition from a half- to a 

shifted-Maxwellian distribution. 

4.4.2 DSMC Results 

Shown in Figure 4. 7 are time-sequence images depicting the density of 1.0 monolayer 

Si plume. Times from 0.5 to 3.0 µs are shown incremented by 0.5 µs. A qualitative 

comparison of these images with the ones shown in Figure 4.3 reveals that the plume 

is narrower or forward-peaked. 

To the left in Figure 4.8 is a normalized density profile of this plume taken along a 

contour of constant radius (r = 0 mm), compared to those predicted assuming differ­

ent models. One model assumes collisionless expansion, another assumes a transition 

to a shifted-Maxwellian with both energy and momentum conserved followed by colli-

sionless expansion, and a third assumes collisionless flmv from a steady-state Knudsen 

layer. To the right is a similar profile, taken along a contour of constant axial position 

(z = 1.5 cm) compared with profiles derived assuming the same three models. Both 

the radial and axial density profiles closely resemble those predicted assuming the 

collisionless expansion of a shifted-Maxwellian gas whose temperature and flow speed 

result from momentum and energy conservation and not those predicted from I\:nud-
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2.5 µs 3.0µs 

Figure 4. 7: Time-sequence images of Si density in a plume generated by the effusion 
of 1.0 monolayers in 30 ns as it expands into vacuum. 
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sen layer theory. This is not surprising, however, since only 1.5% of the simulation 

particles carrying only 0.8% of the plume's energy recondense at the target during the 

interval 0 < t < 30 ns. These values are far less than 18.4% and 9.0%, respectively, 

predicted from Knudsen layer theory. 

1.25 

1.00 

0.50 

0.25 

Source temperature: 100000.0 
-DSMC 

Half-Maxwellian 
- - - Full-Maxwellian 

(E and P conserved) 
----- Full-Maxwellian 

QLI-LI-'-W...LI...L.LI..LL.LL.W...U~.....W..LI..LLI 
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(E and P conserved) 

-·--- Full-Maxwellian 
(Knudsen layer theory) 

2.5 5.0 7 .5 10.0 12.5 15.0 

Radial position (mm) 

Figure 4.8: Normalized density profile along constant radius (r = 0 mm) contour, and 
along constant axial position (z = 1.5 cm) contour from the 1.0 µs old 1.0-monolayer 
plume appearing in Figure 4. 7. Profiles are consistent with the collisionless expansion 
of shifted-Maxwellian atoms with energy and momentum conserved. 

Figure 4.9 shows the surface density of the film and the average energy per par­

ticle as functions of radial position. Also shown is the impact rate as a function of 

time. Each of these plots is consistent with a transition to a shifted-Maxwellian while 

conserving momentum and energy and not the steady-state Knudsen layer model. In 

this simulation, 25.1 percent of the atoms deposit onto the substrate and 5.4% are 

back-scattered into the target after 9 µs. 
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Figure 4.9: (Left) Particle density on the substrate as a function of radial position for 
1.0 monolayer plume. (Center) Impact rate as a function of time. (Right) Average 
axial and radial energy per particle incident onto the substrate. 

4.5 A comparison of DSMC results and theory for 

high effusion rates (a >> 1) 

4.5.1 Theory 

If one assumes, as before, that a Knudsen layer is in steady state during pulsed ef­

fusion, then a plume with a sufficiently small mean free path can be modeled by 

assuming a region of 1-D unsteady adiabatic expansion exists between the Knud­

sen layer and the collisionless expansion region. The shifted-Maxwellian distribution 

function describing atoms which emerge into the collisionless region takes the form 

( 4.4 7) 

where Vp = (2kTM/m) 1l 2 • This 1-D problem has been solved analytically [55, 56], 

producing the relations 

( 4 )2 
T1w = Tk ·.· 

3 + J11 
( 4.48) 

and 

1.l]\![ 
4"~;[ 

~ tti,,3 + 1w· ( 4.49) 
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The quantity Mis the Mach number, the ratio of the flow velocity to the sound speed 

at the position where the plume is considered to begin its collisionless expansion. In 

this model, a plume which proceeds directly to a collisionless expansion after Knudsen 

layer formation, without a period of adiabatic expansion, is described using M = 1.0. 

The normalized density profiles of the plume are then described using equations 4.29 

and 4.30 with the parameters UM > uk, TM < Tk instead. The degree of forward­

peaking in this case is given by equation 4.34, but with ( having a value M(3 + M) / 4 

times greater than in equation 4.35. According to this model, the increase in forward­

peaking with an increase in a is explained in terms of an increasing Mach number as 

the plume expands. 

4.5.2 DSMC results 

Figure 4.10 shows the best fit parameter n to the relation n( 0) ex cosn ( 0) for the simu­

lated effusion of 1.0 monolayers and 3.16 monolayers. This expression was introduced 

earlier and used to describe the degree of forward-peaking in plumes. The complexity 

of equation 4.34 indicates that this fit is only approximate, however, it effectively 

quantifies forward-peaking when the best fit parameter n is plotted as a function of 

the number of monolayers effused. The density of each plume is sampled at a fixed 

spherical radius of 1.5 cm at t = l.Oµs. The parameter n, equal to 1 for collisionless 

effusion, increases from 4 to 50 as the number of monolayers effused increases from 

1.0 to 10.0. A good approximation to this data is n( a) ~ a. 

Earlier results suggest that a plume expansion model which assumes a steady­

state Knudsen layer does not fit DSMC data. for a ~ 1. This is evidenced by poor 

fits to normalized density profiles, and to radial-dependent particle flux and energy 

profiles. It was observed that the DSMC data. fits much better to predictions assuming 

both energy and momentum conservation, and no back-scattering as the distribution 

function transforms into a. shifted-Maxwellian. DSMC simulations focusing on the 

back-scattering during a 30 ns pulse reveal why this is true. Shown in Figure 4.11 a.re 

plots showing the rates at which particle number, momentum, and energy are back-
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Figure 4.10: (Left) Relative density along a contant radius contour in spherical co­
ordinates for a 1.0-monolayer plume. Simulation data is acquired 1.5 cm from the 
ablation spot after a delay of 1 µs and compared with profiles of the form cosn( B). 
(Center) Relative density along the same contour for a 3.16-monolayer plume. (Right) 
Parameter n as a function of the number of monolayers desorbed. Simulation data in­
dicates a rapid increase in forward-peaking when more than a fraction of a monolayer 
is desorbed. 

scattered onto the target as functions of time assuming desorption of 1.0 to 316.0 

monolayers. Each is expressed as a percentage of the corresponding rate leaving the 

target surface. 

The maximum observed back-scattered number flux near 14.8% is slightly less 

than the predicted value of 18.4% from 1-D, steady-state Knudsen layer theory. This 

is because the dimensionless parameter /3 for this simulation is about 0.2 and doesn't 

quite satisfy the requirement that /3 « 1 necessary to assume 1-D gas dynamics. 

Similar simulations with a smaller value of /3 (e.g. a larger spot radius and/ or a lower 

surface temperature) result in a back-scattered particle flux closer to 18.4 percent. 

More importantly, the asymptotic values are not achieved by the end of the pulse, 

except for the effusion of more than ~ 30 monolayers. Even if the back-scattered flux 

achieves steady state by the end of the pulse, the contribution from the early effusion 

period does not appear negligible for the effusion of less than 316 monolayers in :30 

ns. Only above this rate is it reasonable to assume that a fully-formed Knudsen layer 

exists during the entire effusion period. This result is consistent with the findings of 
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Figure 4.11: Rates at which particle number, momentum, and energy are back­
scattered onto the target vs. time during a 30 ns pulse. 

Sibold and Urbassek [58] who compare the parallel and perpendicular temperatures 

to determine whether a Knudsen layer reaches steady state during pulsed effusion. 

They estimate that about 20 monolayers are necessary. The main point here is that 

forward-peaking always occurs before a steady-state Knudsen layer forms, regardless 

of effusion temperature, so any description of forward-peaking which assumes the 

existence of a steady-state Knudsen layer is misleading. 

An additional problem with the analytical model is the assumption that a 1-D 

adiabatic expansion occurs after the flow emerges from the Knudsen layer, and that 

the scale length of this expansion is small. Equation 4.6 defines the collisional scale 

for effusion plumes, equal to about 6.0 cm for pulsed effusion of 3.16 monolayers from 

a 1.0 mm radius effusion spot. Since this is about 60 times the radius of the effusion 

spot, a 1-D expansion model is not justified. Because equation 4.6 suggests that 

the axial dimension of the plume during its collision period can exceed the effusion 

spot radius for for the effusion of more than about 0.25 monolayers, radial expansion 

cannot be neglected for any plume which exhibits forward-peaking. Also, since 6.0 

cm is twice the target-substrate spacing distance, a collisionless expansion model is 

invalid inside the volume. 

Figure 4.12 shows a set of radial profiles acquired from 1.0 µsold plume generated 

by the effusion of 3.16 monolayers (a ~ 12) along parallel contours spaced evenly by 
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3.0 mm. The profiles are significantly different, those near the target being narrower 

and non-Gaussian. Far from the target the radial profiles have a Gaussian form, 

as equation 4.30 predicts, and the temperature parameter suggested is near Tk, but 

this parameter has little physical meaning since the collisionless expansion model 

used to derive equation 4.30 is invalid. The non-Gaussian appearance of the radial 

density profiles near the target, which becomes even more apparent at higher effusion 

rates, indicate that radial expansion of the plume cannot be ignored. Very near 

the target and close to the plume axis, the expansion seems analogous to the gas 

dynamics of an infinitely long cylindrical volume of gas contained within 0 < r < rspot, 

whose bounding surface is removed to allow the gas to expand radially into vacuum. 

Although a solution for this problem is not available in closed form, insight into its 

qualitative behavior can be obtained by examining the analytical solution to a one­

dimensional adiabatic expansion of a gas with zero initial flow velocity into vacuum 

in Cartesian geometry. If the boundary at z = 0 of a fixed volume of gas existing 

between -l < z < 0 and having a uniform density n0 and sound speed a0 = 1kT0 /m 

is removed at t = 0, the density some later time 0 < t < l / a0 satisfies [55] 

n(z)=-2_ 3-_:___ n ( ~ )3 
4 aot 

( 4.50) 

In contrast to a Gaussian profile, this function diminishes rapidly with z near z = 0 

and satisfies d2n( z) / dz 2 > 0 for all z. This is qualitatively similar to the way the 

radial dependence of density along fixed z contours behaves near the target. 

Curiously, an excellent fit is obtained still to the axial density profile in Figure 

4.12 by using a collisionless expansion profile with flow velocity and temperature pa­

rameters in a shifted-Maxwellian derived assuming that both momentum and energy 

are conserved, tha.t is, u = 6798 m/s and T = 80,970 K. Although these parameters 

are reasonable for describing the velocity distribution for the plume at t ;::j tP since 

only a small fraction of the particles recondense during the effusion period, 4.42 is 

not justified because the expansion cannot safely be approximated as collisionless. 

In Figure 4.13 the radially-dependent particle flux and average energy per particle 
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Figure 4.12: (Left) Normalized density profiles along constant z contours spaced by 
3.0 mm for a 1.0 µsold plume generated assuming effusion at rate of 3.16 monolayers 
in 30 nsec. The breakdown of the collisionless expansion approximation is evident. 
(Right) Normalized density profile along a constant radius (r = 0 mm) contour. 
Curiously, the collisionless expansion model describes this profile well. 

incident onto the substrate are shown, and compared to theory. One might conclude 

from this data alone that the expansion model which assumes a steady-state Knud­

sen layer is correct, closely predicting the particle flux and average energy that are 

observed in simulation. Because the normalized density profiles do not match those 

predicted using this model, however, this is regarded as coincidence. For this sim­

ulation 33.1% of the effused atoms are deposited onto the substrate and 11.7% are 

back-scattered into the target after 9 µs. 

The particle flux and average energy per particle incident onto the substrate for 

a 10-monolayer plume are shown in Figure 4.14. Assuming that all the incident 

particles stick, the increase in forward-peaking is seen to result in a significant increase 

in the surface density of the film on-axis, and a more rapid drop in surface off-axis. 

Acceleration of the plume during the expansion is evidenced by an increase in the 

average energy per particle. Applying the steady-state h.nudsen layer model to these 

data would indicate a Mach number near 2.58, or a plume temperature TIVI = 50,000 

K and a flow speed u11r = 82,000 m/s at the instant collisionless expansion begins. It 

is easy to show, howevec that these parameters do not produce norrnalized density 

profiles which match the DSMC data. For this plume, 46.93 of the effused a.toms 
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Figure 4.14: (Left) Particle density on the substrate as a function ofradial position for 
a 10-monolayer plume. (Center) Impact rate as a function of time. (Right) Average 
axial and radial energy per particle incident onto the substrate. 

For high effusion rates (a > 1 ), where the back-scattered flux onto the target 

is significant, the density profiles are strongly dependent on the choice of boundary 

condition at the target. In fact, the density at z = 0 nearly doubles when specular 

reflection occurs for t > ip, shifting the peak in the normalized profile much closer 

to the target and slowing down the leading edge of the plume. In Figure 4.15 two 
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axial density profiles (r = 0.0 mm) from a 10-monolayer plume are compared, one 

obtained assuming specular reflection at the target for t > tP and the other assuming 

recondensation. Recondensation at the effusion spot for t < ip is assumed in both 

cases. To help visualize the difference that the target boundary condition produces, 

Figure 4.16 compares time sequence images of a 10-monolayer plume after 1.0, 2.0, 

and 3.0 µs for both boundary conditions. Despite these apparent differences in the 

appearance of plume density images, the choice of target boundary condition produces 

no significant differences in particle and energy flux onto the substrate. 
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Figure 4.15: A comparison of density profiles assuming either recondenstion or reflec­
tion at the target fort > tP. Each profile is from the axis of a 10.0 monolayer plume 
after a 1 µs delay. 

4.6 Summary 

In this chapter, general properties of pulsed effusion plumes are investigated using 

DSMC simulations. It is shown that a dimensionless parameter a can be defined 

and used to characterize the forward-peaking in the plume due to collisions. This 

parameter, proportional to the number of inonolayers effused, is independent of the 

effusion temperature. The angular dependence of plume density is shown in simu­

lation to approximately satisfy n( B) ex cos er ( e). A second dimensionless pararn~eter, 

/3, is defined and used to estimate the validity of a 1-D expansion during the laser 
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Figure 4.16: Time-sequence images of Si density as a 10-monolayer effusion plume ex­
pands into vacuum. Effects of the target boundary condition for t > tP are compared: 
(left column) recondensation, (right column) specular reflection. 
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pulse. Finally, a characteristic scale length de, dependent on a and proportional to 

the effusion spot size, is defined and used to estimate the size of the expanding plume 

when it becomes collisionless. 

Although plume forward-peaking has been predicted analytically by assuming a 

period of 1-D adiabatic expansion following the formation of a steady-state Knudsen 

layer, the density profiles assuming this model do not match well to those produced in 

DSMC simulations. Differences are believed to result from the breakdown of several 

assumptions made in the analytical model, including the assumption of 1-D adiabatic 

expansion, the assumption of subsequent collisionless expansion, and the assumption 

that the Knudsen layer is in steady state. Use of a 1-D expansion model during the 

effusive pulse requires that /3 « 1. The breakdown of this assumption is evidenced 

by a decrease in the asymptotic values of back-scattered flux onto the target when 

effusion occurs from very small areas at very high temperatures. Use of a 1-D adia­

batic expansion model after the effusive pulse requires that de ::; rs where de ~ r 8 al.6 • 

The breakdown of this assumption for a > 1 is evidenced by non-Gaussian radial 

density profiles. The most serious problem with the analytical model, however, is the 

assumption that the Knudsen layer is in steady state during the effusive pulse, which 

requires that sufficient collisons occur to transform the half-Maxwellian distribution 

function into a shifted-Maxwellian and that the back-scattered particle and energy 

flux maintain specific steady-state values throughout the pulse. This assumption is 

tested by DSMC simulations which focus of the back-scattered particle flux, energy 

flux, and momentum flux during the 30 ns effusion period and compares the results 

to those predicted analytically. Simulation results suggest that about 30 monolayers 

must be effused before the back-scattered flux reaches steady state, and more than 

300 monolayers must be effused if the transient time to reach steady state is negligible. 

This result is independent of the effusion temperature. 

Lastly, the influence of the target boundary condition at high effusion rates is 

examined. For a reflecting boundary, the maximum plume density occurs near the 

target. If recondensation is assumed instead, the peak density occurs further from the 

target. The choice of target boundary condition appears to have little effect, however, 
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on the radial or temporal particle and energy flux onto the substrate. 
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Chapter 5 The development of an ablation model 

and a comparison of PLIF data with DSMC 

results fo:r ablation into vacuum 

5 .1 A target heating model fo:r pulsed effusion 

A thorough understanding of the ablation process must begin by considering the laser­

target interaction. The physics involved when a solid surface is irradiated by a laser 

of 10-500 MW/ cm 2 intensity is, however, not well understood. It is unfortunate that 

the results of extensive research on inertial plasma fusion, focusing on the influence of 

much higher laser intensities (I > 109 MW/ cm2 [81]) are not generally applicable to 

PLA. Since the details of this problem closely depends on the choice of target material 

and laser fluence, attention is focused here on irradiation of Si by a KrF laser. 

A photon from a KrF laser (248 nm) has an energy of 5.0 eV, well above the Si 

bandgap energy of 1.11 eV, thus photon absorption by Si atoms would place electrons 

high into the conduction band, and subsequent relaxation processes would heat the 

bulk of the crystal. If the laser intensity were sufficiently high, the surface would 

become highly conductive. The reflectivity of an Si surface has been measured at this 

photon energy, using a Kramers-Kronig analysis to determine the index of refraction 

and absorption coefficient. Published values [82] of n = 1.68 and k = 3.58 suggest a 

measured reflectivity Rs = 0.675, where 

(n - 1) 2 + k 2 
R ----­

s-(n+1)2+k2' 
(5.1) 

and a skin depth, given by d = >./2rrk, near 11 nni. Neglecting heat diffusion into the 

target bulk and heat loss from the target surface, the fraction of the laser energy which 

is not reflected will be deposited into a thin layer of thickness d. The temperature in 
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this layer following the pulse can be approximated using 

(5.2) 

assuming the specific heat C (J/kg-K) is constant. Here pis the mass density (kg/m3 ) 

of Si and H is the heat of fusion per unit mass ( J /kg). The specific heat for a solid 

can be approximated using the Debye model [78] which predicts 

9k (T)3 {B/T x4ex 
C(T) = m B Jo (ex -1) 2 • 

(5.3) 

For Si, the Debye temperature e is 645 K [78]. At high temperature (T » B) the 

specific heat asymptotically approaches a value near 880 J /kg K, which is consistent 

with known experimental data [83]. Extrapolating the experimental value to higher 

temperatures and using H = 1.644 x 106 J /kg [84], a modest laser fluence of 1.0 

J/cm2 results in a temperature near 100,000 K for the 11 nm layer of Si at the target 

surface. 

This target heating model can be improved by including thermal diffusion into 

the target bulk during the laser pulse. Because the characteristic heating depth 

is significantly smaller than the diameter of the ablation spot, radial heat flow at 

the edges of the ablation spot may be ignored and one-dimensional heat flow is a 

reasonable approximation. In this case the temperature everywhere satisfies 

( 5.4) 

where a(T) is the diffusivity (m2 s- 1 ). 

An analytical solution is available for the problem of steady irradiation of a se111i­

infinite slab if the diffusivity and thermal conductivity K, CW m- 1 K- 1 ) are both 

constant [85]. The temperature T(.T, t) in this case satisfies 

, _ , Qz(l - Rs) (at) 1l 2 .-x2;4o:t .. ( :r ) T(:t, t) - T(.1., 0) + - e - aerfc ~. , 
A, Jr 2v at (5.5) 
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while the surface temperature T(O, t) is described by 

T(O, t) = T(O, 0) + 2Q1(lK:- Rs) ( :t) 1/2 (5.6) 

The thermal diffusivity of solid Si over a wide range of temperatures is known [83], 

and this data can be fit to a polynomial of the form 

(5.7) 

with Co = -1.311082 x 10-7 , C1 = 1.296482 x 10-2 , C2 = 1.978210, C3 = 4. 770785 x 

102 , and C4 = 4.655855 x 104 . These parameters produce an asymptotic value near 

1.2 x 10-5 m 2 /s as the melting temperature is approached. Using this value in the 

relation K = C pa ~ 24.6 W m- 1 K- 1 , and substituting into equation 5.6 gives T(O, 

30 ns) = 3100 K. Equation 5.6 predicts this estimate to increase linearly with laser 

intensity. 

Recent models of target heating include the latent heat of fusion in the energy 

balance [86, 50, 61]. Serious concern about melting can be understood by considering 

how much power is required to sustain a traveling melt front in an Si target. If such 

a front travels at the upper-bound speed of sound in a typical solid (vs ~ 5 km/s) 

[84], then the power per area required to sustain the front is P/A = pHvs/m ~ 1.9 

G\V / cm2 which is 1-2 orders of magnitude greater than typical PLA laser intensities. 

A melt front traveling at only 86 m/s would consume all the energy of a laser pulse 

with a fluence of 1 J / cm2 , resulting in a total melting depth of 2.6 µm. This might 

suggest that the maximum surface temperature attainable is the rn~elting tempera­

ture, and that superheating above 1685 K is impossible. This simplification assumes 

an infinite diffusivity, however, so it is not obvious whether or not this regime is 

applicable. 

To study this question, a computer code has been developed which numerically 

solves equation 5.4, employing a finite-differencing method with the laser's intensity 

included as a source term [85]. Specifically, equation 5.4 is approximated in the 
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target volume by dividing it into a number of cells which are labeled by some index 

j. Neglecting melting or freezing, the change in temperature for a cell in the target 

bulk at time t is given by 

(5.8) 

and the change in the surface temperature at time t is given by 

2.6.ta ( Q.6.x) .6.To(t) = --2 T1 - To+ -- (t), 
.6.x K, 

(5.9) 

where Q = Q1(I - Rs) - Qvap - Qrad denotes the net intensity (W /m2 ) onto the 

surface. This net intensity includes the laser intensity Qi, thermal radiation losses 

estimated using Qrad = (}"T0 (t) 4 where (}" is Stefan-Boltzmann constant, and losses 

due to the latent heat of vaporization carried from the surface by evaporation Qvap = 

qPv(t)/mvp(t)rr112 , where Pv is the vapor pressure of Si at the temperature T0 (t), 

q is the heat of vaporization per atom, and vP = (2kT0 ( t) /m )112 . Additionally, K, 

denotes the thermal conductivity (W m-1 K- 1 ) of silicon at the temperature T 0 ( t) of 

the surface cell. 

The vapor pressure of silicon at T0 (t) may be estimated by solving the Clausius­

Clapeyron equation 
qP 
kT 2 

(5.10) 

to produce an equation which gives the temperature dependence of the vapor pressure 

over a range of temperatures where q is assumed nearly constant. The result is 

(.5.11) 

This equation can be fit to tabulated vapor pressure data for Si [84] to produce the 

parameters P0 = 1.85 x 1015 Pa and q = 8.35 x 10-19 .J /atom. Since the available 

vapor pressure data is available for molten Si up to 2560 I-::, extrapolation of this fit 

is employed for higher temperatures. This seems reasonable as long as kT « q or 
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T « 12,500 K. 

The target is described using a 1000-point grid with a cell width of 10 nm, the 

temperature in each cell initialized to 300 K. This width is chosen based on the 

physical requirement that each cell be much larger than the cubic lattice spacing of 

0.543 nm [78]. Comparable to the skin depth of Si at 248 nm, this cell width justifies 

the treatment of laser energy deposition onto the target as surface heating. Having 

selected the cell width, a time step of 0.1 ps is then used because it easily satisfies 

the stability requirement [85] !:J.t « .6.x2 /a, and also because a smaller time step has 

no apparent effect on the outcome. 

The temperature-dependent diffusivity and heat conductivity parameters for Si 

are calculated for each grid cell using equations 5. 7 and 5.3, respectively. Although 

extrapolation of these functions beyond 1685 K is risky, especially since a phase change 

in Si occurs at that temperature, thermodynamic parameters appear asymptotic with 

increasing temperature, suggesting that they are nearly constant for T > 1685 K. As 

long as the true values are approximately continuous across the phase transition, and 

do not vary much with increasing temperature, the extrapolation is reasonable. 

Melting is included in the model by checking at each time step whether Tj + .6.Tj 

exceeds Tm, the melting temperature. If so, the temperature of cell j is set to Tm and 

a specific energy C ( Tj + .6.Tj - Tm) becomes available for melting. The fraction of the 

material in the cell melted during the time step is then given by C(Tj + !:J.Tj-Tm)/ H. 

During subsequent time steps, the fraction of material melted in this cell increases 

until the fraction melted exceeds unity, at which time the cell temperature again 

increases normally according to equation 5.8 or 5.9. A similar procedure is used to 

treat freezing if the calculated temperature changes are negative. 

Shown in Figure 5.1 are the results of the computer simulation described for laser 

fiuences from 0.5 to 8 .J / cm2 • From these data, two irn~portant problems for this 

model, as it relates to PLA, may be identified. The first is that the peak target 

surface temperature is much too low to explain the ;::;j 1 cm/ /LS characteristic velocity 

of plume atoms estimated using PLIF imaging of Si plumes and single-point diag­

nostics of Cu plumes presented earlier. For effusion at only 3800 h:, the peak surface 
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Figure 5.1: (Left) Target surface temperature, (Center) total number of monolayers 
effused, and (right) melt front position as functions of time using a 1-D target heating 
model. 

temperature shown in Figure 5.1 for a fluence of 8 J / cm2 , the characteristic velocity 

is only 1.5 mm/ µs. Efforts have been made to estimate the plume temperature near 

the target surface using emission spectroscopy [25], and the results of a similar ex­

periment are presented here. If the early plume is described as a Maxwellian gas at 

some temperature T, then the density fraction in some arbitrary excited state (2) is 

given by 

( t) - n ( z' t) 92 - E2 I kT 
n2 z, - Z e , (5.12) 

where Z =Li giexp(-EifkT) is the partition function for the atom and n(z, t) is the 

density of the plume at the point from which the emission signal is collected. The rate 

of spontaneous emission from state (2) to some lower state (1) is given by A21 n2 (z, t), 

so that the fluorescence signal gathered from a point z in the plume can be written 

as 

(5.13) 

where C is some constant which includes Z. An integral of the emission signa.l over 

time gives 

(5.14) 
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which can be re-arranged to give 

( S21 ) (-1) ln g2A 21 = kT E2 + ln( C). ( 5.15) 

This equation suggests that if the quantity ln( S2i/ g2A 2 i) is plotted vs. E2 for several 

different emission transitions from the plume, then the result should be linear, with 

a slope given by -1/kT. Shown in Figure 5.2 is the result for emission gathered 

from a Cu plume, using time-integrated LIF signals similar to the one in Figure 1.4, 

but acquired at a distance only 1.0 mm from the target. Signal from four different 

transitions are included, two 4d 2 D --+ 4p 2 P 0 transitions at 515.324 nm (g2A21 = 4. 7 x 

108 sec- 1 ) and 521.820 nm (g2A21 = 5.8 x 108 seC1 ), one 4p 2 P 0 +-- 4s 2 S transition at 

324. 754 nm (g2 A21 = 4.1x108 sec- 1 ), and a 4d' 4 G--+ 4p' 4 F 0 transition at 330.795 nm 

(g2A21 = 5.1x108 sec-1 ). A least-square linear fit to the data produces a temperature 

parameter of 23, 700 K, which is much lower than the surface temperature estimated 

by fitting TOF profiles to the collisionless expansion theory. This temperature is still 

much greater than the critical temperature of copper however. Also, the treatment of 

state populations using a Boltzmann distribution implicitly assumes that the collision 

rate among atoms is much greater than the spontaneous decay rates. After the plume 

expands to a distance 1.0 mm from the target this assumption may not be valid. 

Consequently, the populations in all the excited states may be lower than they would 

be for a more collisional gas in equilibrium at the same temperature. The temperature 

T = 23, 700 K may therefore be interpreted as a lower bound on the maximum plume 

temperature prior to collisionless expansion. 

The second problen1 is that the number of monolayers effused during a 30 ns laser 

pulse is much greater than typical values measured experimentally. For example, a 

measurement of this quantity for an Si target irradiated by a 300 mJ /pulse KrF laser 

was made by examining the target under an SEM after 61,200 pulses. A :3-inch wafer 

is rotated so that the ablation spot traced out a 1.8 mm wide annulus of 2.5 cm radius, 

etched to au average depth near 50 µm. A scanning electron micrograph of a. cross 

section of this ablated annulus is shown in Figure 5.1. These data suggest that a.bout 
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Figure 5.2: Emission signal from four different transitions plotted against the upper­
state energy as described in equation 5.15. A linear fit suggests a Boltzmann pop­
ulation of excited states, and the slope of the line may be used to infer a plume 
temperature. 

Figure 5.:3: SEM photograph showing a. cross section from the annulus of an Si target 
ablated by a. KrF laser. 
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7.0 x 1020 total atoms are liberated, or 1.2 x 1016 atoms/pulse. Since the ablation 

spot is rectangular with dimensions near 1.8 mm x 1.5 mm, an ablation rate of 630 

monolayers/pulse at a fiuence near 10 J / cm2 is implied. Since some of this material 

may have been removed in the form of particulates [20], this figure represents an upper 

bound. Figure 5.1 shows that the time-integrated number of effused monolayers is 

about 7000 for a slightly lower fiuence of 8 J/cm2 , about an order of magnitude 

higher than the measured value. Measurements of Si film thickness by Rutherford 

Back-scattering Spectrometry (RBS) after several pulses of a KrF laser at a lower 

fiuence of 2 J / cm2 suggest an ablation rate of only 10 monolayers/pulse, while the 

model predicts 1200 monolayers desorbed at this fiuence. 

5.2 An investigation of plume heating by the laser 

Direct evidence that PLA plume particles are more energetic than can be explained by 

thermal effusion and indirect evidence that the number of monolayers desorbed during 

PLA is much less than the number estimated assuming thermal effusion using a target 

heating model suggests that laser energy is being absorbed by the plume, and that 

this absorption reduces target surface heating and therefore restricts further effusion. 

This reasoning depends on whether mechanisms exist for atoms in an expanding 

plume produced by thermal effusion to become heated to high temperature during a 

30 ns laser pulse, and also shield the target surface from further heating. It has been 

suggested [5, 87] that inverse-Bremsstrahlung (IB) absorption is sufficient to produce 

these desired effects, and recent models [60, 61, 88, 89] which include IB absorption 

support this hypothesis. To further corroborate this important aspect of PLA, and 

investigate the consequences of plume heating by the laser, an order-of-magnitude 

calculation is provided here, followed by results of a simple computer model. 
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5o2.1 Order-of-magnitude plausibility test for piasnaa break-

down by inverse-Bremsstrahlung absorption 

The density of an Si plume created by thermal effusion can be estimated at the target 

surface using the relation nc = Pv / kT. Using equation 5.11 for the vapor pressure Pv 

and assuming a surface temperature of 3000 K, the density near the target is about 

8 x 1024 m-3 , about 0.01 % the density of solid Si. At a surface temperature of 3000 

K about 10 monolayers of Si desorb every nanosecond. 

The Saha equation, given by [90] 

n· T3/2 
_i ~ 2.4 X 1021 __ e-U/kT, (5.16) 

can be used to estimate the density of ions ni in an equilibrium plasma at temperature 

T. In this equation, U is the ionization energy per atom and nn is the density of the 

neutral atoms. Using U = 8.149 eV for Si, and a temperature of 3000 K, the plasma 

density can be estimated at 8 x 1018 m-3 . Since the 5.0 eV energy per photon for 

a KrF laser slightly exceeds the 4.85 eV work function of Si [84], photo-ionization 

might be expected to produce more electrons in the plume than the Saha equation 

predicts. This contribution to the free electron density, however, is ignored here. 

The absorption coefficient (m-1) for inverse-Bremsstrahlung absorption by the 

free electrons in this weakly ionized plasma is given by [25] 

z3n2 
= 3 69 X 1010 i (1 - -hv/kT) a . Tl/2v3 e (5.17) 

A KrF laser (248 nm) and a. plasma density of 8 x 1018 therefore suggest an absorption 

length 1 /a near 3.5 cm. Since the characteristic width of the plume, given by dp = 

tP(7rkT/2rn) 112 , is a.bout 35 µm, free electrons in the plume a.re expected to initially 

absorb a.bout 0.1 % of the laser power. If the laser intensity is a.bout 33 MW /cm2 (1 

J/cm2 in 30 ns), the electrons could therefore be heated to 100,000 Kin only LS ps, 

a time that is very short compared to the duration of the laser pulse. 

Since inverse-Brehmsstrahlung absorption directly heats the free electrons in the 
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plasma, it is important to estimate the rate at which electron energy is transferred to 

the bulk of the plume, and determine whether or not this rate is also rapid. A rough 

estimate of the relaxation time for energy transfer from the electrons to the ions is 

given by [91] 

(5.18) 

where Ae and A; are the ratios of the electron and ion masses to the proton mass, 

respectively, and Te and T; are the temperatures of the electrons and ions. The 

plasma parameter A is defined by A = 12nn;Xb where An = ( t 0 kTe/n;e2 ) 112 is the 

Debye length. For this plasma the Debye length is about An ~ 1.5 µm so lnA ~ 6.8. 

The relaxation time in this case simplifies to 

y3/2 
ieq ~ 1 X 109-e -

n; 
(5.19) 

If Te = 3000 K and n; = 8 x 1018 m-3 , then ieq ~ 20 µs, implying that energy transfer 

to the ions is much slower than the rate at which electrons are heated. 

It seems likely that an unbounded plasma with a hot electron component and 

a cooler ion component would experience charge separation leading to ambipolar 

diffusion [90] which accelerates the ions. The electrons are also likely to transfer 

energy to the ions through collisionless collective processes [91] such as electrostatic 

instabilities which have a characteristic time scale given by l/wp, where wP i=:::: 9n712 

is the plasma frequency. For a plasma density of n; = 8 x 1018 m-3 , the time scale 

of energy transfer may therefore be much smaller, closer to 40 ps. If the ion-neutral 

energy transfer rate is then estimated using the relation ieq = 1 / ,,/20-rwp, where a 

denotes the impact cross section and vP denotes the characteristic thermal speed, 

the neutrals are heated by the ions on a 100 ps time scale, comparable to that for 

electron-ion energy exchange. This calculation assumes a Lennard-Jones diameter of 

2.9 x 10-10 111 [79], n i=:::: 8 x 1024 m-3 , and T = 3000 K. It therefore seems reasonable, 

when considering a 1-10 ns time scale of the plume's expansion, to assume that the 

energy absorbed by the electrons is transferred instantaneously to the plasma bulk. 

Making this assumption, a plasma described by n = 8 x 1024 rn-3 , n; = 8 x 1018 111-3 , 
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and T = 3000 K, would be heated at a rate near 10 K/ns. Although this rate of plume 

heating may initially be slow, the Saha equation is strongly temperature-dependent. 

Small increases in plume temperature produce dramatic increases in the ion density, 

which then result in even larger increases in the IB absorption rate. It is therefore 

conceivable that once the plume begins to absorb even a very small fraction of the 

laser's energy, it may become highly ionized and heated to high temperature. 

If the characteristic absorption length 1 /a becomes smaller than the width of the 

plume, the target surface would be shielded from further laser heating, causing a 

rapid decline in the target surface temperature and effusion rate. If plasma break-
, 

down occurs within the first few nanonseconds of the laser pulse, the total number of 

monolayers effused would be significantly lower than the number predicted earlier us­

ing the target heating model. In this case, the temperature of the plume would likely 

become limited by radiative losses which would inhibit further increase. If the plume 

becomes highly ionized, the characteristic absorption length may be much smaller 

than the width of the plume. This might suggest all of the laser's energy is absorbed 

within the plume's leading edge and thermal equilibrium throughout the plume is not 

a reasonable assumption. The self-collision time for the electrons, given by [91] 

T3/2 (m ) 1/ 2 
ic = 1 X 106-e - __ e , 

ni mp 
(5.20) 

is 25,000 times faster than the electron-ion relaxation time, however, so the electron 

temperature remains effectively constant over the width of the plume. If the plasma 

density is approximated as uniform, the energy transfer from the free electrons to the 

ions and neutrals therefore occurs uniformly over the plume volume. 

5.2.2 A shnple 1-D co:n1puter 1nodel to investigate plas1na 

breakdown 

Plasma breakdown and its consequences can be investigated by including IB absorp­

tion in the 1-D effusion plume generated in the target heating model. If the density 
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of the plume is approximated as uniform, it can be estimated at time t by defining a 

characteristic width determined assuming momentum conservation, that is 

(5.21) 

where 

u(t) = N ~ ) rt Pv(t')dt' 
2 P t m Jo 

(5.22) 

is the velocity of the plume's center-of-mass and 

N ( ) 1 rt Pv ( t') d I 

Pt = (27rkm)1/2 lo To(t')1/2 t 
(5.23) 

is the total number of particles per area in the plume. The temperature of the plume 

can be approximated assuming energy conservation and a shifted-Maxwellian velocity 

distribution, that is 

(5.24) 

where the energy per area in the plume Ep(t) is given by 

(27rk)l/21t 1t 1t Ep(t) = Pv(t1)To(t1) 1f 2dt' + Prndt' - PEMdt'. 
m o o o 

(5.25) 

The quantity Prn(t) denotes the power transferred per area to the plume via inverse­

Bremsstrahlung absorption and PEM(t) denotes the radiative losses per unit area. 

For a uniformly dense plasma in equilibrium, the Saha equation can be used 

to estirn~ate the ion density ni, which in turn can be used to estimate the inverse­

Bremstrahlung coefficient a. Accounting for absorption from both the incident and 

reflected laser light, the IB power absorbed per unit area can be estimated using 

p (t) _ __Sk__(l _ -o:(t)dp(t))(l + R -o:(t)dp(tl) 
IE - NP( t) e se . 

The radiative losses per area are modeled as em1ss1ve, usmg PEM 

emissivity E proportional to the plume density. 

(5.26) 
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Shown in Figure 5.4 are plots describing plume properties as a function of time, 

assuming laser fluences of 0.5-8 J/cm2 • Plasma breakdown is seen to occur when the 
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Figure 5.4: Properties of an Si target and 1-D plume predicted using a simple target 
heating model with IB absorption in a 1-D plume. (Top row) Target surface tempera­
ture, total monolayers effused, and melt front location. (Bottom row) Plume density, 
ionization fraction, and temperature. 

temperature of the target surface reaches about 3400-3600 K. Depending on the laser 

fluence, this can occur at any time during the pulse, or not at all, as is observed for a 

laser fluence less than 2.0 J / cm2 . \,Yhen breakdown does occur, it is rapid. This is ev­

idenced by a transition from ~ 0 to 1003 ionization within 1.0 ns, during which ti111e 

the total plume density remains nearly constant. Following breakdown, the plume 

ten1perature increases rapidly, asymptotically approaching some upper bound as the 

plume's radiative energy losses, which presumably increase with plume temperature, 
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negate the absorbed laser power. Target shielding following breakdown produces an 

abrupt drop in the effusion rate, resulting in a total desorption which decreases with 

increasing laser fluence. At 2.0 J / cm2 the 640 monolayers effused is much less than 

what the value predicted without plasma breakdown, but still much higher than is 

observed experimentally. Spatial variation in both plume density and laser intensity 

might be responsible for localized regions of high energy deposition, causing plasma 

breakdown far sooner than can be predicted using this simple model. This could 

significantly decrease the number of monolayers effused before target shielding effec­

tively terminated further effusion. At 8.0 J / cm2 the 60 monolayers predicted to be 

desorbed is about an order of magnitude lower than the value estimated experimen­

tally. Because the target surface exhibits evidence of cone formation [92] when viewed 

through a scanning electron microscope (SEM) (see Figure 5.1), ion sputtering fol­

lowing plume breakdown may be responsible for the bulk of the plume atoms at this 

high fluence and not thermal effusion. 

The important suggestion made by these simulations is that although the char­

acteristic velocity of particles created by thermal effusion from a laser-heated target 

surface is much lower than what is often observed experimentally, it is reasonable 

to assume that plume heating via IB absorption explains plume expansion from a 

source whose temperature parameter is 100,000 K or greater. Simulations also sug­

gest that while target heating and thermal effusion throughout a 30 ns laser pulse 

at a fluence > 1 J / cm2 results in the desorption of far more monolayers per pulse 

than is observed experimentally, target shielding following plasma breakdown could 

significantly decrease the number of monolayers desorbed, bringing this parameter 

within an order-of-magnitude of experimentally observed values as well. 

5.2.3 A inodel for DSMC simulations of expanding plumes 

\Vhile thermal effusion from a surface with a time-dependent temperature may be eas­

ily treated using the DSMC method, it is difficult to explicitly include IB absorption 

within an expanding plume using this technique. Since DSMC treats the plume as an 



131 

ensemble of particles whose interactions are treated statistically using cross sections, 

knowledge of cross sections for collision-induced ionization, multi-photon ionization, 

recombination, charge exchange, photon absorption by free electrons, and collisional 

energy exchange among multiple species must be known. Alternatively, the results of 

the simple 1-D target-heating model may be used to make simplifying assumptions 

about the plume during the laser pulse, and then simulate only the subsequent plume 

expansion into vacuum or a background gas using the DSMC method. 

Shown in Figure 5.5 is a schematic diagram depicting three phases of plume evolu­

tion: target heating and thermal effusion, plume heating, and finally plume expansion. 

Assuming that at least one monolayer is desorbed prior to breakdown, the plume may 

be described in the first phase using a shifted-Maxwellian distribution function of the 

form 

f( ....,) no 
· v = 3/2 3 e 

7r VP 
(5.27) 

where Vp = (2kT / m) 1/ 2 . The parameter T in this distribution will be slightly less than 

the estimated 3400-3600 K peak target temperature immediately prior to breakdown, 

and the parameter u will be close to vP ~ 1.5 km/s. As breakdown and plume 

heating occur, the flow speed u should remain nearly constant while T increases 

rapidly. During this phase, radiation losses, which increase rapidly with temperature, 

eventually restrict further increase in T. The distribution function appropriate for the 

hot plume is again given by equation 5.27, however since Vp » u, u may be neglected. 

The plume may be modeled after the heating phase as an equilibrium gas of uniform 

density and temperature occupying a thin ~ 200µm disc near the target surface. 

The third phase, plasma expansion after laser heating, may be treated using the 

same DSMC method employed earlier to study effusion from-a hot source. This is 

evident if an imaginary boundary at z = 0 is considered to separate the plume from 

vacuum as expansion begins. The particle flux in the velocity range Vi to Vi + dvi 

crossing this boundary is given by v2 .f( iJ)dv:i_,dvydv2 , where 

(5.28) 
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Figure 5.5: Schematic diagram showing how plume creation may be modeled as a hot 
effusion process following plasma breakdown. 

The density n(t) and vp(t) = (2kT(t)/m) 112 are two free time-dependent parameters 

describing the plasma to the left of the boundary, which is assumed to remain in 

equilibrium as atoms cross the boundary. 

Any of several models may be used to determine T(t) and n(t) which describe the 

plasma during this expansion phase. The simplest is to assume that these functions 

are constant, as they would be for real effusion from a hot surface. This model 

is not consistent however with two important physical constraints: the density of 

the plasma to the left of the imaginary boundary must decrease appropriately as 

atoms cross into vacuum, and the energy flux across the boundary must result in a 

corresponding decrease in energy in the plasma remaining on the left. Assuming a 

monatomic plasma, the energy density is given by 3nkT /2 and the average energy 

per particle crossing the boundary is 2kT, so energy balance requires 

~(1ikT + nkT) = 2kTn 
2 ' 

(5.29) 

or equivalently, :3nT = T1i. This equation is easily solved to give 

(
n(t))l/3 

T(t)=(T0 -T1) - +T1. 
no 

(5.:30) 
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If the plasma on the left of the boundary is modeled as an ideal gas, then the particle 

flux across the boundary is given by n( kT /27rm )112 , so that 

n t = -n ( kT ) 112 = -1 ( kT0 )
112 n716 (t) 

( ) d 27rm d 27rm n~/6 ' 
(5.31) 

where dis the width of the plasma. The solution to this equation is easily shown to 

be 

[ t ( kTo ) 1
/

2
]-

6 

n( t) = no 1 + -. -- , 
6d 27rm 

(5.32) 

so that the plume temperature satifies 

[ t ( kTo ) 1
/

2
]-

2 

T(t) =(To -T1) 1 + 6d 27rm + T1 (5.33) 

Because the width of the plume after heating can be approximated by d ~ tp(2kT0 /m )112 , 

the characteristic time for the decay of n(t) is about tp, the duration of the laser pulse. 

It is straightforward to show that as long as equation 5.29 is satisfied, the density 

of atoms in velocity space after all the plasma atoms cross the imaginary boundary 

is independent of n(t). This suggests that as long as n(t) drops a rate that is smaller 

than or comparable to the collision rate among atoms that have crossed the boundary, 

any choice of n(t) will result in similar gas dynamics in the expanding plume. For 

the purpose of simplicity, one might therefore consider the case when atoms cross the 

boundary at a rate which is constant in time during a period tP. In this case, n(t) is 

given by 

n(t) =no (1 - /P) 

and T(t) then must satisfy 

( 
t ) 1/3 

T(t) = (To-T1) 1- - +T1. 
ip 

(5.34) 

(5.35) 
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5.3 DSMC simulation of PLA into vacuum 

DSMC results for thermal effusion at 100,000 K presented earlier demonstrate that a 

normalized axial density profile within a 1-10 monolayer effusion plume is consistent 

with one derived assuming momentum and energy conservation as the distribution 

function evolves into a shifted-Maxwellian, and then a subsequent collisionless ex­

pansion. Although the normalized density profiles are expected to be more complex 

if a time-dependent effusion temperature such as that in equation 5.35 is used, the 

parameters T0 and T1 may be determined by comparing the axial profiles obtained 

using DSMC simulation to those obtained experimentally using PLIF imaging. Ear­

lier DSMC results also show that the degree of forward-peaking, evidenced in the 

normalized radial density profiles, increases rapidly with the number of monolayers 

effused in the range of 1-10 monolayers per pulse. A comparison of both axial and 

radial normalized density profiles obtained by PLIF imaging with those computed 

using DSMC simulation allows the second free parameter, the number of monolayers 

desorbed per pulse, to be determined. 

Shown in Figure 5.6 is a PLIF image depicting the density of a typical Si plume 

after a 1.0 µs delay as it expands into vacuum. Above are normalized density profiles 

along constant axial contours and along contant radius contours. It was argued 

earlier that the independence of these profiles on position strongly suggest collisonless 

expansion, which was observed in earlier DSMC simulations of effusion to be valid 

only for o: ~ 1 or less, that is less than a few monolayers desorbed per pulse. 

The 1 cm/ µs characteristic velocity of the plume's leading edge suggests that 

the creation of the plume may be described as a hot effusion process with a source 

temperature near 150,000 K. Figure 5.7 shows the effusion plumes which result from 

this assumed temperature, with the radial density profiles compared to PLIF data 

shown beneath each. A 0.1 monolayer plume is clearly too wide while a 10.0 monolayer 

plume is much too narrow, suggesting that about 1-:3 monolayers are desorbed. 

Shown to the left in Figure .5.8 is a plot comparing the normalized axial density 

of this PLA plume with profiles of the form in equation 4.42, assuming surface tern-
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Figure 5.6: PLIF image showing the density of a 1.0 µs old plume expanding into 
vacuum. Above are normalized density contours which suggest collisionless expansion. 
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Figure 5. 7: Simulated pulsed effusion plumes assuming a source temperature of 
150,000 K. Each is 1 µs old and beneath each are a set of radial density profiles 
spaced by 3 mm, compared to profiles obtained from the PLIF image in Figure 5 .6. 
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peratures of 15,000 K and 150,000 K. Both fits are poor, however, they indicate that 

the leading edge of the plume is in fact consistent with effusion at about 150,000 

while the density peak is more consistent with about an order of magnitude cooler 

temperature. Based on results presented earlier, it is tempting to consider whether 

the shift of the density peak toward the target is simply a consequence of the bound­

ary condition at the target. To the right of Figure 5.8 are the normalized density 

profiles obtained in simulation when 2.0 monolayers are desorbed and the target is 

diffusely-reflecting after the laser pulse. The peak is nearer the target as expected, but 

only for profiles near the axis. Dissimilarity among the profiles indicates that this 

plume's gas dynamics cannot be described as a collisionless expansion, in contrast 

to the plume observed experimentally. This result suggests that the target bound­

ary condition must be recondensation, and that the temperature parameter must be 

time-dependent as suggested earlier. 
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Figure 5.8: (Left) PLIF data showing normalized axial density compared with theoret­
ical profiles assuming Knudsen layer source temperatures of 15,000 K and 150,000 K. 
(Right) DSMC profile resulting from effusion of 2.0 monolayers, assuming a diffusely­
refiecting target. 

In an effort to reproduce the density profiles in Figure 5.6 and the apparent col­

lisionless expans10n, simulations employing a source temperature described by the 

function 

( 5.:36) 
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are observed to be successful, if atoms back-scattered onto the target recondense there. 

A model described earlier offers a physical argument for using a source temperature 

given by 

( 5.37) 

which is shown in Figure 5.9 to be very similar to equation 5.36 when the parameters 

To= 200, OOOK, T1 = 300K, and n = 3.8 are used. This indicates that although Ts(t) 

in equation 5.36 is entirely empirical, its use can be justified by physical arguments. 

Also in this same figure are comparisons of simulated density profiles to experimental 

PLIF data, demonstrating a reasonable fit. Figure 5.10 provides a comparison of 

PLIF images with simulation images using this fitting procedure, showing qualitative 

agreement. 
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Figure 5.9: (Left) Source temperature vs. time used to fit PLIF data. (Center) Axial 
density profiles from DSMC and PLIF compared. (Right) Radial density profiles from 
DSMC and PLIF compared. 

5.4 Time-of=flight (TOF) profiles 

It is interesting to examine TOF profiles from simulated plumes expanding into vac­

mnn, and compare the results to typical experimental TOF profiles. For this purpose, 

the data presented in Figure 1.4 are formally introduced here. This figure shows data 



139 

1.0 µs 

3.0 µs 

Figure 5.10: A comparison of a simulated 2.0 n10nolayer plume (left column) with 
PLIF images of a real Si plume (right columnL assuming a time-dependent source 
temperature and recondensation at the target. 
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acquired using emission spectroscopy, single-point LIF, and an ion probe, all acquired 

from a position 1.0 cm from the target, along the axis of the plume. The plume is 

generated by ablation of Cu into vacuum using a 30 ns KrF laser pulse at a fluence 

near 10 .J/cm2 • The ion probe trace is acquired using a 0.5·mm diameter tungsten 

wire shielded in ceramic up to the 2.0 mm tip. The probe is biased to -60 volts and 

the flow of ion current from the plasma is monitored by measuring the voltage across 

a 1.0 ohm resistor, the signal filtered using a low pass RC filter. Data is acquired 

on a LeCroy 9310M oscilloscope and transfered to a 486 computer using a GPIB 

interface made by National Instruments. The emission trace is acquired using a 1/8 

m monochromator (Oriel model 77250-M), centered near 510.5 nm with a bandwidth 

near 20 nm, and a photo-multiplier. Three 4d 2 D --+ 4p 2 P0 transitions lie within this 

bandwidth [93, 94], one at 515.324 nm (g2 A21 = 4. 7 x 108 s-1 ), another at 521.820 

nm (g2 A21 = 5.8 x 108 s- 1 ), and the third at 522.007 nm (g2 A21 = 0.95 x 108 s- 1 ). An 

additional contribution may come from the 4p 2 P 0 --+ 4s2 2 D transition at 510.554 

nm (g2 A21 = 5.1 x 106 s-1 ). A schematic diagram showing these transitions is shown 

in Figure 5.11. The emission spike appearing at t = 1.28 µs marks the moment when 

515.324 nm 
521.820 nm 

522.007 nm 

324.754 n 

510.554 nm 

4s22o 

Figure 5.11: Electronic transitions in Cu relevant for emission spectroscopy and LIF. 

the laser light arrives at the target, demonstrating a. small delay between the KrF 

laser trigger and the beginning of the light pulse. The LIF data. is acquired by ex­

citing the 4s 2 S f--- 4p 2 P0 transition at :324.754 nm using the ouput of a. N d-YAG 
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pumped DCM dye laser doubled in KDP, and then gathering fluorescence from 4p 

2 P0 --+ 4s2 2 D at 510.554 nm using the monochromator and photo-multiplier previ­

ously described. Resonant fluorescence at 324. 754 nm is a much stronger signal, but 

data acquired at this wavelength suggests that this signal is attenuated significantly 

by the plume and is therefore not proportional to Cu density. For each time delay, 

the PMT signal from 100 shots are time-integrated on the interval 0 < t < 30 ns and 

averaged. The uncertainties shown are statistically determined from the variance in 

the measurements. 

TOF profiles are usually fit to function of the form 

S(t) = f{ e-m(zo-ut)2 /2kTt2 

tn ' (5.38) 

where K is a normalization constant, and z0 is the distance of the probe from the 

target. This function, introduced earlier in equation 1.3, can be derived assuming the 

collisionless expansion of atoms described by the velocity distribution function 

(5.39) 

It is straightforward to show that the temporal peak in S(t) occurs at 

(5.40) 

so that for a given value of T, chosen to fit the width of the profile, the best fit 

parameter u can be calculated to fit the peak by using 

zJ - nv;t;)2 
u= . 

zotm 
(5.41) 

The value n = 4, based on the assumption that a steady-state Knudsen layer 

forms, is commonly used to fit TOF profiles acquired from PLA plumes [23, 35, 

49]. In Figure 5.12, the temporal peaks of 0.82 µs, 1.12 /lS, and 1.32 µs for ions, 

excited neutrals, and ground-state neutral TOF profiles, respectively, are used to 
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determine best fit flow speed parameters assuming n = 4, and temperatures from 

50,000 K to 500,000 K. Good fits are obtained to both emission and LIF data, however, 

the emission profile suggests a plasma temperature near 150,000 K while the LIF 

data suggests a temperature closer to 500,000 K. The fit to the LIF data is actually 

insensitive to further increases in the temperature parameter, and the fact that u 

becomes more negative as T increases indicates that the fit parameters do not relate 

to physical properties of the plasma. The occurence of a negative flow speed parameter 

using equation 5.38 with n = 4 has been observed elsewhere [39] during the study of 

carbon plumes used in the deposition of diamond-like films. 
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Figure 5.12: (Left to right) LIF, em1ss1on, and ion probe TOF profiles fit to theory 
(n = 4) assuming the collisionless expansion of shifted-Maxwellian Cu atoms. 

Others have chosen n = 6 to fit both emission and mass spectrometry TOF 

profiles. This choice is based on the assumption that the plume expands as if emerging 

from a supersonic nozzle [27, 24]. This choice suggests, however, an even greater 

temperature and a more negative flow speed for the LIF data appearing in Figure 

5.12. 

One might assume instead that the laser-heated plume, a hot Maxwellian gas with 

negligible flow speed, expands collisionlessly. In this case the TOF profile requires 

the parameter n = 3. Figure 5.13 shows the results when this asumption is made. 

In this case the best fit temperature for the LIF data is 100,000 - 1.50,000 K and the 

flow speed parameter is small and positive, consitent with the u < < Vp assumption 
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implicit in the model previously described. The emission data also suggests a plasma 

temperature near 100,000, although a much greater positive flow speed parameter is 

suggested. 

The difference between these profiles can be explained by assummg a decay in 

the excited state population as the plume expands. This is expected to occur as the 

collision rate among the expanding plume atoms becomes smaller than the sponta­

neous emission rate, preventing collisions from maintaining a Boltzmann distribution 

among excited states. Figure 5.14 demonstrates how a correction term of the form 

eAt may be used to transform the emission profile so that it more closely matches 

the LIF profile. A good fit is obtained using the value A = 7 x 105 s- 1 , which is 

several orders of magnitude smaller than spontaneous decay rates of the transitions 

which contribute to the emission signal. A similar correction may be applied to the 

TOF profile acquired using an ion probe, the result shown in Figure 5.14 obtained 

using a decay rate of 1.9 x 106 s- 1 . These results demonstrate the consequences of 

using diagnostics other than LIF which are not sensitive to the ground-state neutral 

population in the plume. 
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Figure 5.13: (Left to right) LIF, emission, and ion probe TOF profiles fit to theory 
(n = 3) assuming the collisionless expansion of shifted-Maxwellian Cu atoms. 

Shown in Figure 5.15 is a TOF profile acquired 1.0 cm from an Si target, compared 

with theoretical profiles of the form in equation 5.38 with n = ;3. A reasonable fit 

is obtained assuming a plasma temperature near 150,000 I\:. For comparison, if Ts(t) 
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Figure 5.14: (Left) LIF data compared with emission data after correcting for decay 
in the excited-state populations. (Right) LIF data compared with ion probe data 
after correcting for decay in the ionization fraction. 

in equation 5.38 is integrated over the interval 0 < t < ip one obtains the average 

temperature 
1 

(Ts)= To+ (T1 -To)--, 
l+n 

(5.42) 

which gives (Ts) = 158,000 K for the parameters used to fit the experimental axial 

density profiles. The model used to generate this plume is therefore self-consistent, 

and the resulting TOF profile suggests a comparable plasma temperature to that 

observed experimentally. 

5.5 Influence of the substrate on the expanding 

plume 

In Chapter 3 PLIF data was presented which suggested that for time delays greater 

than about 3 µs, a build-up in Si density near the substrate occurs (see Figure 3.10). 

This data provides evidence that the sticking probability of plume atoms onto the 

unheated Si (100) substrate is less than unity. Figure 5.16 shows the plume density 

along the axis if an Si plume after 5 {lS with a substrate located 3 cm from the 

target. Experimental data. obtained using PLIF imaging is compared with simulation 
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Figure 5.15: Time-of-flight profile acquired in simulation assuming a time-dependent 
source temperature described by equation 5.36. The probe is 1.0 cm from the target. 

data, assuming a diffusely reflecting substrate with a sticking probablity of 0. 75. 

The simulation is otherwise identical to the one that produced the images and data 

appearing in Figures 5.10 and 5.15. Certain qualitative features, including the rapid 

drop in density near the target and the build-up in density near the substrate are 

similar. This value for the sticking probability is consistent with value of 0. 76 ± .05 

determined elsewhere for Ba atoms on an MgO substrate [95]. 
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Figure 5.16: Normalized density profiles along the axis of an Si plume after 5 µs. An 
unheated Si (100) substrate is present 3 cm from the target. Compared are PLIF 
data and simulation data assuming a diffusely reflecting substrate with a sticking 
probability of 0. 75. 
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5.6 Summary 

In this chapter the physics of target heating are investigated by numerically solv­

ing the heat flow equation within an Si target which experiences surface heating by 

intense (15-250 MW /cm2) laser radiation. The model includes melting and vapor­

ization, whereby an effusion plume is generated at a rate consistent with the surface 

vapor pressure. The 1-D plume is modeled assuming a shifted-Maxwellian velocity 

distribution, and a characteristic width equal to the center-of-mass distance from the 

target, which is determined by momentum conservation. The temperature of the 

plume is then determined by energy conservation, and the ionization fraction in the 

plume is estimated using the Saha equation. Details such as multi-photon ionization 

and electron impact ionization are ignored. Laser heating of the free electrons in the 

plume via inverse Bremsstrahlung (IB) absorption is assumed to couple energy into 

the plasma bulk rapidly, an approximation which neglects detailed energy trai:isfer 

among different species in the plume. 

The results show that for a laser intensity greater than about 50 MW /cm2 , IB 

absorption quickly leads to plasma breakdown. This is evidenced by a rapid increase 

in the plume temperature and ionization fraction, and by a rapid drop in the target's 

surface temperature due to shielding by the plasma. This model therefore explains 

quantitatively how atomic velocities near 1 cm/ µs are attained. If breakdown occurs 

early in the laser pulse, then the temperature of the plume rises rapidly to more 

than 100,000 K, and then asymptotically approaches an upper-bound value when IB 

absorption is equal to radiative losses, which are modeled here as emissive. This upper 

bound on plasma temperature might explain why increases in laser fluence often do 

not result in proportional increases in the kinetic energy of plume atoms [26]. 

Since the characteristic width of the plasma immediately after the laser pulse is 

estimated at only a few microns, the plume's creation is modeled as effusion from a hot 

source located at the target surface, with an area equal to that of the laser spot. The 

free parameters in this model, specifically the source temperature Ts and the number 

of monolayers Nm ablated, are determined by comparing simulated plumes to real 



147 

ones. The number of monolayers in the plume is estimated by comparing forward­

peaking, and the temperature is determined by comparing axial density profiles. It is 

shown that a steady effusion from a time-dependent source temperature of the form 

(5.43) 

for 0 < t < tP results in a plume which compares well with experiment, if a total of 

~ 2 monolayers desorbed. This empirical law can be justified by examining the time­

dependent particle and energy flux passing through an imaginary bounding surface of 

a heated plasma which remains in thermal equilibrium as atoms escape into vacuum. 

Because energy and particle number are conserved in the model, it is similar to the 

expansion of a heated gas intially at the time-average temperature (Ts)· TOF profiles 

acquired experimentally and in simulation suggest an initial plasma temperature near 

150,000 K for both Cu and Si plumes. 
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Chapter 6 DSMC simulations of expansions into 

a background gas 

6.1 Introduction 

Having demonstrated in the previous chapter that the creation of a PLA plume 

may be modeled as a process similar to effusion but with a time-dependent source 

temperature, the model is used in this chapter to study PLA into a background gas 

using the DSMC method. Of interest are the temporal and spatial evolution of the 

density, temperature, and :flow velocity of the background gas as the ablation plume 

expands, and the influence of the background gas on the particle :flux and energy per 

particle incident onto the substrate. It has been suggested [96] that the expanding 

material displaces the background gas analogous to a snowplow, compressing it to 

high density along the contact front. The magnitude of the density increase in the 

background gas at the contact front and any influence on the expansion velocity of 

the plume have not been measured experimentally. This effect is studied here in 

simulations as 2 monolayers of Si expands into an Ar background gas at 0-100 mTorr. 

It has been observed experimentally using an ion probe that the plume splits into 

fast and slow components in the presence of a background gas [28, 29, 30]. One expla­

nation of this effect invokes differences in the collision cross sections for ion-neutral 

and neutral-neutral collisions, whereby ions more easily penetrate through the gas. 

In this scenario, charge exchange is then responsible for the existence of slow ions and 

fast neutrals in the plume. Plume splitting can be explained more simply, however, 

without including ions in the model and without invoking two distinct collision cross 

sections. This alternative explanation becomes apparent upon examination of DSMC 

simulation results. 

If the background gas affects the expansion of the plume, it might be expected 
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that the particle flux and energy per particle incident onto the substrate might also be 

affected. Simulations show how particle flux, average energy per incident particle, and 

forward-peaking in the film density vary with background gas pressure. Particularly 

interesting are data regarding the flux of background gas molecules on the substrate. 

At a temperature of 300 K, energies exceeding 0.5 e V are not expected, so the presence 

of these energetic particles indicates the influence of plume-gas collisions. This work 

is relevant because a background gas is often used during PLD, and many recent PLD 

applications apparently depend on gas phase collisions. Zn Te films highly doped with 

N atoms, for example, have recently been grown by ablating ZnTe into N2 . Because of 

the large binding energy of N 2 it is unclear how the molecules become dissociated and 

incorporated into the film. It is possible that high temperature within the background 

gas, heated by the expanding plume, may be sufficient to dissociate a small fraction 

of N2 molecules, resulting in energetic N atoms which then bombard the substrate. 

Alternatively, energetic N 2 molecules, produced via in-flight collisions with Zn and 

Te, may simply dissociate upon impact with the substrate. The temperature within 

an Ar background gas, and the energy per Ar atom incident onto the substrate during 

the expansion of Si offer important clues about how these ZnTe films may become 

implanted with N atoms. 

The presence of a background gas has also been shown to influence the stoichiom­

etry of deposited films. A background gas containing 0 2 is often used, for example, 

to deposit both oxide films [12, 13, 14, 15, 76] and YBCO films [16]. Although the 

role of 0 2 in some of these experiments may simply be to oxidize the substrate and/or 

target surface, it was observed earlier using PLIF imaging of SiO that in-flight chem­

istry occurs within the plume. Since it is extremely difficult to treat chemistry in a 

non-equilibrium rarified environment using any method other than DSMC, this tech­

nique provides a unique opportunity to study in-flight chemistry during PLD. For 

this reason, the expansion of Si into a background gas mixtures containing 0 2 at 10 

mTorr-100 mTorr is studied, including vibrational and rotational excitation of the 0 2 

molecules, and the reaction Si + 0 2 -7 SiO + 0. 
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6.2 Simulation parameters 

Despite the validity of the DSMC method for simulating the expansion of a plume 

into any gas pressure, the range of gas pressure for which the technique is practical 

is limited by statistical considerations. If at total of N simulation particles are used, 

the number representing target atoms is given by 

(6.1) 

and the number representing gas molecules is 

PR2 L/kT 
Ng= N r;dmNmp + PR2 L/kT' 

(6.2) 

where R and L are the dimensions of the simulated volume. By inspection, as the 

pressure increases, the number of simulation particles representing target atoms de­

creases, requiring more runs to be averaged to provide statistically acceptable results. 

Provided in the table below are values for the fraction of simulation atoms which 

represent target atoms over a wide range of gas pressure and monolayers ablated, 

assuming a cylindrical volume with dimensions R = 1.5 cm and D = 3.0 cm as in 

Chapter 4. 

II Nm/P(mTorr) II 0.1 10 100 II 
0.1 .11153 .01239 .00125 .00012 

1.0 .55660 .11153 .01239 .00125 

10.0 .92621 .55660 .11153 .01239 

In the table below are the results when the dimensions are reduced to R = 1.0 cm 

and D = 2.0 cm. Since these dimensions improve the statistical efficiency at higher 

pressures by a factor of 4, they a.re used in most of the simulations that follow. 
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II Nm/P(mTorr) II 0.1 / .01 10 / 100 II 
0.1 .29759 .04064 .00421 .00042 

1.0 .80904 .29759 .04064 .00421 

10.0 .97694 .80904 .29759 .04064 

In general, the DSMC method works well only if at least a few simulation particles 

occupy each subcell. If the dimension of each subcell is comparable to a mean free 

path, the number of simulation particles per subcell Ne in a gas is given by 

N _Ng kT ( )

3 

e - v yl2,(J'p ' (6.3) 

where Ng is the number of simulation gas particles and V is the volume enclosing 

the gas. This quantity decreases rapidly with pressure, and the maximum practical 

pressure can be obtained by setting Ne to about 10. Assuming a 300 K gas, the 

pressure must therefore satisfy P < 5 x 10-3 (Ng/V) 113 , which is about 100 mTorr if, 

for example, 200,000 simulation gas particles and a cylindrical volume with dimensions 

R = 1 cm and D = 2 cm are assumed. 

To simulate the expansion of a plume into a background gas, the dimension of 

the subcells near the target must be comparable to the mean free path in the plume, 

which is generally smaller than the mean free path in the gas. Assuming a plume 

width near 200 µm after laser heating, the mean free path in the early plume is about 

100/Nm µm. If a cylindrical volume is divided uniformly into concentric subcells 

having this dimension then the average number of simulation atoms per subcell is 

given by 
-s Ng 

Ne = 1 x 10 RD N 2 
m 

(6.4) 

This quantity is shown in the table below for a wide range of gas pressures and 

monolayers ablated, always assuming a total of 400,000 simulation particles and an 

R = 1 cm, D = 2 cm cylindrical volume. Only ablation of a few monolayers into 

a few mTorr of background gas provides statistical balance between both the plume 

and the gas. 
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II Nm/P(mTorr) II 0.1 I 10.0 100.0 11 

0.1 1404.8 1918. 7 1991.5 1999.1 

1.0 3.8191 14.048 19.187 19.915 

10.0 .00461 .03819 .. 14048 .19187 

6.3 Expansion of Si into Ar 

Shown in Figure 6.1 are time-sequence mesh plots spaced by 250 ns depicting the first 

1.0 µs of expansion into vacuum of a 2 monolayer Si plume. The plume is generated 

assuming steady effusion during a 30 ns period, using equation 5.36 to describe the 

time-dependent source temperature with T0 = 200,000 K, T1 = 300 K, and n = 3.8. 

These parameters were shown earlier to produce a plume which compares well with 

an experimental Si plume, diagnosed using PLIF imaging. In each of these plots 

the label "axial position" denotes the distance from the target in units of cell width, 

which in this case is 0.5 mm. Similarly, the label "radial position" denotes the radial 

cell position, with the axis of symmetry at cell 20. The width of each radial cell is 

also 0.5 mm. 

Shown next, in Figure 6.2, are similar time sequence mesh plots of Si density when 

the plume expands into 10 mTorr of argon. The literal difference between these two 

cases is shown in Figure 6.3. Two recessed regions along the sides suggest that the 

plume becomes less forward-peaked in the presence of a background gas, and the two 

large peaks along the axis suggest that the presence of background gas reduces the 

density of the plume in two regions. One region is the leading edge of the plume, 

indicating a slower plume expansion. This effect was observed experi1nentally in the 

PLIF data presented earlier. The second region coincides with the location of a peak 

in the background gas density after 250 ns produced by a snowplow effect (Figure 6.4). 

This density peak serves loosely as a wall which separates the expanding plume into 

two components. Although this effect has been observed experimentally [28, 29, 30], 

this is believed to be the first evidence of this effect reported using DSMC simulation. 
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Unfortunately, a double-humped density profile is not observed in the PLIF images 

of Si density acquired during ablation of Si into 10 mTorr Ar presented earlier. These 

images show the plume only after 1.0 µs, however, when the effect is not as apparent. 

PLIF images of Si density after 1.0 µs also suggest that Si atoms continue to desorb 

from the target well after the laser pulse, resulting in a higher Si density near the 

target than the ablation model used in the simulation predicts. This might possibly 

mask the plume-splitting effect. 
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40 40 40 
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750 ns 1 µs 

Figure 6.1: Time sequence mesh plots of Si density during a simulated Si plume 
expansion into vacuum. Each cell has a width of 0.5 mm, so an "axial position" of 
40 corresponds to a distance 2.0 cm from the target. 

Because the peak diminishes rapidly, and the mean free path in a 10 m Torr gas 

is about equal to the target-substrate spacing, the most significant interaction of 

the plume with the low-pressure gas occurs early in the expansion phase and then 

the plume expands nearly collisionlessly to the substrate. Collisionless expansion is 

evidenced in plots of radial and axial flow speeds of Si in Figure 6.5. The brevity 
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Figure 6.2: Time sequence mesh plots of Si density during a simulated Si plume 
expansion into 10 mTorr Ar. 
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Figure 6.3: Time sequence mesh plots of the difference in Si density between plumes 
expanding into vacuum and 10 mTorr Ar. 
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Figure 6.4: Time sequence mesh plots of Ar density during a simulated Si plume 
expansion into 10 mTorr Ar. 
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of the interaction is evidenced in Figure 6.8 where the total energy of both target 

atoms and background gas atoms are shown as functions of time. The gas energy 

rises rapidly during the first 250 ns of expansion and then remains constant until 

about 1 µs. A corresponding drop in the plume energy indicates an energy transfer 

from the plume to the gas during this brief 250 ns period. The increase in gas energy 

is manifested in a large axial flow velocity and temperature along the contact front, 

quantities which are plotted in Figures 6.6 and 6. 7, repectively. The Ar flow speed in 

each cell is defined by i1 = ( v) where () denotes an average over all the Ar simulation 

particles in a cell. The peak axial flow speed near Uz = 800 m/s at 250 ns exceeds the 

320 m/s sound speed in the 300 K background gas, indicating a supersonic expansion. 

The perpendicular temperature of the argon, defined in each cell by 

(6.5) 

is greatest early in the expansion. This parameter has a peak value near 15,000 K at 

250 ns. 

1.5 :5 i .2 6000 

~ 1 ~ 

~ I 4000 

<C 0.5 
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Figure 6.5: Mesh plots of Si axial (left) and radial (right) flow speed at t = 1 µs 
during a simulated Si plume expansion into 10 mTorr Ar. Plots indicate collisionless 
expans10n. 

After about 1.0 {tS the energy in both the plume and the background gas gradually 

drop, the plume energy asymptotically approaching zero while the gas energy decays 

to its equilibrium value. Since plume particles a.re continuously recondensing onto 

the substrate and other surfaces, the decay in plume energy is not surprising. The 
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Figure 6.6: Time sequence mesh plots of Ar axial flow speed during a simulated Si 
plume expansion into 10 mTorr Ar. 
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Figure 6.7: Time sequence mesh plots of Ar axial temperature during a simulated Si 
plume expansion into 10 mTorr Ar. 
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simulation explicitly conserves gas particles, however, except for those incident onto 

the substrate with an energy exceeding 0.5 eV. These results therefore suggest that 

the decay in gas energy after 1.0 µs results from the recondensation of a small number 

of very energetic gas atoms onto the substrate. Figure 6.8 shows how a pulse of Ar, 

having an average axial energy as high as 15 e V is incident onto the substrate. The 

Ar particle flux is about 1 % that of the Si. The temperature plots in Figure 6. 7 are 

therefore misleading, suggesting a gas in thermal equilibrium at a temperature as 

high as 15,000 K when actually only a few gas particles have an energy significantly 

above the 0.04 eV mean energy of the 300 K bulk. 

It is interesting to consider that if N2 replaced Ar as the background gas, and 

Zn and Te replaced Si, it is plausible that N 2 molecules with a kinetic energy of 15 

e V could dissociate upon impact with the substrate, producing up to 2% doping of a 

ZnTe film. It is also plausible that N2 could dissociate during in-flight collisions and 

then travel to the substrate. 
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Figure 6.8: (Left) Total energy of Si atoms and Ar atoms in the simulation volume 
vs. time for 10 mTorr pressure. Data indicates a brief energy exchange during the 
initial 250 ns of expansion. (Center) Si and Ar particle flux onto substrate vs. time. 
(Right) Average axial energy of Ar atoms incident onto the substrate. Data suggests 
that a pulse of energetic Ar closely follows the Si plume. 

If the background gas pressure is increased to 100 m Torr, the energy exchange 

between the plume and background gas occurs in two separate phases. The first 

phase involves a rapid compression, as described earlier, which separates the plume 
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into two components. The much slower second phase is a thermal heating of the gas 

by the slow component of the plume. These two phases are evident in Figure 6.9. 

The energy transfer during compression at this background pressure is negligible, and 

over within the first 100 nsec of the plume's expansion. The background gas density 

throughout the simulation is therefore constant. In contrast, thermal heating lasts 

until about 1.5 µs. 

Figure 6.9 also shows how a much longer pulse of Ar atoms, having an axial 

energy near 5 e V, arrives at the substrate after the fast Si component. At this gas 

pressure, the total number of Ar atoms exceeds the number of Si atoms, and the radial 

energy is almost equal to the axial energy, suggesting that the Ar atoms arriving at 

the substrate are nearly thermal. The plot includes only Ar atoms which stick to 

the substrate (axial energies exceeding 0.5 eV), however, so the temperature of the 

Ar atoms cannot be easily deduced from this data. Instead Figure 6.10 shows the 

temperature of the Ar gas at 1.0 µs, 2.0 µs, and 3.0 µs. The data suggests that 

thermal heating by the plume has raised the argon temperature to nearly 600 K near 

the substrate. 
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Figure 6.11 compares the expansion of Si into 100 mTorr Ar with expansion into 

vacuum on the long time scale of thermal heating. For times less than 1.0 µs the den­

sity of the slow component of Si, held in compression against the target, is so large 

that it renders invisible the presence of the fast component. As this slow component 

expands, the density everywhere is about an order of magnitude greater than in vac­

uum for the same time delay. The existence of the fast component at this pressure 

is evidenced by examining the particle flux and energy per particle incident onto the 

substrate. Figure 6.12 compares these quantities for Si expansion into vacuum, 10 

mTorr, and 100 mTorr. The expansion of the fast component of the plume appears to 

be virtually uneffected by the presence of the background gas, although the average 

energy per atom does decrease about 10% for 10 mTorr and about 20% for 100 mTorr. 

A slight decrease in forward-peaking between vacuum and 10 mTorr conditions ex­

plains the 12% decrease in the total number of Si atoms deposited onto the substrate, 

however, this does not explain the factor of 2 decrease in the amount of Si reaching 

the substrate at 100 mTorr. This decrease is more likely due a corresponding decrease 

in the fraction of Si atoms in the fast component of the plume. A plot showing the 

decrease in the total number of Si particles incident onto the substrate in the interval 

0 < t < 6µs as a function of Ar pressure is provided. The rapid drop near 100 m Torr 

explains why most PLD applications do not use pressures significantly greater than 

this value. 

6.4 Ablation of SixGe1_x into vacuum and Ar 

It is interesting to investigate the expansion behavior of a multi-component target 

material such as SixGe1 _~, into both vacuum and a background gas, and compare the 

particle flux and energy per particle incident on the substrate for the two species. 

Because of differences between the two species' collision cross sections and mass, it is 

expected that in-flight segregation may occur, which might effect the stoichiometry 

of a deposited film. Shown in Figure 6.13 are irn~ages of the Si and Ge densities after a 

delay of 1.0 ps when 2 monolayers of Si0 .5 Ge0 .5 is ablated. The gerrnanium component 
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Figure 6.11: Time sequence mesh plots of Si density during a simulated Si plume 
expansion into (left column) 100 mTorr Ar, and (right column) vacuum. 
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Figure 6.12: A comparison of Si particle flux onto the substrate and energy per 
particle for ablation into vacuum, 10 mTorr Ar, and 100 mTorr Ar. 
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of the plume is more forward-peaked than the Si component. This segregation effect 

is consistent with previous DSMC simulations [97] involving two species which differ 

only in mass. The enhanced forward-peaking of the heavier species can therefore 

be explained by considering that the slower speed of the heavier species results in 

a higher density during the early expansion. This results in a greater number of 

collisions and therefore greater forward-peaking. 

Si Ge 

Figure 6.13: A comparison of Si and Ge plumes after a 1.0 µs delay during ablation 
of Si0 .5Ge0 .5 into vacuum. 

The consequences of this effect are evident in Figure 6.14, where the properties of 

Si and Ge atoms incident onto the substrate are shown. These data include substrate 

impacts during the interval 0 < t < 6µs. While the Ge deposition is significantly 

more forward-peaked than the Si, it is slightly less forward-peaked than it would be 

if the plume contained only Ge. Similarly, the Si deposition is slightly more forward­

peaked than when a pure Si plume is ablated. Assuming a sticking probability of 

1 for each species, the average stoichiometry of the deposited film when Si and Ge 

are ablated simultaneously in equal quantity can be described by Sio.42Ge0 .58 . At the 

center of the film, the concentration of Si is even lower, the stoichiometry described 

by Sio.36Geo.64· 

The film stoichiometry resulting from the ablation of Si0 .5Ge0 .5 differs significantly 

from that expected if the Si and Ge a.re ablated in equal quantities sequentially from 
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the target. Sequential ablation might be accomplished, for example, by using a ro­

tating target consisting of pieces of pure Si and Ge. In this case, the average film 

stoichiometry would be described by Sio.4oGe0 .60 , and by Si0 .31 Ge0.69 at the center. Se­

quential ablation of Si and Ge therefore results in a film whose stoichiometry differs 

more from that of the target material than when both species are ablated simultane­

ously. 
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Figure 6.14: A comparison of Si and Ge particle flux onto the substrate and energy 
per particle for ablation into vacuum of both Si0 .5 Ge0 .5 and equal quantities of pure 
Si and Ge. 

The difference in average Si and Ge energies incident onto the substrate indicate 

that the velocities of the two species, rather than the energies, become more compa­

rable as the plume expands. In this particular simulation, the ratio of each species 

average axial energy onto the substrate (Ege/ Esi ~ 1.35) is about equal to the ratio 

of their axial speed ( Egemsi/ Esimge) 1!2 , however, because the forward-peaking of the 

heavier species increases more rapidly than that of the lighter species as the total 

number of ablated monolayers increases, the ratio of the axial speeds is expected to 

be even closer to unity if more than two monolayers are ablated. It is observed exper­

imentally that the velocities of different species rather their energies are comparable 

during the ablation "YBCO. 

It is interesting to examine the influence of a background gas on the stoichiometry 

of Si~,Gei-.r films when an Si0 .5Ge0 .5 target is ablated, and vvhen equal quantities of Si 
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and Ge are ablated sequentially. Figure 6.15 compares the particle :flux of each species 

onto the substrate for both cases. The data suggest that the Si, the lighter species, is 

more influenced by the background gas. As a consequence, the average stoichiometry 

of the deposited film, again assuming a sticking probablity one 1 for each species, 

is described by Sio.43Ge0 .57 for simulataneous ablation of Si and Ge, and Sio.41 Geo.59 

for sequential ablation. At the center of the film, the stoichiometries are Sio.4oGe0.60 

for simulataneous ablation, and Si0.36Ge0.64 for sequential ablation. A comparison of 

these results to those for ablation into vacuum indicates that the film is more enriched 

with Si (the lighter species) during both sequential and simulatanous ablation into 

10 mTorr Ar, and that this effect is most pronounced at the center of the film. 

Curiously, experimental data suggests that Sn concentration in SnxGe1-x alloys 

increases with Ar background pressure during the sequential ablation of Sn and Ge 

[98]. In this case Sn is the heavier species, so this data contrasts with the DSMC 

simulation data for ablation of Si and Ge into Ar. It is possible, however, that 

the sticking probability for Ge and/or Sn depends on the incident energy, and that 

differences resulting from the reduced incident energies with the Ar present may offset 

the gas phase segregation effect, explaining the increase in Sn concentration with Ar 

pressure. This possibility was not investigated. 
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Figure 6.15: A comparison of Si and Ge particle :flux onto the substrate and energy 
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6.5 Expansion of Si into 0 2 

Diatomic molecules like 0 2 and N2 store internal energy in rotational and vibrational 

modes which becomes accessible during collisions. In thermal equilibrium, internal 

quantum states are populated according a Boltzmann distribution, however, the pop­

ulation densities of these states during unsteady, super-sonic flow are much more 

complex. A technique for including energy transfer among rotational, vibrational, 

and translational degrees of freedom using DSMC simulation is well known [70, 63], 

so this method offers a unique opportunity to study the influence of the internal 

degrees of freedom in diatomic molecules during PLA. The technique assumes that 

the rotational levels form a continuum, so rotational energy is stored in 2 internal 

degrees of freedom. The vibrational levels, however are usually more widely spaced, 

and often do not satisfy /j.Ev/k = Tvib « T. The vibrational energy level spacings in 

0 2 , for example, may be described using the value Tvib = 2256 K [63]. These levels 

must therefore be treated discretely. 

A technique has also been developed [63] for including binary chemical reactions 

of the form A+ B--+ C + D when the reaction rate has an Ahrrenius form, given by 

(6.6) 

where A, 17, and Ea are parameters specific to a particular reaction. Details describing 

how a reaction cross section is obtained for a selected collision pair, and this cross 

section is then used to statistically treat chemical reactions in a gas are provided in 

Appendix B. 

Although the results which follow are intended to demonstrate the more general 

ability to study any set of reactions of interest, focus is placed on the reaction Si + 0 2 

--+ SiO + 0 because PLIF data suggesting in-flight production of SiO as Si expands 

into air was presented earlier, and because this is the simplest bi-molecular pathway 

to the production of SiO in this system. The change in free energy per particle for 

this reaction is /j.Q0 = -3.12 eV [79], indicating that the reaction is exothermic. In 
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equilibrium, the mole fractions of the reactants and products satisfy 

[Si0][0J _ -!J.Go /kT _ J{ 
[Si][02] - e - p 

(6.7) 

At 2500 K, this fraction becomes KP = 2 x 106 , so m a simulation with 400,000 

simulation particles, all of the Si and 0 2 particles should be coverted to SiO and 0 

particles. The reverse reaction SiO + 0 -+ Si + 0 2 may therefore be ignored. 

Experimental measurements of 17 and Ea. are unavailable, and known measure­

ments of A differ significantly [99, 100]. Experiments done at 300 Kin 4-5 Torr Ar 

suggest a value of 9.8 x 10-5 while measurements in 1 Torr He suggest 2. 7 x 10-4 . 

Instead, a comparison may be made to the reaction Si + NO -+ SiO + N, which 

has been studied more thoroughly [101 J. This work was done at 1660-3660 K in a 

background of Ar at 340-1140 Torr, where an activation energy Ea. = 0.153 eV and 

a reaction rate A = 5.3 x 10-5 were determined. The value 17 = 1 is assumed. For 

lack of better experimental data, these values are used in the following simulation 

to approximate Ahrrenius coefficients for the reaction Si + 0 2 -+ SiO + 0. This 

warrants caution when examining qualitative properties of the flow, but since a long 

list of other reactions (e.g. 0 2 -+ 0 + 0, SiO -+ Si+ 0, 0 2 + 0 -+ 0 3 , etc.) are 

neglected entirely, concern about uncertainties in the reaction coee:ficients for the re­

action Si + 0 2 -+ SiO + 0 seems premature. The results which follow merely serve to 

demonstate the plausiblity of obtaining useful information about reactive pulsed laser 

deposition using the DSMC method. With a more complete list of possible reactions 

included, realistic estimates of flow properties and reaction product concentrations 

are expected. 

The dimensions of the cylindrical volume for this simulation are reduced to D = 

1.5 cm and R = 0.75 cm, and a cell width of 0.25 mm is used. Each cell is divided 

into 100 subcells and an initial time step of 1 ns is chosen to satisfy the requirements 

of the DSMC method. As before, the simulation considers the interval 0 < t < 6µs. 

Figure 6.16 shows time sequence images of Si density as a 2-monolayer plume of 

Si expands into 10 mTorr of 0 2 . Each image depicts the 1.5 cm region between the 
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target and substrate, with the 2.0 mm ablation spot at the top, and the width of 

each image is also 1.5 cm. The results are very similar those when 10 mTorr Ar is 

used, but with a slightly lower peak density. Clearly evident is the fast and the slow 

component of the plume. The density of 0 2 during this period is shown next in Figure 

6.17. These images only show the 0.5 cm interesting region near the target, since the 

density is uniform elsewhere. The snowplow effect is evident as before, however, 

these images demonstrate how the Si plume pushes the 0 2 out more radially as a 

high density pocket of 0 2 forms on-axis. This explains how the plume becomes less 

forward-peaked with the introduction of the background gas. 

750 ns 1 µs 

Figure 6.16: Si density during a simulated Si plmne expansion into 10 mTorr 0 2 • The 
image depicts the 1.5 cm x 1.5 cm region between the target and the substrate. 

It is interesting to compare the several temperature parameters for the 0 2 gas. 

In Figures 6.18, 6.18. and 6.18 show the perpendicular, parallel, and rotational tem­

peratures at several times. The regions where these temperatures differ indicate the 
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1111 l!l 

3 µs 

Figure 6.17: 0 2 density during a simulated Si plume expansion into 10 mTorr 0 2 . 

The image shows the 1.5 cm x 0.5 cm region near the target. 



173 

presence of a fast, collisionless, non-thermal component of 0 2 gas traveling toward 

the substrate. When this fast component of the 0 2 is ignored, it appears that the 

temperature of the bulk of the gas remains near 300 K everywhere, except very near 

the ablation spot. This is evident when the rotational temperature of the 0 2 is exam­

ined. This conclusion is consistent with an earlier finding that the dominant energy 

transfer from the plume to a background of Ar at 10 mTorr occurs via collisions be­

tween fast Si and 0 2 molecules, and occurs within the first few hundred nanoseconds 

of expansion. 

250 ns 
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Figure 6.18: Time sequence mesh plots of 0 2 axial temperature during a simulated 
Si plume expansion into 10 mTorr 0 2 . 

The reaction cross section for Si + 0 2 -+ SiO + 0 is maximurn when Ee, the 

combined energy of the Si and 0 2 pair in the center-of-mass reference frame, satisfies 
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Figure 6.19: Time sequence mesh plots of 0 2 radial temperature during a simulated 
Si plume expansion into 10 mTorr 0 2 • 
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Ee::::::; lOEa (equation 0.114). If the activation energy of this reaction is about 0.15 eV, 

then SiO production should occur primarily where Ee is nearest to 1-2 eV, an energy 

much smaller than the characteristic energy of the expanding Si atoms. Simulation 

results suggest that, on average, the reaction cross section is only about 5-10% as 

large as the collision cross for Si and 0 2 • The density of SiO is therefore small, 

resulting in very noisy images for times greater than 1 µs, even when the results of 

40 simulations are averaged and processed through a median filter. Images depicting 

the relative density of SiO for times less than 1 µs are in Figure 6.21. SiO appears 

to be produced primarily off-axis. Since the velocity of the more radially expanding 

off-axis Si atoms is smaller than that of axially directed on-axis Si atoms, a higher 

percentage of off-axis collisions between Si and 0 2 result in SiO. This effect is offset, 

however, by the greater number of collisions on-axis due to a higher density of both 

Ar and 0 2 , however, so it is not obvious a priori where the most SiO production 

should occur. 

750 ns 

Figure 6.21: SiO density during a simulated Si plume expansion into 10 mTorr 0 2 . 

The image shows the 1.5 cm x 0.5 cm region near the target. 

The radial distribution of particle flux and energy per particle incident onto the 
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substrate for each of the three species Si, 0 2 , and SiO is shown shown in Figure 6.22. 

In order to discount the continuous flux of 300 K 0 2 incident onto the substrate, only 

0 2 molecules with an energy exceeding 0.5 e V are allowed to stick, the rest specularly 

reflect. The total flux of SiO onto the substrate is about 10% of the flux of 0 2 , and 

the average energy per SiO particle of 15 eV is 36.5% greater than the average value 

of 11 eV for 0 2 molecules. Since the mass of SiO is about 37.5% greater than that 

of 02, this result is consistent with the earlier finding that particle velocities, rather 

than particle energies, tend to become more similar during PLA. 
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Figure 6.22: (Left) Surface density of Si, 0 2 , and SiO on the substrate as a function 
of radial position for ablation of Si into 10 mTorr 0 2 • (Center) Impact rate as a 
function of time. (Right) Average axial and radial energy per particle incident onto 
the substrate. 

A second simulation, in which a 5-monolayer plume expands into 100 mTorr 0 2 

was also performed. The density of the Si at several time delays is shown in Figure 

6.23, focusing on the 5 mm region near the target. The fast plume component is 

seen to separate from the slow component, and later a contact front forms as the 

slow component expands. A distinct contact front was not observed in an earlier 

simulation of a 2-monolayer plume expanding into 100 mTorr Ar. 

The density of 0 2 is shown next in Figure 6.24, followed by the SiO density in 

Figure 6.25. Similar to the results at lower pressure, the 0 2 in this case achieves high 

density on-axis by 250 nsec, and the Si then begins to displace the 0 2 around this 
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2 µs 

3 µs 

Figure 6.23: Si density during a simulated Si plume expansion into 100 mTorr 0 2 • 

The image shows the 1.5 cm x 0.5 cm region near the target. 
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compressed region. The reaction product SiO appears to first form at the sides of the 

expanding plume, consistent with the results at lower 0 2 pressure, but by 3 µs the SiO 

appears distributed around the perimeter of the forming contact front. A comparison 

of these simulation data with the PLIF data shown in Figure 3.5 reveals interesting 

qualitative agreement. Like the DSMC results, the PLIF data also suggests that 

SiO is formed primarily at the sides of the plume, however, the order-of-magnitude 

difference in background gas pressure for the two cases warrants caution when making 

a more detailed comparison. 

Shown in Figures 6.26, 6.27, and 6.28 are the axial, radial, and rotational temper­

atures of the 0 2 , respectively. The presence of a fast non-thermal 0 2 component is 

once again evidenced by differences among these temperatures. In this case, however, 

thermal heating of the 0 2 is suggested when this contribution is ignored. Consistent 

with the earlier finding that the dominant energy transfer from the plume to a 100 

mTorr background gas is thermal heating, the rotational temperature of the 0 2 is 

observed to rise well above 300 K along a conical surface whose tip is at the ablation 

spot. This temperature rise occurs on a µs time scale. 

Finally, Figure 6.29 provides information about the particle flux onto the substrate 

for the ablation of 5 monolayers of Si into 100 mTorr 0 2 • 

6.6 Conclusions 

In this chapter the DSMC method is used to study the expansion of an Si into both 

Ar and 0 2 at 10 mTorr and 100 mTorr, and to study the expansion of an Si0 .5 Ge0.5 

alloy into both vacuum and 10 mTorr Ar. 

When Si exparids into Ar, the plume is observed to split into two components, one 

which travels collisionlessly toward the substrate, and the other which is retarded by 

the background gas. The separation results from a rapid buildup in the background 

gas density at the contact front during the first 250 ns of expansion, which physically 

divides the plume. When the particle flux onto the substrate during expansion into 

Ar at 10 mTorr is compared with tha.t for ablation into vacuum, the number of fast Si 
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500 ns 

2 µs 

;3 flS 

Figure 6.24: 0 2 density during a simulated Si plume expansion into 100 mTorr 0 2. 

The image shovvs the 1.5 cm x 0.5 cm region near the target. 
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500 ns 

:3 /IS 

Figure 6.25: SiO density during a simulated Si plume expansion into 100 mTorr 0 2 . 

The i111age shows the 1.5 cm x 0.5 cm region near the target. 
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Figure 6.27: Time sequence mesh plots of 0 2 radial temperature during a simulated 
Si plume expansion into 100 mTorr 0 2 . 
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atoms incident is diminished by about 10%, the average energy per particle by about 

4 eV, and the resulting film is slightly less forward-peaked. At an Ar pressure of 100 

mTorr, the number of Si atoms in the fast component of the plume diminishes by a 

factor of 2 and the energy per atom falls about 20%, from about 32 e V to about 26 

eV. 

At an Ar pressure of 10 mTorr, the energy exchange between the plume and back­

ground gas occurs mostly during this early period, resulting in a fast (10-15 eV) Ar 

component and very little thermal heating of the gas bulk. A pulse of energetic Ar 

molecules, consisting of about 1 % the number of Si atoms in the fast plume compo­

nent, are incident onto the substrate shortly after the fast Si component arrives. At 

100 mTorr, the dominant energy transfer mechanism from the plume to the back­

ground gas becomes thermal heating on a µs time scale. The energy per particle 

in the fast Ar component drops to about 5 e V at this pressure. This high energy 

background gas flux is interesting because it may play an important role in surface 

preparation or annealing of the growing film during PLD. 

When a 10 m Torr 0 2 background gas is used instead of Ar, a fast ( 11 e V) 0 2 

component is observed to be incident onto the substrate shortly after the fast Si 

component arrives. This pulse of high energy background gas also includes 15 eV SiO 

molecules, formed in the gas-phase by the reaction Si + 0 2 ~ SiO + 0. The number 

of these molecules is about 10% the number of fast 0 2 molecules. Heating of the 0 2 

on a µs time scale when the background pressure is increased to 100 mTorr is evident 

in a rotational temperature increase in the 0 2 along a conical surface whose tip is at 

the location of the ablation spot. SiO is observed to form primarily at the sides of the 

expanding plume and is later seen primarily along the contact front between Si and 

0 2 • These results are qualitatively similar to those obtained during PLIF imaging of 

an Si plume expanding into air at 1 Torr. 

Although the results obtained from the simulations discribed in this chapter are 

interesting, the real purpose of this work is to demonstrate the potential of the DSMC 

to study the expansion of plumes with a much wider range of compositions into rarified 

background gas mixtures, including any number of target and/or gas species, and any 
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number of chemical reactions. The hope is that future work will prove this method to 

be useful for providing quantitative estimates of parameters relevant to the deposition 

of interesting films. 
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Appendix A Overview of a closed two-level system 

A.1 Interaction of an electromagnetic field and an 

isolated two level molecule. 

Consider a molecule, described by a wave function '11 satisfying '11 = L cn<I>n where the 

set <I>n are time-independent eigenfunctions of some time-independent Hamiltonian 

Ho, that is Ho<I>n = En<I>n. Under the influence of some time-dependent perturbation 

in the Hamiltonian, V(t), the coefficients Cn satisfy the equation 

(0.8) 

If the perturbation is caused by a weak electromagnetic wave with a sufficiently 

long wavelength to justify the dipole approximation, the perturbation potential can 

be described in terms of the molecular dipole moment i1 and the electric field vector 

E(t) by 

V(t) = -il · E(t), (0.9) 

where the electric field strength can be written as 

(0.10) 

For a frequency w sufficiently near a transition frequency in the molecule, the 

molecule can be treated as a two-level system, with time-dependent eigenstate am-

plitudes c1 (t) and c2 (t) which satisfy 

(0.11) 
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and 

. . ( ) 1 _, ( _, -iwt _,* iwt) 
inc2 t = E2c2 - 2ec2µ21 · Eoe + £0 e , (0.12) 

where ilnm = (<I>n/il/<I>m)· In general, the electric field vector E0 is complex to in-

elude the possibility of a circularly polarized field. The behavior of the eigenstate 

amplitudes can be seen more clearly by tranforming them to a reference frame that is 

rotating at a rate w1 = Eifn, a frame in which c1 is stationary when no perturbation 

is applied. This is achieved by letting Cn --+ cne-iwit. Equations 0.11 and 0.12 then 

become 

(0.13) 

and 

(0.14) 

where w21 = (E2 - Ei)/n. In this rotating frame, when no perturbation is applied, 

c 1 is fixed in time but c 2 rotates at a rate w21 . It is therefore convenient to consider 

c2 in a reference frame that is rotating at a rate w21 by employing the transformation 

c2 --+ c2 eiw21 t. Equations 0.13 and 0.14 become 

ic (t) = ~c µ_, • ({, e-i(w+w21)t+£*ei(w-w21 t) 
1 21i 2 12 0 0 (0.15) 

and 

(0.16) 

If the radiation frequency is near the transition frequency (w ~ w21 ) then both c 1 

and c 2 have a slow and a fast rotating term. Since the coefficients c 1 and c 2 would be 

solved by integration of equations 0.15 and 0.16, the rapidly oscillating terms would 

average to zero on the time scale of the slow terms, leaving only the contribution from 

the slow terms. In this rotating wave approximation, the fast terms can be discarded, 

and the slow terms then expanded in a power series. This leaves 

. . ( ) e _, C* ( 1 · A A 2 2 ) 
ic1 t = ---;;c2µ12 · c 0 - iut + u t + ... 

2a 
(0.17) 
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and 

(0.18) 

where ~ = w21 - w is a measure of detuning of the electromagnetic wave from reso-

nance. If ~t «: 1 then equations 0.18 and 0.18 then reduce to 

(0.19) 

and 

(0.20) 

A.2 Population rate equations for an ensemble of 

molecules in a closed two level system 

For an ensemble of identical molecules, it is convenient to define a density matrix 

which satisfies Pij = (cicj). The brackets denote an average over all the molecules 

in the ensemble. For N molecules, N Pnn represents the average number found in 

eigenstate <I>n. After substituting the equations for c1 and c2 from equations 0.19 and 

0.20, the components of the density matrix can be shown to satisfy 

(0.21) 

and 

(0.22) 

where fl, = fl,12 = fl,~ 1 . The time dependent behavior of remaining matrix elements 

follow from the relations />11 = -/>22 and P21 = p~2 • 

Equations 0.21 and 0.22 describe the time evolution of the density matrix com­

ponents in an isolated two-level system under the influence of an oscillatory electric 

field near resonance. If no field exists, that is if Ea = £~ = 0, then these equations 

predict that the populations of each state will remain constant, and the off-diagonal 
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matrix elements will rotate at the detuning frequency~-

In a physically real two-level system, excited molecules tend to relax to the ground 

state in the abscence of an electric field. Quantum field theory describes this process 

as an interaction of the excited molecule with the zero-point electric field, resulting 

in spontaneous relaxation from the upper to lower state. This effect can be modeled 

by introducing a spontaneous emission rate A21 given by 

1-+12 3 
A - µ W21 

21 - t:. 3' 3t::o7rnc 
(0.23) 

where 1/11 2 = e2/(<I> 1 /f'/<I>2)/ 2. The off-diagonal matrix elements, which contain phase 

relationships between the two eigenfunctions averaged over the ensemble of molecules, 

must also be allowed to relax as coherence is lost among atoms, due to each atom's 

independent interaction with the zero-point electric field. Equations 0.21 and 0.22 

can be modified to include these considerations by writing 

(0.24) 

and 

(0.25) 

The damping rate for off-diagonal matrix elements (/3) is presumed to be sufficiently 

large that the steady-state solution for those quantities is valid, that is p21 = p12 ~ 0. 

This assumption implies that the off-diagonal elements follow the population differ­

ence according to 

(t) _ i~µ' · ~(P22 - Pn) 
P12 - f3 _ i~ (0.26) 

and 
-i 2etiµ · Eo(P22 - Pn) 

P21(t) = f3 + i~ . (0.27) 

A substitution of equations 0.26 and 0.27 into equation 0.25 results in a population 
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rate equation for the upper state given by 

(0.28) 

where the stimulated emission/absorption rate is given by 

(0.29) 

. For a gas of collisional molecules subject to linearly polarized radiation, the ori­

entation of the complex dipole moment with the electric field vector can be assumed, 

on average, to be random so that if Ea = £0 n, then 

(0.30) 

The brackets () denote an ensemble average over all the molecules. The orientation­

averaged stimulated emission (absorption) rate is then given by 

(0.31) 

From equation 0.28, the relation p11 = -p22 , and Ni = N Pii, the population rate 

equations for a closed two-level system can be written as 

(0.32) 

and 

(0.33) 
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A.3 Effect of degeneracy on the population rate 

equations 

The spacing between energy levels in a molecule is often dependent on some quantized 

angular momentum vector J, which results in a set of 2J + 1 energetically degenerate 

states foe a level described by quantum number J. Since the two levels in the model 

under consideration may depend on different angular momentum quantum numbers, 

they will, in general, have different degeneracies g1 and g2 • Equations 0.32 and 0.33 

can be applied to the populations of each degenerate state by letting, for example, 

A 2iij denote the spontaneous emission rate from the substate (i) in the upper level 

to substate (j) in the lower level. This results in g1 equations for the lower substate 

populations and g2 equations for the upper substate populations of the form 

and 

gl 

N2i(t) = L {-A2i1jN2i - R2iljN2i + Rij2iN1j} 
j 

g2 

N1i(t) = L {A2j1iN2j + R2jliN2j - Rii2jN1i}. 
j 

(0.34) 

(0.35) 

Each set of equations can be summed to give rate equations for the combined upper 
. 2 . . 1 . 

and lower level populations, that is N1(t) = L,f N2i(t) and N2 (t) = L,f N1i(t). This 

gives 

g2 { gl } gl { g2 } 
N2(t) = - ~ N2i ~(A2ilj - R2ilj) + ~ Nlj ~ Rij2i (0.36) 

and 
g2 { gl } gl { gl } 

N1(t) = 2;: N2j l;::(A2j1i + R2jli) - L Nii 2;: Rii2j . 
- J i i J 

(0.37) 

The dependence of R 21 , R12 , and A 21 on the particular substate pair is contained in 

the quantity l{tij 12 . It can be shown that by spatial symmetry this quantity satisfies 

g2 gl gl g2 g2 gl 

2: 2: lttijl 2 = 2: 2: lttijl 2 =gi2:1ttijl 2 =g22:1µij1 2 , (0 .38) 
i j j i i 
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and therefore the rate equations 0.32 and 0.33 are recovered, with the understanding 

that 
1 w~1 

An= - n 3 821, 
92 3Eo7T C 

(0.39) 

(0.40) 

and 

(0.41) 

where 821 is called the linestrength of the transition and is defined by 

g2 gl 

8n = 812 - I: I: lµij1 2 . (0.42) 
J 

A.4 The effects of broadening and pump lase:r linewidth 

on R21 

The stimulated emission rate Rn given in equation 0.40 is frequency-dependent, and 

can be written as 

(0.43) 

where L(v) is a normalized Lorentzian lineshape function given by 

fuJ. 
L(v) = ( )2 J 2. 

V - V21 - Vo 
(0.44) 

The linewidth of this lineshape function Jv0 , related to the dephasing collision rate 

(3 by {3 = 27T6v0 , reflects a quantum mechanical limit obtained from quantum field 

theory. In general, this natural linewidth can be related to the spontaneous emission 

rates associated with each of the two states of the system under consideration by 

(0.45) 
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where A2 and A1 are obtained by summing spontaneous emission rates over all allowed 

transitions from the respective state, that is 

(0.46) 
m 

and 

(0.47) 
m 

In a closed, two-level system for example, ov0 = 4~A21. 
In a real system, elastic collisions among atoms may contribute to the dephasing 

rate of off-diagonal matrix elements when the pressure of the system is non-zero. 

Such collisions can be included in the stimulated emission rate by introducing a sec­

ond linewidth Ovc such that iSv = i5v0 + iSvc. The resulting lineshape L(v) is then 

broader, but retains its Lorentzian form, a consequence of combining two homoge­

neous broadening mechanisms. 

The molecular velocity of a molecule along the direction of propagation of the 

radiation field introduces a Doppler shift in its resonant frequency, given by 

I V 
V21 = V21(l ± - ), 

c 
(0.48) 

where v is the velocity of the particular molecule experiencing the applied field. Quite 

often, the technique of LIF is applied to the study of a gas at temperature T with 

no center-of-mass flow velocity along the direction of laser beam propagation. In this 

special case, the fraction of N molecules with a velocity v on this axis in the interval 

v + dv is 
I 

df(v) = (_!!!__) 2 e-mv2/2kT dv. 
27rkT 

The fraction of atoms resonant in the interval v + dv is therefore 

(0.49) 

(0.50) 

Neglecting collisional broadening, the absortion or stimulated emission rate is pro-



196 

portional to the number of resonant molecules, so R12 (v) and R21 (v) would be pro­

portional to the normalized lineshape function 

(0.51) 

rather than L(v). This lineshape function has a FWHM given by 

V21 2kT ( ) 
1/2 

6vv = 2~ --:;;;- Ln(2) (0.52) 

and reflects the in-homogeneous broadening of the stimulated emission rate lineshape 

function caused by velocity-dependent Doppler shifts in a collisionless gas. 

To simultaneously include the effects of Doppler broadening and collisional broad­

ening in the study of laser light absorption by a gas, the convolution integral of the 

two lineshapes must be calculated. A lineshape function S(v) can be defined by 

S(v) = 1_: D(v1 )L(v, v1 )dv1
, (0.53) 

where L(v, v') is a Lorentzian lineshape centered at v'. The result is called a Voight 

profile, defined by 

where 

and 

1 b2 1= dy e_Y2 
S(v) - --

- ?T~ 6vo -= (y + x) 2 + b2 ' 

x = 2J Ln(2)-6~-~_-_v 
uvv 

V 61/o b = 2Ln(2)r-· 
Ul!D 

The stimulated emission rate is then given by 

As before, R12(l/) = ~~ R21(u). 

(0.54) 

(0.55) 

(0.56) 

(0.57) 

For a gas at sufficiently low temperature and with sufficiently high density, it can 
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be shown that the Voight lineshape S'(v) reduces to the Lorentzian lineshape function 

L(v), refered to as the collisionally broadened limit. In contrast, the Voight lineshape 

appropriate for a high temperature rarified gas reduces to the Doppler lineshape 

function D(v). These two limits can be reached more directly by considering that 

when the width of one lineshape is significantly greater than the width of the other, 

the narrower lineshape can be treated as a delta function in the convolution integral 

of equation 0.54, making use of the fact that 

1_: f(v 1 )6(11 - v1 )dv1 = J(v). (0.58) 

This simplifying view of convolution integrals is important when further consid­

ering that in general, no radiation field is perfectly monochromatic and an additional 

lineshape function £(v) should be introduced to correctly evaluate the lineshape func­

tion for the stimulated emission rate, that is 

S'(v) = i:L: D(v1 )L(v,v1 )£(v1 ,v)dv1dv. (0.59) 

If the laser lineshape function is sufficiently narrow compared to either the Doppler or 

collisional lineshape function, it can effectively be treated as a delta function, and the 

stimulated emission rate can be described by equation 0.43 using the Voight profile 

in equation 0.54. It is convenient to define the laser intensity as I 0 = !t:0c£J, which 

allows the stimulated emission rate R21 ( v) to be written 

(0.60) 

In the opposite limit where the laser linewidth exceeds both the collision linewidth 

and the Doppler linewidth, the intensity I 0 appearing in the above equation can be 

regarded as the coefficient used in the equation describing the laser's intensity per 

unit frequency interval dv, that is, 

I(l/) = I 0 £(u), (0.61) 
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with the lineshape S(v) replaced by £(v). It can be shown that this limit applies 

when performing PLIF imaging on a PLA plume that expands into vacuum or a very 

low pressure background gas while the former limit applies when the background gas 

pressure is sufficiently high. 

A.5 Thermal population of molecular levels with no 

radiation field 

The solutions to the population rate equations 0.32 and 0.33 depend on the choice of 

initial conditions. For a system in thermal equilibrium, the probability that an atom 

or molecule can be found in some quantum state with energy En is given by 

-En 
gne kT 

P(n) = Z(T) ' (0.62) 

where T denotes the equilibrium temperature, the partition function Z(T) is defined 

by 

Z(T) = L gne=!f?-, (0.63) 

and gn is the degeneracy of the state described by quantum number n. For an 

ensemble of N molecules, the population expected to be found in each level of a 

two-level subsystem, in thermal equilibrium, would therefore be 

(0.64) 

and 

(0.65) 

and the total number of molecules in the subsystem would be 

(0.66) 
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For sufficiently low temperature, E 2 - EI » kT and the population in the excited 

state in thermal equilibrium can be neglected. Under this assumption, all of molecules 

in the two-level subsystem begin in the lower state so that 

(0.67) 

For a system not in thermal equilibrium, but whose state populations are initialized 

by some thermal mechanism, the lower state would still be expected to be significantly 

more populated than the upper state prior to a resonant laser pulse, although equation 

0.67 cannot rigorously be used to relate the population of the lower state to the total 

number of atoms or molecules in the ensemble. 

A.6 Solutions of the population rate equations 

The solutions of the population rate equations 0.32 and 0.33 are easily obtained 

analytically. Using the assumption N2 = 0 they are 

(0.68) 

and 

(0.69) 

The steady state solutions ( t --+ oo) of the rate equations are therefore 

( ) 0 R12 
N2 t --+ 00 = NI A R R 

2I + 2I + I2 
(0.70) 

and 
0 An+ R2I 

NI (t--+ 00) =NI A R R . 
2I + 2I + I2 

(0.71) 

Following the application of the laser field, the population of the upper state then 

satisfies 

(0.72) 
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where tP denotes the duration of the applied laser pulse. Since atoms are conserved, 

the lower state population satisfies N 1 (t) = Nf - N2(t). 

These solutions reveal that both during the laser pulse and after it, the upper state 

population is directly proportional to the population of the lower level immediately 

prior to the application of the field. This is important because the LIF signal S( x) 

gathered from time t 1 to time t 2 will satisfy 

(0.73) 

A. 7 Linear vs. saturated laser intensity 

The upper state population at the instant the field terminates can be written as 

(0.74) 

where 

(0. 75) 

The dimensionless parameter K:(v) may be used to identify limiting regimes for 

the dependence of the upper state population on the applied laser intensity I 0 . If 

K:(v) « 1 then equation 0. 7 4 reduces to 

(0.76) 

Since K:(v) is proportional to I 0 , in this weak field limit the upper state population is 

directly proportional to the intensity of the applied laser field as well as the density 

of atoms or 1nolecules in the lower state prior to the laser pulse. For the purpose 

of PLIF imaging, spatial variations in laser sheet intensity as well as pulse-to-pulse 

energy fluctuations therefore affect the signal levels. To account for this dependence, 

the PLIF signal acquired with each pulse must be norma.lized to the laser energy, or 

else averaged over several pulses to minimize the effects of pulse-to-pulse laser energy 
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fluctuations. The resulting PLIF images must then be normalized by the spatial 

intensity profile of the pump laser, presumably a time-independent function. 

If 11:(v) » 1 then the upper state population immediately following the laser pulse 

may reduce to two additional limiting forms, the long pulse limit or the short pulse 

limit. The short pulse limit, defined by A21 (1+11:(v))tp « 1 allows the exponent in 

equation 0. 7 4 to be expanded as 

(0. 77) 

Retaining only the leading term, equation 0. 7 4 then reduces to 

(0.78) 

As in the weak field limit, the strong field/short pulse limit results in an upper state 

population that is directly proportional to the laser intensity. For this reason, both of 

these regimes are commonly referred to as linear and require the same normalization 

of LIF signal to pump laser intensity. This particular regime is impossible, regardless 

of laser intensity, if A 21 tP > 1. 

In contrast, the strong field/long pulse limit permits the reduction of equation 

0.74 to 

(0. 79) 

which shows that the upper-state population is pumped to some maximum value, 

about half the total population, which is independent of laser intensity and pulse 

duration. Fluorescence from a saturated interaction volume is therefore maximized, 

since about half of the atoms initially in the lower state contribute to the signal 

instead of only a few percent as with linear laser intensity. Furthermore, regions of 

the interaction volurn~e pumped into saturation require no normalization to account for 

pulse-to-pulse energy fluctuations or spatial variations in intensity across the pump 

laser sheet. These facts, in principle, make the use of saturated laser intensity an 

attractive alternative to using linear laser intensity in some applications. 
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Another advantage to using saturated laser intensity occurs when the region being 

probed is optically thick at the frequency of the pump laser, evidenced by significant 

attenuation as the pump laser penetrates into the interaction volume. To understand 

this phenomenon, consider that the coherent laser energy density in the interaction 

volume must satisy 

dp(x,t) 
dt = hv(R12N1(x, t) - R21 N2 (x, t)) 

so that if I(x, t) = cp(x, t) and 

then 

dp(x,t) 
dt 

ldp(x,t) 
c dt 

d!(x, t) _ 
dx = hv(R12N1(x, t) - R21 N 2 (x, t)) 

If the laser intensity is linear, then N2 « N1 and 

dl ( x' t) ( ( ) 1 dx ~ -hv R12 N1 x, t = -);I(x, t), 

or 

I(x,t) = I(o,t)e-if, 

where the scale length of attenuation >. is given by 

47fz;2 
>. = ~~~~~~~ 

c2 A 21 S(v )N1 ( x, t) 

(0.80) 

(0.81) 

(0.82) 

(0.83) 

(0.84) 

(0.85) 

\Vhen pumpmg a transition with a sufficiently large absorption rate, in a plume 

with sufficiently high density, this attenuation length can become smaller than the 

scale length of the plume. This significantly complicates PLIF imaging because the 

sheet intensity then varies along the length of propagation. \Vorse still, the variation 

becomes time-dependent if the density is time-dependent. In contrast, if the laser 

intensity is sufficiently high to saturate the upper-level during the laser pulse, then 
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dl(x, t) 
dx 

~ 0, (0.86) 

implying that the pump laser is unattenuated in the saturated regime. Problems with 

optical thickness, which can make LIF difficult if not impossible in the linear regime, 

can therefore be minimized using saturated laser energy. 

PLIF imaging in the saturated regime, however, introduces a host of potential 

errors that do not exist when operating in the linear regime. One such error can 

occur when integrating LIF signal during the time that the laser is first turned on. 

Although the steady state solution to the upper-state population is independent of 

laser intensity, the time required to achieve steady state does depend on laser intensity 

and therefore the LIF signal during this time, which is proportional to the upper-state 

population, depends on laser intensity. If this time is a significant fraction of the pulse 

duration, then even for a fixed density of resonant atoms, a significant variation in LIF 

signal will result when pump laser intensity varies in space along the cross section 

of the pump laser sheet. This artifact can be minimized by time-integrating the 

LIF signal only following the anticipated time required for the upper state to reach 

steady state, or by ensuring that the saturation time is a negligible fraction of the 

pulse duration. Alternatively, the rate equation describing the upper state of the 

LIF system can be solved as a function of pump laser intensity. The integral of this 

solution over time can then be used to normalize the LIF signal. In principle this 

method correctly reduces to either the linear or saturated limits, however, it requires 

quantitative knowledge about the pump laser intensity, since the rate equations are 

sensitive to a threshold intensity / 0 unique to the specific LIF scheme used. 

A more problematic source of error when considering PLIF in the saturated laser 

intensity regime is introduced by temporal, spatial, and spectral wings in the intensity 

profile of the pump laser. Although the laser pulse is usually modeled as a step 

function in time, in reality the pulse is complex, consisting of several tern~poral pulses 

vvith wings where the intensity may drop well below the threshold where the strong 
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field limit is valid. During these periods, the upper-state population will depend 

on laser intensity and therefore the contribution to the time-integrated LIF signal 

during the temporal wings of the laser pulse introduce error under the saturated 

laser intensity approximation. This same problem arises due· to spatial wings in the 

intensity profile of the pump laser. If the intensity at the spatial peak of a focused 

laser beam is sufficient to saturate a transition of interest, the intensity in some region 

of the spatial wings of the profile is certainly not. The contribution to the LIF signal 

from spatial regions illuminated by the wings of the intensity profile therefore also 

introduce error. Finally, in an interaction volume where the resonant frequency varies 

(due to Doppler shift) over a range which is wider than the spectral width of the pump 

laser, the intensity of the pump laser in regions of the spectral wings is weak even 

if the intensity at the spectral peak is sufficient to saturate the transition. Again, 

this results in error if the saturated intensity approximation is applied to PLIF signal 

detected from regions illuminated by the spectral wings of the pump laser profile. 

A.8 Power broadening in the long pulse limit 

In the long pulse limit, defined here by A21 (1 + ,.,,(v))tp > 1, equation 0.75 can be 

used to estimate the threshold intensity Is which divides the linear regime from the 

saturated regime. This intensity is given by 

91 87r2 hv~1 Jvo Is ~ --------
91 + 92 c2 

(0.87) 

where Jz;0 is the spectral linewidth of the pump laser, neglecting collisional and 

Doppler broadening, and the peak magnitude of the linesha.pe function £( z;) is given 

by l/7rJu0 . If the pump laser intensity used is well below this threshold value, then 

the resulting LIF signal will be linearly dependent on laser intensity, and if the pump 

laser intensity is greater than this threshold value. the LIF signal will be independent 

of laser intensity, reflecting the existence of a saturated upper state. Even without 

varying the laser intensity to directly verify its influence on LIF signal, the spectral 
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linewidth of the LIF signal may be used to detect whether the pump laser intensity 

is linear or nonlinear. 

To see how this works, consider that equation 0. 7 4, the general solution for the 

upper-state population immediately after the application of the pump laser pulse, can 

be written as 
0 Ioc2 gz 

N2 (v) = N1 h 3 S(v), 
87r l/21 gi 

(0.88) 

where the dependence of N 2(v), and therefore LIF signal, on pump laser frequency is 

contained in the normalized lineshape function 

with 

S(v) 
S(v) =a a+ S(v) 

87rhv~1 gi 
a= . 

Ioc2 gi + gz 

(0.89) 

(0.90) 

In general, this lineshape function is difficult to simplify, since S(v) is a convolution 

integral given by equation 0.54. For the purpose of illustrating the qualitative influ­

ence of laser power on its shape, however, it is convenient to consider a regime in 

which S(v) is a Lorentzian function £(v) with a HWHM t5v0 , as in the case of a PLA 

plume collisionlessly expanding into vacuum where .C(v) is the lineshape of the pump 

laser. It can be shown that in this case the lineshape S(v) is also Lorentzian, with a 

HWHM t5~0 given by 

(0.91) 

For sufficiently low pump laser intesity, '5~0 reduces to the width of the pump laser 

lineshape, t5v0 , which is independent of laser intensity. However, with increased laser 

intensity, the linewidth grows, an effect commonly refered to as power broadening. 

For lineshape functions S(v) which are not Lorentzian, power broadening at high 

laser intensity is similar, although a solution for the linewidth cannot as easily be put 

into closed form. Evidence of LIF signal with a spectral linewidth greater than the 

the width of S(v) indicates a pump laser intensity which is nonlinear. 
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Appendix B The DSMC method 

B.1 Generation of a background gas 

The velocity distribution function appropriate for an equilibrium gas is given in Carte­

sian coordinates by 

(0.92) 

with -oo < Vx, Vy, Vz < oo, and Vp = J2kT /m. There are several Monte Carlo 

methods available to generate an ensemble of particles consistent with this function. 

One could generate each velocity component seperately by direct integration using 

b'.l I I 2_ lvp e-u2 du= erf( ~) = R, 
yf7r -= Vp 

(0.93) 

where R is a random number satisfying 0 < R < 1. The speed component jvi I can 

then be obtained from tabulated error function data, with the sign of Vi determined 

using a second random number. This method is computationally inefficient because 

a data table must be searched to find the value jvil that best satisfies equation 0.93. 

For Monte-Carlo simulations, the best method is the one that is most computa­

tionally efficient, even if somewhat indirect. To this end, one can obtain each velocity 

component by integration if it is treated as a one-dimensional projection from a two­

dimensional velocity. In a two dimensional subspace, the probability P(v)dv of a 

particle having a speed between v and v + dv is given by 

1., - 112 

P(v)dv=~e v~dv, 
Vp 

(0.94) 
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which can be integrated to give 

r= 2 2 

Jo P(v)dv=l-e~P ='R1 , (0.95) 

so that v = vPJ-log(R1 ) for the velocity in the two dimensional space. Since the 

orientation in this subspace is random, it can be chosen as as the x, y plane so that 

(0.96) 

and 

(0.97) 

The velocity component Vz may be treated as a projection from a virtual two­

dimensional subspace, giving 

(0.98) 

This method only requires four random numbers to generate all three velocity com­

ponents and requires no look-up tables. 

Positions for gas particles are generated by integrating the cylindrical spatial dis­

tribution function 

P(r,z)drdz = R;Drdrdz, (0.99) 

where R is the radius of the cylindrical volume. This gives r = RVR1 or x = 

RVR1cos(27r'R2) and y = RVR1sin(27r'R2). The axial position is given by z = DR3 

where D is the cylinder's length. The position of each particle therefore requires three 

random numbers. 
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B.2 Generation of plume particles 

The velocity distribution function appropriate for an ensemble of particles generated 

by thermal effusion is given by 

(0.100) 

with -oo < Vx,y < oo and 0 < Vz < oo. The velocity components Vx and Vy may be 

obtained for each particle using the method previously described for a background 

gas, while the z component of velocity may be obtained by direct integration, giving 

Vz = vPJ-log(R3 ). Only three random numbers are required to specify all three 

velocity components. 

The position of each plume particle is initialized to x = rsVR1cos(27rR2 ) and 

y = r 8 VR1sin(27rR2 ), with z = Vzb..tR3 • The z position is not initialized to exactly 

zero to account for the uncertaintly in when during the time step the particle was 

desorbed. 

B.3 Treatment of collisions using DSMC 

The treatment of collisions is the heart of the DSMC method. At each time step a 

number of collision pairs, given by 

N 2 F( O'Vr )maxb..t 
Npairs = -------

211;, 
(0.101) 

is randomly selected in each cell, where N is the number of simulation particles in the 

cell, F is the number of real atoms that each simulation atom represents, ( O'Vr )max 

is the greatest value of collision cross section x relative velocity experienced in the 

cell, D..t is the time step, and 1<, is the volume of the cell. Bird recommends that 

the quantity N 2 be replace by N N to account for statistical fluctuation, however, for 

very unsteady flow N is not well-defined. 

Having randomly selected Npairs collision pairs, a pair is ''accepted and a collision 



209 

executed if n < O"Vr I (avr )max, otherwise the pair is "rejected and the two particles 

are not disturbed. The quantity ( O"Vr )max is a parameter that is updated for each cell 

every time step after first being initialized to a some reasonable value. For optimum 

computational efficiency, the initial value should be small enough that at least a few 

updates occur in each cell during the simulation. 

VHS cross sections are based on the empirical observation that the viscosity µ of 

a typical gas is related to the temperature by µ(T) = µref(T/Tref )w where µref is the 

viscosity at some reference temperature Tref· This functional form of the viscosity 

has theortical foundations in Chapman-Enskog theory, which considers perturbations 

of the distribution function about a Maxwellian. The parameters w and µref may be 

obtained for a wide variety of atoms [79]. 

It can be shown that the diameter of a VHS molecule is given by 

d _ 15 (m/7r) 112(kTref )w 
- 8 f(9 /2 - W )µref E~-l/2 ' 

(0.102) 

where Et = mrv;/2 is the relative translational energy of a collision pair with mr 

defined as the reduced mass of the pair. The cross section a is then a = 7rd2 • For 

collisions among unlike molecules, the mean collision diameter may be used so that 

B.4 The Larsen-Borgnakke model 

When molecules with rotational and/or vibrational energy collide, translational mo­

mentum is conserved but total translational energy is not. The Larsen-Borgnakke 

method provides a computationally efficient way to treat collisions among such molecules. 

The close spacing of rotational energy levels ( 6.Er < < kT) allows the rotational en­

ergy of a diatomic molecule to be treated as if the molecule has two internal degrees 

of freedom, each of which tends to acquire an energy kT /2 in equilibrimn. ·when a 

molecule with two internal degrees of freedom having a combined energy Ei~t collides 



210 

with another atom, its internal energy after the collision El~t can be determined by 

1' 1 R 
Eint = (Eint + Et)(l - 5/2 ), 

-W21 
(0.103) 

where w21 is the average of the parameters w1 and w2 appropriate for each molecule 

and Et is the relative translational kinetic energy of the pair before the collision. 

Equation 0.103 which is valid whether or not the second molecule has internal energy, 

has been rigorously proven to produce the correct equipartition of energy. If the 

second molecule has no internal modes then E~ = Et + Elnt - El~t, however, if the 

second molecule also has two internal degrees of freedom, its internal energy after the 

collision is then given by 

21 · 2 ')( R Eint = ( Eint + Et 1 - r-: j ) 
0 2 - W21 

(0.104) 

d E - E' E 2 E 2' an t - t + int - int. 

In general one or both of the molecules may have more than two internal rotational 

degrees of freedom. The energy El~t of molecule with (1 internal modes after a collision 

can be determined by sampling from the normalized probablity 

P(El' ) = (i/2 - W21 + 1/2 ( El~t ) (i/2 - W21+1/2 (1 - El~t ) 
int (i/2 - 1 Elnt +Et + 3/2 - W21 Elnt +Et ' 

(0.105) 

leaving E~ = Et + Elnt - El~t for translational energy. If the second molecule has 

( 2 > 2 internal rotational modes then the energy E'f~t can then be determined by 

sampling from the normalized probablity 

P( E2' ) = (2/2 - W21 + 1/2 ( E'f~t ) + (2/2 - W21 + 1/2 (1 - Ef~t ) 
int (2/2 - 1 E'fnt + Ei 3/2 - W21 E'fnt + Ei 

(0.106) 

or, if 172 = 2. by using equation 0.104. The translational energy afterward is then 

Et= E; + E~it - E'f~t· 

Unlike rotational levels, the spacings between vibrational levels are not closely 

spaced, so treatment of vibrational energy transfer requires a slightly different ap-
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proach, but the sequential assigment of energy to successive internal modes remains 

the same. Suppose, for example, equation 0.103 is used to determine the rotational 

energy of the first molecule after the collision, leaving energy E;. The vibrational 

level of this molecule after the collision i' can be determined by sampling from the 

normalized probability 

( .,) if:).Ev 
p i = 1 - E' 'f:).E ' 

t + i v 
(0.107) 

where f:).Ev denotes the energy spacing between vibrational levels. This process leaves 

Et = Et+( i-i')f:).Ev which can be used in the place of E; in equation 0.104 or equation 

0.106 to determine the rotational energy of the second molecule, whose vibrational 

energy can then be determined. Having assigned the final rotational and vibrational 

energy for each molecule, the final energy Et is then divided between the two particles 

such that momentum is conserved. 

As a DSMC simulation progresses, the rotational temperature of a diatomic gas 

is simply obtained by assuming 2 thermal degrees of freedom, that is Trot = Er / k. 

The vibrational temperature is not as easily obtained. However if one assumes that 

the vibrational levels are populated according to a Boltzmann distribution, then the 

population of state i should satisfy 

( ) iEv 
Zn N· = C- -

i kT' (0.108) 

where C is a constant. A least-square fit to this function using all levels for which 

Ni > 0 can therefore be used to define a vibrational temperature. 

B.5 Bi-molecular chemical reactions 

A typical bi-molecular chemical reaction takes the form A+ B B C + D and the rate 

equation governing the concentration of species A is given by 

(0.109) 
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where k1 and k2 take the form 

-Ea 
k(T) = AT'l)ek'I', (0.110) 

where A and 'r/ are constants and Ea is the reaction's activation energy. These pa­

rameters are tabulated for a wide variety of reactions. Bird has demonstrated that a 

reaction cross section of the form 

(0.111) 

produces a forward reaction rate of the form in equation 0.110 if Ee > Ea, C2 

ry-1 +w12, and 

(0.112) 

where Ee is the sum of the translational, rotational, and vibrational energies of both 

colliding molecules, ( is the average number of internal degrees of freedom contribut­

ing to Ee, and Eis a symmetry factor that equals one if ( 1 = ( 2 , otherwise equals two. 

The probability of a reaction, assuming Ee > Ea is then given by 

A sample from this distribution determines whether a selected pair chemically reacts 

before the available energy is redistributed. If so, the energy is reduced by Ea and 

the collision is completed as previously described. By inspection, the probability for 

a reaction is maximum for 

Ee= ( + 3/2 - W21 Ea 
1 -w21 - 'r/ 

(0.114) 

and drops to zero if Ee is much greater than or much less than this value. Typically 
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