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ABSTRACT

The transistion probabilities of twenty-nine lines of Fe I
have been determined by combining (1) the measurement of the branching
ratio for all the known transitions which depopulate a level with
(2) the measurement of its lifetime.

The lifetime was obtained by the beam-foil time-of-flight
method. Iron atoms accelerated to an energy of 500 kev were excited
by letting them traverse a thin carbon foil. The variation of the
light emitted in a particular transition was measured as a function
of the downstream distance from the foil to determine the lifetime
of the upper level of the transition. The levels studied were
restricted to energies higher than 6 ev. to avoid cascading repopu-
lation.

For the branching ratio measurements, the iron levels were
excited in a hollow-cathode discharge. Two monochromators were used
to measure simultaneously (1) the intensity of each known transition
from the level under investigation, and (2) the intensity of a ref-
erence line to monitor the population of that level.

The transition probabilities obtained are compared with
other recent measurements by different techniques. As far as the
limited overlap permits comparison, agreement is found among these
results.

Comparison with the Corliss and Tech compilation indicates:

1. The CT tables are in error by an amount that increases
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with the excitation energy of the upper level.
2. The CT tables yield reliable branching ratio for the
strongest lines. However, deviations up to a factor of

three may occur for the weakest branches.

The new transition probabilities are used to determine
a photospheric solar iron abundance. The result obtained supports
the high iron abundance determined by Garz et al. in agreement with

the corona values.
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1. BRIEF OUTLINE OF THE THESIS

This thesis deals with the determination of transition
probabilities for lines emitted from highly excited (E > 6 ev.) states
in Fe I. The introduction, Section 2, reviews the concept of transi-
tion prdbability and its usefulness, especially in astrophysics where
it is necessary for abundance determinations of elements from stellar
spectra. The motivation of this experiment is then presented,
including a short history of the events behind the iron transition
probabilities compiled by the NBS and their absolute scale.

In Section 3 a short theory relating the concepts of transition
probability, lifetime of a level and oscillator strength or "f" value
is given. The transition probabilities are absolutely determined if
the lifetime of the level and the branching ratio of the transitions
originating in that level are known. These two quantities are to
be determined experimentally in this work. 1In Section 4 and as
introduction to the lifetime measurement the principles of the beam-
foil method are outlined, with some computations related to the
conditions existing in the experimental setup used for the measure-
ments. The actual measurement of the lifetimes is reported in
Section 11, at the end of the thesis. Because it is felt that the
conclusions reached in the paper in Section 11, eVen when accurate
at the time the paper was written, now seem incomplete and incon-
clusive under the light of results recently published, in Section S
special remarks dealing with the conclusions of the lifetime paper
are included.

Section 6 is devoted to the determination of the branching
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ratio of the transitions from the levels whose lifetime was measured.
To transform the photon intensity measurements into branching ratios,
the relative efficiency of the detecting equipment as a function of
wavelength is needed. This efficiency was obtained separately. The
method used is described and the results reported in Section 10.

This section is not a part of the main text, so it play the role of
an appendix. In Section 6 the experimental uncertainties present

in the branching ratios and the possible presence of self-absorption
in the source are studied. In Section 7 the results and uncertainties
of the lifetimes and the branching ratios are combined, and transition
probabilities are obtained.

In Section 8 the transition probabilities obtained in this
experiment are compared first to results available from recent
experiments and then to the data in the Corliss and Tech (1968)
compilation (hereafter referred to as CT). In the same section
several possible explanations of the errors present in the CT
compilation are then proposed and examined. Section 9 is an appli-
cation of the measured transition probabilities to obtain the
abundance of iron in the sun. Comparison with recently published

values is there made.
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2. INTRODUCTION

An atom in an excited state has a certain probgbility of
making a transition to a lower state and simultaneously emitting
radiation. The transition probability A$ is defined as the prob-
ability per unit time that an atom initially in the excited state
m will spontaneously (without external influence) jump to the lower
state n, with emission of radiation.

Transition probabilities are very useful to determine tem-
peratures and densities of radiating atoms in hot gases and plasmas.
They have an important application in astrophysics where they are
used to determine the abundance of elements in solar and stellar
atmospheres.

Tt would be possible to obtain theoretically the transition
probabilities for permitted lines if the electric dipole matrix
element could be calculated accurately. Because the matrix element
depends stfongly on small changes of approximate wave functions,
for the complex atoms, where the wave functions are poorly known,
it i1s preferred to obtain the transition probabilities experi-
mentally.

A bibliography on the available agtomic transition probabilities
has been published by the National Bureau of Standards (Miles and
Wiese, 1970). A good summary of the most common experimental methods
used to obtain transition probabilities is given by Wiese (1968a)

and Foster (1964).



This experiment, designed to yield values of transition
probgbilities for lines in Fe I, has not been undertaken due to
the lack of transition probabilities for this element. The impor-
tance of the spectrum of neutral iron in astrophysics has been
recognized for a long time and many man-hours have been devoted to
obtain, evaluate and compile those transition probabilities.

The motivation for this experiment came indirectly from the
long standing disagreement of the solar iron abundance obtagined
from measurements in the solar corona and in the photosphere, the
determinations disagreeing by factors of 10 to 20. This difference
could not be explained easily by the normal uncertainties that ac-
company the experimental and observational parameters required in
an abundance determination. So, it was not unreasonable to assume
that the difference was a real phenomenon that had to be explained
in terms of physical processes taking place in the sun. However,
to believe that this was the actual situation required full con-
fidence in the methods and auxiliary quantities employed in the
abundance calculation. Unfortunately, the setting was far from
perfect. The available iron transition probabilities were sur-
rounded by a cloud of skepticism. In order to understand why the
transition probabilities could be a source of disbelief, it is
necessary to review briefly how the widely used NBS compilation
originated and developed.

During more than thirty years a very extensive program of

intensity measurements was carried at the National Bureau of
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Standards that ended with the publication (Meggers et al, 1961) of
intensity measurements on 39,000 lines of 70 elements in the wave-
length range between 2000 A and 9000 A. As a light source they

used a low current (10 A.) free burning arc between copper electrodes
to which the element under study was added in a ratio of 1:1000.

They determined peak intensities (wide slits were used so that the
total intensity was proportional to the flat peak intensity) by
standard photographic photometry.

To convert these line intensities into transition probabilities,
Corliss and Bozman (1962) (hereafter referred to as CB) determined
"effective" arc temperature by comparing the line intensity measure-
ments to relative transition probabilities available in the litera-
ture. Then, assuming thermodynamical equilibrium, they obtained
relative transition probabilities.

By comparing line intensities of neutral and ionized spectra
to already known absolute transition probabilities and invoking the
Saha equation, they determined the degree of ionization of eleven
elements, and determined an electron density in the arc of ~lOl4/cm5,
Then, they compared their relative transition probabilities to known
absolute values and determined an absolute scale. However, they
noticed that lines from highly excited states appeared stronger than
what ﬁas expected if the upper level was populated accordingly to the
Boltzmann distribution function. Because Meggers et al. (1961)
had obtained the intensities by admitting into the spectrograph
light from all the regions of the arc, Corliss and Bozman (1962)

reasoned that the overpopulation of the high energy states was due
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to an gbnormel excitation near the arc electrodes. To correct
this problem they folded into their absolute scale a normalization
function. This CB normalization function is equal to one in the
range 2.25 ev.< E < 6 ev. and decreases for E > 6 ev. It decreases
also for E < 2.25 ev. because levels with these low energies are
excited in the low temperature regions which occupy a larger volume
of the radiating gas. The good agreement found between this abso-
lute scale and the scale determined theoretically by normalizing
relative f values in order to obey the f-sum rule (Allen and Corliss,
1963) gave confidence in the use of the (B normalization function.
Corliss and Warner (1964, 1966) reported new measurements
for many more (fainter) lines using arc and spark sources with
pure iron electrodes. In this work only light from & very small
region between the electrodes was admitted into the spectrograph,
However, they also noticed an overpopulation of the highly excited
states, and in order to obey the f-sum rule they had to use the
same CB normalization function, but in this occasion they did not
find an explanation for the departure of the population of these
states from the Boltzmann distribution. Besides their own measure-
ments, they reduced and incorporated into their publications all
the "reliable" published data, intensities and relative gf values.
All these data were normalized to the modified sbsolute scale em-
ployed by Corliss and Bozman. By doing this they obtained many
absolute éf determinations, often more than one for a transition,

and recommended a "best" value, usually the unweighted mean of the
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different determination. These values were the basis for most of
the iron abundance determinations published in the period between
1966 and 1969.

However, in 1964 Warner, and after him Withbroe (1967),
calculated solar curves of growth for Fe I using oscillator strength
reduced to the CB modified absolute scale. The results showed an
anomalous behavior for lines originating in levels with energy
greater than 6 ev.

Dr. Robert B. King, who for a long time had been measuring
f-values at Caltech using the atomic beam method and was responsible
for some of the absolute measurements used by Corliss and Bozmann
to determine the absolute scale, recognized the problems involved
in determining the congentration of atoms from his absorption
furnace, and suggested the use of the beam-foil method developed
by Bashkin (1964) to measure the lifetime or total transition
probability of the Fe I levels and in this way determine the abso-
Jute scale and test the validity of the CB normalization function.

Huber and Tobey (1968) measured some osciilator strengths
of Fe I, Cr I and Cr II lines using absorption spectroscopy on a
pressure-driven shock tube. Comparing their results to the values
published by the NBS (Corliss and Warner, 1964, 1966) they found
(1) a difference in the absolute scale of approximately s factor
of 8, and (2) that the highly excited states in the CB and CW arc
and spark followed a Boltzmann distribution (no deviation from TE)

and so there was no need for the use of the CB normalization function.
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This experimental evidence and the findings of Warner and Cowley
(1967) from a theoretical study of a model arc, led to the publi-
cation by Corliss and Tech (CT) (1968) of a compilation of transi-
tion probdﬁilities for Fe I line normalized to the CB absolute
scale but with the normalization function removed for E > 6 ev.
However, CT disregarded the discrepancy in the absolute scale found
by Huber and Tobey because they did not have confidence in the
determination of the density of atoms in the shock tube. So, by
comparing the CT compilation to the results of Huber and Tobey

one finds the ratio %§§~'8 independent of excitation energy.

The results of the lifetime measurements from the present
experiment were presented in 1968 (Martinez et al, 1968) and
appeared in the literature in 1969 (Whaling et al, 1969). (A copy
of this article appears as Section 11 at the end of this thesis.)
These results disagree with Huber and Tobey (1968) and also with
Corliss and Tech (1968). The discrepancy strongly depends on the
energy of the upper level and raises questions about the population
distribution implicitly assumed in the CT compilation.

Since then other measurements (Garz and Kock, 1969a; Bridges
and Wiese, 1970) have confirmed that the findings reported in this
thesis are correct. Garz et al (1969b) also showed that the measured
transition probabilities are indeed in the right direction to solve
the solar iron abundance discrepancy.

If the relative transition probabilities for lines of different

upper levels obtained from the CT compilation are in error, it is of



interest to know how reliable are their relative transition prob-
abilities for lines with a common upper level. Corliss and Warner
(1964, 1966) had recommended for each transition a "best" gf value
that came from a mixture of different results obtained from different
experiments, each with its own uncertainties and systematic errors.
Furthermore, several investigations (Withbroe, 1967; Grasdalen et al,
1969) had reported a wavelength dependent error in the Corliss and
Bozman absolute scale. So, as part of this program it was felt
worthwhile to measure the branching ratios for all the transitions
coming from those levels whose lifetime had been measured by the
beam-~foil method. This phase of the experiment would then a) test
the reliability of the Corliss and Tech relative transition prob-
abilities, and b) yield reliable absolute transition probabilities

for each individual line, independent of any other work.
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3. THEORY

Tt is possible to obtain, using time dependent perturbation
theory, a theoretical expression for the spontaneous transition

probability A’i (see Wiese, 1968a)

m 64ﬂ4vin 1 j 2
3hc m
k,4

where gm = 2Jm + 1, hvmn = Em- En is the energy of the transition
and Q is an operator. The sum indices run over the 2J + 1 substates
of both levels. For "allowed" transitions, Q represents the electric
dipole operator er with e being the charge of the electron and T
refers to the atomic coordinates. Because of the nature of the
operator, in order to calculate the matrix element it is necessary
to know accurately the wave function of both states m and n. Here

is where the uncertainties arise in complex atoms, approximate
methods not yielding useful results.

When the electric dipole matrix vanishes, 1.e. both wave
functions have the same parity, higher order transitions can occur.
Because they are rather slow, the magnetic dipole and electric
quadrupole transitions being respectively 105 and lO8 times slower
than electric dipole transitions, they are called "forbidden"
transitions. These transitions are important in tenuous gases, such
as the solar corona where the de-excitation collision rate is slower

than the rate of radiation from forbidden transitions. Because in
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the corona one finds highly ionized atoms of iron, which reduces
the complexity of their electronic structure, and because of the
nature of the magnetic dipole operator, which does not change the
radial part of the wave function, it is then relatively simple and
accurate to calculate transition probabilities for forbidden lines
of the solar corona. Thus the iron abundance derived from the
solar corona is not subJject to the uncertain transition probabil-
ities that plague the photospheric abundance determination.

From the experimental point of view, the interest lies in
how the transition probability is related to the observed spectral
intensity of a transition from a source. For an optically thin
(emitted intensity proportional to the source thickness) source
of depth £, the observed radiation intensity IO (energy emitted
per unit area, time and solid angle) due to transitions of atoms

from excited state m to lower state n is given by

I=f Td = = N A%hy 2 (2)
o} § vV 4 m n mn
line

profile

where Nm is the number of atoms per unit volume in level m.
When one measures not the energy emitted but the number of
photons of a given energy being emitted, then one talks about the

photon intensity
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The measurément of the photon intensity IPi of each of the transi-
tions down from a common level m, when done while the population
of the level m is maintained constant by collisional excitation,
is equivalent to the knowledge of the relative transition prob-
abilities or branching ratios

A"

Y/

5 AL - Ipi/i I
k Ak ) k Pk
for those transitions.
To ndrmalize these relative transition probabilities into
an absolute scale one can use the lifetime of the upper level.
How can tﬁese two quantities be connected? Suppose that initially
there are Nm undisturbed atoms in an excited state m which is
unable to repopulate itself, and there are several lower states n
to which a transition can occur. If the radiative mode is considered
as the only important mode of depopulation (both particle and photon

collision processes considered negligible) then the decay is gov-

erned by

de m
at - -Nm g An (3)

or

N_(t) = N _(0) exp [-t Aﬁ ]

If Tm or the lifetime of level m is defined as the time

required for the level to decay to e-l its initial population, then
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m =1
T, = (;An) (1)
and then
I
P
5.3 T (5)
m E Pk

So it is possible, by using the lifetime of the level, to
normalize the photon intensity measurements of the transitions
from that level and obtain absolute transition probsgbilities.

Because of the common usage in gbsorption experiments of the
Ladenburg oscillator strength or f-value more than the transition
probabilities, the concept of oscillator strength is introduced
now. The absorption oscillator strength fnm represents the number
of classical oscillators per atom in state n, necessary to absorb
the same amount of energy actually absorbed by the atoms in their
transition from lower state n to higher state m.

Any textbook on the subject gives the derivation of the
relation between the emission A's and the gbsorption f's (e.g. Wiese,
1968a). The final relation is:

22 2
i 8n e an
gm An =T 32 gn fnm (6)
me

or, inserting numerical values:

m -8 .2
g, An = 1.499 x 10 A gn fnm (7)

with N expressed in microns (lu = 10% ﬁ).
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As a summary, 1t is important to remember that usually the
quoted f's are absorption oscillator strengths and the g with them
refers to the lower level statistical weight, while the g with the

transition probability is the statistical weight of the upper level.
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4. THE BEAM-FOIL METHOD

A good review of the beam~foil source and its application
to the measurement of atomic lifetimes is gvailable in the liter-
ature (Bashkin, 1968; Whaling, 1968). What follows will give a
summary of the principles and relevant features of the method.

Tons of the element under study are accelerated to a known
energy and admitted to an evacuated target chamber where they are
made to traverse a thin foil, usually made of carbon because of its
ruggedness and low Z which reduces scattering. While traversing
the foil the ions suffer a large number of collisions and reach
equilibrium in excited and ionized states. They emerge from the
foil traveling in vacuum at a constant and almost uniform velocity
and decaying spontaneously from those excited levels with the
consequent eﬁission of radiation. A measurement of the intensity
of a particular transition as a function of the distance from the
exciting foil is equivalent to a measurement of the population of
the decaying level as a function of time. From this decay curve
the lifetime of the level can be inferred (time of flight technique).
The method is applicable to highly excited and/or highly ionized
species not attainable in any other source.

For this experiment & 0.1 p amp Fe' bean (~6 x 10°T PT%/ge0)
was accelerated to an energy of 500 kev, or to a velocity of
1.88 x 108-cm/sec (~0.004c) and was made to strike a carbon foil

that had a nomingl thickness of lougr/cm2 (~400 K). It takes
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about 10_14 sec. for the particles to traverse the foil. So, the
position and time of the excitation of all the particles is well
defined.

The beam used had a cross sectional ares of 0.02 cm® (L x 2m),

S part

so the beam density amounted to ~2.5 x 10 /cm3 at any point

in the beam. The target chamber evacuated to 2 x lO-Gmm Hg
had a residual gas particle density of around 7 x lOlO part/cm3
(mean free path of ~1.5 Km ). Due to the low particle density and
low radiation density, stimulated emission, both radiation induced
and collision induced, including excitation of beam particles by
collision with residusl gas mqlecules, followed by spontaneous
emission, are completely negligible and the light radiated from the
beam is entirely due to spontaneous transitions from the levels to
which the atoms were excited while crossing the foil (Bickel, 1967).
It is possible, by adjusting the energy of the ions, to
maximize the ionic species under study emerging from the foil
(Smith et al. ,1969). It is not possible, however, to control the
degree of electronic excitation of a given ion. So, when measuring
lifetimes of low excited levels, frequently it is found that the
level under study is being repopulated from upper states (cascading),
resulting in an enhancement of intensity and a complication of the
decay curve. The strongest iron line identified in the 500 kev
beam-foil spectrum as shown in Table 1 of Section 11 is A045.82.
The experimental decay curve obtained for this transition is complex,

which indicates that its upper level, y3 F40(56686 cm-l) is being
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repopulated by transitions from higher levels. It is possible,

in principle, to adjust a sum of exponentials to the experimental
decay curve and obtain the sought lifetime. However, for this
particular transition the decay curve was obtained for bombarding
energies of 200, 400 and 500 kev; and for carbon foil thicknesses
of 5, 10 and EOugr/cmg. The analysis of the decay curves obtained
did not yield a value for the sought lifetime which was independent
of these experimental parameters. Because of this problem, the
lifetime measurements were limited to levels with excitation ener-
gies greater than 6 ev. For all the levels presented in Section 11
the decay curves were simple and no ambiguities were detected when
the experimental parameters were changed.

In addition to cascading, there is another problem which
has its origin in the nature of the experimental ﬁethod (see Fig. 1).
The intensity of a particular transition 1s detected looking at
the beam perpendicular to its direction of motion. The finite
angle subtended at the beam by the collecting lens introduces a
Doppler width in the observed line. This broadening sets a limit
on the possible spectral resolution that can be attained.

The description of the lifetime measurements and the results
obtained were published in 1969 (Whaling et al.). A copy of that
paper has been printed at the end of this thesis and is referred
to as Section 1ll. Because in the paper there is no schematic of
the experimental setup used to perform the lifetime measurements,

one has been included as Fig. 1. Now it is felt that the analysis
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carried in Section 11 is incomplete under the light of new in-
formation, so some remarks about those conclusions are made in
Section 5. Since the publication of this paper, new measurements
of the lifetime of the same levels have been performed at Aarhus

by T. Andersen (1969). His unpublished results are listed in

Table 1.
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5. REMARKS ABOUT GOAL AND CONCLUSIONS REACHED
IN THE LIFETIME EXPERIMENT (Section 11)

Initially the lifetime experiment was undertaken with the
idea of finding the right absolute scale for the Fe I transition
probabilities. After the lifetimes were cbtained, it was found
that the ratio of a lifetime measured experimentally to the life-
time computed from the transition probabilities from the CT compi-
lation depended strongly on the excitation energy bf the level as
shown in Table 2 of Section 1l. But still in the lifetime paper,
the idea that the only adjustment necessary to fix the CT data was
a simple change of the absolute scale was still alive, especially
after the results published by Huber and Tobey (1968) which did
not show any energy dependent disagreement with the CT compilation.
So, an average of the ratios Texp/TcT was obtained from all the six
levels measured, concluding then that the transition probabilities
listed in the CT compilation were too high by about a factor of 9,
in close agreement with the Huber and Tobey results. However, it
was stated there that due to the different ratios found for the
lifetimes, far  from constant, it was possible that the popu-
lation distribution assumed by Corliss and co-workers in trans-
forming intensities into transition probabilities could be in error.
At the time it was not possible to derive any other conclusion
because the data available were limited to a narrow range of energies.
New recent determinations of transition probabilities of lines with

a wider range of upper level energies which will be discussed in
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Section 8, have shown that the CT compilation cannot be corrected
applying a constant factor: the factor by which each transition
probability in their compilation is in error is a function of the
energy of the level from which the transition originated. $So in
Section 11, the talk about the search for a constant factor should

be disregarded.
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6. MEASUREMENT OF THE BRANCHING RATIOS

6.l ixperimental Equipment

A+  The Source
Figure 2 shows a diagram of the hollow cathode discharge

tube used in this experiment. The cathode was a cylinder of Armco
iron 75 mm long and 12.5 mm diameter with a canal 3 mm in diameter
along its axis. The anode, a stainless steel sleeve 25 mm wide and
50 mm in diameter, was concentric with the cathode. The quartz end
windows were kept 15 cm away from the discharge td avoid any iron
deposit on them through sputtering. The aluminum water-cooled body
was very effective on keeping the temperature of the cathode down
(no red glow was seen in the cathode during operation). Because of
the low temperature, it is believed (Tolansky, 1947) that the iron
atoms were detached from the cathode and then excited through ion
bombardmeﬁt_rather than thermal evaporation. So the iron atoms
were an impurity compared to the atoms of the carrier gas. To carry
the discharge several gases were tried. Using a cathode with a hole
11 mm in diameter He and Ar were tested. He produced a strong Fe II
spectrum but few and relatively weak Fe I lines (because of its low
mass it has a low sputtering action). With Ar the iron spectrum
showed many strong transitions from the neutral species, and few
and weak Fe II lines.

Using this gas it was possible to see the strongest branches
from the high levels measured in this experiment, but not yet the

weakest ones. A mixture of He and Ar did not prove successful in
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increasing the population of these high levels. But by reducing the diam-
eter of the canal and increasing the gas pressure both by a factor of
4 (to a 3 mm diameter cathode and ~0.5 mm Hg pressure) holding the
current in the discharge constant at 200 ma, the population of
these high levels was increased by a factor of 80. Pressure of the
gas, diameter of the canal and current of the discharge were inter-
related parameters and it was not possible to reduce, for the 11 mm
canal, the gas pressure below 0.2 mm Hg at a constant current of
200 ma without quenching the discharge in the cathode. To go below
that threshold pressure, the discharge current had to be incressed.
It is interesting to notice that for maximum brilliance of the lines
from these high levels, the gas pressure had to be the lowest possible
before the discharge came out of the canal into a dim glow between
the cathode and the anode.
The 3 mm diameter cathode was used permanently in the source
for the measurement of the branches. Typically, the pressure of
the Argon, measured by a thermocouple gauge and by an oil manometer
(0il with specific gravity of 0.9), was of the order of 1 mm Hg.
The Argon flowed through the source at a rate of 3 cmS(NPT)/minute
and the discharge was run at V ~280V and I ~350 ma. At a power of
~100 watts it was possible to observe lines with A 2_105 sec-l.
The hollow cathode was powered by a motor generator set (1500 V max)
with ballast resistors included in the circuit for stability. Traps
coo;ed to dry ice temperature were included in the gas input line

to remove water vapor from the gas, and in the fore-pump line to
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stop oil coming into the discharge.

Even when the discharge current and pressure were held
constant within a few percent it was observed that the population
of an Fe I upper level, measured by the photon intensity of one of
the transitions from it, would vary slowly by as much as a factor
of 2 during the period of a few hours required to perform the photon
intensity measurements on all the decay channels. This variation
could be due to changes in the amount or composition of the impurities
on the gas flowing in the discharge, or changes in the temperature of
it. In order to correct for this variation it was decided to monitor

continuously the population of the upper level.

B. Optical System
Figure 3 shows a schematic of the optical system. A
4.7 cm digmeter, 16.6 cm focal length quartz lens was placed between
the source and the beam splitter. It magnified the source canal by
approximately a factor of 3.5 at the entrance slit of the spectro-
meters. It was positioned to maximize the counting rate observed
in the Rowland spectrometer.

The light beam splitter consisted of a 5 cm diameter GE-151
quartz wedge with a refracting angle of 009 rad. and a thickness
at the center of 4.5 mm, turned at an angle of ~45° to the light
beam. About lO% o l%,depending on wavelength (GE fused quartz
catalog) of the light traversing the splitter, was reflected from
the front surface of the wedge and a similar amount from its back

surface. The light reflected from the front surface was directed
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to the entrance slit of a McPherson monochromator used to monitor
the population of an Fe I upper level by observing continuously one
of the transitions from it. The distance from the front surface of
the wedge to the entrance slit of the McPherson monochromstor was
made equal to 50 cm, equal to the distance from the front surface
of the wedge to the entrance slit of the Rowland spectrometer.
Light from the back surface of the wedge diverged from light from
the front surface of it and 1t was possible to discriminate against
it at the entrance slit of the monitor.

| Being a thin prism, the wedge deflected and dispersed the
light beam that crossed it. Light of A5460 suffered a deflection
of 2 mm at the entrance slit of the Rowland spectrometer. TFor all
the transitions with g common upper level the change in the index
of refraction between extreme wavelengths was not greater than 0.02
(data from the GE catalog). With a refracting angle of 0.009 rad.
and a distance of 500 mm, one obtains a separation of extreme wave-
lengths at the entrance slit of 90u. Has this separation any effect
on the branching-ratio measurements? It could be argued no, because
due to the finite depth of the source, the radial dependence of the
emission intensity at the source gets washed out at the plane of
the entrance slit. However, to be certain without speculating, the
following check was made: Using as a source the Fe-Ne commerical
hollow cathode (Westinghouse, 20 ma max) and no monitor, the ratio
of the photon intensity of two lines, A3789,18 and A5242.5 of similar

strangth and common upper level but different in wavelength, was
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obtained with the quartz wedge in and out of the light path (see Fig. 3)
being careful on each occasion to realign the optics so that the light
beam going into the spectrometer would be perpendicular to the en-
trance slit of it. The ratios obtained in each case agreed within

the experimental uncertainty.

C. The Detector
The light through the wedge was analyzed by a Rowland
spectrometer. A summary of the characteristics of this instrument
is given in Table 2. The entrance slit width of the instrument was
varied between 40u and lOOH. Line profiles with 50 mﬁ at the half
width were easily obtained at the lowest entrance slit widths used.

The exit slit and photomultiplier tube assembly can be driven
back and forth along a line tangent to the focal curve of the spectro-
meter. Ashenfelter (1967), on page 38 of his thesis, describes the
way this carriage is driven. Because of its variable scanning
speeds one can accurately scan a small section of a spectrum and
look for fine detail.

The light through the exit slit of the spectrometer was
detected by an EMI 9526B photomultiplier tube which has a quartz
window and an S-13 photocathode. The tube was wrapped in magnetic
shielding material and placed in its dry-ice cooled refrigerator.
Light from the exit slit was piped throught the thermal insulation
to the photocathode in an arrangement similar to the one described
in Section 10.2 for the McPherson system. The particular photo-

multiplier tube used here (serial number 5916) has a dark current
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fifty times lower than the average specified by the manufacturer.
The signal from the photomultiplier was handled using con-
ventional electronics. A schematic of the electronics used is shown
in Fig. 4. The preamplifier-discriminator used here was designed
by Mickey et al (1970). The gate generator originally in the design
had been disconnected in the present unit. The instrument was de-
signed to accept counting rates up to 1 MHz without significant

loses.

D. The Monitor

The small portion of light reflected from the front
surface of the beam splitter was allowed to enter through the
entrance slit of a f/5.3 Model 218 Czerny-Turner type McPherson
monochromator (loaned to this lab by Douglas Adv. Research Labo-
ratories) ﬁith similar characteristics to the one described in
Section 10.2 as part of the McPherson system. The light that would
emerge through its exit slit was collected by the photocathode of
an EMI 6256S photomultiplier tube. The signal from it was then
amplified and detected through conventional electronics. A diagram
of the electronics used is shown in Fig. 4.

If the same transition was observed simultaneously by both
systems, the Rowland spectrometer and the McPherson monochromator,
it was found that in order for the ratio of the counting rates de-
tected by the systems to remain constant as the conditions of the

discharge wére varied, it was necessary to reduce the aperture of
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the McPherson monochromator to f/48, equivalent to that existing
in the Rowland instrument, so that both systems would detect photons
coming from the same region in the discharge. The reduction was
performed by placing, in front of the entrance collimator mirror,
a black mask with a 6.25 mm x 2.50 mm rectangular hole on its center.
After that, even when both instruments had similar apertures, the
equivalence was not perfect because the height of the entrance slit
of both instruments was set to 5 mm.

The effectiveness of this scheme was tested by changing
drastically the conditions of the discharge. Even when the line
brightness was changed by a factor of 3, differences smaller than

five percent were observed in the counting rate ratios.

6.2 Experimental Procedure
A. Line Identification

The CT compilation was used to find the classified tran-
sitions out of each of the levels from Table 1. A transition not
listed there is probably so weak that its omission will not affect
the lifetime. Table 3 gives a list of the transition classified
with upper and lower level configuration, level designation and
energy. The multiplet number is shown as found in Moore's Multi-
plet Tables (1945). The level energies, designations and config-
urations are taken from Moore's Atomic Energy Levels (1952).

For each of the transitions the Rowland spectrometer wac set

in the wavelength region of interest, within =* lOE of the sought
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transition's wavelength. Then the exit slit assembly was driven
back and forth for 15 or 20& and the spectrum was recorded on paper
by the chart plotter, using the counting rate meter in the log
scale. This spectrum was obtained with a narrow entrance slit
width (~50u) and discriminating against radiation of unwanted orders
by the use of filters. The filters used in this context were either
the Schott WG-320 or the Corning 7-54. For a description of these
filters the reader is referred to Section 10.2-A.4. Direct com-
parison of the spectrum obtained to an Fe arc spectrum for the
same region, or to the published Fe spectrum from an Fe-Ne hollow
cathode source (Crosswhite, 1958), "usually" gave a one to one
identification for the strong lines. This was a useful start, to
then interpolate the wavelengths and identify all the Fe I lines
listed by Corliss and Tech, and the Fe II, Ar I and Ar IT 1listed
elsewhere (Moore, 1945; MIT Tables, 1939; Striganov and Sventitskii,
1968). By then the transition of interest had been identified with-
out any doubt. A second scan of a narrow region of the spectra,
including the transition to be measured, was then obtained but on
this occasion using no discriminating filter to determine the need
for it. Either the presence of transitions from another order
blending the transition of interest, or an increase in background
that would reduce the signal to background ratio were reasons to
use the filters.

A1l the transitions of this study were identified following

the described method. The only transition not seen at all was
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N2411.56 from level leg to aSFS, classified by Kiess et al, (1960).
On Fig. 5 a spectrum in the region of this wavelength is included.
Perhaps the transition is there but due to the inefficiency of the
spectrometer at that wavelength it cannot be clearly detected.
However, if the background present at A2411.56 is measured, and one
assumes that the signal from the transition is comparable to this
background, so that this number is used to obtain a transition
probgbility (Table 5), the resulting value is already smaller than
the one given by CT (1966) in their compilation.

Because of being blended with Ar lines, two of the transitions
had to be measured using He as the carrier gas in the hollow cathode.
The transition A4309.04 from level y3106 (52514 cm'l) was blended

with Ar IT N4309.11, and transition A4537.68 from level leg

(48383 cm'l) was blended with Ar IT A4537.67.

B. Measurement of the Photon Intensities

Knowing the spectrum for a group of transitions with
common upper level it was then possible to decide which line could
be used as the monitor and what kind of slit widths and filters
were to be used for both instruments. For each group, the transi-
tion with the best signal to noise ratio and best separation from
its neighbors was chosen to serve as the monitoring line, always
choosing a medium size line, avoiding the strongest ones. The
region was then scanned with the McPherson and the instrument was

set at the peak of the monitor line with as wide a pass band as
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possible. These settings in the monitor remained fixed during the
measurements of all the lines of the group.

To measure the photon intensities, the Rowland spectrometer
entrance.slit was set as wide as possible avoiding blends, usually
90pe. If one of the transitions would not tolerate the slit width
because of contributions from a neighboring line, then that line
and another one of the same group which had already been measured
with the wide slit setting, would be remeasured using narrower
slits.

To be sure that changing the entrance slit width of the
Rowland spectrometer did not affect the ratio of measurements of
two branches, the ratio of two lines, 5242.5A and 5789.18&, similar
in strength but different in wavelength, both from fhe same upper
level Zng were obtained with respect to a monitor line, in this
case 5242.5&. For different settings of the entrance slit width
of the Rowland spectrometer -- 40p, 80p, and 120 -- the ratio of
the two lines agreed within the experimental error.

The actual procedure for the measurement went as follows:

The particular transitionounder study was first scanned and recorded
at low speed (usually SEmA/inch of paper in the plotter). With this
detailed spectrum at hand it was then possible to rescan the same
transition and stop the exit slit at the center wavelength in the
flat top of the transition to measure it, or at the wavelength where

the background was to be measured. So, with the monitor set at the

peak wavelength of the monitoring line, and the Rowland spectrometer



Hq e

at either peak or background wavelength of a particular transition,
photons reaching the detectors were counted simultaneously during
20 sec., and repeated three or four times. Because the positioning
of the Rowland spectrometer at the peak or background wavelengths
was delicate and critical, the instrument was repositioned at those
wavelengths several times, and on each occasion the photons were
counted. Agreement among the different measurements within the
experimental error was always required. By this procedure first
the monitor line was measured, then after two or three transitions
were measured, the monitor line would be remeasured; and at the end
the last line measured in a run would be, once more, the monitor
line. This would give a recorded check on the performance and
alignment of the monitoring scheme along that particular run. At
least two complete independent measurements were made for all the
transitions with a common upper level.

For the transitions that had to be measured using He instead
of Ar in the discharge, the following procedure was followed, for
example, when the line A4309.04 was going to be measured the monitor
was set at AN219.36 transition which had also been used as a monitor
when measuring the other branches from the same level with Ar in the
discharge. Then with the Rowland spectrometer both lines, A4219.36
and A\4309.04, were measured against the monitor line. So the rela-
tive branching ratio between the two lines was known independently
of monitor line, always watching for self-gbsorption effects, as

will be seen later. The knowledge of this relative branching ratio
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made 1t simple to incorporate this line to the group already measured
using completely different conditions. The spectrum obtained in the
region M219.36 using He as the carrier gas in the discharge is shown
in Fig. 6.

Because three of the transitions studied had A < 2900&
(N2411.56, N2656.15 and A2669.49) and the Rowland system had been
calibrated only down to 2900&, to carry on the measurement of the
photon intensities for these transitions the Rowland system was
substituted by the McPherson system. (See Section 10.2 and Fig. 17
for details.) Each instrument had one of the LiFp lenses in front
of it, 24.5 cm away from the entrance slits. With this new setting
the following measurements were made: TFor the level xsqg (57070 cm"l)
the transitions A3254.36 and A2669.49 were measured against the
monitor transition A3254.36 in the second McPherson, and for the
upper level XSIS at 57028 cm-l the transitions A3233.05 and A2656.15

were measured against the monitor A3233.05. In this way the relative

branching ratio of two transitions from a same upper level was deter-

0
7

this system, but for the level XSI% where the relative branching

mined. For the level XSI both of its branches were measured using

ratio of A3538.79 to A3254.36 had already been obtained with the
Rowland system, it was necessary to incorporate the new measurement

to the other two.
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C. Example of Experimental Procedure

The left side of Fig. 7 depicts a schematic diagram of
level XBIS.(52655 cm-l) and the two transitions coming out of it,
A3005.3 té level aSHG at 19390 cm—l and A3765.54 to level b5H6 at
26106 cm-l. The right side shows the spectrum obtained at the wave-
lengths of the transitions, using the hollow cathode discharge as a
source. Béth transitions were obtained using the Rowland spectro-
meter in second order and there was no need to use discriminating
filters in either case. The transition A3005.3 was recorded using
an entrance slit width of 80u, and the A3765.54 transition with an
entrance slit width of 40u trying to resolve the A3765.70 Fe I
transition. As seen from the spectrum, the strength of this last
transition is so small that it can be considered negligible. The
feature shown at A3765.41 has not been identified as any known
transition. However, its strength makes a negligible contribution
to the strength of A3765.54 and so it will be considered non-existent.
The peak strength of the A3765.27 ArII transition is ~5% the strength
of the A3765.54 and is O.27£ away. A 90u entrance slit width in the
Rowland spectrometer would produce lines with full half widths of ~.113
and flat tops. With this type of resolution the Ar IT line will not
be seen while sitting at A3765.54, so this was the setting used.

In this case, the transition chosen to be detected by the

McPherson monochromator for monitoring the population of the level was
A3765.54, mainly because of its strength, and even when it has seversl

neighbors nearby all of them can be considered negligible. The
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entrance and exit slits of the McPherson were set at 30p and 10p
respectively. This arrangement gave to the lines a flat top and half
widths of ~400 m&. At this width the AYIT neighbor line would not be
resolved, but as said before, its contribution to the total intensity
seen is negligible. TFor both lines the positioning for taking the
background was simple: For the A3765.54 transition, the background
was measured at point a, and for the A3005.3 transition at point b.
Sometimes deciding where the background should be taken was not so
simple., One example at hand in the same Fig. 6 is the position of

the ArII A3765.27 transition with respect to the Fe A3765.54 transition.
This situation was observed several times in this experiment, i.e.,
A3475.87 riding on the wing of A3475.54 (Fig. 10), or A3785.7L riding
on the wing of A3785.95. In these cases the backgfound was determined
in the following way: A measurement was first taken by setting the
spectrometer at the wavelength corresponding to the point of lowest
strength in the region ¢, and then in the wavelength of the point of
breaking slope in region d. The background for the transition was
computed as the mean average of these two measurements. TFor each
individual case, how satisfactory was the procedure was reflected on
the uncertainty assigned to each background determination.

The only case where a correction was gpplied due to & blending
contribution vas to the transition M4595.36 from level z'Hy (48383 cu™)
which was not completely resolved from A4595.21. This last transition
was approximately one fifth the strength of A4595.36, and in this case

the spectrograph had to be used in first order. So an 8% correction

was effected in the N4595.36 measurement to correct for contributions
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from AN4595,21.,

6.3 Self-absorption

The hollow cathode discharge used in the present experiment is
an extended)light source of finite depth. Light which originates at
some point in the interior of the canal is subject to be re-absorbed
on its way to the outside. This process will then weaken the inten-
sity of the light observed from the source.

A good study of the problem of self-absorption of spectrum
lines has been made by Cowan and Dieke (1948). In general, the extent
to which self-absorption will be present on a given transition de-
pends, among other parameters, on the number of atoms per unit volume
found in thé line of sight capable of absorbing that particular
transition, and on the strength of the line proportional to the tran-
sition probability A proportional to the Einstein absorption coef-
ficient B. So, if the ratio of the density of atoms capable of
absorbing the transition to the density of atoms capable of emitting
it can be considered constant, then the effects of self-absorption
are proportional to the emission intensity of a line, and its un-
noticed presence will seriously affect the measurement of the branch-
ing ratios. It is then necessary to determine to what extent it is
present in these measurements.

If one assumes that the level population in a source is
governed by the Boltzmann distribution functior one may easily argue
that the higher the energy of the lower level of a given transition,
the lower the density of atoms in that level and so the lower the

chance to have self-absorption on the measurement of the intensity of
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the trensition. However, in the present source the level population
‘distribution is not known. So, even when all the transitions seen
have their low level higher than 2.3 ev., this argument is not
sufficient to rule out the presence of self-absorption.

In order to check for self-absorption in the present study,
the following experiment was performed. For the transitions with
upper level at 48383 cm'l, the transition at 4199.1A has a transi-
tion prdbdbiiity (Table 6) approximately twenty times stronger than
the corresponding one for the transition at 4120.21&, 5242,58 and
3789.18&, the latter three having similar strength. Besides these
last three transitions have their low level respectively (see Table 3)
similar to, slightly higher and slightly lower than the lower level
of M199.10. If self-absorption is present, its effect will be
stronger in A4199.1 than in any of the other transitioms. If the
ratio of photon intensities of A4199.1 to each of the other of the
three transitions is computed for different conditions of the dis-
charge (changing the number of atoms capable of absorbing the transi-
tions) the presence of self-sbsorption will be manifest if the ratios
are not constant as a function of discharge conditions. Here the
ratios were obtained, using as a monitor line A5242.5, for changes
in the current of the discharge from 180 ma to 600 ma, the pressure
of the Ar gas from 0.5 mm Hg to 3.0 mm of Hg, and changing the nature
of the gas from Ar to He. 1In every case the ratios were constant
within the experimental uncertainties. It was noticed, however, that

with the current fixed at 550 ma, pressures of the gas higher than
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3.5 mm Hg would yield unrelisble ratios. But for the standard con-
ditions used in this experiment no self-gbsorption effect is present.
As a precaution, because sometimes when measuring a group of lines
with the same upper level in order to detect the weak transitions,
it was necessary to raise the current to 350 ma or 400 ma, if in the
group one or two of the transitions were stronger than the rest;
then the branching ratio of these transitions, obtained with respect
to the monitor line, would be remeasured using 180 ma as the dis-
charge current. In no case was a disagreement found between the
measurements at different discharge conditions.

Besides, by comparing the results obtained by Bridges and
Wiese (1970) with the results obtained in this experiment for the
overlapping transitions, Table 6 and Fig. 8, it can be concluded
that the excellent agreement found rules out the presence of self-

absorption in these measurements.

6.4 Data Reduction

With the measurements of photon intensities for peak and back-
ground wavelengths of each transition recorded on paper and all the
intensities normalized to their monitor, the next step was to obtain
a corrected photon intensity rate Min for each transition %n with a
common upper level i

Min = fgé_ (Mpn - MBn) (8}
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where Mﬁn and MBn represent respectively the measurements at pesk

and background for the transition %n, normalized to constant monitor
counting rate. Fn stands for the discriminating filter transmission
when used, equal to one if not present; and € is the wavelength
efficiency for the Rowland system, read directly from Fig. 22. TFor
an account of how this efficiency was obtained, the reader is referred
to Section 10.3. A list of xn, en, Mpn’ MBn and Min for each of the
transitions'An studied in this experiment is shown on Table 4.

For a transition %n define +the branching ratio R; as:

i
i cn
R, = _ZMi (9)
j el

where the index J runs over all transitions with common upper level i.

So we have by definition
i
YR, = 1. (10)
j J

The branching ratios for the lines of this experiment are listed in

Table S5

6.5 Experimental Uncertainties in the Branching Ratios
It is difficult to assess the accuracy of the branching ratios
obtained in this experiment, mainly because of the possible presence

of unsuspected systematic errors which have not been taken into account.
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In the following analysis the difference between systematic and
statistical‘uncertainties has not been kept clear because of the
subjective nature of the assessment of many of the uncertainties
quoted.

The different sources that contribute to the experimental un-
certainty in the stated values of Min, the photon intensity measure-
ments (see eq. 8 in Section 6.4) are: a) estimated accuracy of the
efficiency calibration; b) uncertainty in the transmission of the
filters used; c) uncertainty in the ratio of the measurements of
peak wavelength versus monitor and background versus monitor; and,
in an indirect way, d) the ratio of signal to background for a given
transition.

The calibration of the instrument is discussed in full detail
in Section 10.3. For the Rowland system an uncertainty of 4% was
assigned to the detection efficiency of this system in the region
with N > 3100A and 12% for 2800A < A < 3100A. As noted in the same
section, these estimates are due to the spread obtained when plotting
together several sets of measurements.

The transitions with A < 2900A were measured using the
McPherson monochromator instead of the Rowland spectrometer. The
experimental changes that were effected for these measurements were
already discussed in Section 6.2-B. One source of uncertainty in
this region originates from the fact that the efficiency of the
McPherson system did not include the effects of the quartz window

of the source and the quartz wedge of the splitter. The error intro-
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duced in the efficiency calibration due to this omission is of 3%,
negligible compared to the 20% uncertainty assigned to the efficiency
calibration in this wavelength range D500A < A < 2800A.

The transmission characteristics for the filters were known
with an uncertainty of 2% for the UV cutoff Schott WG-320 filter,
and 5% for the UV transmitting Corning 7-54 filter.

The uncertainty assigned to the peak to monitor and background
to monitor ratios, more than representing counting statistics which
for the present purpose are negligible, gives an estimate of the
performance of the monitoring scheme. The estimate was deduced after
runs of several hours where the ratio of the counting rates obtained
with both systems detecting the same transition was obtained as a
function of time and as a function of the discharge conditions. As
mentioned in Section 6.1-D, deviations from the average not larger
than 5% were observed for this ratio while the pressure of the gas
was changed from 0.5 mm Hg to 2.5 mm Hg and the current was varied
from 180 ma to 500 ma, Similar changes in the ratio were obtained
when the discharge was let to run with fixed conditions and the ratio
was recorded as a function of time.

The sequence followed when measuring the lines with common
upper level was designed to check regularly the performance of the
monitoring system. Mainly, the monitor line was remeasured in the
Rowland spectrometer at regular intervals while effecting the measure-
ment of the group of transitions, including the beginning and the end

of the run.
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For some of the transitions the background has been charged with a
higher uncertainty, reflecting the difficulty of deciding where the
real background lay.

The uncertainty in Min can be found from expression 8:

i 2 2 2 2
AMcn _ AFn " A'fn " MBn AMBn
M- Fn ‘n Mpn“ Mﬁn MBn
ch ;
Ll
Mo 2 - 212
| 7 J (11)
n ja Pn

from where the importance of the signal to noise ratio for a transi-
tion is explicitly obvious. The last column of Table 4 lists the
uncertainty in Min for each transition studied.

From expression 9 for the branching ratio R% from the individ-
ual Min and by propagation of errors, the following expression for

the uncertainty associated with each branch is obtained
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In column 3 of Table S5 the uncertainties obtained in the branching
ratio determination for each transition is shown. As expected, the

strongest branches are almost free of uncertainties while the weak
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branches have uncertainties slightly larger than the corresponding

Attt . al
uncertainties in Mcn'
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7. TRANSITTON PROBABILITIES

7.1  Obtaining Transition Probabilities
If for each transition, one multiplies its branching ratio R'n
listed in column 2 of Table 5 by the inverse of the lifetime of its

upper level, listed in Table 1, one obtains its transition probsgbility:

i
. Mt ]
B = L . —£r (13)
n EZMl Tl
L™ 7eg

A list of the transition probabilities obtained for each of
the lines studied is given in column 4 of Table 5. In column 5 of

the same table the log gf obtained from A is shown.

7.2 Uncertainties in the Transition Probabilities
The uncertainty in the transition probebilities arise from the

uncertainties in the branching ratios and in the lifetimes:

. 1
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Before computing expression 14, it is necessary to decide
what uncertainty should be assigned to the measured lifetimes. The
obvious uncertainties in the lifetime measurements are the uncer-

tainty in the velocity of the beam due to the uncertainty in the
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thickness of the carbon foil, and the deviation obtained from sta-
tistics in the fitting of the exponentials to the experimental data.
These combined errors produce an uncertainty in the quoted lifetimes
of the size of 8% to 12%. Besides the lifetime obtained will be
influenced by the size of the beam dependent background which is the
decay curve obtained at a background wavelength. This background
carries much larger statistical fluctuations. Its influence depends
on the ratio of the signal of the transition being measured to its
background at the sides. For some of the transitions used in
Section 11 to measure the lifetime, this ratio was 1.25 or worse.
Taking into consideration all the former sources of uncertainty it
has been decided to assign an uncertainty of =+ 20% to all the meas-
ured lifetimes.

When this uncertainty is combined with the uncertainties from
the branching ratios, through expression 14, the uncertainty in Ai
is obtained. The un¢ertainty in the transition probabilities is

given in column 4 of Table 5.
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8. COMPARISONS AND CONCLUSIONS

8.1 Comparison to Recent Experiments

In Table 6, columns 4 and 5, other measurements are listed
for the transitions studied in this experiment. Grasdalen et al, (1969)
using the equipment developed by Huber and Tobey (1968) has measured
34 Fe I lines, two of which overlap with the list given in Table 6.
They used photographic sbsorption spectroscopy in Ar + 0.2% Fe(CO)5
heated to ~8000°K in a pressure-driven shock tube. By measuring the
parameters of the tube including the temperature and knowing the
composition of the gas, they were gble to determine absolute transi-
tion probabilities. Unfortunately, Grasdalen disagrees with Huber
and Tobey in the absolute scale by a factor of 2.5. This could
reflect the problems involved in the measurement of the number den-
sity in a shock tube. For the two transitions in common in column 5,
Grasdalen's determinations are a factor of ~2 smaller than this
experiment's determinations.

G. L. Wares et al. (1970) have measured photographically
emission line strengths from a shock-heated mixture of Ne with Fe(CO)5
of known composition. They too determined absolute transition prob-
abilities. Of the transitions they have measured, one A4219.36 is
common to this experiment, and its value in column S agrees within
the experimental uncertainty.

Garz and Kock (1969) measured photographically relative

intensities of lines emitted from a wall-stabilized arc burning in
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Ar plus a small but unknown amount of iron chloride at currents
between 10 and 80 A. They observed the arc axially and claim that
the source was optically thin. The temperature of the arc axis was
determined from intensity measurement of Ar lines with known transi-
tion probabilities. They converted their relative transition prob-
abilities to an absolute scale by normalizing to the well-measured
f value of A3720. They averaged five values obtained from different
experiments (see Garz and Kock, 1969) and used f(3720) = 0.037 + .005
(13%). They published absolute transition probabilities for 50 lines.
The ratio of ACT/AGK for these 50 lines as a function of upper level
energy is included in Fig. 1l4. Unfortunately none of these lines
overlap with the lines of the present work. Privately, Dr. Garz has
informed us that they measured the transition probability for
AN3765.54. This result in column 5 of Table 6 agrees with this work's
result within the experimental uncertainty.

Bridges and Wiese (1970) measured transition probabilities
for 80 lines of Fe I chosen to provide maximum overlap with all the
recently published experiments. They used essentially the same
procedure used by Garz and Kock at Kiel, but have improved the
stability of the arc over longer periods of time, reason that enables
them to make photoelectric observations which are more precise than
the photographic ones. They too normalize their relative transition
probabilities using the oscillator strength of A3720, but they chose
f = 0,041 as an average of the three most recent megsurements of this

oscillator strength. Sixteen of the lines measured by them are common
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to this experiment. Their values are listed in column 4 of Table 6,
and Fig. 8 shows a plot of ABW/ACIT vs. wavelength. The agreement

found is excellent. Because of the different nature of both methods,
the agreemént found is a strong support for the reliability of these

transition probabilities.

8.2 Comparison to the CT Compilation

The transition probabilities listed in the CT compilation for
the transitions studied in this experiment are listed in column 6 of
Table 6. As stated in Section 5 and Section 11, the lifetime of the
level computed from the individual CT transition probabilities is in
error by a factor which depends on the energy of the level. This
disagreement also appears in a comparison of the transition proba-
bilities,.Fig. 14. ©Still the extensive collection of data involved
in the CT compilation is potentially valuable if it can be corrected.
For this reason it is very important to compare the transition
probabilities of lines with a common upper level, i.e., the branching
ratios. This will enable one to decide if the CT branching ratios
can be used to compute transition probabilities when the lifetime of
the level or the transition probability of one of the lines is known.

Table 7 gives a list of the branching ratios measured in this

experiment and the branching ratios g%%; computed from the CT A-
values. In the last column the ratio of the branching ratios has
been computed.

For the first three transitions from level zlﬂg (48383 cm-l)
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the ratio of the branching ratios deviates from the average more than
the rest of them. The transition at A2411.56 in Fig. 5 is not
obviously present in this experiment and only an upper limit to its
transition probability has been given. However, this upper limit is
already smaller than the value quoted by CT.

In Fig. 9a the spectrum obtained in this experiment in the
neighborhood of A3496.19 is shown, with some of the transitions
labelled. The transition probability for A3496.19 in the CT compi-
lation was obtained from the "best" gf value of Corliss and Warner
(1966). This best value is the result of an intensity measurement
made by Crosswhite in his Fe-Ne hollow cathode. In Fig. 9b a portion
of the spectrum in the region of interest published by Crosswhite
(1958) has been reproduced. There one notices that the line labelled
3496.19& is actually 3495.90&. The transition at 3496.19& is missing
in that spectrum.

In Fig. 10 the spectrum in the neighborhood of A3475.87 is
shown. This transition is riding on the wing of the strong A3475.45,
If the line is not well resolved one would possibly see contributions
from A3475.45 and A3475.65. In Fig. 9b the same line is shown in
Crosswhite's spectrum. The way the photon intensity measurement was
performed for this line was already discussed in Section 6.2-C. The
position of this transition is very similar to A3785.71 riding on
the wing of A3785.95, except for no equivalent to A3475.65. However,
for the latter case the ratio TCT/Ry;. o, 0 LeBly WLLLS K3478.BT7

is 12.,1. The best gf value listed by CW comes from an averaging of
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two measurements, one from Crosswhite and the other from CW arc,

the former being a factor of 2.3 larger than the latter. It is
interesting to note that CW found a discontinuity in the Crosswhite
intensity as a function of wavelength, so they increased the intensity
of all the transitions below A3750 by 0.35 in the log scale, equivalent
to a factor of 2.2. That could account for the difference found in

the CW compilation among the arc and hollow cathode measurements, and
reduce slightly the discrepancy with this experiment's measurement.
Still more, if one computes the ratio of intensities for A5242.5 and
A3475.87 from.Crosswhite intensity tables (1958) (log I, (A5242.5)=3.20;
log 12 (N\3475.87)=3.40), the value obtained does not agree with an eye
estimate from his spectrum. Some of the disagreement could be due to
a different instrumental efficiency at those two wavelengths, but it
seems more likely that the intensity tabulated by Crosswhite for
A3475.87 is only the peak intensity with no background subtracted.

Because there are reasons to doubt the CT values for these
three transitions, they will be excluded from the following discussion.
The reader should be made aware that any conclusion reached below
will probably not apply for 10% of the lines.

In Fig. 11 the ratio RCT/Rthis exp. has been plotted as a
function of wavelength. From it one may conclude that there is no
wavelength trend present in this ratio. In Fig. 12 the same ratio
RCT/Rthis exp. has been plotted against the branching ratio obtained
in this experiment. From it, it can be concluded that there is some
tendency for the CT strongest lines to be dimished relative to their

wesker ones.
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From the last column of Table 7 and Fig. 12, one finds that
for the weak branches (< 3%) the ratio RCT/Rthis exp. deviates from
unity more than the combined uncertainties of the two sets of data,
and a root mean square deviation (with respect to one) of 0.73 for
the ratio only reflects this higher spread of the weak branches. If
one considers only transitions with branching ratio higher than 3%,
then the experimental standard deviation will be only 0.24. So when
the lifetime of a level or the transition probability of one of the
branches is known, the CT compilation can be used to compute transi-
tion probabilities for the stronger branches, the spread in the
weakest branches not introducing any significant error. However,
transition probabilities for the weak branches computed using the
CT compilation will be useful only when making an estimate within
a factor of ~3.

Grasdalen et al. (1969) and Withbroe (1967) have suggested
the possibility of a wavelength dependent error in the CW compilation.
In Fige. 13 a plot of the ratio ACT/AthiS exp. Versus wavelength is
showm. From the figure one would be tempted to conclude that there
is a wavelength dependent trend in the ratio. In the present case,
the trend is artificially produced by the dependence on the energy

of the upper level of the ratio ACT/A

this exp. When this dependence

is removed, in Fig. 11, the wavelength dependence also disappears.



=51 -

8.3 Examinetion of the Errors Present in the CT Compilation

A
Figure 14 shows a plot of the ratio 2l VS

- selected experiments
the energy of the upper level of the transitions. The selected

experiments include Garz and Kock (1969a), Bridges and Wiese (1970)
and the results of the present experiment. From this figure it can
be concluded first that the spread found in the CT branching ratios
exists in all the CT data, especially for the high energy levels.
This can be accounted for by considering that the CT compilation was
integrated from contributions from many different experiments, each
with its own problems and uncertainties. Besides, the highly excited
states are the ones where the experimental conditions are harder to
control, so that the transitions from those levels have a much higher
uncertainty in their transition probability. Second, there is indeed
an energy dependent error in the Corliss and Tech transition proba-
bilities which cannot be corrected by a simple change of the absolute
scale. ©Several proposals have been offered to explain the discrep-
ancy (Bridges and Wiese, 1970; Garz and Kock, 1969a)

a) Assuming LTE, Corliss (1962) deduced an "effective"
temperature of Meggers arc by comparing the intensity of the lines
measured by Meggers to their relative gf values known at the time.
From the slope of the plot log I?\Z)/gf vs. E upper level, the temper=-
ature can be deduced. The argument here is that many of the gf's
used by Corliss were plagued by errors of their own. Garz and Kock
(1969a) have plotted, for lines that overlap with King and King's

A
(1938) work, the ratio KK/AGK against upper level energy. They
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found a slope AQ = 0.426 where

A
A log KK/AGK
AE(ev) - 5040[} T T . (19)

[N

JANCTIE

This slope is equivalent to T 256OOK, 460°K or 22% hotter

truth ~
than the temperature King measured using an optical pyrometer.
Corliss (1962) used not only King's furnace oscillator strengths,
but he used 31 sets of data from five different laboratories. Of
those sets, seven were obtained using King's furnace. If one assumes
that the seven California sets had the 22% temperature error, the
mean temperature found by Corliss would be shifted from SlOOOK to
558OOK, a 5.7% increase. The slope produced by this change is
shown by the lower line in Fig. 14 (assuming the oscillator strength
for A3720 is correct). This does not account for the error found in
the experimental data. For the sake of argument, suppose one assumes
that by some strange mechanism, King's error in  temperature was
fully transmitted to Corliss' temperature. The temperature should
then have obtained as an average 6450%K. This change would produce
the slope of the line marked 6450°K as shown in Fig. 14. Not even
this correction explains the experimental discrepancy. There is no
way to account for the discrepancy found in the Corliss and Tech data
solely in terms of an error in King's measurements.

b) The conditions in the arc used by Meggers et al. (1961)
were far from those required to produce LTE and permit the use of

the Boltzmann's distribution functions. Perfect thermodynamical
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equilibrium can only be achieved by a gas in an isolated, isothermal
enclosure. There the temperature is the only parameter necessary to
describe the spectroscopic state of the gas, completely independent

of the excitation mechanisms. When the flux of radiation from the

gas is small compared to the total radiative energy content in the
gas, 1t can be assumed that a state of LTE, local TE, exists. This
means that the distribution functions characteristic of TE can be
applied in this state, but these functions have as a parameter the
"local” value of the temperature. To establish LTE in an arc,

two conditions are required (Wiese, 1968b): First, that the collision
rate between the electrons and the heavy particles is high, for the
electrons which receive the energy from the electric field to be able
to transfer it to the heavy particles, achieving then a "unique"
temperature (gas temperature equal electron temperature) in the plasma.
Second, the plasma population should be determined by collision pro-
cesses rather than radiative ones, to have a high rate of energy
exchange processes. In order to achieve these conditions, it has
been predicted and proved (Wiese, 1968b) the need to have electron
densities of around 1016/cm3 minimum in the low current arcs

( < 10 amps) and at large radial distances of the high current ones.

Below this density, strong deviations from LTE are expected. As
3

mentioned in the introduction, the MCS arc had a density of ~lOl4/cm 5

two orders of magnitude below the minimum required.
Another arc study (Takens, 1970) suggests that the time required

for the atoms to get excited and reach equilibrium is actually larger
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than the time the atoms remained in Meggers arc. Another objection
is that th¢ Corliss and Bozman (1962) did not resolve spatially

the temperature and densities in the arc, but obtained averaged
values over its whole inhomogeneous cross section.

It is possible that the discrepancies found in the Corliss
and Tech data are due to one or all of the reasons stated agbove, and
probably a detailed study would free the data from all its possible
uncertainties. But, if in Fig. 14 a straight line is drawn to best
fit the experimental points, and if its slope (A® = 0.28) is believed
to be due to an error in temperature, and a new temperature of 7lOOoK
is used to recompute the transition probabilities for the Fe I lines,
then the new data obtained will be free of the energy dependent error
but will be loaded with the spread present in Fig. 14.of the data
points with respect to the 7lOOOK line. This spread is comparable
to the one obtained for the branching ratios. But unlike the case
of the branching ratios, the spread in these transition probabilities
is general, for both strong and weak transitions.

Summarizing the possible uses of the CT compilation to re-
compute new transition probabilities for Fe I lines:

a) If the branching ratios are to be used because the life-
time of the level or the transition probability of one of the branches
is known then the strong branches (R > 0.03) will yield reliable
transition probgbilities, but the weak ones will only produce estimates
within a factor of 3.

b) If the lifetime or one transitions probability are not
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known, then a recomputation of the CT a values using a temperature
of 7100°K will yield estimates for the transition probgbilities

better than a factor of 3.
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9. THE ABUNDANCE OF IRON IN THE SUN

The abundance of iron in the sun, as was mentioned in the
introduction, has been for a long time a subject of considerable
controversy. The iron abundance derived from coronal observations
has been ten to twenty times larger than the iron abundance derived
from photospheric observations. This problem was one of the moti-
vations to undertake the present study. It will seem then incon-
clusive not to discuss the abundance discrepancy under the light of
the new values obtained for the transition probabilities.

A new calculation for the photospheric iron gbundance was
reported by Garz et al. (1969b) utilizing the recently published f-
values from Kiel (Garz and Kock, 1969a). In this paper they report

N
an abundance. log ﬁEE + 12,00 = 7.60 + 0.15 in agreement with the
H

coronal determinations. However, lately Ross (1970) and Cowley (1970)
have questionedvthe damping constants used by Garz et al. in their
determination and suggest that 7.2 would probably be an upper limit
for the iron abundance in the photosphere.

Due to the nature of the objections raised, there are only
two ways to resolve this new discrepancy. Either good reliable
damping constants are measured for those transitions with f-values
well known, or f-values are measured for weak lines and using them
an iron abundance determination is then made. By doing the latter,
the analysis will be independent of the choices of damping constants

and microturbulence velocity.
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Out of the transitions listed in Table 3, Table 8 lists the
bnes whose observational data have been considered cleaner in the
Utrecht Atlas of the Solar Spectrum (1965). Perhaps they are not
ideal, but they are better than the ones omitted. Half of the
transitions in Table 8 have wavelengths smaller than 4000&, where
the solar Spectrum is very crowded, being difficult to determine the
continuum. Besides, the continuous absorption coefficient is not as
well known in the UV (for A<4500A) as it is in the visible. Keeping
in mind that these uncertainties exist already in the data due to their
nature and quality, it is then necessary to decide what is the
best use fhat can be made of these data to help to settle the iron
gbundance discrepancy.

A fine analysis model atmosphere calculation using these
transitions would be worthless because most of the lines are medium
to strong, the abundance determination depending then on the choice
made for thé damping constant I' and the microturbulence velocity,
free parameters fed as an input for the calculations. This will not
help to clarify the situation.

However, two of the transitions, A4487.75 and A4537.68, can be
considered weak and acceptable and an abundance determination with
them will be independent of any other external parameter. The in-
formation from these two lines was fed into a direct-integration
curve-of-growth program by John E. Ross, using the facilities at
UCLA. The solar model used in the calculation is due to Elste. The

program chooses an abundance and from it, it computes exactly, by
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direct integration, an equivalent width. This is repeated over and over
untll the cémputed equivalent width matches the observational one. The
iron ebundaence determined from A4487.75 was log NFe/NH + 12,00 = 7.55,
and from A4537.68 was 7.3l. If one obtains a mean of these deter-
minations and computes an uncertainty only from the uncertainties
existing in the log gf's from Table 5 aside from any other uncertain-
ties existing in the observational data or in the determination process,
Npe
one obtains log /NH + 12,00 = 7.45 + 0.10.

Before discussing if this result means anything, it is probably
worthwhile to make a rough curve of growth analysis using all the
transitions from Table 8 and see how the agbundance determined from it
compares with the result obtained using the accurate analysis. Most
important yet, if a similar rough analysis is made to the data used
by Garz et al., in their abundance determination, it would then be
possible to detect differences among the sets.

For the weak lines, the equivalent width of a line can be
related to the abundance of the element producing it by an equation

of the form (see, for example, Goldberg and Pierce, 1959).

A
)

N )
| F&l gen 1079 ¢ (16)
NH i A

where C% is a function of the ionization and excitation potentials
of the element, wavelength of the transition, solar model used and,
if not included in the model, of the depth dependence of the con-
tinuous absorption coefficient; O, = 504O/TO where T, represents

the mean temperature at the layers where the lines are formed, g is
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the statistical weight of the lower level of the transition and XE
its excitation energy in electron volts; f is the oscillator strength
of the transition and N its wavelength.

An empirical curve of growth will be obtained by plotting the

observed values log % vs. log gfl' where log I' is defined as:

log 1 = log %CA - @dXE .
By comparing this empirical curve of growth to a theoretical one, the
45° 1line corresponding to the unsaturated region can be well defined
(the plot of eg. 16). Then if this straight line is extended to the

point where log gf T' = 0, then

W. N
log (7?) = log LB . (17)
weak H

To obtain the empirical curve of growth the I''s calculated
by Cayrel and Jugaku (1963) have been used in this work. They
obtained the I''s using a model-atmosphere fine-analysis procedure.,
The T''s in their paper are tabulated as a function of A and Xz.
Figure lS shows the empirical curve of growth obtained using the data
in Table 8, and Fig. 16 shows the curve of growth using the data from
Table 1 of Garz et al. (1969b) paper.

A theoretical curve of growth obtained by Hunger (1956) using

pure gbsorption as the line forming mechanism and the Milne-Eddington

model atmosphere, has been fitted to both empirical curves of growth,
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filtting especilally in the weak and flat region. From the fits shown

N
-3 + 12.00 ~ 7.60
NH

for the Garz et al. data, in agreement with their published data,

one obtains an iron abundance in the sun log

and ~7.40 using the data from this experiment.

It should be noticed that the fitting to this experiment curve
of growth depends entirely on the positioning of the two weakest
transitions. The rest of the points could be fitted for a wide range
of positidns of the theoretical curve, especially with the uncertainty
of the damping constants. So the iron abundance determination from
the transitions of this experiment depends entirely on A4487.75 and
M537.68.

Can this slightly lower abundance be reconciled with the
Garz et al. published value? ... Yes. In their paper they reported
they found different iron abundance depending on the configuration
of the upper level of the transitions used. Determinations from
transitions with upper level configuration 5d6454p and 3d74p (odd

parity) yielded an abundance, on the average, 100'20 smaller than

determinations from lines with upper level 3d74d, 5d74s and 3d64s4d
(even parity). This is significant because the configuration of

the upper levels for all the transitions from this experiment listed
in Table 3 are of the former type. This fact, together with the
existence of some uncertainties in the observational data help to
conclude that the iron abundance determined using this thesis’
experimental values agrees with and supports the Garz et gl. iron

determination which yields a value for the photosphere in agreement

with that obtained in the corona determinations.
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10. CALIBRATION OF THE INSTRUMENTS

10.1 Introduction

In order to determine branching ratios from observed photon
intensities, the relative efficiency e(\) as a function of wave-
length for the instruments used to measure these intensities has to
be obtained. What follows describes the way in which this efficiency
€(N\) was determined for two detection systems referred to as the
McPherson system and the Rowland system. The McPherson system was
calibrated in the range 19002 <A< 7600&, and the Rowland system
in the range A > 2900&. For the region A > 2900& the method used to
calibrate both systems was similar. For this reason the calibration
of the McPherson system will be analyzed in detaill and then a short
discussion concerning the calibration of the Rowland system will be
given, mentioning mainly details not treated before and of relevance
to the photon intensity measurements.

The simplest way to calibrate a detecting system is to observe
with it a standard light source of known intensity. The most common
sources used in this fashion are a tungsten ribbon lamp or a carbon
arc. Unfortunately, for wavelengths below A3000 the emission of the
tungsten lamp is very weak and the emission of the carbon arc is
dominated by hot arc gases and is not reproducible (Hennesetal. 1966).
Because of the lack of an intensity standard for the region A < SOOOK,
another technique for the calibration has to be used. 1In this experi-

ment the relative efficiency of the system in this wavelength range
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was obtained by comparing its response to that of a system of known
efficiency. Light from a source with a strong continuum in the
middle ultraviolet (2000& <AL 3000&) was shone through a mono-
chromator. The output of it at its exit slit constituted then a
monochromatic source. In order to measure the flux from of this
source, a luminescent wavelength shifter (sodium salicylate) was used,
assuming that its excitation spectrum was flat in the region

19004 < A < 31002. The blue emission of the sodium salicylate was
collected by the cathode of a photomultiplier. Only a relative €(A)
could be obtained because the absolute conversion efficiency for the
sodium salicylate i1s not well known. By renormalizing the obtained
efficiency curve in this region to match a section of the efficiency
curve for A > 2800& one would obtain the calibration curve for the

system in the whole range 19004 < N < 7600A.

10.2 The McPherson System
The McPherson system shown schematically in Fig. 17, consisted

of a 0.%m f/5.3 Czerny-Turner monochromator sold as model 218 by
McPherson. It had two interchangeable 5 x 5 cm2 gratings: one with
2400£/mm blazed at A3000 coated with MgF2 for less absorption in the
U.V.; the other a lQOOE/mm blazed at A5000. To focus the light from
the source onto the entrance slit of the monochromator, two achro-
matic LiF - 8102 lenses were used. They had a 4.8 cm diameter and
each had a measured focal length of 17.9 + .lecm for white light, and

a measured transmission of 85% at A3800. The measured focal length
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of the two lenses placed together was 9.0 * 0.3 cm. At the exit
slit of the monochromator the light was piped through the thermal
insulation surrounding an EMI 62568 photomultiplier tube operated
at dry ice temperature, to its cathode. The light pipe shown in
Fig. 17 consisted of a glass cylinder 1 cm in diameter (matching the
photocathode area) and 2.5 cm long. Its internal surface was coated
with aluminum. The two ends of the cylinder were closed with 1/32"
thick fused quartz discs. The inside contained dry Argon at atmo-
spheric pressure. The arrangement was designed to avoid water vapor
condensation on the cooled windows. Photons detected in the photo-
multiplier were counted using conventional electronics.
A. Calibration for the Region A > 2800A

‘1) The source

The lamp commonly used as a standard of spectral radiance
for the region with A > 28003 is an incandescent tungsten ribbon
lamp with a fused silica window. Stair et al. (1960) of the National
Bureau of Standards described the calibration of this lamp by comparing
iﬁs emission to the radiation of a blackbody. The lamp used in the
present calibration was a GE—SOA/T24/17 calibrated at a current of
35 Amps A.C. by Eppley Labs. They provided with the lamp a cali-
bration table in the range 2500& > A > 75004 obtained by comparing
this lamp against two working standards which in turn were calibrated
against two NBS standards wused as shelf standards by them. The power
supply for the lamp was designed following the circuit given by

Stair et al. (1960) and the ammeter used to set the current of the
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lamp was calibrated by Precision Instruments in Pasadena. Eppley Labs
provided the calibration table in monochromatic brightness
(microwatts/(cm2 of source x steradian x nanometer)) versus wavelength
at convenient wavelength intervals. For convenience, the monochro-
matic brightness was changed to photons/(sec x cm2 of source x stera-
dian x nm.) (monochromatic photon intensity).

2) Experimental setup

A schematic of the experimental setup used for the cali-
bration of the system in the range A\ > 2800& is shown in Fig. 18.
The geometry was kept simple with just one requirement: to overfill
the grating with light; The reasons for this requirement were first
to make the variation, as a function of wavelength, of the solid
angle subtended by the grating at the entrance slit of the monochro-
mator an intrinsic function of the system, to be reflected in the
efficiency curve and thereby facilitate the use of the efficiency
calibratioﬁ of the system in fubure experiments; and second, to
average any locaglized change of the grating sensitivity over its
entire surface. The area of the entrance slit of the monochromator
was smaller than the image of the source and was centered on it. The
height of the entrance slit was set at 2.5 mm and the width changed
from 10p to 100p depending on the ploton intensity of the lamp at a
given wavelength.

3) Relations

How are the pulses counted in the scaler per unit time

related to the output of the lamp, at a given voltage of the photo-
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multiplier tube and setting of the discriminator bias? Define:

I(N\) = Monochromatic photon intensity of the lamp
photons
sec cm=(source) str nm :
T(A) = Transmission of the lenses.
e = HEntrance slit width.

x = Exit slit width.

h = Limiting height, either of entrance or exit slit.

a(N)

I

Solid angle subtended by the grating at the entrance slit.

R(A) = Product of reflectivity of mirrors and efficiency of the
grating in the monochromator.

P(A\) = Product of transmission of the light pipe at surface of
PMT, sensitivity of the photomultiplier as a fn. of
wavelength and losses in the electronics due to bias
setting.

dx/dx = Reciprocal dispersion of the instrument.
0 = Output in pulses/sec.

I x T = The monochromatic photon intensity of the image of the
source at the entrance slit of the monochromator.

e x h = The area of the image source at the entrance slit.

X %% is the spectral width seen by the photomultiplier at a

given wavelength setting of the monochromator.
Then:

an
¢ = Iz (TROP) exh (18)

As long as the system is used always overfilling the grating,
pukf?/sec

then an absolute efficiency relation S(A) in units
photon

/sec x str
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can be found:

I-—exh
dx
or a relative efficiency by:
e(\) = x '"%X' in arbitrary units. (20)
ax

d7\/élx , the reciprocal linear dispersion is obtained by differentiation

with respect to B, the angle of diffraction, of
A = % (sin a + sin B) (21)

where O = angle of incidence, n the 6rder of the dispersion and d the
space between lines in the grating. For this monochromator o - B

obtained experimentally is 28%p2'

fdB = dx
aa an d
& = 7B - ar o8 B (22)

In Fig. 19 a plot of dx/dx as a function of wavelength for this
McPherson monochromator is shown using d = 104:/1.2 R and f=3x lO2 mm
with n = 1.

For this experiment the knowledge of e(N\) was sufficient. For
future reference, the constant to transform e(\) given in Fig. 20
into 8(A) is

3

S(A) = 7.56 x 1077 ¢(N) (23)
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for a limiting slit height of 2.5 mm and the entrance and exit slit
widths at 70u each. Before applying relation 23, see word of caution
on the next Section 4a.

4) Experimental procedure

Even when the experimental procedure for the calibration of
the system is straightforward, several problems which arise from the
same nature of the standard lamp emission spectrum had to be solved.
The lamp emission is four orders of magnitude smaller at A2800 than
what it is at A5400, adding an extra order at A2500. To get rid of
stray light when it became of importance compared to the size of the
signal, pre-calibrated filters had to be used. Besides, the counting
losses in the system as a function of counting rate was determined
and the linearity of slit width readings versus countihg rates was
measured.

(a) Linearity of the slits

By linearity of a slit, it is meant the relation between
the amount of iight going through the slit and its width read on its
micrometer dial. The solution to this problem is not necessary in
this experiment where only the relative efficiency e(\) is needed.
Here the different wavelength sections where the efficiency was
obtained using different slit widths can easily be renormalized if
care was taken to measure some points at overlapping wavelengths, at
btoth ends of the sections. But because of the possible future use
of the instrument, perhaps involved in absolute measurements, some

measurements were made to investigate the relation between the slit
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widths and their micrometers. Keeping one slit fixed and plotting,
for constant wavelength, the counting rate observed as a function of
reading of the other slit width, it was found that the counting rate
for both slits was linear with the dial reading down to Su. Below
this width the counting rate remained constant while moving the
micrometer to zero. So, indeed, the Jjaws stopped closing at Su as
the instruction manual of the monochromator claims. However, when
closing both slits at the same time, the counting rates did not follow
a linear relation with the product of the read widths. The following
equivalences were found between the slit width readings and the pro-
duct of true slit widths as deduced by the changes in the counting
rates: If the micrometers are set both at 100y by definition the

product of the widths ex = 157"

if micrometers set at 30u ex = 9 x lO_4 mm2
if micrometers set at 20u ek = 4,569 % 10" mm
if micrometers set at 10u ex = 1,395 x 10_4 mm2

Thus, expression 23 only holds when the slit widths used are 30p x 30u
and cannoﬁ be extended linearly to narrower slit widths. When going
to narrower slits, expression 23 has to be modified using the values
tabulated ébove.

(b) Calibrating the filters

When calibrating the system in the regions for A < 3800&,
and for A > B6000A because of the spectral response of the "S" cathode
of the photomultiplier used, stfay light became appreciable and to

get rid of it precalibrated filters were used. The filters were
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positioned in a holder between the lamp and the lenses. (See Fig. 18.)
In order to obtain the transmission characteristics of the filters
the same setup was used, but the standard lamp was substituted by a
commercial Fe-Ne hollow-cathode source (Westinghouse, 20 ma max.).
After setting the monochromator at the wavelength corresponding to
the top of a strong transition, a reading was taken with the filter
in position and out of position, the ratio giving then the transmission
for the filter at that wavelength. Repeating the procedure for lines
at different wavelengths, the transmission curve of the filter as a
function of wavelength was obtained.
The filters calibrated came in standard size 5 cm x S cm and
3 mm thick. They were:
a. A UV transmitting Corning 7-54 filter transmitting 85% at
A3450 and 10% at A2350 and A4000. This filter would transmit
again on the red for N > 6700A.
b. A series of clear-in-the-visible short wavelength-cutoff
filters with sharp absorption edges, the transmission in-
creasing from zero to a maximum of 90% s 2% in an average of
5003, remaining constant for longer wavelengths. These filters
included:
a Corning 9-53 with A cutoff at 2500A
a Schott WG-320 with A cutoff at 29004
a Corning 0-52 with A cutoff at 3300&
a Kodak W-4 with A cutoff at 4500&

& Kodak W-25 with A cutoff at 5800&8 .
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c. A neutral density filter Balzer ND2 with transmission
of the order of one percent in the region BSOOA <AL 7600&.
It was found that some of the filters had transmission
characteristics strongly position dependent. So, the filters
Qere marked to use them always in the position they were
célibrated.

The use of the filters was in many occasions direct;
for instance, when using the 7-54 to get rid of stray radi-
ation from region of A5000, or when calibrating in second
order to get rid of radiation 2\ in first order, or when
using the W-25 for radiation of A > 60004 to get rid of
radiation from A5000. In other occasions their use was
indirect, using them just to subtract stray light, i.e., in
first order calibrating A3000, first a measurement was taken
with no filter, then the Corning 0-52 was put in place and
the measurement was repeated. This second measurement will
be entirely due to the contribution of stray radiation from
regions with A > 33004. Correcting this measurement by the
transmission of the filter and subtracting it from the
measurement with no filter gave an approximate measure of
the real signal detected at A3000.

On several occasions more than one filter had to be used
at a given time. No effect was noticed due to the increase
in reflection surfaces so that the rule applied was: the

transmission of a combination of filters equal to the pro-
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duct of the transmission of the individual filters.

(c) Counting losses

The counting losses in the system due to saturation
effects in the electronics were studied by two different methods.
The first method was possible because a fast (50 Mc) counting system
was made available to this laboratory by Douglas Advanced Research
Labs. By direct comparison of the responses obtained by the 50 Mc
electronics and the electronics incorporated in the McPherson system,
the counting losses were determined as a function of counting rates.
The other method, needing Jjust a filter ND1 or ND2 as auxiliary
equipment, consisted of the following: The instrument was set at a
fixed wavelength and the lamp at low intensity. A reading with the
system was taken with the filter in position and out of position,
the ratio yielding the transmission of the filter at that wavelength.
The intensity of the lamp was then increased by steps, and for each
gtep a reading was taken with the filter in and out of position.
When saturation occurred, the ratio of readings with filter in to
out started to increase. The ratio of a reading with the filter in
position to the transmission of the filter obtained at low counting
rates gave the true counting rate. A plot of the ratio of the true
counting rate to the apparent counting rate (reading obtained with
filter out) versus the apparent counting rate gave the correction
factor to correct for losses due to saturation. The results obtained
by both methods agreed: The McPherson system was free of saturation

up to 10 kHz. A 5% correction had to be applied at 35 kHz, 10%
at 60 kHz, and 50% at 160 kHz. Because of the relatively slow
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speed of the system, the Balzer ND2 filter was used in the calibration
to attenuate the high counting rates obtained in some regions of the
spectrum. (The ND2 filter was calibrated using the 50 Mc electronics.)

5) Results

After solving these problems the actual taking of the
data for the calibration was simple. Before any calibration run the
lamp was allowed to warm up at 35 amps for ~ hsglf an hour. Points
were taken lOOE away from each other in the UV region and 2004 away
for A > 4400&. Filters and saturation corrections were used, and
slit widths changed when needed. Efficiency curves were obtained for
the 2400 E/mm grating in first order from A2800 to AS000 and for the
1200 E/mm grating in first order from A2800 to A7500, and in second
order from A2800 to A5000. The calibration measurements were obtained
for different settings of geometry, slits and discriminator level.
Tn all situations the results agreed within * 2% (for A > 30008).
Another contributing source of uncertainty is the calibration of the
filters. A 2% uncertainty was assigned to the sharp cutoffs and 4%
to the 7-54 and ND2. A * 4% was then assigned to the relative
efficiency curve for A > BOOOE, excluding systematic errors due to
bad calibration of the lamp or error in the setting of the current.

A plot of €(N\) as a function of A is shown in Fig. 20.

B. Calibration in the Middle UV.

1) Method and equipment

Because of the weakness of the radistion emission of

the tungsten lamp for wavelengths below 2800A relative to the stray
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radiation from longer wavelengths detected by the instrument, the
efficiency of the system in this range was obtained following a
different procedure. Here a two monochromators technique was used,
the equipment shown in Fig. 21. As a source with a strong continuum
in the middle ultraviolet, a high pressure Xenon iamp in a fused
silica envelope (Osram XBO-162W/1) was used. It was run at a power
of 150 watts A.C. using an Osram power supply. The additional mono-
chromator used for this experiment was another f/5.3 0.3m McPherson
monochromator loaned to us by Douglas Advanced Research Laboratories.
(To avoid possible confusion, in what follows this monochromator will
be referred to as the source monochromator) . Light from the Xe arc
was focused onto the entrance slit of the source monochromator by

one of the achromatic lenses belonging to the McPherson system, which
was left with only one. This arrangement, a source of monochromatic
light of variable wavelength, will be referred to from now on as
XeMS.

If the photon intensity of XeMS was known as a function of
wavelength, then just by observing it with the McPherson system one
could obtain the relative efficiency of the McPherson system. To
measure the flux from XeMS, a calibrated detector had to be used.

In this experiment a sodium-salicylate coated RCA 8575 photomultiplier
tube was prepared for that effect. The sodium salicylate was not
sprayed directly on the phototube face, but on a Kodak W-35 blue
transmitting filter which was then sealed to the phototube face with

Dow Corning #20057 grease. Sodium salicylate is a luminescent con-
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verter with an emission sprectrum peaked at 4200& and half width ~ 800A.
This emission spectrum is similar to the spectral sensitivity of the
bialkali photocathode of the RCA 8575 PMT. The blue filter with
transmission characteristics matching the phosphor emission spectrum
was used just as a precaution against unwanted radiation that would
traverse the sodium salicylate without being converted and then be
detected by the PMT. It was decided to use the sodium salicylate
under the assumption that its excitation spectrum or relative quantum
yield as a function of wavelength was flat in the region under con-
sideration. Watanabe and Inn (1953) proved that in the region
BOOK<:%<:SOOOE. However, Kristianpoller and Knapp (1964) have given
evidence of‘the existence of a 20% dip on the sodium salicylate
excitation spectrum at A2000, even when no other investigator has
seen it  (Hennes and Dunkelman, 1966). Experimentally it is impor-
tant that the layer of socium salicylate is thicker than 1.5 mg/cmg.
Below this thickness irregulgrities in the efficiency spectrum gre
common (Hennes and Dunkelman, 1966; Samson, 1967). In preparing the
coating of sodium salicylate for this experiment, the salicylate was
dissolved in alcohol to saturation and sprayed on the blue filter in
very uniform, fine grained layers. The final coating was around

6 mg/cm2 thick, thick enough +to be opaque to visible light.

2) Experimental setup

The experimental setup is shown in Fig. 21. The
instruments were set on a heavy wooden table. The calibrated detector

was located near the exit slit of the source monochromator and could
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be moved In and out of the light path easily. The alignment was
critical and difficult. The lenses were set on holders that would
slide easily on a flat aluminum table with legs of adjustable height,
one of the lenses laying between the Xe lamp and the source monochro-
mator, and the other between the source monochromator and the
McPherson monochromator. The aluminum table was made to be parallel
to the plane defined by the source monochromator light path, and the
Xe lamp and McPherson system were then brought to lie on that plane.
The relative position of the different elements was chosen requiring:
(1) that everything was set on the wooden table (limitation of space),
and (2) that the grating of the McPherson monochromator was over-
filled with light. The whole arrangement was very sensitive even to
disturbances produced by persons walking around the table. For this
reason the lenses had to be repositioned often for maximum counting
rates.

The height of the entrance and exit slits of both monochro-
mators were set to 1 mm. To avoid errors due to misaligmment the
exit slit of the McPherson was made wider than its entrance slit,
which in turn was wider than the exit slit of source monochromator.

The values used were:

Source monochromator entrance 254, exit 251

McPherson monochromator entrance = S0u exit = 500u .

3) Experimental procedure

The high pressure Xe arc has an emission at A2000

smallier by orders of magnitude than its emission in the visible.



=76~

For this reason there is stray light that will be mixed with light
from the right wavelength in the output of XeMS. This stray light
will not reach the exit slit of the McPherson system, but will affect
the measurement of the XeMS flux. To get rid of it in some occasions
a set of narrow band interference filters from Optics Technology were
used as part of XeMS (set at exit slit of source monochromator), a
use that did not require the knowledge of the filter transmission
characteristics. In other occasions, the subtraction of the stray
light was preferred, using the Corning 9-53 and the Schott WG-320.

The procedure for calibration went as follows: The McPherson
monochromator was set at a fixed wavelength, then the source monochro-
mator was scanned in wavelength to get maximum signal in the McPherson
system. On its final wavelength setting it read the same wavelength
as the McPherson because both wavelength scales were calibrated
right. Then the flux from the XeMS was measured by integrating the
current from the PMT of the calibrated detector for a preset time,
getting'rid of stray light when present. The flux was then per-
mitted to pass into the McPherson system and counted for a recorded
time. This was repeated each 50& from l9OOK to 3L00A. The ratio
of McPherson reading to flux measured gave the sought relative

efficieney as a function of wavelength.

4) Results
Several complete sets of data were obtained for the
2400 z/mm grating in first order and for the 1200 z/mm grating in

first and second order. The uncertainty assigned to the efficiency
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curve in this range included the scattering in the different sets of
data for the same curve due, in addition to statistical fluctuations,
to changes of the alignment that occurred during one run or occurred
in the interval between different runs. Other uncertainties taken
into account are the uncertainty in the flatness of the excitation
spectra of the phosphor used and the errors introduced with the sub-
traction of stray light. The estimated error is 12% for the region

from A2800 to A3000 and 20% for region from A2500 to A2800.

C. Conclusions
The matching of the two efficiency curves was made in

the wavelengths between A2800 and A3100. The value of the middle
UV efficiency curve in this range was adjusted to the value of the
visible efficiency curve in the same range. This gave the factor by
which all the other points of the middle UV curve were multipliers.
The final form of the curve is shown in Fig. 19. The shape of it
could be roughly understood remembering that its main contributors
are the photocathode ("S") spectral response and the efficiency curve
of the grating (the 2400 £/mm blazed at A3000 and the 1200 #/mm
blazed at %5000&). The fast drop of the efficiency curve gt short
wavelengths is probably due to atmospheric sbsorption.

The effects produced in the system by the use of polarized
light were studied. Unfortunately, the prism polarizer used was not
guartz, but glass so the short wavelength region N < SQOOE) was not

seen. In the region studied (3200 < A < 4500A) no structural dif-
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ferences were found in the response obtained from light polarized
parallel to the grating grooves and light polarized perpendicular to
them. On the average, the response of the former was 2.5 times

stronger than the response of the latter.

10.3 Calibration of the Rowland System

By using exactly the same technique employed calibrating the
McPherson system, the Rowland system was calibrated for the region
with A > 2900A using the tungsten ribbon standard lamp. The Rowland
system hag already been described in Section 6.1-C. The experimental
setup used during the calibration was identical to the one designed
for the branch intensity measurements, with the tungsten ribbon lamp
substituting the hollow-cathode source. Both the quartz window of
the hollow cathode and the quartz beam splitter were left in the
light path during the calibration, so that the efficiency curve in-
cludes any variations in their transmission as a function of wave-
length. The geometry was set to give an image to source magnification
of 3.5, oveffilling the grating with light. The high magnification
assured the use of Jjust a small central region of the filament of
the tungsten lamp, this then reducing uncertainties due to possible
different temperatures in different regions of the filament. The
spectrometér entrance slit width was fixed at 100up and its height
either .200" or .500", depending on the region of the spectrum under

calibration. The readings corresponding to each of the height set-
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tings were transformed to the same scale by determining a trans-
formation factor measuring an identical section of the spectrum at
the two height positions, the same way as when calibrating the
McPherson system. In calibrating this system care was not taken at
all to determine the absolute scale because these.were plans of
modifying the system at the conclusion of this experiment, and because
it is not needed in the determination of the branching ratios. For s
Rowland mounting the linear dispersion of the instrument is almost
constant because the exit slit is always near the normal of the

grating (Table 2), so the relative efficiency is given by

e(N) = -;‘:—C(ﬂ (24)

pulses/s'eC
3

where n is the order of the dispersion, C is the output in
and I is the monochromatic photon intensity of the standard lamp.
Filters were uéed in the same context as in the McPherson
system calibration (Section 10.2-A.4). The same filters were needed
and their transmission characteristics rechecked at different wave-
lengths. Agreement was found in all cases.
The counting losses for the system were determined using
the neutral density filter method (Section 10.2A.4-c). No correction
for saturation was needed for counting rates up to 60 kHz. A 4%
correction had to be made at 100 kHz, 10% at 170 kHz, and 15% at
240 kHz. This system was then much faster than the McPherson system,

and seldom were the counting rates high enough to require any satu-

ration correction. When the counting rates were high, readings both
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with the ND2 Balzer filter and with no filter were taken, and agree-
ment between the two corrected readings was required.

For the calibration the exit slit assembly of the Rowland
spectrometer was kept fixed at 1" reading on its micrometer, and the
spectrometer was set at integer wavelengths. The readings were taken
each lOOK from 2800& to 4000&, and each 200& from 4000& up.

Tﬁe Rowland system was calibrated in first order in the range
3200 < A < 7500 and in second érder in the range 2900 < A < 4400,

The uncertainties assigned are mainly contributions from randomness
originating from several sets of data, 4%. For the region below
3100& the signal became weak and stray light contributed strongly.
Here an uncertainty of 12% (2800 < N < 3000) was assigned. The final

efficiency curve for the Rowland system is shown in Fig. 22.
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TABLE 1
Lifetime measurements for Fe I, Column 1 1lists the transition whose
light decéy curve was measured, Column 2 and 3 give the term and
excitation energy of the level where the transition originates,
Column 4 and 5 give the value for the lifetime of fhe level obtained

in this experiment and by T. Andersen (1969) at Aarhus. (See page 18),

A Upper E(kK) Texp Aarhus
(K) level (nsec) (nsec)

1,0 -

4199 21h2 48383 13.8 11,0

4220 yo1g 52514 8.0 8.5
30

3765 yI, 52655 9.7 9,0
1 (o]

4119 zlig 53093 9,2 8.4
3.0

3233 x 19 57027 11.4 12,1

32564 x1g 57070 15.0 13.0
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TABLE 2
Summary of the characteristics of the

Rowland Spectrometer

Type: Rowland Mounting
Spectral coverages 20004 — 70004
Aperture: £/48

Dispersion Systems 600 grooves/mm Bausch and Lomb concave grating with
a radius of curvature of 6,65 m, Ruled area 55 mm by 138 mm,

Blaze wavelengths 30004 in second order,

Resolving Power: 85% of theoretical (B.and L)

AA~>\X= Nm = 1,656 x 105 in second order

Exit slits Fixed to a length of 25 mm and width of 21u.

Reciprocal dispersions %—'—' %ﬁ cosl = 1,253 A/mm in second

order (cosf= 1)

Detectors Dry ice refrigerated EMI 9526B photomultiplier tube behind

the exit slit,

For more detail see page 25,



TABLE 3
Decay modes for the levels whose lifetime were measﬁred, obtained
from the Corliss and Tech (1968) compilation, The multiplet number
and level designation are from Moore (1945), and the configuration

and energy from Moore (1958), For further detail refer to page 27,

.Lga



TABLE 3

Mult Transition Upper level Lower level .
No, (X) Config, Desig, E(em~1) Config. Desig. E(cm"!‘.)
2411,558 3a’a%e)ap  2lH3 48383 3a7(a*F)4s  a’Fs 6928
186 3475,867 3d64s2 a>Hs 19621
186 3496190 3d54s2 a3, 19788
3603.673 3d54s v, 20641
289 3789.178 3a7(a%c)es  adg, 21999
423 4120,209 3a%s? b6, 24119
522 4199,100 1’ a?c)<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>