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ABSTRACT 

My thesis is primarily focused on the single-neuron representations of visual categories, 

memory, and choice in the medial temporal lobe (MTL) and the medial frontal cortex (MFC) 

of the human brain. Most of the data presented here comes from single-unit recordings 

conducted in neurosurgical patients who were implanted with depth electrodes used to 

monitor their epileptic seizures. Given the significance of the data, it seems only appropriate 

that Chapter II (the first data chapter) of this thesis is dedicated to detailing the process of 

acquiring such recordings. The chapter provides extensive detail on the surgical techniques, 

anatomical targets, data acquisition, and post-processing procedures that produced the data 

we analyze here.  

In Chapter III , we will focus on representations of visual categories in single cells in the 

amygdala. One very special brand of visual categories is faces. We know that neurons in the 

primate amygdala respond prominently to socially significant stimuli, such as faces, yet the 

contribution of these responses to social perception remains poorly understood. In the first 

part of this thesis, we evaluated the representation of faces in the primate amygdala during 

naturalistic conditions by recording from both human and macaque amygdala neurons during 

free viewing of identical arrays of images with concurrent eye tracking. Among the notable 

differences, we found that in both monkeys and humans, the majority of face-selective 

neurons preferred faces of conspecifics, a bias also seen behaviorally in their fixation 

preferences. We found that response latencies, relative to fixation onset, were shortest for 

conspecific-selective neurons. Our data suggests that overt attention to faces gates amygdala 

responses, which in turn prioritize species-typical information for further processing. 

In Chapter IV, we investigated how visual representations in the medial temporal lobe are 

subsequently used to make two types of decisions: a recognition memory choice ("Have 

you seen this image before?"), and a stimulus categorization choice ("Is this a face?"). We 

show that: (1) there are distinct populations of cells in the medial frontal cortex (including 

dorsal-anterior cingulate cortex and pre-supplementary motor cortex) encoding recognition 

memory or categorization-based choices; (2) category-selective cells in the medial 
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temporal lobe are insensitive to such task conditions; and (3) spike-field coherence 

between field potentials in the medial temporal lobe and action potentials in the medial 

frontal cortex are enhanced during recognition memory choices. This suggests that inter-

areal communication between these two brain regions may be facilitated selectively in 

tasks that rely on recognition memory-based information.   

Overall, we have been able to show, using concurrent eye-tracking and single-unit 

recordings, that the visual representations of objects (and specifically faces) in the MTL 

are gated by fixations, as measured in a free-viewing task. Additionally, we have also 

observed representations of abstract choice in the medial frontal cortex during a memory ï

recognition and visual categorization task. Based on our coherence analysis between MFC 

cells and local field potentials in the MTL, we believe that this representation of choice in 

MFC is enabled by internal representations of recognition memory in MTL.  
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Chapter I: General Introduction  

1.1 Overview 

Imagine that you are walking down a crowded New York City street. If you are a local, you 

are largely ignoring the deluge of information all around you. If you are a tourist, you are 

eagerly sampling the sights, sounds, and smells the city has to offer as you walk by. You 

shift your gaze to sample the many different objects in your environment and you may choose 

to linger on things that pique your interest (ex. an interesting face or an advertisement). This 

scenario highlights the incredibly dynamic nature of the world we live in. And yet, despite 

this, our brain has relatively stable representations of the objects in our world. For example, 

we can effortlessly tell if what we are looking at is a face. If probed, we can also answer 

different questions about the face: ñDoes it seem happy?ò or ñIs that my cousin Alba?ò We 

can extract a lot of visual information from the objects we encounter in the world, and we 

can parse this information in a task-dependent way.  Much of what we know about the visual 

representation of objects in the human brain (and specifically representations of faces in the 

amygdala) has been learned from experiments that do not necessarily capture the 

information-rich and dynamic nature of the world where we might encounter these objects. 

For example, most of what we know about the processing of faces in the amygdala has been 

learned from the presentation of static stimuli. While much has been learned from such 

experiments, it is unclear how the associated neural responses generalize to cases where (1) 

there is competition for the subjectôs attention, and (2) the subject is free to look at whatever 

they prefer (free-view). One of the first objectives in this thesis is to determine what these 

visually evoked responses to faces in the amygdala look like when we lift some of the 

experimental restrictions that have been used in past experiments (i.e. enforced fixation, 

single static image). Understanding how the representation of faces is affected during free 

viewing is only the first step. The second objective of this thesis is to understand how visual 

representations in the medial temporal lobe (specifically amygdala and hippocampus) allow 

us to make decisions about what we are looking at. For example, I could show you an image 

and ask if it is an image of a human face. This is a trivial task and most people would be able 

to answer this question very quickly. Separately, I can show you the same exact image, and 

ask if you have ever seen it before. The second question is a little more difficult because it 
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requires memory (i.e. a memory-guided decision). These two tasks require that you extract 

two relatively orthogonal pieces of information about the same stimulus and yet we are able 

to flexibly address these questions as they are presented to us. Therefore, throughout this 

thesis, our objectives are twofold: (1) characterize visual representations in the amygdala 

under natural viewing conditions (specifically for faces), and (2) understand how the visual 

representations in MTL can allow us to make simple decisions about what we are looking at 

(e.g. ñItôs a faceò or ñI have never seen that beforeò).   

Most of the data that is collected to address the objectives outlined above comes from 

neurosurgical patients who were implanted with depth electrodes used for monitoring their 

epileptic seizures. Typical targets for these electrodes include bilateral hippocampus and 

amygdala in the medial temporal lobe and pre-supplementary motor (pre-SMA), dorsal-

anterior cingulate cortex (dACC) in the medial frontal cortex. This data is made up of 1973 

isolated putative cells. The contributions to this number from all the areas recorded are as 

follows:  594 in amygdala, 404 in the hippocampus, 399 in pre-SMA, and 576 in dACC. This 

data was collected over 49 independent sessions, from 19 different patients, and represents a 

total recording time of 22.3 hours (this number represents only the portions of the recordings 

that were directly used for this thesis, not the total amount of recording).   

1.2 Visually-selective neurons in the human amygdala 

There is an extensive body of literature detailing the response properties of visually selective 

neurons in the human amygdala. About 20% of the human amygdala neurons show high-

level visual category selectivity (Fried, MacDonald et al. 1997, Kreiman, Koch et al. 2000, 

Rutishauser, Ye et al. 2015). The response latency of the visually selective cells in the 

amygdala is approximately 400ms (Mormann, Kornblith et al. 2008, Rutishauser, Ye et al. 

2015) , and it can be both excitatory and inhibitory (Rutishauser, Tudusciuc et al. 2011). 

Some studies have also noted a difference in the responses between right and left amygdala. 

Category-specific responses to animals for example seem to be more prevalent in the right 

amygdala (Mormann, Dubois et al. 2011). Certain categories of images are represented more 

in the population of visually selective amygdala cells. Up to 50% of human amygdala cells 
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respond in some manner to faces (Rutishauser, Tudusciuc et al. 2013) and these face 

responses can show selectivity for face-parts (such as eyes or nose) while others only respond 

to the presence of the entire face. Some studies have explored responses to emoting faces 

and have noted that the responses of face-selective cells in the amygdala correlate more with 

the subjectôs choice (i.e., subjective perception of the face) than with the sensory evidence 

(Wang, Tudusciuc et al. 2014). On a follow-up study, it was also found that the face 

responses in the amygdala encode the intensity of a specific facial emotion (Wang, Yu et al. 

2017). Together, this body of literature shows robust visual responses in the human amygdala 

but it does a poor job of explaining what the computational purpose of these responses might 

be. The latter studies mentioned above (specifically by Wang et al.) have started to address 

this by linking the face responses to behavioral measurements (e.g. the subjectôs 

perception/choice). It still remains unclear however what the computational purpose of such 

visually highly-selective neurons (which be found throughout the MTL not just amygdala 

(Mormann, Ison et al. 2014)) actually is.   

1.3 Face processing in the primate amygdala 

Faces are a category of images that deserve special consideration when looking at visual 

responses in the primate amygdala. The purpose of this section is to catalogue what is 

currently known about face responses in the primate amygdala and it is mostly derived 

primarily from work that has been done in humans and monkeys.  

In the macaque, face responsive cells in the amygdala are predominantly found in the lateral 

and basolateral nuclei (Hoffman, Gothard et al. 2007). Subsets of these face-selective cells 

have been shown to respond only to a specific monkey (i.e., identity coding cells) or only to 

a specific facial expression (expression-coding cells)  (Gothard, Battaglia et al. 2007). Using 

movies of conspecifics, a population of cells in the amygdala was shown to have eye-contact 

sensitive responses (Mosher, Zimmerman et al. 2014) that were only apparent when the gaze 

of the monkey in the movie met the gaze of the monkey viewing the movie.  This suggests 

that face responses in the amygdala are not just a coarse response but actually contain a lot 

of structure that might only be apparent by monitoring neural activity while also tracking eye 
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movements. The diverse tuning properties of face-responsive amygdala cells, which we 

describe here, also allude to a possible computational role that might distinguish face 

processing in the amygdala from that seen in areas of the cortex. These responses are not 

passive (i.e., simply signal the presence of a face), but could be used to make inferences in a 

social setting. They can possibly be used to infer emotion (recall the study by Wang et al. 

which showed parametric encoding of the intensity of an emotion), or facilitate social 

communication through eye gaze. The latter is one of the most powerful instances of non-

verbal communication; it can be used to signal (e.g. you can cue someone to look at 

something with your eyes) or to cue for intimacy (among others).  

Evidence of finer structure in the face responses has also been found in humans. In a study 

using stimuli that only revealed parts of a face, Rutishauser et al. discovered cells that were 

selective for regions of interest within the face (i.e., mouth, left eye, and right eye) as well as 

cells that only responded to the presence of the entire face (Rutishauser, Tudusciuc et al. 

2011). These kinds of responses can also be seen outside of the amygdala (in face patches 

for example) so again the question arises, what is the computational advantage of having 

cells with tuning for face-parts in the amygdala? One possible explanation could be that 

amygdala responses do not only reflect the perception of faces but are actually used in the 

production of facial expressions (Livneh, Resnik et al. 2012). This hypothesis is based on 

anatomical evidence of projections from the amygdala to cingulate motor areas. This is a 

very exciting hypothesis because it suggests that the amygdala forms a closed control-system 

suited for adaptive social behavior; on the one end monitoring the environment for socially 

relevant cues and on the other end using these cues to generate contextually meaningful 

behaviors.   

1.4 Using more naturalistic stimuli in probing amygdala responses 

In relating behavior to patterns of neural activity, most electrophysiological experiments 

(specifically visual experiments in human and non-human primates) tend to use stimuli that 

have been stripped of all non-essential elements. The reason for this is that the more variables 

you remove from the experimental paradigm, the easier it becomes to interpret the associated 
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neural patterns. As an example, most of the literature detailing the properties of face cells 

in the primate amygdala has been based on the presentation of static images of faces. This 

experimental scenario is far removed from our own experience as we move around the world. 

In the real world, we are constantly updating our view by directing our gaze at different 

objects in our environment. Furthermore, we rarely experience these objects in isolation; they 

are usually embedded in a sea of other objects (i.e. crowdedness), they are often themselves 

animate (moving and emoting), and their relationship to us can vary (ex. far or close).  Given 

this constant competition for our attention, on average we sample the items in our 

environment for brief periods of time (200-500ms) before moving to the next items that 

attract our attention. Of course, the actual numbers can vary widely depending on what we 

are doing and what is around us, but the point is that the processes underlying naturalistic 

viewing behavior usually occur on short timescales and under information-rich conditions.  

On the one hand, the importance of using more ethologically valid behavioral tasks cannot 

be understated. On the other hand, neural data is much easier to interpret if the number of 

variables is small. Improvements in sensors that allow us to measure behavior, such as eye 

trackers, and methodological innovations in automatic labeling of behavior using machine 

vision, have allowed researchers to probe more and more interesting behaviors in the 

laboratory. In some cases, these new experimental paradigms have expanded our 

understanding of the associated brain structures involved in the behavior, and in other cases, 

they have reshaped it (Sheinberg and Logothetis 2001). As an example, the use of more 

naturalistic stimuli in recent years (e.g. movies) has led to findings that would have otherwise 

been overlooked. In a recent study, Mosher et al. (Mosher, Zimmerman et al. 2014) annotated 

instances when the monkey (frame-by-frame annotation, under free-viewing conditions) 

fixated on the eyes of conspecifics in the video. In doing so, they found eye cells in the 

macaque amygdala that are modulated by directed versus averted gaze. They discovered 

these cells only after they replaced static images with videos of conspecifics and allowed the 

monkey to freely view the movie (Gothard, Mosher et al. 2017). 



 

 

8 

1.5 Representation of memory and visual category in the human medial temporal lobe 

So far, we have focused on face processing in the amygdala, but cells in the medial temporal 

lobe -- anatomically comprised of the hippocampus, amygdala, fornix, and the surrounding 

perirhinal, entorhinal, and parahipocampal cortices ï are selective for a wide variety of visual 

categories and concepts (of which faces are an instance). Other cells in the MTL signal 

whether a stimulus is new or old. This memory signal can emerge even after a single 

exposure (Rutishauser, Mamelak et al. 2006). Furthermore, it has been shown that this 

memory signal is not binary, but rather is modulated by memory strength (as measured by 

subjective confidence ratings). One important thing to note is that the visual category of a 

particular image, and whether it is novel or familiar, are independent pieces of information 

and therefore not correlated (this mostly true, since we do have a better memory for particular 

categories of images). Accordingly, the groups of cells that carry these two types of 

information are largely disjoint. While these two types of signals in the MTL have been well 

characterized, it is still unknown if these representations of visual category and memory are 

modulated by task. The memory signal carried by cells in the human MTL for example, was 

identified in the context of a recognition task. It is unclear however if this signal would still 

be present if the subjects were not asked a memory related question.  

1.6 Interactions between the medial temporal lobe and the medial frontal cortex 

While much is known about the representations of declarative memory in the human medial 

temporal lobe, little is known about how these representations are accessed in order to make 

a memory-based decision. The retrieval and use of memory representations for decisions is 

thought to rely on interactions between the hippocampus and the medial frontal cortex, two 

areas that are correlated in memory demanding tasks in humans (Anderson, Rajagovindan et 

al. 2009), macaques (Brincat and Miller 2015), and rodents (Siapas, Lubenov et al. 2005). 

There is anatomical evidence for both direct (Lavenex, Suzuki et al. 2002) and indirect (Ito, 

Zhang et al. 2015) pathways between the hippocampus and the medial frontal cortex. 

Furthermore, electrophysiological studies have shown that theta rhythms in the hippocampus 

entrain cells in the MFC (Jones and Wilson 2005, Siapas, Lubenov et al. 2005). The extent 

to which MFC cells cohere to hippocampal oscillations is correlated with performance in 
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spatial navigation and working memory tasks in animals (Hyman, Zilli et al. 2005, Hyman, 

Zilli et al. 2010). It is unclear however if this inter-area coherence between MFC and 

hippocampus is needed for accessing representations of declarative memory in the MTL in 

order to make a memory-based decision.  

1.7 Overview of the thesis 

In Chapter II, I will detail the methodology we use to collect single-cell recordings from 

human subjects. The detail is extensive and covers everything from the surgical methods for 

implantation of the electrodes to the processing pipeline that we use for the collection and 

analysis of the neural and behavioral data. In Chapter III of this thesis, I will focus on data 

collected from single cells in the monkey and human amygdala using concurrent eye-

tracking during a free-viewing task as well as a covert attention task (the latter was done in 

humans only). From there, in Chapter IV, we will look at representations of abstract choice 

as a function a visual stimulus and task demands. This is the only chapter that includes data 

recorded outside of the medial temporal lobe. Methodologically, it is also a departure from 

the rest of the chapters because we also look for the first time at evidence of inter-area 

communication through measures of spike-field interactions. In Chapter V, I will expand on 

the implications of these results, while also presenting some additional, related data, as well 

as a few ideas about follow-up studies and future work.  
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Chapter II: Surgical and Electrophysiological Techniques for Single-Neuron 

Recordings in Human Epilepsy Patients 

 

2.1 Overview 

Extracellular recordings of single-neuron activity in awake behaving animals are one of 

the principal techniques used to decipher the neuronal basis of behavior. While only 

routinely possible in animals, rare clinical procedures make it possible to perform such 

recordings in awake human beings. Such human single-neuron recordings have started to 

reveal insights into the neural mechanisms of learning, memory, cognition, attention, and 

decision-making in humans. Here, we describe in detail the methods we developed to 

perform such recordings in patients undergoing invasive monitoring for localization of 

epileptic seizures. We describe three aspects: the neurosurgical procedure to implant depth 

electrodes with embedded microwires, electrophysiological methods to perform 

experiments in clinical settings, and data processing steps to isolate single neurons. 

Together, this chapter provides a comprehensive overview of the methods needed to 

perform single-neuron recordings in humans during psychophysical tasks. 

 

2.2 Introduction 

Invasive intracranial EEG (iEEG) monitoring is routinely performed in patients who are 

believed to have localization-specific epilepsy, but the exact source of the seizure onset 

cannot be identified using non-invasive methods such as scalp EEG, MRI scans, PET and 

SPECT studies, or MEG.  For these patients, either surface ñgridò electrodes or penetrating 

ñdepthò electrodes provide a precise method to better identify seizure onset and spread 

patterns.  ñGridò electrodes are sheets of electrodes imbedded in a thin sheet of silicone.  

They are typically used to identify the site and spread pattern of neocortical seizures on the 

brain surfaces, and perform cortical functional mapping via electrical stimulation. In 

contrast, depth electrodes penetrate the brain surface and pass through both cortical grey 

and white matter.  The distal end of the electrode typically rests in deep cortical or 
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subcortical locations such as the amygdala, hippocampus, primary visual cortex, or 

insula. Depth electrodes are typically used to identify seizure onsets in patients suspected 

of mesial temporal or mesial frontal seizures, although more recently the use of many small 

stereotactic EEG  (SEEG) electrodes has been used as an alternative to grids (Mullin, 

Shriver et al. 2016). In addition to seizure monitoring, depth-electrode monitoring offers 

the unique opportunity to address important research questions on the function of the 

human nervous system (Fried, Rutishauser et al. 2014). For example, our current choice of 

electrode, called the Behnke-Fried (BF) hybrid depth electrode (Fried, Wilson et al. 1999), 

has a standard array of 4-8 circular platinum-iridium ECoG electrodes spaced at 5 mm 

intervals along the electrode shaft, and has a hollow core. Through the hollow core, we 

thread a bundle of 9 microwires (40 µm diameter, platinum-iridium) (see Fig. 1A).  These 

wires are contained in an insulated covering except on the distal end, where they come out 

in a ñflower sprayò configuration. The microwires and associated macro-electrode external 

sheath are FDA approved, and manufactured by Adtech Instrument Corp (Racine, WI).  

The wires extend 15 mm from the shaft. Eight of the wires are insulated while an additional 

single referential ground wire is uninsulated.   The assembly also has a green shrink-wrap 

sheath that sits over the insulation and is used during insertion to protect the wires (see 

below for details).  We use the BF electrodes specifically to record multiunit and single 

unit extracellular activity at the most medial aspect of the electrode target. At present, we 

have not found any other electrodes that can reliably record single unit activity along the 

shaft of the main electrode, although newer technologies are being developed for this 

purpose. Importantly, no additional risk over standard clinical procedures is incurred by 

inserting microwires in addition to standard depth electrodes (Hefft, Brandt et al. 2013, 

Schmidt, Wu et al. 2016). The focus of this chapter is to provide a detailed description of 

the surgical methodology involved in the insertion of hybrid depth electrodes. In addition, 

we also briefly summarize subsequent methods to obtain reliable single unit recordings 

from the microwires in a clinical scenario.  Our intention is that this detailed, step-by-step 

description will prove a useful guide to others interested in performing recordings in 

humans at the single-neuron level.  Of note, there are several alternate techniques for 

inserting depth electrodes (see (Mehta, Labar et al. 2005, Misra, Burke et al. 2014)).   We 
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describe the method we have successfully employed for the last 12 years, but 

acknowledge that other methods or modifications may be equally successful.  

 

Figure 2.1: Electrodes used and postoperative MRIs. (a) Sketch of the hybrid macro-micro depth electrode. (b) 

Example postoperative MRIs illustrating the depth electrode placement. 

 

2.3 Surgical Methods 

2.3.1 Target Selection 

Placement of depth electrodes must always be dictated primarily by clinical concerns.   

Patients are undergoing depth electrode monitoring for the primary purpose of identifying 

a seizure focus.  Because insertion of depth electrodes can carry substantial risks such as 

brain bleeding, stroke, infection, and even death, strict ethical standards must be 

maintained at all times (Mamelak 2014).  Thus, it is unethical and unjustified to insert 

electrodes in non-clinically relevant areas, or regions used only for research application.  
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Failure to follow such strict ethical standards is likely to lead to potential harm to 

patients, which can never be justified.  

In general, patients undergoing depth electrode monitoring fall into two categories:  (1) 

seizures are suspected to arise from a medial temporal or limbic structure, but non-invasive 

monitoring and imaging tests are not sufficient to justify proceeding directly to a surgical 

intervention.  Common examples of this include patients with suspected unilateral onset of 

seizures in the hippocampus or amygdala, but patients do not meet so called ñskipò criteria, 

so that depth electrode monitoring is used to confirm that all the seizures arise from one 

mesial temporal lobe versus having bilateral independent seizure onsets, or evidence that 

the seizures do not arise from the mesial temporal lobe at all.  Another common situation 

is a case where the patient is believed to have localization specific epilepsy, but non-

invasive monitoring cannot reliably identify the site. In those cases, depth electrode 

monitoring is used both to determine lateralization (i.e. what hemisphere does a seizure 

focus arise from) and localization (i.e. from what lobe of the brain or general region does 

the seizure arise from).  Often in these cases, patients subsequently go on to subdural grid 

or high density SEEG monitoring to further localize the seizures.   

For most typical depth electrode cases, we rely upon orthogonal trajectories, and place 

bilateral symmetric electrodes.  The typical medial targets are: amygdala, mid-body of 

hippocampus, medial orbito-frontal cortex (OFC), anterior cingulate cortex (ACC), and 

pre-supplementary motor area (pSMA).  In addition, electrodes may often be placed in the 

parahippocampal gyrus, insula (frontal or temporal opercular regions), parietal cortex, or 

in any overt structural abnormalities such as cortical dysplasias or regions of gliosis.  Thus, 

in general, our patients are implanted with 5- 8 electrodes in each hemisphere (see Table 1 

for typical targets). Note that for all targets, the electrode tip is centered approximately 5 

mm more lateral than the desired recording site, to allow room for the microwires to 

protrude from the end of the macroelectrode into cortical structures.  
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Table 2.1: Example electrode locations 

 

 

2.3.2 Stereotactic targeting 

Depth electrodes need to be inserted with a high degree of precision.  Both the final target 

position as well as the trajectory from the surface of the brain to the target must be 

precisely planned to avoid injury to vascular structures such as veins and arteries on the 

brain surface and deep within the brain. Accidental puncture of veins and arteries is the 

primary cause of morbidity (brain injury) from depth electrode insertion, and these 

structures have substantial patient-specific variability.  To accomplish this task, we rely 

on the use of frame-based stereotaxis.  We utilize a Codman-Roberts- Wells (CRW) 

stereotactic frame (Integra) and an attachment to the CRW frame that has been 

specifically designed for orthogonal depth electrode placements (Cosgrove Depth 

Electrode Insertion Kit, Adtech Instrument Corp).   Unfortunately, we are not aware of a 

similar insertion kit design to work with other common stereotactic frames l, although the 

design could easily be modified for those systems. Frame-based stereotaxic methods have 

a targeting accuracy of less than 1 mm, and can be used with a variety of commercially 

available stereotactic planning software suites.  These stereotactic planning systems are 
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routinely utilized by the majority of neurosurgical centers around the world.  With this 

method, a metal frame is attached to the patientôs head using 4 disposable screws that 

penetrate the skin and press on but do not go into the skull (Figure 1). We utilize ear bars 

inserted into the auditory canals of the patient at the time of frame placement to ensure a 

perfectly centered and orthogonal frame placement. 

 

 

Figure 2.2: Stepwise process of depth electrode insertion (A) Stereotactic frame placement. (B) CT scan with 

fiducial localizer to create patient specific coordinate system. (C) Screenshot from planning system (Framelink, 

Medtronic) used to determine stereotactic coordinates and trajectories. (C) Tools used for implantation 

(Cosgrove Depth guide, coring tool, anchor bolt wrench, reducing tubes for electrodes). (E) CRW base frame 

with Cosgrove Depth Guide mounted on patient right. (F) Coring tool inserted to skin entry point, and lidocaine 

injection. (G) Hand held twist drill passed directly through coring tube to drill entry point and anchor bolt site. 

(H) Bolt insertion using hex wrench. (I) Anchor bolt inserted in skull, Cosgrove guide mounted with reducing 

tube for electrode insertion. (J) Marking length of electrode from end of reducing tube to target. (K) Inserted 

hybrid macro-electrode before removal of electrode stylet, inserted to length measured in (J). (L) Microwires 

(before cutting) together with green sheath. (M) Insertion of microwires through already implanted 

macroelectrode. (N) Final coupling of macro-and microelectrode. (O) Securing electrode by tightening anchor 

bolt after microwires are inserted. (P) Application of surgical glue to distal end to secure micro-and 

macroelectrode coupling. (Q) Insertion of ground/reference strip. (R) Assembled hybrid macroelectrode with 

microwires extending (after deplant). 

 

 



 

 

17 

2.3.3 Surgical protocol ï pre-operative procedures 

 

Pre-operative Area: 

1) Full head shave.   

2) Intravenous propofol sedation given by anesthesiologist. 

3) CRW stereotactic head frame applied using standard neurosurgical methods (Fig. 2A): 

a. Local anesthetic injected at each pin site (Albrightôs solution, a pH balanced mixture of 

1% Lidocaine, 0.25% Marcaine, sodium bicarbonate, and epinephrine). 

b. Frame positioned with ear bars in bilateral auditory canals and held by technician. Good 

orthogonal position in all three planes confirmed by direct visualization by surgeon.  

c. Skull pins inserted at each of the four posts of the frame and tightened to secure the frame 

in a good orthogonal trajectory. 

d. Apply CT or MRI compatible stereotactic localizer. 

CT or MRI scanner: 

1) Patient is taken to the CT or MRI suite for scanning once sedation has worn off (typically 

5-10 minutes).  Our preference is to obtain a high resolution 3T MRI prior to surgery, as 

this is a routine part of the pre-surgical epilepsy workup, and is therefore almost always 

available. On the day of the surgery, a CT scan is acquired (0º gantry angle, 1.2 mm slice 

thickness, axial images from the top of the frame base through the vertex, helical scan 

mode).  Iodine contrast is also given to better visualize vascular structures. The scan is 

performed with the patientôs head secured to a CT fixation holder to assure that the scan 

is orthogonal (see Fig. 2B).  The CT acquisition typically takes under 1 minute. We do 

not typically acquire a CT angiogram (CTA) sequence, although this can be used to better 

visualize surface and deep vasculature if desired.  

2) The localizer is removed and the patient is transferred to the operating room. 

Registration of patient-specific stereotactic space1: 

1) CT images are transferred to the stereotactic planning computer via a PACS server. 

                                                 
1  We use the Framelink® Stereotactic Planning Software suite (Stealth Station, Medtronic) for planning at our institution. 

There are however many alternative solutions that are just as reliable (e.g. Brain lab, Radionics). 
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2) The previously acquired MRI is also imported.  If an MRI is not available, then the CT 

is not acquired and we acquire a 1.5 T MRI with the stereotactic frame and localizer on, 

and use these images. MRI should include at least one high-resolution multi-slice (120-

180, typically 144) axial or coronal sequence and a similar high-resolution T2 weighted 

image for best anatomic imaging.  

3) Using the planning software (Framelink, Medtronic, Inc), the MRI and CT images are co-

registered and aligned (Auto-Merge feature). 

4) The fiducial rods from the localizer detected on the CT or MRI scan are then registered, 

generating a patient-specific stereotactic Cartesian coordinate system.  

5) Once this step is complete, a full Cartesian coordinate system is established in which 

each point in space is associated with a specific Lateral (x), Anterio-Posterio (y), and 

Vertical (z) coordinate that corresponds to identical x, y, z values on the frame. A full 

description of stereotactic methods is beyond the scope of this chapter.  

Target Calculation (see Fig. 2C): 

1) The most medial point for the electrode is chosen on the displayed axial, coronal, and 

sagittal MRI. Typical targets are listed in Table 1. The monitor cursor is placed on the 

target point.  

2) Clicking the computer mouse on the chosen target generates the x, y, and z coordinate 

values for that point on the screen in the lower corner of the image panel.  These points 

are recorded on an electrode targeting sheet.   The ñset targetò button on the software is 

selected.  

3) A point is then chosen on the lateral skin surface that is roughly parallel to the targeting 

the A-P and vertical planes.  Once selected, the x, y, and z coordinates are displayed by 

clicking the mouse similar to how the initial medial target was selected. The point is 

adjusted with small movements of the cursor to ensure that the A-P (y), and Vert (z) 

values for the entry point are within 1 mm of the same values for the chosen target point.  

This assures that the trajectory of the electrode will be orthogonal to the insertion guide 

and parallel to the base frame.  Once this point is established, the ñset entryò button is 

selected, resulting in the display of the electrode trajectory from surface to medial point.  
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4) Using the trajectory path tool, the trajectory is then followed in multiple planes to 

ensure that no surface or deep vessels are violated, and that sulci are avoided as much as 

possible.  If need be, the trajectory is then iteratively adjusted until the surgeon is 

satisfied with the trajectory.  

5) This process is repeated for every electrode, generating an average of 10-16 trajectories. 

6) The insertion depth of each electrode then recorded on the target-planning sheet as 190 

mm minus the absolute value of the lateral coordinate. This measurement determines the 

stopping point for insertion of the electrode at the lateral edge of the insertion guide (see 

2.2.4 for details), as the system is designed so that the back end of the insertion guide 

with reducing tube in place measures exactly 190 mm from the center of the stereotactic 

frame. 

 

2.3.4 Surgical protocol ï intraoperative procedures 

 

Once all target coordinates and trajectories have been defined, the patient is ready to be 

implanted. The patient is brought into the operating room. We typically perform these 

procedures under total general anesthesia with either laryngeal mask or endotracheal tube 

insertion.  However, the procedures can also be performed using only propofol sedation and 

local anesthetic if desired.  In our experience this is not necessary, slows the procedure, and 

increases patient discomfort.  The procedural steps for insertion are as follows. 

Patient positioning and prepping: 

1) Patient is placed in a semi-sitting ñlounge chairò on the operating room table with the 

CRW frame secured in place using a standard neurosurgical head holder (Mayfield head 

holder with CRW adaptor plate).  The head is position almost upright with the frontal 

eminence (top of the forehead) uppermost in the field, allowing symmetric access to both 

lateral sides of the head.   

2) The entire head is prepped with an iodine-based antiseptic solution.  Care is taken to 

make sure the prep extends below the zygoma (cheek bone) on both sides and up to the 

frame rods.   
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3) The CRW base ring is attached to the head frame and secured with the locking knobs. 

4) A sterile ñUò drape is draped around the base of the frame but below the base ring and 

extended around the front of the patient with a full or three-quarter sheet placed to cover 

the patientôs body.  This creates a sterile field (also see Note 1).   

Equipment Required: 

1. Bovie electrocautery unit and cautery pencil. 

2. Modified electrocautery stylus (custom-made 225 cm-long insulated rod with 2 cm tip 

exposed at end, inserts in coring tube). 

3. Cosgrove Depth Electrode Insertion Kit (see Fig. 2D), containing: 

a. CRW Stereotactic Electrode Insertion Guide. 

b. Reducing tube ï non-slotted. 

c. Reducing tube ï slotted. 

d. Slotted electrode guide insert (inserted in slotted reducing tube). 

e. Coring tool. 

4. Handheld neurosurgical twist drill. 

5. Disposable drill kit for depth electrode anchor bolts (Adtech DDK2-2.8-30x for standard 

and BF depths, DDK2-2.4-30X for SEEG anchor bolts and electrodes). 

6. Anchor bolts. 

7. Appropriate number of BF electrodes. 

8. 1x4 or 1x6 contact subdural strip electrode (for ground/reference). 

9. Basic surgical instrument tray with forceps, cocker clamps, etc. 

10. Small gauge K-wire or Steinman pin.  

Anchor bolt placement: 

The standard process of inserting BF hybrid depth electrodes using the  

Cosgrove Depth Insertion Kit is identical for all electrodes and insertion sites.  We typically 

perform all right-side insertions first, followed by all left-sided insertions, as this is far more 

time efficient.  
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1. The Cosgrove Depth Guide is placed on the A-P mount side of the CRW base frame 

and set to the A-P (y) coordinate for the electrode to be inserted (see Fig. 2E) (The CRW 

uses a Vernier scale to allow for accuracy up to 0.1 mm). 

2. The height of the Cosgrove Guide is adjusted to match the Vertical (z) coordinate of the 

target for the electrode to be inserted.  

3. The non-slotted reducing tube is inserted into the guide until flushed with it, and locked 

in place with the tightening screw. 

4. The coring tool is inserted through the reducing tube to the skin, marking the entry point. 

This point is injected with a 2-3 cm wheel of lidocaine 0.5% with epinephrine (see Fig. 

2F). 

5. The coring tool is twisted directly through the skin and muscle down to the skull.  The 

sharp edges on the coring tool allow it to cut through the skin and muscle but not 

penetrate bone.  Once making firm contact with bone, it is locked in place with the 

tightening screw. 

6. The modified Bovie tip is inserted directly through the hollow opening in the coring tool 

down to the bone and coagulation of the deep tissue carried out for several seconds. This 

prevents bleeding from the muscle that might occur from coring.   

a. If no modified Bovie tip is available, the K-wire can be inserted and the distal end of the 

K-wire touched to the Bovie to transmit current to the deep tissues. If this method is used, 

care is taken to make sure the K-wire does not touch the side walls of the coring tube, 

resulting in an electrical short and no tissue coagulation.  

7. The handheld twist drill is passed through the coring tube opening to the bone, and a 

twist drill hole is made in the bone.  An adjustable stop on the drill is set to minimize risk 

of plunging into brain.  Ideally, the drill penetrates the skull but stops at the dura.  

Standard neurosurgical techniques are applied to achieve this depth (see Fig. 2G). 

8. The drill is removed and the sharp end of the K-wire is inserted down the coring guide.  

This allows the surgeon to ensure that the bone has been completely breached and to 

palpate the dura.  The dura is then punctured with the K-Wire.  The process can be 

repeated as needed to ensure complete drilling and dural opening. 

9. The coring tool and reducing cannula are removed. 
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10. An anchor bolt is placed on the distal end of the hex wrench supplied with the 

Cosgrove Kit (see Fig. 2H).  This wrench is designed to match the hexagonal shape of the 

anchor bolt, with a width that is the same as the Cosgrove Guide.  This ensures that the 

insertion of the anchor bolt will be exactly in line with the drill hole and will remain 

orthogonal at all times. 

11. The hex wrench with anchor bolt is inserted through the insertion guide into the drilled 

hole through the skin and handïtightened into the calvarium.  This typically requires 15-

20 half-turns of the wrench.  Care must be taken not to turn too quickly or with too much 

pressure to avoid fracturing of the anchor bolt or the underlying bone.  Typically, the 

anchor bolt is advanced until the hexagonal aspect of the bolt is touching the skin surface.  

This ensures excellent purchase in the bone but not too deep a penetration to cause 

epidural hematoma. 

12. Once in place, the hex wrench is removed and the surgeon confirms that the anchor bolt 

is tightly secured. 

Hybrid microwire insertion: 

1. The length of the electrode that had previously been measured (Step 6 in ñElectrode 

Trajectoryò section above) is noted.  The macro-contact portion of the BF hybrid 

electrode is measured to this length from the distal tip of the electrode on a ruler, with the 

length marked using a surgical marking pen (see Fig. 2J). 

2. The distal end of the microwire bundle is then cut as a single bundle using very sharp 

tonotomy scissors.  We typically cut the wires to be 4-5 mm long for optimal results (see 

Note 3 and Fig. 3L). 

3. The green protective sheath is gently pulled over the microwire bundle to protect the 

wires during insertion (see Fig. 3L). The sheath should just cover all the wires but not be 

pulled up too far to avoid it coming off or bending during insertion.  

4. The slotted reducing tube and slotted guide cannula are assembled so that the distal ends 

of both pieces are flush.  They are then inserted as a single assembly into the Cosgrove 

Guide (see Fig. 2I). 
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5. The K-wire is again passed though the guide cannula and the anchor bolt through the 

dura to ensure clear passage of the electrode. 

6. The BF macroelectrode is inserted through the guide cannula and opening in the anchor 

bolt and passed until the marked point on the electrode just aligns with the back end of 

the guide cannula (see Fig. 2K).  This is the target depth.   

7. With the surgeon carefully holding the end of the electrode that enters the anchor bolt (so 

that it cannot slip), the electrode stylet is removed.  The guide cannula and slotted 

reducing tube are then unscrewed and gently pulled back and disassembled, leaving only 

the electrode exiting from the Cosgrove Insertion Guide.  The distal electrode is then 

passed through the Cosgrove Guide opening so that the electrode sits completely outside 

the Cosgrove assembly.  The anchor bolt set screw is tightened one half-turn. 

a.  A slotted guide cannula is needed because the distal outer dimeter of the BF 

macroelectrode is larger than the proximal end, and if it were not slotted, it could not be 

freed from the guide assembly. 

b. Placement of the macro-contact and holding it in place while the distal end is removed 

from the Cosgrove Guide is the most precise portion of the procedure and the easiest 

place for the surgeon to accidentally move the electrode depth. Care should be taken to 

ensure that the surgeon has a secure grip on the electrode just as it enters the anchor bolt 

during this entire process to minimize risk of migration.  

8. The surgeon picks up the microwire assembly and hands the distal end of the 

microelectrode bundle to an assistant to hold and advance, while the tip is inserted in the 

macroelectrode. 

9. The surgeon holds the distal end of the macroelectrode, taking great care to not pull out 

or advance the electrode (it is not yet secured).  He/she then threads the microwire 

assembly into the hollow opening of the macroelectrode and gently advances it until the 

distal connecter bushing tightly connects with the distal connector on the macroelectrode 

(see Fig. 2M).   It is advanced until the collar on the back end of the microwire assembly 

aligns with the blue line present on the macroelectrode, indicating it has been fully 

inserted with the distal end protruding from the distal end of the macroelectrode by the 
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amount that was pre-cut in Step 2 (see Fig. 2N).  The collar should fit snugly into the 

distal end of the macrowire assembly.  

10. The tightening screw on the anchor bolt is then tightened, first finger tight and then 

further with a Kocher clamp to lock the entire electrode assembly in place (see Fig. 2O).   

11. A small drop of surgical glue (e.g. Dermabond, Indermil) is applied to the electrode-

coupling site at the distal end to prevent the assembly from separating (see Fig. 2P). 

The process (Steps 1-11) is then repeated for the next electrode, until all electrodes have been 

inserted. 

12. Once all electrodes are inserted, a 1-2 cm incision is made in the midline scalp at the 

parietal vertex.  A hemostat or similar clamp is used to create a small sub-galeal pocket 

and the 1x4 subdural strip is inserted into the subgaleal space with the contacts pointing 

outward.  This will serve as the ground and reference contacts for the recordings (see Fig. 

2O).  The incision is closed with a nylon suture, and the electrode tail is secured to the 

scalp. 

13. An A-P and lateral skull X-ray are taken after all electrodes are inserted but prior to 

completion of the procedure.  Review of the X-ray may identify electrodes that are 

misplaced or accidently pulled out.  Any misplaced electrodes are then re-inserted with 

final placement again confirmed by X-ray.  

14. The exact number and/or color scheme for each electrode and its location are double-

checked with a technician to ensure correct identification of each wire for subsequent 

EEG recordings.  

Completion of procedures: 

 Once all electrodes are in place, the head must be properly dressed to prevent infection: 

1. The entire head is cleaned as best as possible with several wet lap sponges, removing any 

dried blood and betadine paint. 

2. 1 cm wide x 2-3 cm long strips of Xeroform or similar bandaging material are cut and 

wrapped around the base of each anchor bolt. 

3. The surgeon holds the head while as assistant releases the frame from the Mayfield head 

holder, unscrews the four skull pins, and removes the CRW frame.   
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a. Care is taken not to hit any of the protruding anchor bolts or accidentally pull on the 

electrodes during removal.  

4. Several gauze sponges are placed on both sides of the head and a full head dressing is 

applied.  We use two Kerlix rolls for this purpose.  The electrode tails are brought out 

through the top of the dressing with care taken to ensure they are not buried in it.  The 

exiting tails are further covered with additional gauze sponges and secured with silk tape.  

A Spandage expandable bandage net is also applied.   

5. The patient is awakened and taken to the recovery room. 

Post-surgery procedures: 

1.  A non-contrast brain MRI is obtained within 4 hours of insertion.  This confirms each 

electrode tip location and identifies any sites of bleeding. 

a. A CT scan is not advisable as there is a tremendous metallic artifact making any 

interpretation difficult. 

2.  A-P lateral and submental vertex plain films are taken. 

3. The patient is transferred to the Epilepsy Monitoring Unit (EMU) for recovery, and 

electrodes are hooked up for continuous EEG monitoring, typically the following day. 

4. Evaluation of the microwires for detecting single unit and multiunit activity is typically 

first started 1-2 days after insertion to allow the patient to recover from the procedure.  

Removal of electrodes: 

Once monitoring is completed, the electrodes and anchor bolts must be removed.  This is a 

straightforward surgical procedure, typically done under propafol sedation.  The basic steps 

are as follows: 

1. In the OR, the patient is given propofol sedation.  The head dressing is cut off, with care 

taken not to accidentally cut the electrode wires. The head is placed on a gel donut for 

support. 

2. The head is not cleaned with betadine until after the electrodes are removed. 

3. Starting with the right side, the head is turned to the left.  The surgeon puts on gown and 

gloves. 
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4. Using the Kocher clamp, the tightening screw on each electrode is loosened.  We 

typically loosen all screws at one time. 

5. Each electrode is then pulled out from the anchor bolt and inspected.  The distal 

microwires should be visible (see Fig. 2R) and the entire electrode array removed (also 

see Note 2). 

6. Using the hex wrench, unscrew each anchor bolt and remove it.   

7. The entire side of the head where the bolts were removed is painted with betadine scrub 

paint. 

8. Each insertion site is closed with a single 2-0 or 3-0 nylon suture. The closing stich must 

tightly bring together the skin edges and should be inspected to ensure no egress of CSF. 

9. Once one side is completed, the head is turned to the other side and the same process (1-

8) repeated for the other side, 

10. Once all electrodes are removed, the head is cleaned with a moist lap sponge and water.  

Antibiotic ointment is then applied to each suture site. No other dressing is required. 

11. The patient is awakened and returned to his/her room. 

 

2.4 Methods for data acquisition and behavioral testing 

A typical intracranial recording setup relies on three separate computers: an acquisition 

system, a stimulus presentation system, and an eye-tracking system. Below, we briefly 

outline the configuration of each setup. Together, we have found this to be a very reliable 

setup for use in the clinical setting. 

 

2.4.1 Data acquisition system 

For data acquisition, we use the Atlas system from Neuralynx Inc. All signals from the 

microwires are pre-amplified on the head with small pre-amplifiers (headstages) that attach 

directly to the pig-tail connector of the microelectrode. All microwire recordings are 

performed broadband (0.1 Hz ï 9 kHz bandpass filter) and are sampled at 32kHz. In addition, 

this system allows the monitoring of all signals originating from macroelectrodes (depth 

electrodes, grids) and to pass these signals on to a clinical system running in parallel. 
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Together, this configuration allows us to connect only a single system to the patient, which 

lowers noise and avoids interference (see Notes 4 and 5). While we monitor the broadband 

recordings throughout the experiment, all processing of the data (i.e. filtering, spike 

detection, spike sorting) is redone during offline analysis. We typically set the input range to 

±2500 µV, resulting in <1 µV resolution. This is especially critical for spike sorting (see 

below), which relies on the shape of the spike waveforms themselves. Alternative products 

from other manufacturers (including Blackrock Microsystems Inc. and TDT Inc.) offer 

similar solutions to the one we described. 

 

2.4.2 Stimulus Presentation and eye tracking 

We implement all experimental tasks in Matlab with Psychophysics Toolbox (Brainard 1997, 

Pelli 1997). This well-tested and extensively utilized toolbox has been utilized by numerous 

human intracranial experimenters and is well-suited for this purpose. We typically show 

stimuli on a 19-inch screen with a resolution of 1024 x 768 pixels. The screen is supported 

by an arm mount and also carries the camera and infrared light source for the eye-tracker. 

We monitor monocular gaze position with a 500Hz sampling rate with an Eyelink 1000 

system (SR Research Inc.). We utilize a 9-point calibration grid to determine the eye-to-

screen coordinate transformation. Throughout a typical experiment, we can monitor eye 

position with an accuracy of 0.42 DVA ± 0.15.  

 

2.4.3 Response boxes and keyboards 

To collect responses from the subjects, we primarily use the RB-740 and the RB-844 

response pads (Cedrus Inc.) These response pads offer more reliable timing compared to a 

regular keyboard. Also, they are fully customizable, contain only a few buttons, and can be 

changed from experiment to experiment. As a result, we find response pads to be easier to 

use for patients.  
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2.4.4 Synchronization and data transfer 

Since the three systems are independent, it is essential to synchronize behavioral events. We 

use the stimulus presentation system as the master system. Whenever a significant behavioral 

event occurs (stimulus onset, stimulus offset, button press), this system sends an event to 

both the acquisition system as well as the eye-tracking system. This is achieved by utilizing 

the parallel port to send a signal to the transistor-to-transistor logic (TTL) input port on the 

data acquisition system. The same events are also sent to the eye-tracking system utilizing 

an Ethernet IP connection and the EyeLink toolbox (Cornelissen, Peters et al. 2002). This 

way, the point of time at which each behavioral event occurred is known on all three systems, 

despite the underlying clocks not being synchronized. Also see (Rutishauser, Kotowicz et al. 

2013) for further technical details on how to communicate between the three systems 

involved and how to utilize these connections for real-time closed-loop experiments. 

 

2.4.5 Methods for data processing 

Spike sorting is the process of extracting action potentials from the raw intracranial recording 

and attributing them to a particular neuron (ñunitò). As is the case with all unsupervised 

clustering problems, one of the main challenges of spike sorting is estimating the number of 

neurons (i.e. clusters) that a given electrode is ñlisteningò to. While there are many spike-

sorting solutions available (see Table 2), they all execute a similar workflow: signal 

conditioning and filtering of the raw trace, followed by spike detection and alignment, feature 

extraction, and finally, clustering (Lewicki 1998, Gibson, Judy et al. 2012).  The features 

used for clustering are either the raw spike waveforms or derivatives thereof. To judge the 

quality of sorting, additional properties of the spike train associated with a given cluster have 

to be considered, including the distribution of inter-spike intervals, firing rates, and 

autocorrelations. Together, these pieces of information provide evidence for whether a given 

cluster can be considered representative of a single neuron or not. While the focus of this 

chapter is on the surgical aspects of depth electrode implantation, we briefly summarize the 

standard steps we utilize below. Please see (Rutishauser, Cerf et al. 2014) for further details. 
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2.4.6 Filtering  

The first step in the processing pipeline is to remove low frequency content from the raw 

trace (Fig. 3a) by band-pass filtering the raw signal in the 300-3000 Hz frequency range (Fig. 

3b). In order to preserve the shapes of the spike waveforms, it is important that the filtering 

process does not introduce phase distortions (Quiroga 2009), which is achieved by using a 

zero-phase digital filter ((Fig. 7). For real-time applications, such filtering is not possible 

because it is non-causal. In that case, the alternative is to use a linear phase FIR filter and 

directly account for the group delay introduced by the filter (delay = (L-1)/2, where L is the 

filter length).  

 

Figure 2.3: Zero-phase filtering (a) Bandpass filtering is a common first step in improving the signal-to-noise 

ratio of spike waveforms. By retaining spectral information in a specific frequency range (300-3000 Hz for the 

example shown here), we can improve detection and sorting of spike waveforms. The way in which the filtering 

is performed however, can greatly change your results. Here we show the results when we filter the raw data 

(blue trace, Fs = 32000Hz) with no phase distortion (red trace) and when we filter in the conventional way 

(yellow trace). Zero-phase filtering was implemented with the Matlab function filtfilt.  (b) While both methods 

preserve the waveform shape, conventional filtering delays the spike waveform while zero-phase filtering does 

not.  

 

2.4.7 Spike detection and extraction  

In order to extract the action potentials from the filtered signal, we assume that the individual 

spikes are above the noise floor.  Since the noise floor may not necessarily be stationary, we 

use a time-dependent threshold that is a function of the underlying noise properties of the 
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signal. Specifically, the threshold is set to be a multiple (typically around 5) of the 

estimated standard deviation of the filtered trace. While this may work perfectly well for 

spikes that have large waveforms, it may miss some of the smaller spikes that are much closer 

to the noise floor. A few simple techniques can help improve the signal-to-noise ratio of 

spikes and therefore improve detection. One such technique is to use the energy of the signal 

instead of the raw trace (Bankman, Johnson et al. 1993). The energy operator amplifies small 

differences between the spike amplitude and the noise floor, making it easier to set a 

threshold for spike detection. Since the processes that we are interested in (i.e. spikes) unfold 

over approximately 1ms, we compute the local energy of the signal at that time scale by 

convolving it with a rectangular kernel of 1ms width. This results in an ñenergy signal (Fig. 

3c), which is then thresholded. The threshold is set to a multiple of the standard deviation of 

the energy signal (here, 5x s.d.). The threshold parameter (i.e. the multiple of the standard 

deviation) can vary case by case. For a channel that has very few spikes, we may need to set 

this parameter higher than usual to avoid picking up noise. On the other hand, in situations 

with cells of very high firing rates with large amplitude waveforms, the threshold has to be 

set lower than usual (i.e. 3 or 4x s.d.). For each threshold crossing, we extract a fixed number 

of samples before and after from the raw signal (typically, 2.5ms total length). This 2.5ms 

long trace is the waveform of the spike and forms the basis for all processing that follows.  

 

 

2.4.8 Spike sorting (clustering) 

Spike sorting involves two steps: identification of features from each waveform followed by 

unsupervised clustering of these features. The most commonly used feature for clustering is 

the spike waveform. The goal is to identify features of the waveform that maximally separate 

different cells. On one extreme, we could use a single scalar, such as the peak-to-trough 

amplitude or the spike width. On the other extreme, we could use the entire waveform and 

clustered in this N-dimensional space (where N is the number of samples that make up the 

waveform). An alternative approach is to capture as much of the variance in the waveforms 

as possible using only a few dimensions. This can be achieved by utilizing a dimensionality 

reduction technique such as principal component analysis (PCA).  
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Once spike waveform features have been identified, an unsupervised clustering algorithm 

is used to partition the space. In practice, a variety of algorithms have been used for human 

single-neuron recordings, including OSort, Wave_clus, and variants of Klustakwik/Klusta 

(see Table 2). Some are parametric and make assumptions about the underlying distribution 

of the data (such as Gaussian Mixture Models). Others are nonparametric and rely on 

heuristics computed directly from the data. We utilize the OSort (Rutishauser, Schuman et 

al. 2006) algorithm for spike detection and clustering. OSort uses a distance metric between 

the raw waveforms for clustering, runs spike-by-spike (online), and determines the number 

of clusters automatically. Other spike sorting approaches used for human single-neuron 

recordings are example pipelines include Wave_clus (Quiroga, Nadasdy et al. 2004) and 

Klusta (Rossant, Kadir et al. 2016).  
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2.4.9 Quality metrics 

We rely a list of quantitative metrics to assess how likely a given cluster represents a single 

neuron and to assess whether a given cluster is over- or under-merged.   

Stable waveform: A key metric is the peak-to-trough amplitude of the spikes associated 

with a cluster as a function of time. Ideally, the amplitude of the spike should remain constant 

throughout the experiment (see Fig. 6B). Large deviations in the shape of the waveform are 

usually indicative of electrode movements (the electrode changes position with respect to the 

cell) or of an artifact of the spike-sorting algorithm (ex. two clusters were merged when they 

should not have been, or a single cluster was split into two when it should not have been). 

This can often be corrected by manually merging clusters. 

Stable firing rate (on long enough time scales): A second metric to tracking the stability 

of a cell is firing rate as a function of time. While there may be task-dependent modulation 

at finer time scales, on long enough time scales, the average firing rate should be relatively 

stable. As in the case of the peak-to-trough amplitude, a large deviation in the average firing 

rate of a cell is usually indicative of electrode movement or over-splitting in spike sorting 

(see Fig. 6B for an example). This can often be corrected by manually merging clusters. 

Inter -spike interval histogram: One of the unmistakable features of a cell is the distribution 

of its inter-spike intervals (ISIs). The ISI histogram can be used in two ways: (1) to tell the 

difference between cells that have similar waveform shapes but might be functionally 

different, and (2) to verify that there are no violations of the refractory period (i.e. there are 

few ISIs < 3ms). Violations of the refractory period are indicative of a cluster representing 

multi-unit activity.  

Alignment check: An important check of the quality of a cluster is the distribution of the 

peak amplitude across all the waveforms. This distribution should be unimodal and tightly 

clustered around the true mean. A multimodal distribution is indicative of over-clustering 

(two or more clusters have been mistakenly merged into one) or misalignment of the 

waveforms (see Fig. 6A).  

Cluster quality checks: We typically provide, for each cluster included in a paper, 

histograms of a number of spike isolation quality metrics to allow an assessment of how 

well-separated the cells included in a study were (see supplementary Figures in (Rutishauser, 
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Ross et al. 2010, Kaminski, Sullivan et al. 2017) for examples). These include: projection 

tests between all possible pairs of clusters on the same wire (Pouzat, Mazor et al. 2002, 

Rutishauser, Schuman et al. 2006, Rutishauser, Ye et al. 2015), isolation distance (for each 

cluster versus all other detected spikes on a wire), L-ratio (Schmitzer-Torbert, Jackson et al. 

2005, Hill, Mehta et al. 2011), %ISI violations <3ms, and signal-to-noise of the mean 

waveform of a cluster.  

 

 

Figure 2.4: Spike detection and sorting. (A) Example broadband recording from a microwire in the amygdala 

(with bipolar referencing). (B) The same trace as in (A) but bandpass filtered in the 300 ï 3000 Hz band. (C) 

Signal used for spike detection (green line is the threshold). Signal shown is the local energy (with a 1ms kernel), 

which improves the SNR of spikes with respect to the baseline. (D) After spike detection and alignment, two 
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prominent waveform shapes, each one belonging to a different underlying unit (green and red), were 

identified on this channel. (E) The individual waveforms (256 samples per electrode) from the two clusters 

projected into principal component space. The clusters are well-separated. (F) Projection test to validate the 

separation between the two putative single-units (clusters). Shown are two overlapping histograms, each 

corresponding to one cluster. There was less than 1% overlap.  

 

 

Figure 2.4: Typical problems in spike sorting.  (A) One of the most common problems in spike sorting is 

over-merging of two clusters. This can happen if the within-group differences between spike waveforms are 

larger than that of across groups. In this case, the algorithm (in this case Osort) will merge the two clusters into 

a single cluster. There are a few simple ways to detect this kind of phenomenon. Illustrated here is the 

distribution of amplitudes at the alignment point (middle panel). If bimodal distribution, this is an indication 
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that this cluster is a composite of two (or more) other clusters. A projection of the individual spikes into PCA 

space confirms this (notice the two clusters in the third panel). (B) An example of under-merging of two clusters 

due to non-stationarities through the experiment (usually due to electrode movement). The firing rate and 

amplitude (second column) of the waveforms as a function of experiment time is a useful tool in diagnosing 

such problems. Note that during grey periods, recording was off. (C) High firing rates can bias the automatic 

threshold selection (dashed line), leading to missing spikes with lower amplitudes. For channels with high firing 

rates of high-amplitude spikes, the threshold has to be lowered manually. 

 

2.5 Notes  

Note 1: The CRW frame rods remain exposed during the procedure and are not sterile.  Thus, 

the surgeon must take care not to accidentally touch them during the procedure.  If touched, 

or even if there is a concern of possible touching, the surgeon gloves are changed.  We 

typically change gloves at least 3-4 times during a procedure.  

Note 2: During removal, if an electrode does not easily slide out from the anchor bolt and 

ñhangs up,ò the macro contact may be caught on the dura. Do not pull hard on the electrode, 

as this may shear the electrode and leave a residual in the brain. Rather, cut the electrode as 

close to the anchor bolt as possible. Then, when the anchor bolt itself is removed, the 

electrode will come out with it in the largest majority of cases.  

Note 3: Although we have experimented with various lengths ranging from 3-8 mm,  4-5 

mm seems to given optimal recordings.  Care is taken to cut quickly, and to not crush the 

distal ends of the microwires. A sharp scissor helps with this. The microwire bundle is 

examined and can be slightly fashioned with the scissor blades to make sure the wires 

protrude in a ñflower sprayò configuration.   

Note 4: The choice of grounds and reference electrodes is critical for stable single-neuron 

recordings with high signal-to-noise ratios and an absence of movement artifacts. Strips 

implanted below the scalp (see Surgical Methods), with the exposed contacts pointing away 

from the brain, provide the best ground and reference contacts. For single-neuron recordings 

alone, the best reference is local, i.e. one of the eight micro-wires serves as a reference for 

the other 7 micro-wires. Such bi-polar recordings have the highest signal-to-noise ratio 

because that way, all wires have approximately the same impedance, their tips are located 

within a few mm of each other and common low-frequency activity cancels out. However, 

this configuration cancels out much of the local field potential (LFP). Thus, if LFP is 

important, it is advisable to use either the local reference wire or a remote reference. 
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Note 5: Common sources of recording noise, including line noise, are devices connected 

to the patient. Before starting a recording, unplug all devices that are directly connected to 

the patient or which are being touched by the patient. All such devices should run on battery 

and be disconnected from the wall. This, in particular, includes IV pumps, leg warmers, 

remote controllers, cell phones, computers, etc. 
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Chapter III: Fixations Gate Species-specific Responses to Free Viewing of Faces in 

the Human and Macaque Amygdala 

3.1 Overview 

Neurons in the primate amygdala respond prominently to faces. This implicates the amygdala 

in the processing of socially significant stimuli, but its contribution to social perception 

remains poorly understood. We performed a comprehensive evaluation of the representation 

of faces in the primate amygdala during naturalistic conditions by recording from both 

human and macaque amygdala neurons during free viewing of identical arrays of images 

with concurrent eye-tracking. Neurons responded to faces only when they were fixated, 

suggesting that their activity was gated by visual attention. Further experiments in humans 

utilizing covert attention confirm this hypothesis. The majority of face-selective neurons 

preferred faces of conspecifics in both species, a pattern mirroring first fixation preferences. 

Response latencies, relative to fixation onset, were shortest for conspecific-preferring 

neurons, and were ~100ms shorter in monkeys compared to humans. This argues that 

attention to faces gates amygdala responses, which in turn prioritizes species-typical 

information for further processing. 

3.2 Introduction 

Faces are important stimuli for primate social behavior. Humans and macaques share a 

homologous set of cortical regions specialized for processing faces (Tsao, Moeller et al. 

2008), and in macaques, these ñface patchesò contain neurons almost entirely selective for 

faces (Tsao, Freiwald et al. 2006). Together, face patches constitute an interconnected system 

for constructing face representations from facial features (Moeller, Freiwald et al. 2008, 

Freiwald, Tsao et al. 2009). A key unanswered question is how this cortical representation 

of faces guides social behavior. The amygdala is a key structure in such subsequent 

processing: it is reciprocally connected with the cortical face patches (Grimaldi, Saleem et 

al. 2016), contains a large proportion of neurons selective for faces (Sanghera, Rolls et al. 

1979, Gothard, Battaglia et al. 2007, Rutishauser, Tudusciuc et al. 2011, Mosher, 

Zimmerman et al. 2014), and is critical for primate social behavior. 
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The amygdala processes stimuli with ecological significance, including not only social 

stimuli such as faces, but conditioned and unconditioned rewards and punishments (Paton, 

Belova et al. 2006, Adolphs 2010). Face-selective responses are prominent in the amygdala 

of both humans and monkeys (Sanghera, Rolls et al. 1979, Fried, MacDonald et al. 1997, 

Gothard, Battaglia et al. 2007, Rutishauser, Tudusciuc et al. 2011, Mosher, Zimmerman et 

al. 2014), as would be expected from the highly processed visual inputs the amygdala 

receives from the multiple areas where face-selective cells have been discovered (Gross, 

Rocha-Miranda et al. 1972, Bruce, Desimone et al. 1981, Perrett, Rolls et al. 1982, Rolls 

1984, Desimone 1991). This picture suggests a limited contribution of the amygdala to face 

processing: all its face selectivity might be explained by the inputs from face-selective 

cortical regions. In addition, it is commonly believed that the large receptive fields of the 

neurons that provide input to the amygdala would result in visual receptive fields of 

amygdala neurons that are not spatially restricted (Gross, Bender et al. 1969, Boussaoud, 

Desimone et al. 1991, Barraclough and Perrett 2011). It has been proposed that the amygdala 

responds to faces even when they are not attended (Vuilleumier, Armony et al. 2001) or 

consciously perceived (Tamietto and de Gelder 2010).  This view of the amygdalaôs function 

fits with a long-standing debate about whether the amygdala mediates rapid automatic and 

relatively coarse detection of significant stimuli through a route of subcortical inputs 

(Cauchoix and Crouzet 2013). These views challenge observations that human amygdala 

neurons show exceedingly long visual response latencies (Mormann, Kornblith et al. 2008, 

Rutishauser, Mamelak et al. 2015), and that fMRI activation of the amygdala appears to 

require visual attention (Pessoa, McKenna et al. 2002). In the absence of comparative studies 

using the same stimuli and the same paradigm in both species, it is nearly impossible to 

determine whether these are differences between the two species or rather different 

experimental conditions. Resolving these disparate conclusions thus requires a more 

comprehensive investigation, which no single study has yet accomplished: assessing 

amygdala responses to faces at the single-unit level across both monkeys and humans, and 

investigating selectivity and response latency in relation to fixation onset during free-viewing 

with concurrent eye-tracking.   
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 Although we know much about how face-selective responses may arise from the  

geometric and semantic features of faces (Tsao, Freiwald et al. 2006), this knowledge has 

been derived from studies with static stimuli of single faces displayed on a featureless 

background and in the absence of eye movements. As such, little is known about face 

responses during natural vision and their potential modulation by attention. During natural 

vision, the visual system has to contend with complex and dynamic visual scenes in which 

multiple items compete for attention. Eye movements select from the multitude of possible 

fixation targets that are salient or behaviorally significant elements of the scene (such as 

faces).  Under these conditions, the response properties of cortical visual neurons can be 

modulated dramatically (Sheinberg and Logothetis 2001, Rolls, Aggelopoulos et al. 2003). 

Indeed, eye movements and the use of naturalistic stimuli change the selectivity and response 

reliability of neurons even in early visual areas (Gallant, Connor et al. 1998, David, Vinje et 

al. 2004). Similar modulation of attention-related neural activity has been found in parietal 

and prefrontal visual areas involved in the planning and elaboration of a sequence of fixations 

during natural vision (Zirnsak and Moore 2014). Likewise, neurons in the inferotemporal 

cortex that are selective for an item embedded in a crowded scene respond to their target 

stimulus only during fixations on that particular item (Sheinberg and Logothetis 2001). Thus, 

throughout the brain, visual processing is strongly influenced not only by the identity of 

objects, but also by how fixations select them. However, almost nothing is known about how 

fixations affect visual processing in the amygdala. 

In the context of natural vision, the amygdala is of particular interest because amygdala  

lesions are known to interfere with the efficient visual exploration of faces (Adolphs, 

Gosselin et al. 2005), and because amygdala neurons respond to dynamic social signals such 

as eye contact (Mosher, Zimmerman et al. 2014).  Moreover, lesions of the amygdala 

produce a complex constellation of impairments in social behavior (Adolphs, Tranel et al. 

1994, Adolphs, Tranel et al. 1998).  The amygdala is thus a prime candidate for mediating 

between the perceptual representations of faces in the cortical face-patch system and the 

mediation of social behaviors based on such perception.  Elucidating this role, however, 

requires both a more naturalistic presentation of stimuli and a better quantification of how 

they are attended.  Here we achieved both these imperatives by allowing subjects to freely 
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view a complex array of images that competed for attention while we monitored eye 

movements. Our focus was on the category selectivity of amygdala neurons during natural 

vision, with specific emphasis on the potential category selectivity for conspecific and 

heterospecific faces. We focused on faces not only because of their patent ecological 

relevance, but also because they are the visual category of stimuli consistently explaining the 

largest proportion of variance of the responses of amygdala neurons (Gothard, Battaglia et 

al. 2007, Rutishauser, Tudusciuc et al. 2011).  

In addition to using free viewing and eye-tracking, we sought to find convergent evidence  

by presenting identical stimuli to both monkeys and humans in an attempt to help generalize 

findings across species.  This allowed us to compare between responses to faces in each 

species, including differences in neuronal response selectivity and latency. To achieve this, 

we presented humans and monkeys with the same arrays of images for free viewing. The 

arrays contained images of monkey and human faces intermixed with images of non-face 

objects. We addressed three tightly related questions. First, do neural responses in the human 

and monkey amygdala depend on the visual category of attended stimuli as assessed by 

fixation location?  Second, are face-responsive neurons in the amygdala biased for faces of 

conspecifics? Third, are the response latencies to faces different in the two species? Together, 

this comparative study reveals that primate amygdala responses during free viewing are 

profoundly influenced by attention to socially relevant stimuli during natural vision. Our 

findings suggest a mechanistic basis for the role of the primate amygdala in attentional 

selection for social stimuli, by which amygdala responses in turn regulate responses in visual 

cortex in a top-down manner (Pessoa and Ungerleider 2004).  

 

3.3 Results 

3.3.1 Task and Behavior 

We tested a total of 12 human epilepsy patients (28 sessions, 50 ± 1 trials per session, ± s.d.) 

and 3 healthy macaques (16 sessions, 113 ± 13 trials per session, ± s.d.).  Subjects freely 

viewed complex visual stimuli (Fig. 1A). Each stimulus consisted of a circular array of eight 

images chosen at random from two face categories (human and monkey faces) and two non-
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face categories (either flowers and fractals or fruits and cars, depending on the version of 

the task performed). The non-face categories were later pooled for analysis as "distractors" 

(Distractor Group #1 contained cars and fractals and Distractor Group #2 contained fruits 

and flowers). Each image array was displayed for 3-4s, and subjects were free to view any 

location. Although stimuli were identical for the two species, each necessitated slightly 

different task conditions (see below for behavioral controls). Macaques received a fixed 

amount of reward after conclusion of a trial if they maintained their gaze position anywhere 

on the screen during the entire stimulus period. Trials were aborted and no reward was given 

if a monkey moved its gaze off the screen within the first 3s of stimulus onset. This achieved 

attention to the image array while encouraging free exploration. Human subjects were 

instructed to freely view the stimuli for a later memory test (Fig. 3.1A). To verify that our 

two tasks produced largely comparable fixation behaviors in the two species, we compared 

the scan-paths used by humans and monkeys to explore the image arrays (Fig. 3.1B shows 

an example).  

 

To further ensure that our memory task does not introduce fixation preference biases, we  

also asked two groups of healthy human control subjects to perform the identical task (Fig. 

3.2): one with the same instructions as the patients (ñmemory controlsò) and one that did not 

know that a memory test would follow (ñfree viewing controlò). Patients had good 

recognition memory (average across n=14 sessions, 70%, p=0.001 vs. chance, one-sided 

binomial test), showing that they attended to the stimuli. The patientsô performance was 

somewhat lower than that of the memory group but not the free viewing group (Fig. 

3.2D, t(19)=2.845, p=0.01 and t(19)=1.467, p=0.16 respectively). Crucially, the probability 

that the first fixation landed on a human face was not influenced by task instruction and did 

not differ between any of the groups (t(19)=0.8538, p=0.40 and t(19)=0.3013, 

p=0.77, respectively). Subjects in all three groups explored all stimuli extensively regardless 

of task instructions (Fig. 3.2A,B), confirming that informing subjects of a subsequent 

memory test without further specific information does not affect fixation preferences for 

faces. 

 



 

 

46 

 

Figure 3.1: Task, behavior, and recording locations. (a) Task performed by human and monkey subjects. 

Task version #1 is shown. (B) Example scan paths from a human (top) and monkey (bottom) viewing the same 

stimuli. Dots are fixations, and lines are saccades. The first saccade (starting at the center) targets the face of a 

conspecific. Trial time is encoded by color. (C) Look duration (ñdwell timeò) on each stimulus category for 

humans (black) and monkeys (gray). Monkeys fixated longer on conspecific faces and on flowers, while humans 

fixated longer on conspecific faces and on fractals (three stars indicates p<0.001 and one star indicates p<0.05, 

two-tailed t-test). (D-E) Recording locations. Amygdala nuclei are indicated in color. (D) Recording sites in the 

three monkey subjects (R,G,Q in different color dots) collapsed onto a representative coronal section. (E) 

Human recording sites (red dots) in MNI152 space. Abbreviations: LA = Lateral Nucleus, BLD = Dorsal 

Basolateral, BM = Basomedial, CE = Central, CM = Cortical and Medial Nuclei, BLV = Ventral Basolateral.  
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Figure 3.2: Comparison of behavior of human neurosurgical subjects with normal control subjects, 

related to Figure 3.1. (A) The average look time for each image for three groups of subjects: memory controls 

(brown), free-view controls (green), and neurosurgical subjects (yellow). Each dot represents the average across 

one session (n=7, n=7, n=14 for the memory, free-viewing, and subject groups respectively). For the subjects, 

we only used the sessions that used the same stimuli as the control group. (B) Average number of images visited 

during each trial. (C) Proportion of all first fixation that landed on a human face was comparable across all 

subject groups. (D) Memory retrieval performance of the three subject groups. While on average control 

subjects that knew of the later memory test performed better than the free-view control subjects, it was not 

statistically significant (t(12)=1.674, p=0.12). Neurosurgical subjects performed significantly above chance 

(p=0.002, binomial test) but worse than the memory control group (t(19)=2.845, p=0.01).   

 

 

 


