Singleneuron correlates of visual object
representation in the human brain: effects of

attention, memory, and choice

Thesis by
Juri Minxha

In Partial Fulfillment of the Requirements

for the degree of

Doctor of Philosophy

Caltech

CALIFORNIA INSTITUTE OF TECHNOLOGY

Pasadena, California

2018
(Defended Decembdis, 2017



a 2017



ii
ACKNOWLEDGEMENTS
After 6 years, | now have a wife, less hair, and a rekindled appreciation for scientific research.

| would like to dedicate the next few paragraphs of this dissertation to acknowledging the

people who either directly or indirectly made this happen.

My enty into neuroscience was through the field of bra@chine interfaces. As an
undergraduate, | studied electrical engineering, but after spending some time in a
neuroscience lab as a research assistant, | naturally veered towards it (and thankfully, away
from analog circuit analysis). | came to Caltech to work on br&ichine interfaces in

Ri chard Ander s geardlaslindhe lab, limet sdmie tuly tvamderful people
there. | want to thank Richard for always being supportive and introdu@rtg the world

of monkey and human electrophysiology. | want to thank Tyson Aflalo, Christian Klaes (my
office mate for 2 years), Spencer Kellis, and Boris Revechkis for their mentorship and for
the pranks and adventures we shared as the first humanimgsoweere getting off the

ground.

In the remainder of my time at Caltech, | worked in the labs of Ralph Adolphs and Ueli
Rutishauser. A graduate student could not possibly ask for a better combination of advisers
than Ralph and Ueli. It is actually becauwsd a serendipitous meeting with Ueli, while | was
doing a twemonthinternship in Frankfurt i2010 that decided to consider graduate school

in neuroscience, and specificatiiCaltech. Ueli is the technically minded advigdro can

offer advice on everything from programming routines and analysis techniques to broad
conceptual questions. On a few occasions, we have even sat together to debug faulty code. It
is hard to imagine anyone having the patience for that. | am also aeyufjto Ralph for
creating a sense of community in the lab and making me feel welcome from the start. His
incredibly insightful remarks, his unfaltering work etharid his accessibility at all times

have frequently left me stupefied. | hope that somddaan emulate their seemingly
boundless energy and patience for mentorship. | can only hope that this is something that

will come with age.



Most of the data used in this thesis comes from human subjects that are implar:;/ed with
electrodes for the purposémonitoring and localizing their seizures. This data is incredibly
rare and valuabJand itwasmade possible by a large group of people. | would be remiss if
| did not single out Dr. Adam Mamelak, our neurosurgeon. Aanot only a wonderful
doctorbut also a very insightful scientist. We have worked on a number of projects tpgether
and | have alwgs looked forward to his uniqueutsidethe-box perspective on the data that
we collect. | would also like to acknowledge Drs. Jeffrey Chung and ChRstad, our
neurologists. Jeffrey and Chrystevemade sure that our patient® dappy and that our
recordingsessions run smoothlyhanks to Adam, Jeffreand Chrystall have also had the
privilege of observing a number of clinical procedures, ausmeéxperience that is not shared
by most neuroscientisté/hile | will not name them individually, | also want to acknowledge
the patients and the large group of dedicated staff members at CedavehSimede all of

this research possible.

Iwouldalsol i ke t o acknowledge the two other memi
and Doris Tsao. | have interacted with John and Doris extensively in the time that | have
been at Caltegland | look to them and the quality of their work as prime examples of what

| would like to do andvho | would like tobe as a scientist.

Science (at least the version that | have been engaged in) is a community endeavor. Over the
years, | have received a lot of feedback from my lab mates, in both the Rutishauser and
AdolphsLabs. | want to thank the members of the Adolphs lab for the supportive community
we have built over the years, the frequent trips to the Catalina Island, and the personal
conversations we have shared. | want to single out Tim, my office mate, for beirgjamton
source of refreshing conversation, serving me with the daily reminder of the hobbies and
leisure activities someom®uldengage in if they had the time.

| also want to acknowledge the current and former members of the Rutidbaoser these,
| would like to single out Jan Kamingkvhose skepticism has always kept me on my toes
during all lab presentations. | would like to thank all the lab members for the academic and

personal conversations we have shared throughout the years.



v
| would be remis if | did not mention my cohort of fellow CNS students. | specifically want

to single out Gidi Nave and Luke Urban. Gidi was my first friend at Caltoth his
friendship over the years is something | truly cherish and hope to cultivate for the rgst of m
life. Luke and | had very similar trajectories through graduate school; we both started out
working with brainmachine interfaces. Our lighiearted conversations over the years have

often provided the mueheeded break from the d&yday grind.

| wantto recognize all of my friends at Caltech, from whom | feel | have taken so much.
Caltech is a small place and my friends are all from diverse fields. Sometimes it feels that
my PhD was not just in neuroscience, but also astrophysics, computer visioemauats,

etc.

| want to thank all the members of my Albanian family, Moza, Halit, Rudi, Edmond, Alba,
Linda, and Kevin as well as my Brazilian family for their unwavering support throughout

my time here.

My time at Caltech is a very special time, beeaapart from all the wonderful things |
learned and the great people | met, this was the place where | met my wife. | met Gabi in
February of 2013, during her CNS interview weekend. She had that infectious enthusiasm
for science that sometimes, as a #yiedr graduate student, you forget. Over the past four
years, we have lived together, traveled, published papers, been resident associates, and
celebrated our wedding with all of our friendsd soonwe are about to embark on an

extended trip around theonld. All of this means so much more because of her.



Vi
ABSTRACT

My thesis is primarily focused on the singleuron representations of visual categories
memory and choice in the medial temporal lobe (MTL) and the medial frontal cortex (MFC)
of the human brain.Most of the data presented here comes from sunglerecordings
conducted inneurosurgicalpatients who wereémplanted with depth electrodesedto
monitortheir epileptic seizures. Given the significance of the data, it seemsppnbpéaate

that Chapter I(the first data chapteof this thesis is dedicated to detailing the process of
acquiring such recording$he chapter provides extensive detail on the surgical techniques,
anatomical targets, data acquisition, and-postessig procedures that produced thea

we analyze here.

In Chapterlll, we will focus on representations of visual categories in single cells in the
amygdalaOne very special brand of visual categories is faces. We know that neurons in the
primate amygda respond prominently to socially significant stimuli, such as faceshget
contributionof these responsés social perception remains poorly understdodhe first

part of this thesis, we evaluated the representation of faces in the primate ardygdgla
naturalistic conditions by recording from both human and macaque amygdala neurons during
free viewing of identical arrays of images with concurrent eye tracking. Athemgtable
differences, we found that in both monkeys and humans, the majority e$cfmative
neurons preferred faces of conspecifics, a bias also seen behaviortibirifixation
preferencesWe found that @sponse latencies, relative to fixation dnsesre shortest for
conspecifieselective neuron®ur data suggestisat overt attention to faces gates amygdala

responses, which in turn prioritize speeigsical information for further processing.
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Chapter I: General Introduction
Overview
Imagine that you are walking down a crowded New York City street. If you are a local, you
are largely ignoring the deluge of information all around you. If you are a tourist, you are
eagerly sampling the sights, sounds, and smells the city has to offen aslk by. You
shift your gaze to sample the many different objects in your environment and you may choose
to linger on things that pique your interest (ex. an interesting face or an advertisement). This
scenario highlights the incredibly dynamic natafehe world we live in. And yet, despite
this, our brain has relatively stable representations of the objects in our world. For example,
we can effortlessly tell if what we are looking at is a face. If probed, we can also answer
different questions abotith e f ace: fADoes it seem happy?o0
can extract a lot of visual information from the objects we encounter in the world, and we
can parse this information in a tag&pendent way. Much of what we know about the visual
representi#zon of objects in the human brain (and specifically representations of faces in the
amygdala) has been learned from experiments that do not necessarily capture the
informatiorrrich and dynamic nature of the world where we might encounter these objects.
For example, most of what we know about the processing of faces in the amygdala has been
learned from the presentation of static stimuli. While much has been learned from such
experiments, it is unclear how the associated neural responses generalizewbeas€s)
there is competition for the subjectbds at
they prefer (freeview). One of the first objectives in this thesis is to determine what these
visually evoked responses to faces in the amygaalk like when we lift some of the
experimental restrictions that have been used in past experiments (i.e. enforced fixation,
single static image). Understanding how the representation of faces is affected during free
viewing is only the first step. The sew objective of this thesis is to understand how visual
representations in the medial temporal lobe (specifically amygdala and hippocampus) allow
us to make decisions about what we are looking at. For example, | could show you an image
and ask if it is amimage of a human face. This is a trivial task and most people would be able
to answer this question very quickly. Separately, | can show you the same exact image, and

ask if you have ever seen it before. The second question is a little more difficuiédoéca
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requires memory (i.e. a memegyided decision). These two tasks require that you extract

two relatively orthogonal pieces of information about the same stimulus and yet we are able
to flexibly address these questions as they are presented toeusfofdy throughout this
thesis, our objectives are twofold: (1) characterize visual representations in the amygdala
under natural viewing conditions (specifically for faces), and (2) understand how the visual
representations in MTL can allow us to makae decisions about what we are looking at

(e.g. Altdéds a faceodo or Al have never seen

Most of the data that is collected to address the objectives outlined above comes from
neurosurgical patients who were implanted with depth electro@esfaismonitoring their
epileptic seizures. Typical targets for these electrodes include bilateral hippocampus and
amygdala in the medial temporal lobe and-supplementary motor (pi@MA), dorsal

anterior cingulate cortex (dACC) in the medial frontakexr This data is made up of 1973
isolated putative cells. The contributions to this number from all the areas recorded are as
follows: 594 in amygdala, 404 in the hippocampus, 399 wsMé, and 576 in dACC. This

data was collected over 49 independess®ns, from 19 different patients, and represents a
total recording time of 22.3 hours (this number represents only the portions of the recordings

that were directly used for this thesis, not the total amount of recording).

Visually-selective neuronsn the human amygdala

There is an extensive body of literature detailing the response properties of visually selective
neurons in the human amygdala. About 20% of the human amygdala neurons skhow high
level visual category selectiviffFried, MacDonald et al. 1997, Kreiman, Koch et al. 2000,
Rutishauser, Ye et al. 2015)he response latey of the visually selective cells in the
amygdala is approximately 400ridormann, Kornblith et al. 2008, Rutishauser, Ye et al.
2015), and it can be both excitatory and inhibitgRutishauser, Tudusciuc et al. 2011)
Some studies have alsoted a difference in the responses between right and left amygdala.
Categoryspecific responses to animals for example seem to be more prevalent in the right
amygdalgMormann, ubois et al. 2011)Certain categories of images are represented more

in the population of visually selective amygdala cells. Up to 50% of human amygdala cells
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respond in some manner to faq@utishauser, Tudusciuc et al. 2018)d these face

responses can show selectivity for fpeets (such as eyes or nose) while others only respond

to the presence of the entire face. Some studies have explored responses to emoting faces
and have noted that the responses of$atective cells in the amygdala correlate more with

the subjectds choice (i.e., sewsbnpoeyetidencee per
(Wang, Tudusciuc et al. 2014Pn a followup study, it was also found that the face
responses in the amygdala encode the intensity of a specific facial e(iéing, Yu et al.

2017) Together, this body of literature showbust visual responses in the human amygdala

but it does a poor job of explaining what the computational purpose of these responses might

be. The latter studies mentioned above (specifically by Wang et al.) have started to address

this by linking the facees ponses to behavioral measur e
perception/choice). It still remains unclear however what the computational purpose of such
visually highly-selective neurons (which be found throughout the MTL not just amygdala

(Mormann, Ison et al. 2014actually is.

Face processing in the primate amygdala

Faces are a category of images that deserve special consideration when looking at visual
responses in the primate amygdala. The purpose of this section is to catalogue what is
currently known about face responses ia flimate amygdala and it is mostly derived

primarily from work that has been done in humans and monkeys.

In the macaque, face responsive cells in the amygdala are predominantly found in the lateral
and basolateral nucléoffman, Gothard et al. 20073ubsets of these faselective cells

have been shown to respond only to a specific monkey (i.e., identity coding cetsy to

a specific facial expression (expressamuing cells)(Gothard, Battaglia et al. 2000)sing

movies of conspecifics, a population of cells in the amygdala was shown to hamn&aet

sensitive responséslosher, Zimmerman et al. 201#hat were only apparent when the gaze

of the monkey in the movie met the gaze of the monik&yingthe movie. This suggests

that face responses in the amygdala are not just a coarse response but actually contain a lot

of structure that might only be apparent by monitoring neural activity while also tracking eye
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movements. The diverse tuning propertiédaceresponsive amygdala cells, which we

describe here, also allude to a possible computational role that might distinguish face
processing in the amygdala from that seen in areas of the cortex. These responses are not
passive (i.e., simply signal tipgesence of a face), but could be used to make inferences in a
social setting. They can possibly be used to infer emotion (recall the study by Wang et al.
which showed parametric encoding of the intensity of an emotion), or facilitate social
communicatiorthrough eye gaze. The latter is one of the most powerful instances-of non
verbal communication; it can be used to signal (e.g. you can cue someone to look at

something with your eyes) or to cue for intimacy (among others).

Evidence of finer structure im¢ face responses has also been found in humans. In a study
using stimuli that only revealed parts of a face, Rutishauser et al. discovered cells that were
selective for regions of interest within the face (i.e., mouth, left eye, and right eye) as well as
cells that only responded to the presence of the entirgRateshauser, Tudusciuc et al.

2011) These kinds of responses can also be seen outside of the amygdala (in face patches
for example) so again ¢hquestion arises, what is the computational advantage of having
cells with tuning for faceparts in the amygdala? One possible explanation could be that
amygdala responses do not only reflect the perception of faces but are actually used in the
productionof facial expressionfLivneh, Resnik et al. 2012Yhis hypothesis is based on
anatomical evidence of projections from the amygdala to cingulate motor areas. This is a
very exciting hypothesis because it suggests that the amygdala forms a closed ystetnol

suited for adaptive social behavior; on the end monitoring the environment for socially
relevant cues and on the other end using these cues to generate contextually meaningful

behaviors.

Using more naturalistic stimuli in probing amygdala responses

In relating behavior to patterns of neural atyivimost electrophysiological experiments
(specifically visual experiments in human and+hoiman primates) tend to use stimuli that
have been stripped of all n@ssential elements. The reason for this is that the more variables

you remove from the expemnental paradigm, the easier it becomes to interpret the associated
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neural patterns. As an example, most of the literature detailing the properties of face cells

in the primate amygdala has been based on the presentation of static images of faces. This
expeimental scenario is far removed from our own experience as we move around the world.

In the real world, we are constantly updating our view by directing our gaze at different
objects in our environment. Furthermore, we rarely experience these objsaclation; they

are usually embedded in a sea of other objects (i.e. crowdedness), they are often themselves
animate (moving and emoting), and their relationship to us can vary (ex. far or close). Given
this constant competition for our attention, on agerave sample the items in our
environment for brief periods of time (2B00ms) before moving to the next items that
attract our attention. Of course, the actual numbers can vary widely depending on what we
are doing and what is around us, but the poittas the processes underlying naturalistic

viewing behavior usually occur on short timescales and under inforaratioconditions.

On the one hand, the importance of using more ethologically valid behavioral tasks cannot
be understated. On the othentianeural data is much easier to interpret if the number of
variables is small. Improvements in sensors that allow us to measure behavior, such as eye
trackers, and methodological innovations in automatic labeling of behavior using machine
vision, have dbwed researchers to probe more and more interesting behaviors in the
laboratory. In some cases, these new experimental paradigms have expanded our
understanding of the associated brain structures involved in the behavior, and in other cases,
they have rdsaped it(Sheinberg and Logothetis 2008s an example, the use of more
naturalistic stimuli in recent years (e.g. movies) hasddéiddings that would have otherwise

been overlooked. In a recent study, Mosher @vdsher, Zimmerman et al. 201)notated
instances when the monkey (fratmgframe annotation, under freewing conditions)

fixated on the eyes of conspecifics in the video. In doing so, they found eye cells in the
macague amygdala that are modulated by directed versus averted gaze. Theyediscov
these cells only after they replaced static images with videos of conspecifics and allowed the

monkey to freely view the movigothard, Mosher et al. 2017)
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Representation of memory and visual category in the human medial temporal lobe

So far we have focused on face processing in the amygdala, but cells in the medial temporal
lobe -- anatomically comprised of the hippocampus, amygdala, fornix, and the surrounding
perirhinal, entorhinal, and parahipocampal corticae selective for a wideaviety of visual
categories and concepts (of which faces are an instance). Other cells in the MTL signal
whether a stimulus is new or old. This memory signal can emerge even after a single
exposure(Rutishauser, Mamelak et al. 200&urthermore, it has been shown that this
memory signal is not binary, but rather is modulated by memory strength (as measured by
subjective confidence ratinggpne important thing to note is that the visual category of a
particular image, and whether it is novel or familiar, are independent pieces of information
and therefore not correlated (tm®stlytrue, since we do have a better memory for particular
catggories of images). Accordingly, the groups of cells that carry these two types of
information are largely disjoint. While these two types of signals in the MTL have been well
characterized, it is still unknown if these representations of visual categbnyeanory are
modulated by task. The memory signal carried by cells in the human MTL for example, was
identified in the context of a recognition task. It is unclearevernf this signal would still

be present if the subjects were not asked a memoryd-ejagstion.

Interactions between the medial temporal lobe and the medial frontal cortex

While much is known about the representations of declarative memory in the human medial
temporal lobe, little is known about how these representations are accesskat to make

a memorybased decision. The retrieval and use of memory representations for decisions is
thought to rely on interactions between the hippocampus and the medial frontal cortex, two
areas that are correlated in memory demanding tasks in h¢Aratesson, Rajagovindan et

al. 20®), macaque¢Brincat and Miller 2015)and rodent¢Siapas, Lubenov et al. 2005)
There is anatomicahv@ence for both diredlLavenex, Suzuki et al. 200@hd indirec{lto,

Zhang et al. 2015pathways between the hippocampus and the medial frontal cortex.
Furthermore, elembphysiological studies have shown that theta rhythms in the hippocampus
entrain cells in the MFQJones and Wilson 2005, Siapas, Lubenov et al. 200&) extent

to which MFC cellscohere to hippocampal oscillations is correlated with performance in
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spatial navigation and working memory tasks in anirftdysnan, Zilli et al. 2005, Hyman,

Zilli et al. 2010) It is unclear however if this intarea coherence beten MFC and
hippocampus is needed for accessing representations of declarative memory in the MTL in

order to make a memofbyased decision.

Overview of the thesis

In Chapter II, | will detail the methodology we use to collect shaglé recordings from

human subjects. The detall is extensive and covers everything from the surgical methods for
implantation of the electrodes to the processing pipeline that we use for the collection and
analysis of the neural and behavioral data. In Chapter Il of this thegisfocus on data
collected from single cells in the monkey and human amygdala using concurrent eye
tracking during a fregiewing task as well as a covert attention task (the latter was done in
humans only). From there, in Chapter IV, we will lookegiresentations of abstract choice

as a function a visual stimulus and task demands. This is the only chapter that includes data
recorded outside of the medial temporal lobe. Methodologically, it is also a departure from
the rest of the chapters because also look for the first time at evidence of irdeea
communication through measures of sgikdd interactions. In Chapter V, | will expand on

the implications of these results, while also presenting some additional, related data, as well
as a few idas about followup studies and future work.
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Chapter II: Surgical and Electrophysiological Techniques for SingleNeuron

Recordings in Human Epilepsy Patients

2.1 Overview

Extracellular recordings of singleeuron activity in awake behaving animals are one of
the principal techniques used to decipher tieeironal basis of behavior. While only
routinely possible in animals, rare clinical procedures make it possible to perform such
recordings in awake human beings. Such human sivleon recordings have started to
reveal insights into the neural mechanisshgarning, memory, cognition, attention, and
decisionmaking in humans. Here, we describe in detail the methods we developed to
perform such recordings in patients undergoing invasive monitoring for localization of
epileptic seizures. We describe thespects: the neurosurgical procedure to implant depth
electrodes with embedded microwires, electrophysiological methods to perform
experiments in clinical settings, and data processing steps to isolate single neurons.
Together, this chapter provides a coefgensive overview of the methods needed to

perform singleneuron recordings in humans during psychophysical tasks.

2.2 Introduction

Invasive intracranial EEG (IEEG) monitoring is routinely performed in patients who are
believed to have localizatiespecific epilepsy, but the exact source of the seizure onset
cannot be identified using nanvasive methods such as scalp EEG, MRI sdagg, and

SPECT studies, or MEG. For these patients,
Adept hd electrodes provide a precise methec
patterns. AGri do el ectr ode shinaheetof silicomeet s of
They are typically used to identify the site and spread pattern of neocortical seizures on the
brain surfaces, and perform cortical functional mapping via electrical stimulation. In
contrast, depth electrodes penetrate the brafaciand pass through both cortical grey

and white matter. The distal end of the electrode typically rests in deep cortical or
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subcortical locations such as the amygdala, hippocampus, primary visual cortex, or

insula. Depth electrodes are typically useddentify seizure onsets in patients suspected

of mesial temporal or mesial frontal seizures, although more recently the use of many small
stereotactic EEG (SEEG) electrodes has been used as an alternative (Mgitids
Shriver et al. 2016)In addition to seizure monitoring, deptlectrode monitoring offers

the unique opportunity to address important researchtigneson the function of the
human nervous systeffiried, Rutishauser et al. 201&pr example, our current choice of
electrode, called the Behnkeied (BF) hybrid depth electro@Eried, Wilson et al. 1999)

has a standard array of84circular platinurridium ECoG electrodes spaced at 5 mm
intervals along the electrode shaft, and has a hollow core. Through the hollow core, we
thread a bundle & microwires (40 um diameter, platinuimdium) (see Fig. 1A).These

wires are contained in an insulated covering except on the distal end, where they come out
in a Afl ower sprayo conf i gur a-eléecmodeextdrrtale mi c i
sheath are FDA approved, and manufactured by Adtech Instrumenti{Racme, WI).

The wires extend 15 mm from the shaft. Eight of the wires are insulated while an additional
single referential ground wire is uninsulated. The assembly also has a greemwsapink
sheath that sits over the insulation and is used dunsertion to protect the wires (see
below for details). We use the BF electrodes specifically to record multiunit and single
unit extracellular activity at the most medial aspect of the electrode target. At present, we
have not found any other electrodkattcan reliably record single unit activity along the
shaft of the main electrode, although newer technologies are being developed for this
purpose. Importantly, no additional risk over standard clinical procedures is incurred by
inserting microwires in @dition to standard depth electrodgsefft, Brandt et al. 2013,
Schmidt, Wu et al. 2016 he focus of this chapter is to provide a detailed description of
the surgical methodology involved in the insertion of hybrid depth electrodes. In addition,
we also biefly summarize subsequent methods to obtain reliable single unit recording
from the microwires in a clinical scenario. Our intention is that this detailedbgtsiep
description will prove a useful guide to others interested in performing recorings
humans at the singlgeuron level. Of note, there are several alternate techniques for
inserting depth electrodes (d@¢ehta, Labar et al. 2005, Misra, Burke et al. 2014\e
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describe the method whave successfully employed for the last 12 years, but

acknowledge that other methods or modifications may be equally successful.

A) 2.0 mm 1.6 mm
— —
Gl BN N N N N e 113
E— mm
f 5.0 mm
Microwires
B) Macro-contact

Figure 2.1: Electrodes used and postoperative MRIsSketch of the hybrid macnmicro depth electrodéb)
Example postoperative MRIs illustrating the depth electrode placement.

2.3 Surgical Methods

2.3.1 Target Selection

Placement of depth electrodes must always be dictated primarily by clinical concerns.
Patients are undergoing depth electrode monitoring for the primary purpose of identifying

a seizure focus. Because insertion of depth electrodes can carry substantial risks such as
brain bleeding, stroke, infection, and even death, strict ethical standawdt be
maintained at all timeMamelak 2014) Thus, it is unethical and unjustified to insert

electrodes in nowlinically relevant areas, aegions used only for research application.
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Failure to followsuch strict ethical standards is likely to lead to potential harm to

patients, which can never be justified.

In general patients undergoing depth electrode monitoring fall into two catego(ig
seizures are suspected to arise from a medial temporal or limbic strbatureninvasive
monitoring and imaging tests are not sufficient to justify proceeding directly to a surgical
intervention. Common examples of this include patients wispected unilateral onset of
seizures in the hippocampus or amygdala, but patientsdoetésme cal | ed fAski po
so that depth electrode monitoring is used to confirm that all the seizures arise from one
mesial temporal lobe versus having bilaténdependent seizure onsets, or evidence that
the seizures do not arise from the mesial temporal lobe at all. Another common situation
is a case where the patient is believed to have localization specific epilepsy, but non
invasive monitoring cannot relbly identify the site. In those casafepth electrode
monitoring is used both to determine lateralization (i.e. what hemisphere does a seizure
focus arise from) and localization (i.e. from what lobe of the brain or general region does
the seizure arisedm). Often in these casgmtients subsequently go on to subdural grid

or high density SEEG monitoring to further localize the seizures.

For most typical depth electrode cases, we rely upon orthogonal trajectories, and place
bilateral symmetric eleatdes. The typical medial targets are: amygdal@-body of
hippocampusmedial orbitefrontal cortex (OFC)anterior cingulate cortex (ACCand
pre-supplementary motor area (pSMA). In addition, electsoaday often be plackin the
parahippocampal gysy insula (frontal or temporal opercular regions), parietal cortex, or

in any overt structural abnormalities such as cortical dysplasias or regions of gliosis. Thus
in generalour patients are implanted with § electrodes in each hemisphere (see Thble

for typical targets). Note that for all targets, the electrode tip is centered approximately 5
mm more lateral than the desired recording site, to allow room for the microwires to

protrude from the end of the macroelectrode into cortical structures.



Table 2.1 Example electrode locations

Approximate anterior— Approximate vertical
Target posterior location location Other

Orbitofrontal cortex 25 mm anterior to
anterior commissure

Dorsal anterior cingulate  18-30 mm anterior to ~ Mid-body of cingulate

cortex anterior commissure cortex

Pre-SMA 5-8 mm anterior to 20-30 mm above the
anterior commissure AC

Amygdala Anterior to temporal 3-5 mm lateral to the  Medial aspect of
horn of ventricle uncus amygdala, basolateral

nucleus

Hippocampus 10-15 mm posterior to ~ Mid-body of Tip in CA1-3 rather

amygdala target hippocampus, slightly ~ than dentate gyrus
superior

2.3.2 Stereotactic targeting

Depth electrodes needeinserted with a high degree of precision. Both the final target
position as well as the trajectory from the surface of the brain to the target must be
precisely planned to avoid injury to vascular structures such as veins and arteries on the
brain surface and deep within the brain. Accidental puncture of veins and astérees
primary cause of morbidity (brain injury) from depth electrode inseréind trese

structure have substantial patiespecific variability. To accomplish this task, we rely

on the use of frambased stereotaxis. We utilize a Codrfberts Wells (CRW)
stereotactic frame (Integra) and an attachment to the CRW frame that has been
specifically designed for orthogonal depth electrode placements (Cosgrove Depth
Electrode Insertion Kit, Adtech Instrument Corp). Unfortunately, we are not aware of a
similar insertion kit design to work with other common stereotactic frames |, althioeigh t
design could easily be modified for those systems. Hiaased stereotaxic methods have
a targeting accuracy of less than 1 mm, and can be used with a variety of commercially

available stereotactic planning software suites. These stereotactic plgystems are
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routinely utilized by the majority of neurosurgical centers around the world. With this

methoda met al frame i s attached to the patien
penetrate the skin and press on but do not go into the skull (Riguiée utilize ear bars

inserted into the auditory canals of the patient at the time of frame placement to ensure a

perfectly centered and orthogonal frame placement.

Figure 2.2: Stepwise process of depth electrode insertion (A) Stereotactic frame placement. (B) CT scan with
fiducial localizer to create patient specific coordinate system. (C) Screenshot from planning system (Framelink,
Medtronic) used to determine stereotactic rdow@tes and trajectories. (C) Tools used for implantation
(Cosgrove Depth guide, coring tool, anchor bolt wrench, reducing tubes for electrodes). (E) CRW base frame
with Cosgrove Depth Guide mounted on patient right. (F) Coring tool inserted to skip@ntynyand lidocaine
injection. (G) Hand held twist drill passed directly through coring tube to drill entry point and anchor bolt site.
(H) Bolt insertion using hex wrench. (1) Anchor bolt inserted in skull, Cosgrove guide mounted with reducing
tube forelectrode insertion. (J) Marking length of electrode from end of reducing tube to target. (K) Inserted
hybrid macreelectrode before removal of electrode stylet, inserted to length measured in (J). (L) Microwires
(before cutting) together with green sheafM) Insertion of microwires through already implanted
macroelectrode. (N) Final coupling of ma@od microelectrode. (O) Securing electrode by tightening anchor
bolt after microwires are inserted. (P) Application of surgical glue to distal end to se@neand
macroelectrode coupling. (Q) Insertion of ground/reference strip. (R) Assembled hybrid macroelectrode with
microwires extending (after deplant).



2.3.3Surgical protocoli pre-operative procedures

Pre-operative Area:

1) Full head shave.

2) Intravenous propofol sedation given by anesthesiologist

3) CRW stereotactic head frame applied using standard neurosurgical methods (Fig. 2A):

a. Local anesthetic Iinjected at each pin site
1% Lidocaine, 0.25% Maraae, sodium bicarbonate, and epinephrine)

b. Frame positioned with ear bars in bilateral auditory canals and held by technician. Good
orthogonal position in all three planes confirmed by direct visualization by surgeon.

c. Skull pins inserted at each of theufgosts of the frame and tightened to secure the frame
in a good orthogonal trajectory.

d. Apply CT or MRI compatible stereotactic localizer

CT or MRI scanner:

1) Patient is taketo the CT or MRI suite for scanning once sedation has worn off (typically
5-10 minutes). Our preference is to obtain a high resolution 3T MRI prior to surgery, as
this is a routine part of the pseairgical epilepsy workup, and is therefore almost always
available. On the day of the surgery, a CT scan is acquirgdu(@d angle, 1.2am slice
thickness, axial images from the top of the frame base through the vertex, helical scan
mode). lodine contrast is also given to better visualize vascular structures. The scan is
performed with the pati ent 6casdurethatthesseaaur e d
is orthogonal (see Fig. 2B). The CT acquisition typically takes under 1 minute. We do
not typically acquire a CT angiogram (CTA) sequence, although this can be used to better
visualize surface and deep vasculature if desired.

2) The bcalizer is removed and the patient is transferred to the operating room.

Registration of patierspecific stereotactic spate

1) CT images are transferred to the stereotactic planning computer via a PACS server

1 We use the Framelink® Stereotactic Planning Software suite (Stealth Station, Medtronic) fog@aonr institution.
There are however many alternative solutions that are just as réiaplBrain lab, Radionics).
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The previously acquired MRI is also importdfian MRI is not available, then the CT

is not acquired and we acquire a 1.5 T MRI with the stereotactic frame and localizer on,
and use these images. MRI should include at least onedsghlution multislice (120

180, typically 144) axial or coronaéguence and a similar highsolution T2 weighted
image for best anatomic imaging.

Using the planning software (Framelink, Medtronic, Inc), the MRI and CT images-are co
registered and aligned (Autderge feature)

The fiducial rods from the localizer deted on the CT or MRI scan are then registered,
generating a patiergpecific stereotactic Cartesian coordinate system.

Once this step is complet full Cartesian coordinate system is established in which
each point in space is associated with a specific Lateral (x), AfResterio (y), and

Vertical (z) coordinate that corresponds to identical X, y, z values on the frame. A full

description of streotactic methods is beyond the scope of this chapter.

Target Calculation (see Fig. 2C):

The most medial point for the electrode is cimose the displayed axial, coronal, and
sagittal MRI. Typical targets are listed in Table 1. The monitor cursordsglan the

target point.

Clicking the computer mouse on the chosen target generates the X, y, and z coordinate

values for that point on the screen in the lower corner of the image panel. These point

are recorded on an el etttadgetar petiong ®oshe

selected.

A point is then chosen on the lateral skin surface that is roughly parallel to the targeting
the AP and vertical planes. Once selected, the and z coordinates are displayed by
clicking the mouse simitao how the initial medial target was selected. The gsint

adjusted with small movements of the cursor to ensure that-théy\ and Vert (z)

values for the entry point are within 1 mm of the same values for the chosen target point.
This assures that the trajectory of the electrode will be orthogonal to éneangyuide

and parall el to the base frame. Once t

selected, resulting in the display of the electrode trajectory from surface to medial point.

hi

S
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Using the trajectory path tqdhe trajectory is then fldwedin multiple planes to

ensure that no surface or deep vessels are violated, and that sulci are avoided as much as

possible. If need be, the trajectory is then iteratively adjusted until the surgeon is
satisfied with the trajectory.

This process isapeated for every electrode, generating an average I 1f@jectories

The insertion depth of each electrode then recorded on the ¢againg sheet as 190

mm minus the absolute value of the lateral coordinate. This measurement determines the
stoppirg point for insertion of the electrode at the lateral edge of the insertion guide (see
2.2.4 for details), as the system is designed so that the back end of the insertion guide
with reducing tube in place measures exactly 190 mm from the center of dwtastec

frame

2.34 Surgical protocol i intraoperative procedures

Once all target coordinates and trajectories have been detmegatient is ready to be
implanted. The patient is brought into the operatiogm We typically perform these

procedurs under total general anesthesia with either laryngeal mask or endotracheal tube

insertion. However, the procedures can also be performed using only propofol sedation and

local anesthetic if desired. In our experience this is not necessary, slowsc#dupepand
increases patient discomfort. The procedural steps for insertion are as follows.

Patient positioning and prepping:

Patientis placedinasemii t t i ng fil ounge chairo on the
CRW frame secured in place using a standard neurosurgical head holder (Mayfield head
holder with CRW adaptor plate). The head is position almost upright with thalfront
eminence (top of the forehead) uppermost in the field, allowing symmetric access to both
lateral sides of the head.

The entire head is prepped with an iodbased antiseptic solution. Care is taken to

make sure the prep extestaelow the zygoma (cle& bone) on both sidand up to the

frame rods.

O [
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3) The CRW base ring is attached to the head frame and secured with the locking knobs

4H) A sterile AUO drape is draped around the
extended around the front of thatient with a full or threguarter sheet placed to cover

the patiend body. This creates a sterile field (also see Note 1).

Equipment Required:

1. Bovie electrocautery unit and cautery pencil

no

Modified electrocautery stylus (custemade 225 cafong insubted rod with 2 cm tip
exposed at end, inserts in coring tube).

Cosgrove Depth Electrode Insertion Kit (see Fig.,2Diptainng:

CRW Stereotactic Electrode Insertion Guide

Reducing tubé non-slotted.

Reducing tubé slotted

Slotted electrode guide in$€inserted in slotted reducing tube)

Coring tool

Handheldnheurosurgical twist drill

Disposabldrill kit for depth electrode anchor bolts (Adtech DDR3B-30x for standard
and BF depths, DDK2.4-30X for SEEG anchor bolts and electrodes)

o~ @ 2 0 T 9 W

6. Anchorbolts.

7. Appropriate number of BF electrodes

8. 1x4 or 1x6 contact subdural strip electrode (for ground/reference)
9. Basic surgical instrument tray with forceps, cocker clamps, etc
10. Small gauge Kwire or Steinman pin.

Anchor bolt placement:

The standard processioterting BF hybrid depth electrodes using the

Cosgrove Depth Insertion Kit is identical for all electrodes and insertion sites. We typically
perform all rightside insertions first, followed by all lefided insertionsas this is far more

time efficient.
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. The Cosgrove Depth Guide is placed on thE Aount side of the CRW base frame

and set to the & (y) coordinate for the electrode to be insertee fFig. 2E) (The CRW

uses a Vernier scale to allow for accuracy uf.iomm)

. The height of the Cosgrove Guide is adjusted to match the Vertical (z) coordinate of the
target for the electrode to be inserted.

. The nonslotted reducing tube inserted into the guide until flusdwith it, and locked

in place with the tightang screw.

. The coring tool is inserted through the reducing tube to the skin, marking the entry point.
This point is injected with a-3 cm wheel of lidocaine 0.5% with epinephrine (see Fig.

2F).

. The coring tool is twisted directly through the skin and ctreudown to the skull. The

sharp edges on the coring tool allow it to cut through the skin and muscle but not
penetrate bone. Once making firm contact with bone, it is locked in place with the
tightening screw.

. The modifiedBovie tip is inserted directlthrough the hollow opening in the coring tool
down to the bone and coagulation of the deep tissue carried out for several seconds. This
prevents bleeding from the muscle that might occur from coring.

. If no modifiedBovie tip is available, the Kvire can be inserted and the distal end of the
K-wire touched to the Bovie to transmit current to the deep tissues. If this method, is used
care is taken to make sthe K-wire does not touch the side walls of the coring tube,
resulting in an electrical short and no tissue coagulation.

. The handheld twist drill is passed through the coring tube opening to theabdree

twist drill hole is made in the bone. An adjustable stop on the drill is set to minimize risk
of plunging nto brain. ldeallythe drill penetrates the skull but stops at the dura.
Standard neurosurgical techniques are applied to achieve this depth (see Fig. 2G).

. The drill is removed and the sharp end of thwike is inserted down the coring guide.

This allows the surgeon to ensure that the bone has been completely breached and to
palpate the dura. The dura is then punctured with tkiéif€. The process can be

repeated as needed to ensure complete drilling and dural opening.

. The coring tool and reducingmaula are removed
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10.An anchor bolt is placed on the distal end of the hex wrench supplied with the

CosgroveKit (see Fig. 2H). This wrench is designed to match the hexagonal shape of the
anchor bolt, with a width that is the same as the Cosdeoide. Ths ensures that the
insertion of the anchor bolt will be exactly in line with the drill hole @it remain
orthogonal at all times.

11.The hex wrench with anchor bolt is inserted through the insertion guathe drilled
hole through the skin and hanhtened into the calvarium. This typically requires 15
20 halfturns of the wrench. Care must be taken not to turn too quickly or with too much
pressure to avoid fracturing of the anchor bolt or the underlying bone. Typically, the
anchor bolt is advandeuntil the hexagonal aspect of the bolt is touching the skin surface.
This ensures excellent purchase in the bone but not too deep a penetration to cause
epidural hematoma.

12.0nce in placgthe hex wrench is removed and the surgeon confirms that the dowdhor

is tightly secured.

Hybrid microwire insertion:

1. The length of the electrode that had previously been measttreelp 6 i n AEIl ectr
Trajectoryo secti on -cantact podidn ofi the Bhylrict d . The
electrode is measured to this lenfyhm the distal tip of the electrode on a ruler, with the
length marked using a surgical marking pen (see Fig. 2J).

2. The distal end of the microwire bundle is then cut as a single bundle using very sharp
tonotomy scissors. We typically cut the wires tatdemm long for optimal results (see
Note 3 and Fig. 3L).

3. The green protective sheath is gently pulled over the microwire bundle to protect the
wires during insertion (see Fig. 3L). The sheath should just cover all the wires but not be
pulled up too far t@avoid it coming off or bending during insertion.

4. The slotted reducing tube and slotted guide cannula are assembled so that the distal end
of both pieces are flush. Thare then inserted as a single assembly into the Cosgrove
Guide (see Fig. 2I).
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. The K-wire is again passed though the guide cannula and the anchor bolt through the

dura to ensure clear passage of the electrode.

. The BF macroelectrode is inserted through the guide cannula and opening in the anchor
bolt and passed until the marked point om ¢kectrode just aligns with the back end of

the guide cannula (see Fig. 2K). This is the target depth.

. With the surgeon carefully holding the end of the electrode that enters the anchor bolt (so
that & cannot slip), the electrode stylet is removed. The guide cannula and slotted
reducing tube are then unscrewed and gently pulled back and disassembled, leaving only
the electrode exiting from the CosgrdwsertionGuide. The distal electrode is then

pased through the Cosgro@iide opening so that the electrode sits completely outside
the Cosgrove assembly. The anchor bolt set screw is tightened oharalf

A slotted guide cannula is needed because the distal outer dimeter of the BF
macroelectrodes large than the proximal end, and if it were not slofiédould not be

freed from the guide assembly.

. Placement of the macimontact and holding it in place while the distal end is removed

from the Cosgrové&uide is the most precise portion of thegedure and the easiest

place for the surgeon to accidentally move the electrode depth. Care should be taken to
ensure that the surgeon has a secure grip on the electrode just as it enters the anchor bolt
during this entire process to minimize risk of naigon.

. The surgeon picks up the microwire assembly and hands the distal end of the
microelectrode bundle to an assistant to hold and adyahde the tip is inserted in the
macroelectrode.

. The surgeon holds the distal end of the macroelectrode, taldagaare to not pull out

or advance the electrode (it is not yet secured). He/she then threads the microwire
assembly into the hollow opening of the macroelectrode and gently advances it until the
distal connecter bushing tightly connects with the dtahector on the macroelectrode

(see Fig. 2M). It is advanced until the collar on the back end of ttrewmie assembly

aligns with the blue line present on the macroelectrode, indicating it has been fully

inserted with the distal end protruding frohe tdistal end of the macroelectrode by the
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amount that was preut inStep 2 (see Fig. 2N). The collar should fit snugly into the

distal end of the macrowire assembly.
10. The tightening screw on the anchor bolt is then tightened, first finger tight and then
further with a Kocher clamp to lock the entire electrode assembly in place (see Fig. 20).
11.A small drop of surgical glue (e.g. Dermabond, Indermil) is applied to the electrode

coupling site at the distal end to prevent the assembly from separatingg(s2ie)F

The process}eps 111) is then repeated for the next electrode, until all electrodes have been
inserted.

12.0nce all electrodes are insertad-2 cm incision is made in the midline scalp at the
parietal vertex. A hemostat or similar clamp is used to create a smajakaad pocket
and the 1x4 subdural strip is inserted into the subgaleal space with the contacts pointing
outward. This willserve as the ground and reference contacts for the recordings (see Fig.
20). The incision is closed with a nylon sutwaed the electrode tail is secured to the
scalp.

13.An A-P and lateral skull Xay are taken after all electrodes are inserted but rior t
completion of the procedure. Review of theay may identify electrodes that are
misplaced or accidently pulled out. Any misplaced electrodes are tireserged with
final placement again confirmed byrgy.

14.The exact number and/or color schemesfach electrode and its location are double
checked with a technician to ensure correct identification of each wire for subsequent

EEG recordings.

Completion of procedures:
Once all electrodes are in place, the head must be properly dressed to prestsom in

1. The entire head is cleaned as best as possible with several wet lap sponges, removing any
dried blood and betadine paint.

2. 1 cm wide x 23 cm long strips of Xeroform or similar bandaging material are cut and
wrapped around the base of each ancbtir b

3. The surgeon holds the head while as assistant releases the frame from the Mayfield head
holder, unscrews the four skull pins, and rensalie CRW frame.
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. Care is taken not to hit any of the protruding anchor bolts or accidentally pull on the

electroes during removal.

. Several gauze sponges are placed on both sides of the head and a full head dressing is
applied. We use two Kerlix rolls for this purpose. The electrode tails are brought out
through the top of the dressing with care taken to ensayeatte not buried in it. The

exiting tails are further covered with additional gauze sponges and secured with silk tape.
A Spandage expandable bandage net is also applied.

. The patient is awakened and taken to the recovery.room

Postsurgery procedures:

A non-contrast brain MRI is obtained within 4 hours of insertion. This confirms each
electrode tip location and identifies any sites of bleeding.

. A CT scan is not advisable as therateemendous metallic artifact making any
interpretation difficult.

A-P lateral and submental vertex plain films are taken.

. The patient is transferred to the Epilepsy Monitoring Unit (EMU) for recovery, and
electrodes are hooked up for continuous EEG monitoring, typically the following day.
. Evaluation of the microwires faletecting single unit and multiunit activity is typically
first started 12 days after insertion to allow the patient to recover from the procedure.

Removal of electrodes:

Once monitoring is completed, the electrodes and anchor bolts must be rembigeid. aT
straightforward surgical procedure, typically done under propafol sedation. The basic steps
are as follows:

. In the OR thepatient is given propofol sedation. The head dressing is cut off, with care
taken not to accidentally cut the electrode wires. The head is placed on a gel donut for

support.

2. The head is not cleaned with betadine until after the electrodes are removed.

. Starting with the right side, the head is turned to the left. The surgeon puts on gown and

gloves.
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4. Using the Kocher clamyphe tightening screw on each electrode is loosened. We

typically loosen all screws at one time.

5. Each electrode is then pulled outrfrethe anchor bolt and inspected. The distal
microwires should be visible (see Fig. 2R) and the entire electrode array removed (also
see Note 2).

6. Using the hex wrenghunscrew each anchor bolt and remove it.

7. The entire side of the head where the bolteewemoveds painted with betadine scrub
paint.

8. Each insertion site is closed with a singl® @r 30 nylon suture. The closing stich must
tightly bring together the skin edges and should be inspected to ensure no egress of CSF.

9. Once one side is completethe head is turned to the other side and the same process (1
8) repeated for the other side,

10.0Once all electrodes are remoy#tk head is cleaned with a moist lap sponge and water.
Antibiotic ointment is then applied to each suture site. No other drassiguired.

11.The patient is awakened and returned to his/her room

2.4Methods for data acquisition and behavioral testing

A typical intracranial recording setup relies on three separate computers: an acquisition
system, a stimulus presentation system, and afragiing system. Below, we briefly
outline the configuration of each setup. Together, we have found this to be reliable

setup for use in the clinical setting.

2.4.1Data acquisition system

For data acquisition, we use the Atlas system from Neuralynx Inc. All signals from the
microwires are pramplified on the head with small paenplifiers (headstages) thataath
directly to the pigtail connector of the microelectrode. All microwire recordings are
performed broadband (0.1 H® kHz bandpass filter) and are sampled at 32kHz. In addition,
this system allows the monitoring of all signals originating from méectbedes (depth

electrodes, grids) and to pass these signals on to a clinical system running in parallel.



Together, this configuration allows us to connect only a single system to the patienf,lwhich
lowers noise and avoids interference (see Notes 4 aMidile we monitor the broadband
recordings throughout the experiment, all processing of the data (i.e. filtering, spike
detection, spike sorting) is redone during offline analysis. We typically set the input range to
+2500 pV, resulting in <1 pV resolutio This is especially critical for spike sorting (see
below), which relies on the shape of the spike waveforms themselves. Alternative products
from other manufacturers (including Blackrock Microsystems Inc. and TDT Inc.) offer

similar solutions to the onge described.

2.4.2Stimulus Presentation and eye tracking

We implement all experimental tasks in Matlab with Psychophysics To(ioaixard 1997,

Pelli 1997) This welltested and extensively utilized toolbox has been utilized by numerous
human intracranial experimenters and is wgaited for this purpose. We typically show
stimuli on a 19nch screen witlaresolution of 1024 768 pixels. The screen is supported

by an am mount and also carries the camera and infrared light source for thracker.

We monitormonocular gaze position with a 500Hz sampling rate with an Ey&iaR
system (SR Research Inc.). We utilize-pdint calibration grid to determine the ege

screen coordinate transformation. Throughout a typical experiment, we can monitor eye

posiion with an accuracy of 0.42 DVA + 0.15.

2.4.3Response boxes and keyboards

To collect responses from the subjects, we primarily use th@4RBand the REB44
response pads (Cedrus Inc.) These response pads offer more reliable timing compared to a
regular keyboard. Also, they are fully customizable, contain only a few bugiothgan be
changed from experiment to experiment. As a result, we find response fssdsier to

use for patients.
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2.4.4Synchronization and data transfer

Since the three systems are independent, it is essential to synchronize behavioral events. We
use the stimulus presentation system as the master system. Whenever a siggtifzcaotal

event occurs (stimulus onset, stimulus offset, button press), this system sends an event to
both the acquisition system as well as thetegeking system. This is achieved by utilizing

the parallel port to send a signal to the transistaransistor logic (TTL) input port on the

data acquisition system. The same events are also sent to {inacky®y system utilizing

an Ethernet IP connection and the EyeLink toolffoarnelissen, Peters et al. 2002his

way, the point of time at which each behavioral event occurkeign on all three systems,
despite the underlying clocks not being synchronized. Als(Rsgeshauser, Kotowicz et al.

2013) for further technical details on how to communicate betwthe three systems

involved and how to utilize these connections for-tisaé closedoop experiments.

2.4.5Methods for data processing

Spike sorting is the process of extracting action potentials from the raw intracranial recording

and attributinghem t o a particular neuron (fAunito).
clustering problems, one of the main challenges of spike sorting is estimating the number of
neurons (i .e. clusters) that a giveke el ect
sorting solutions available (see Table 2), they all execute a similar workflow: signal
conditioning and filtering of the raw trace, followed by spike detection and alignment, feature
extraction, and finallyclustering(Lewicki 1998, Gibson, Judy et al. 2012The features

used for clustering are either the raw spike waveforms or derivatives thereof. To judge the
quality of sorting, additional properties of the spike train associated with a given cluster have

to be considered, including the distribution of irgpike intervals, firing rates, and
autocorrelations. Together, these pieces of information provide evidence for whether a given
cluster can be considered representative of a single neuron or not.théhiteus of this

chapter is on the surgical aspects of depth electrode implantation, we briefly summarize the

standard steps we utilize below. PleasgRetishauser, Cerf et al. 2014y further details.



2.4.6Filtering

The first sép in the processing pipeline is to remove low frequency content from the raw
trace (Fig. 3a) by banrglass filtering the raw signal in the 38000 Hz frequency range (Fig.
3b). In order to preserve the shapes of the spike waveforms, it is importahethiéting
process does not introduce phase distorti@usroga 2009)which is achieved by using a
zerophase digital filter ((Fig. 7). For reéime applications, such filtering is not possible
because it is nenausal. In that case, the alternative is to useeailiphase FIR filter and
directly account for the group delay introduced by the filter (delayHAR, where L is the

filter length).
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Figure 2.3 Zero-phase filtering () Bandpass filtering is a common first step in improving the sitpaabise

ratio of spike waveforms. By retaining spectral information in a specific frequency rangg0@0®z for the

example shown here), we can improve detection and sorting of spileforms. The way in which the filtering

is performed however, can greatly change your results. Here we show the results when we filter the raw data
(blue trace, Fs = 32000Hz) with no phase distortion (red trace) and when we filter in the conventional way
(yellow trace). Zergphase filtering was implemented with the Matlab funcfiltfiit. (b) While both methods
preserve the waveform shape, conventional filtering delays the spike waveform whiphasediltering does

not.

2.4.7Spike detection and eftaction
In order to extract the action potentials from the filtered signal, we assume that the individual
spikes are above the noise floor. Since the noise floor may not necessarily be stationary, we

use a timedependent threshold that is a functionte# tinderlying noise properties of the
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signal. Specifically, the threshold is set to be a multiple (typically around 5) of the

estimated standard deviation of the filtered trace. While this may work perfectly well for
spikes that have large waveforms, itynaiss some of the smaller spikes that are much closer

to the noise floor. A few simple techniques can help improve the dignaise ratio of

spikes and therefore improve detection. One such technique is to use the energy of the signal
instead of the & trace(Bankman, Johnson et al. 1998he energy operator amplifies small
differences between the spike amplitude and the noise floor, making it easier to set a
threshold for spike detection. Since the processes that we are interested in (i.e. spikes) unfold
over approximately 1ms, we compuhe local energy of the signal at that time scale by
convolving it with a rectangul ar kernel of
3c), which is then thresholded. The threshold is set to a multiple of the standard deviation of
the energysignal (here, 5x s.d.). The threshold parameter (i.e. the multiple of the standard
deviation) can vary case by case. For a channel that has very few spikes, we may need to set
this parameter higher than usual to avoid picking up noise. On the otherrhaigitions

with cells of very high firing rates with large amplitude waveforms, the threshold has to be
set lower than usual (i.e. 3 or 4x s.d.). For each threshold crossing, we extract a fixed number
of samples before and after from the raw signal ¢bibi, 2.5ms total length). This 2.5ms

long trace is the waveform of the spike and forms the basis for all processing that follows.

2.4.8Spike sorting (clustering)

Spike sorting involves two steps: identification of features from each waveform follywed
unsupervised clustering of these features. The most commonly used feature for clustering is
the spike waveform. The goal is to identify features of the waveform that maximally separate
different cells. On one extreme, we could use a single scalarasuitie peako-trough
amplitude or the spike width. On the other extreme, we could use the entire waveform and
clustered in this Mlimensional space (where N is the number of samples that make up the
waveform). An alternative approach is to capture ashnofithe variance in the waveforms

as possible using only a few dimensions. This can be achieved by utilizing a dimensionality

reduction technique such as principal component analysis (PCA).
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Once spike waveform features have been identified, an unsigaeclisstering algorithm

is used to partition the space. In practice, a variety of algorithms have been used for human
singleneuron recordings, including OSort, Wave_chusd variants of Klustakwik/Klusta

(see Table 2). Some are parametric and make atisaspbout the underlying distribution

of the data (such as Gaussian Mixture Models). Others are nonparametric and rely on
heuristics computed directly from the data. We utilize the Q&utishauser, Schuman et

al. 2006)algorithm for spike detection and clustering. OSort uses a distance metric between
the raw wavedrms for clustering, runs spit®/-spike (online)and determines the number

of clusters automatically. Other spike sorting approaches used for humannsiugia
recordings are example pipelines include Wave_(usroga, Nadasdy et al. 2004ihd
Klusta(Rossant, Kadir et al. 2016)
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2.4.9Quality metrics

We rely a list of quantitative metrics to assess how likely a given cluster represents a single
neuron and to assess whether a given cluster is @vendermerged.

Stable waveform: A key metric is the peato-trough amplitude of the spikes associated
with a cluster as a function of time. Ideally, the amplitude of the spike should remain constant
throughout the experiment (see Fig. 6B). Large deviations in the shape of the waveform ar
usually indicative of electrode movements (the electrode changes position with respect to the
cell) orof an artifact of the spiksorting algorithm (ex. two clusters were merged when they
should not have been, or a single cluster was split into two Wwkeould not have been).

This can often be corrected by manually merging clusters.

Stable firing rate (on long enough time scales)A secondmetric to tracking the stability

of a cell is firing rate as a function of time. While there may bedaglendenmodulation

at finer time scales, on long enough time scalesaverage firing rate should be relatively
stable. As in the case of the pgakrough amplitude, a large deviation in the average firing
rate of a cell is usually indicative of electrodevament or ovesplitting in spike sorting

(see Fig. 6B for an example). This can often be corrected by manually merging clusters.
Inter -spike interval histogram: One of the unmistakable features of a cell is the distribution

of its interspike intervals @Is). The ISI histogram can be used in two wéijsto tell the
difference between cells that have similar waveform shapes but might be functionally
different, and2) to verify that there are no violations of the refractory period (i.e. there are
few ISIs < 3ms). Violations of the refractory period are indicati’a cluster represang
multi-unit activity.

Alignment check: An important check of the quality of a cluster is the distribution of the
peak amplitude across all the waveforms. This distobushould be unimodal and tightly
clustered around the true mean. A multimodal distribution is indicative ofchy&ering

(two or more clusters have been mistakenly merged into one) or misalignmgm o
waveforms (see Fig. 6A).

Cluster quality checks We typically provide, for each cluster included in a paper,
histograms of a number of spike isolation quality metrics to allow an assessment of how

well-separated the cells included in a study were (see supplementary FigRugssimuser,
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Ross et al. 2010, Kaminski, Sullivan et al. 20fbrexamples). These include: projection

test between all possible pairs of clusters on the same (Rwazat, Mazor et al. 2002,
Rutishauser, Schuman et al. 2006, Rutishauser, Ye et al, 23i&)ion distance (for each
clusterversusall other detected spikes on a wireydtio (SchmitzefTorbert, Jackson et al.
2005, Hill, Mehta et al. 2011f6ISI violations <3ms, andignatto-noise of the mean
waveform of a cluster.
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Figure 2.4 Spike detection and sorting(A) Example broadband recording from a micimin the amygdala

(with bipolar referencing). (B) The same trace as in (A) but bandpass filtered in the3800 Hz band. (C)

Signal used for spike detection (green line is the threshold). Signal shown is the local energy (with a 1ms kernel),
which impioves the SNR of spikes with respect to the baseline. (D) After spike detection and alignment, two
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prominent waveform shapes, each one belonging to a different underlying unit (green and red), were
identified on this channel. (E) The individual waveformSGZamples per electrode) from the two clusters
projected into principal component space. The clusters aresegrated. (F) Projection test to validate the
separation between the two putative singdds (clusters). Shown are two overlapping histogramash
corresponding to one cluster. There was less than 1% overlap.
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Figure 2.4: Typical problems in spike sorting. (A) One of the most common problems in spike sorting is
overmerging of two clusters. This can happen if the witioup differencesdiween spike waveforms are
larger than thadf across groups. In this case, the algorithm (in this case Osort) will merge the two clusters into
a single cluster. There are a few simplays to detect this kind of phenomenon. lllustrated here is the
distribution of amplitudes at the alignment point (middle panel). If bimodal distribution, this is an indication
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that this cluster is a composite of two (or more) other clusters. A projection of the individual spikes into PCA
space confirrathis (notice the twolasters in the third panel). (B) An example of undearging of two clusters

due to norstationarities through the experiment (usually due to electrode movement). The firing rate and
amplitude (second column) of the waveforms as a function of experimentdia useful tool in diagnosing

such problems. Note that during grey periods, recording was off. (C) High firing rates can bias the automatic
threshold selection (dashed line), leading to missing spikes with lower amplitudes. For channels withdhigh firin
rates of highkamplitude spikes, the threshold has to be lowered manually.

2.5Notes

Note 1: The CRW frame rods remain exposed during the procedure and are not sterile. Thus,
the surgeon must take care not to accidentally touch them duripgptteslure. If touched,

or even if there is a concern of possible touching, the surgeon gloves aredchévige
typically change gloves at leas#d3imes during a procedure.

Note 2: During removal, if an electrode does not easily slide out from the aholicand
Ahangs tlhp macro contact may be caught on

as this may shear the electrode and leave a residual in the brain. Rather, cut the electrode as

close to the anchor bolt as possible. Thehen the anabr bolt itself is removed, the
electrode will come out with it in the largest majority of cases.

Note 3: Although we have experimented with various lengths ranging fr&mn 4-5

mm seems to given optimal recordings. Care is taken to cut quicklyp arud crush the
distal ends of the microwires. A sharp scissor helps with this. The microwire bundle is

examined and can be slightly fashioned with the scissor blades to make sure the wires

protrude in a Afl ower sprayo configuration.

Note 4: The choiceof grounds and reference electrodes is critical for stable siegien
recordings with high signdb-noise ratios and an absence of movement artifacts. Strips
implanted below the scalp (s8ergicalMethods), with the exposed contacts pointing away
from the brain, provide the best ground and reference contacts. Forrssgén recordings
alone, the best reference is local, i.e. one okthbt micro-wires serves as a reference for

the other 7 micravires. Such bpolar recordings have the highest sigto-noise ratio

because that way, all wires have approximately the same impedance, their tips are located

within a few mm of each other and common {frequency activity cancels out. However,
this configuration cancels out much of the local field pot¢r{lLtFP). Thus, if LFP is

important, it is advisable to use either the local reference wire or a remote reference.

t



Note 5: Common sources of recording noise, including line noise, are devices cogrllected

to the patient. Before starting a recordingplugall devices that are directly connected to

the patient or which are being touched by the patient. All such devices should run on battery
and be disconnected from the wdlhis, in particular, includes IV pumps, leg warmers,

remote controllers, cell phonexmputers, etc.
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Chapter IlI: Fixations Gate Speciesspecific Responses to Free Viewing of Faces in

the Human and Macaque Amygdala
3.1 Overview
Neurons in the primate amygdala respond prominently to faces. This implicates the amygdala
in the processing of socially signifint stimuli, but its contribution to social perception
remains poorly understood. We performed a comprehensive evaluation of the representation
of faces in the primate amygdala during naturalistic conditions by recording from both
humanand macaque amyg@aheurons during free viewing of identical arrays of images
with concurrent ey#racking. Neurons responded to faces only when they were fixated,
suggesting that their activity was gated by visual attention. Further experiments in humans
utilizing covert &ention confirm this hypothesis. The majority of fesdective neurons
preferred faces of conspecifics in both species, a pattern mirroring first fixation preferences.
Response latencies, relative to fixation onset, were shortest for conspeafiicing
neurons, and were ~100ms shorter in monkeys compared to hdmsnargues that
attention to faces gates amygdala responses, which in turn prioritizes $ye@icis

information for further processing.

3.2 Introduction

Faces are important stimuli f@rimate social behavior. Humans and macaques share a
homologous set of cortical regions specialized for processing f&sas, Moeller et al.

2008) and inmacaques hese fAf ace patchesd contain neu
faceqTsao, Freiwald et al. 20Q6)ogether, face patches constitute an interconnected system
for constructing face representations from facial feat(iviseller, Freiwald et al. 2008,
Freiwald, Tsao et al. 2009\ key unanswered question is how this cortical representation

of faces guides social behavior. The amygdala is a key structure in such subsequent
processing: it is reciprocally connected with the cortical face pat¢hesaldi, Saleem et

al. 2016) contans a large proportion of neurons selective for fg&amghera, Rolls et al.

1979, Gothard, Battaglia et al. 2007, Rutishauser, Tudusciuc et al. 2011, Mosher,

Zimmerman et al. 2014and is critical for primate social behavior.
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The amygdala processes stimuli with ecological significance, including not only social

stimuli suchas faces, but conditioned and unconditioned rewards and punist{Petats,

Belova et al. 2006, Adolphs 201®aceselective responses are prominent in the amygdala

of both humans and monkeg8anghera, Rolls et al. 1979, Fried, MacDonald et al. 1997,
Gothard, Battaglia et al. 2007, Rutishauser, Tudusciuc et al. 2011, Mosher, Zimmerman et
al. 2014) as would be expected from the highly processed visual inputs the amygdala
receives from the multiple areas where faekective cells have been discove(€doss,
RochaMiranda et al. 1972Bruce, Desimone et al. 1981, Perrett, Rolls et al. 1982, Rolls
1984, Desimone 1991This picture suggests a limited contribution of the amygdala to face
processing: all its face selectivity might be explained by the inputs frorrsé&eeve

cortical regionsln addition,it is commonly believed that the large receptive fields of the
neurons that provide input to the amygdala would result in visual receptive fields of
amygdala neurons that are not spatially restri¢@uwss, Bender et al. 1969, Boussaoud,
Desimone et al. 1991, Barraclough and Perrett 213s been proposed that the amygdala
responds to faces even when they are not attepudelleumier, Armony et al. 20019r
consciously perceivg@amietto and de Gelder2010) Thi s vi ew of t he an
fits with a longstanding debate about whether the amygdala mediates rapid automatic and
relatively coarse detection of significant stimuli through a route of subcortical inputs
(Cauchoix and Crouzet 2013Jhese views challenge observations that human amygdala
neurons show exceedingly long visual response latelfi®leamann, Kornblith et al. 2008,
Rutishauser, Mamelak et al. 2018nd that fMRI activation ofhe amygdala appears to
require visual attentiofPessoa, McKenna et al. 200R) the absence of comparative studies
using the same stimuli and the same paradigm in both species, it is nearly impossible to
determne whether these are differences between the two species or rather different
experimental conditions. Resolving these disparate conclusions thus requires a more
comprehensive investigation, which no single study has yet accomplished: assessing
amygdala rgsonses to faces at the singieit level across both monkeys and humans, and
investigating selectivity and response latency in relation to fixation onset duringevaag

with concurrent ey#racking.
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Although we know much about how faselective responses may arise from the

geometric and semantic features of fa@esao, Freiwald et al. 2006this knowledge has

been derived from studies with static stimuli of single faces displayed on a featureless
background and in the absenceege movements. As such, little is known about face
responses during natural vision and their potential modulation by attention. During natural
vision, the visual system has to contend with complex and dynamic visual scenes in which
multiple items competéor attention. Eye movements select from the multitude of possible
fixation targets that are salient or behaviorally significant elements of the scene (such as
faces). Under these conditions, the response properties of cortical visual neurons can be
modubted dramaticallySheinberg and Logothetis 2001, Rolls, Aggelopoulos et al. 2003)
Indeed, eye movemis and the use of naturalistic stimuli change the selectivity and response
reliability of neurons even in early visual aré@sllant, Connor et al. 1998, David, Vinje et

al. 2004) Similar modulation of attentierelated neural activity has been found in parietal
and prefrontal \§ual areas involved in the planning and elaboration of a sequence of fixations
during natural visior(Zirnsak and Moore 2014} ikewise, neurons ithe inferotemporal

cortex that are selective for an item embedded in a crowded scene respaidterget
stimulus only during fixations on that particular it€ameinberg ath Logothetis 2001)Thus,
throughout the brain, visual processing is strongly influenced not only by the identity of
objects, but also by how fixations select them. However, almost nothing is known about how
fixations affect visual processing in the aydgla.

In the context of natural vision, the amygdala is of particular interest because amygdala
lesions are known to interfere with the efficient visual exploration of fé&dslphs,
Gosselin et al. 2005andbecaus@amygdala neurons respond to dynamic social signals such
as eye contacfMosher, Zimmerman et al. 2014)Moreover, lesions of the amygdala
produce a complex constellation of impairments in social beh@awiphs, Tranel et al.

1994, Adolphs, Tranel et al. 1998The amygdala is thus a prime candidate for mediating
between the perceptual representations of faces in the corticgdmtesystem and the
mediation of social behaviors based on such perception. Elucidating this role, however,
requires both a more naturalistic presentation of stimuli and a better quantification of how

they are attended. Here we achieved both these imperagia®wing subjects to freely
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view a complex array of images that competed for attention while we monitored eye

movements. Our focus was on the category selectivity of amygdala neurons during natural
vision, with specific emphasis on the potential catggelectivity for conspecific and
heterospecific faces. We focused on faces not only because of their patent ecological
relevance, but also becaukey arehe visual category of stimuli consistently explaining the
largest proportion of variance of thesponses of amygdala neurdG®thard, Battaglia et

al. 2007, Rutishauser, Tudusciuc et al. 2011)

In addition to using free viewing and efacking, we sought to find convergent evidence

by presenting identical stimuli to both monkeys and hurimeas attempt to help generalize
findings across species. This allowed us to compare between responses to faces in each
species, including differences in neuronal response selectivity and latency. To achieve this,
we presented humans and monkeys withsdae arrays of images for free viewing. The
arrays contained images of monkey and human faces intermixed with imagesfateon
objects. We addressed three tightly related questanss, do neural responses in the human

and monkey amygdala depend oe thsual category of attended stimuli as assessed by
fixation location? Second, are famsponsive neurons in the amygdala biased for faces of
conspecifics? Third, are the response latencies to faces different in the two species? Together,
this comparatie study reveals that primate amygdala responses during free viewing are
profoundly influenced by attention to socially relevant stimuli during natural vision. Our
findings suggest a mechanistic basis for the role of the primate amygdala in attentional
sekction for social stimuli, by which amygdala responses in turn regulate responses in visual

cortex in a topdown manne(Pessoa and Ungerleider 2004)

3.3 Results

3.3.1Task and Behavior

We tested a total of 12 human epilepsy patients (28 sessions, 50 + 1 trials per sess$ipn,
and 3 healthy ecaques (16 sessions, 113 + 13 trials per sessi®ul, )}t Subjects freely
viewed complex visual stimuli (Fig. 1A). Each stimulus consisteccotalar array of eight

images chosen at random from two face categories (human and monkey faces) and two non
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face categories (either flowers and fractals or fruits and cars, depending on the version of

the task performed). The ndace categories were later pooled for analysis as "distractors"
(Distractor Group #1 contained cars and fractals and Distractor @®uapntained fruits

and flowers). Each image array was displayed f4s,3and subjects were free to view any
location. Although stimuli were identical for the two species, each necessitated slightly
different task conditions (see below for behavioraltds). Macaques received a fixed
amount of reward after conclusion of a trial if they maintained their gaze position anywhere
on the screen during the entire stimulus period. Trials were aborted and no reward was given
if a monkey moved its gaze off thereen within the first 3s of stimulus onset. This achieved
attention to the image array while encouraging free exploration. Human subjects were
instructed to freely view the stimuli for a later memory test (8ibA). To verify that our

two tasks produced largely comparable fixation behaviors in the two species, we compared
the scarpaths used by humans and monkeys to explore the image arrayal(Bighows

an exanple).

To further ensure that our memory taskesloot introduce fixation preference biases, we

also asked two groups of healthy human control subjects to perform the identical task (Fig.
3.2): one with the same instructions as the
know that a memory $et woul d foll ow ( fPatierdsehadvgooel wi n g
recognition memory (average acrossl4 sessiong,0%,p=0.001vs. chance, onsided

bi nomi al test), showing that they attended
somewhat lower than & ofthe memory group but not the freiewing group(Fig.
3.2D,1(19)=2.845, p=0.04ndt(19)=1.467, p=0.16espectively)Crucially, the probability

that the first fixation landed on a human face was not influenced by task instruction and did

not differ between any of the groups (t(19)=0.8538, p=0@ud@d(19)=0.3013,

p=0.77 respectively)Subjects in all three groups explored all stimuli extensively regardless

of task instructions (Fig. 3.2A,B), confirming that informing subjects of a subsequent
memorytest without further specific information does not affect fixation preferences for

faces.
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Figure 3.1: Task, behavior, and recording locations.(a) Taskperformed by human and monkey subjects.

Task version #1 is shown. (B) Example scan paths from a human (top) and monkey (bottom) viewing the same
stimuli. Dots are fixations, and lines are saccades. The first saccade (starting at the center) targets the fa
conspecific. Tri al time is encoded by <color. (C) Lc
humans (black) and monkeys (gray). Monkeys fixated longer on conspecific faces and on flowers, while humans
fixated longer on conspecificdas and on fractals (three stars indicates p<0.001 and one star indicates p<0.05,
two-tailed ttest). (BE) Recording locations. Amygdala nuclei are indicated in color. (D) Recording sites in the

three monkey subjects (R,G,Q in different color dots) celdponto a representative coronal section. (E)

Human recording sites (red dots) in MNI152 space. Abbreviations: LA = Lateral Nucleus, BLD = Dorsal
Basolateral, BM = Basomedial, CE = Central, CM = Cortical and Medial Nuclei, BLV = Ventral Basolateral.




Figure 3.2 Comparison of behavior of human neurosurgical subjects with normal contil subjects,

related to Figure 3.1 (A) The average look time for each image for three groups of subjects: memory controls
(brown), freeview controls (greenand neurosyical subjects (yellow). Each dot represents the average across
one session (n=7, n=7, n=14 for the memory-fiewing, and subject groups respectively). For the subjects,
we only used the sessions that used the same stimuli as the control grougrégpAwumber of images visited
during each trial. (C) Proportion of all first fixation that landed on a human face was comparable across all
subject groups. (D) Memory retrieval performance of the three subject groups. While on average control
subjects thiaknew of the later memory test performed better than theviese control subjects, it was not
statistically significant (t(12)=1.674, p=0.12). Neurosurgical subjects performed significantly above chance
(p=0.002, binomial test) but worse than the menaeonntrol group (t(19)=2.845, p=0.01).



