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ABSTRACT

The major objective of this study has been to investigate experimentally the
forces and overturning moments produced by tsunamis on vertical walls. The
experimental results are compared with several analytical and numerical models. Several
types of waves were used in a horizontal tank including solitary waves, undular bores,
turbulent bores, and surges on a dry bed. Bores produced from breaking solitary waves
in a tilting wave tank were also investigated. Various measurements were made,
including the incident wave celerity, the wave profile, the runup, force, overturning
moment, and pressure time histories. The impact process of the bores in the tilting wave

tank were recorded with high-speed movies.

The wave profiles in the horizontal tank were defined using a laser induced-
fluorescence system (LIF) which allows the free surface on a two-dimensional plane in
the center of the wave tank to be recorded. This method was developed to measure
accurately the surface elevation profile of turbulent high-speed flows which is difficult to
measure reliably either with conventional flow visualization techniques or intrusive

devices such as wave gages. The LIF method was also used to determine the runup on

the wall.

Strong vertical accelerations were shown to occur during the reflection of bores
and steep solitary waves at a vertical wall. These reduced the force on the wall relative
to a hydrostatic force computed from the maximum runup height on the wall. The
accelerations also cause the maximum force to occur before and after the maximum
runup for steep solitary waves and bores, respectively. For these cases, the maximum
measured force and overturning moment were always less than computed from the

maximum measured runup on the wall using hydrostatic considerations. The maximum



force due to surges on a dry bed was also less than the hydrostatic force calculated from
the maximum runup height on the wall. For all the dry bed cases studied, the maximum
runup height on the wall was between 1.46 and 1.62 times the velocity head computed
from the celerity of the incident surge. For the entire range of wave conditions of this
study, the maximum relative runup occurred for a bore with a relative wave height of

1.23, and produced a runup equal to 3.8 times the velocity head computed from the wave

celerity.

The maximum measured water surface slopes along the front of long waves,
bores, and dry bed surges were computed from the measured wave profiles. At the
transition from undular bores to turbulent bores, there was a discontinuity in the
maximum water surface slope where the slope increased by a factor of 2.5 to three for
turbulent bores. This discontinuity corresponded with a rapid increase in the measured

runup, force, and moment on the wall.

The properly normalized force on a vertical wall due to the impingement of a
bore on a mildly sloping beach is shown to be equivalent to the force produced by a bore
of constant volume on a horizontal bed. This implies the results from the horizontal
wave tank experiments can be used to estimate the loads expected from bores

propagating on mild beaches with slopes ranging up to 0.02m/m.

Two numerical models were compared with the experimental results. A
boundary integral element model, which solves the potential flow problem subject to the
full nonlinear free surface boundary conditions, predicted the loads imposed on the wall
due to steep solitary waves quite well. A finite difference model of the Navier-Stokes
equations was also used to simulate the reflection of solitary waves and mild turbulent

bores at a vertical wall. This finite difference model predicted the solitary wave loads
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quite well; however, it over-predicted the steepness of the incident bore profiles and
produced a force-time history with a high amplitude and short-duration peak, which was
not observed in the measurements. Except for this sharp peak, the agreement of the finite

difference model with the experimental results was quite reasonable.
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1. INTRODUCTION

Tsunamis are waves produced by motions of the earth's crust. This motion may
be caused by underwater landslides, volcanic activity such as an explosion, or more
commonly an earthquake. Tsunamis have a long history of causing tremendous damage
and loss of life along low-lying coastal areas around the world. One of the most
destructive tsunamis in relation to loss of life was generated by the eruption of volcano
Karakatoa in Indonesia on August 27, 1883. A 30 m high tsunami was generated which

killed approximately 36,000 people.

Tsunami activity in the Pacific basin is particularly severe due to numerous
subduction zones located around its rim. Japan suffered the loss of over 27,000 people
and the destruction of more than 10,000 buildings due to a tsunami along the Sanriku
coast on June 15, 1896. The tsunami generated by the 1964 Alaskan earthquake on
March 28 caused a total of 119 deaths and $110,000,000 in damage along the Alaskan
coast, the Hawaiian coast, and the western coast of the United S:ates. Most recently, in
September 1992, a near shore earthquake of magnitude 7.0 offshore of Nicaragua
generated a tsunami that inundated large areas causing significant loss of life and
property. One of the most dramatic documented cases of tsunami runup occurred in
Lituya Bay, Alaska in 1958 where a landslide-generated tsunami leveled trees up to 525

m above the original water level and produced a 50 m high wave in the bay.

When earthquakes produce vertical motions of the earth's crust under the ocean a
~ tsunami is produced from the resulting localized rise or depression in the water surface
which then radiates from the source region in all directions. Although the amplitude of a
tsunami tends to be very small in the ocean (less than one meter), it can have a large

volume of fluid in motion due to its long wavelength (on the order of one hundred to
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several hundred kilometers). When a tsunami propagates from the open ocean toward
the shoreline its wavelength decreases due to shoaling leading to an increase in the wave
height. In some cases very large breaking waves (on the order of 10 m t0 30 m) may
develop which propagate toward the shoreline as a strong turbulent bore. There are
numerous eye-witness accounts and photographic records indicating tsunami waves can
reach the shore as strong turbulent bores. These bores can pass the shoreline and
continue onshote as high speed surges propagating over a dry bed with a celerity of the
order of tens of meters per second and a wave height of the order of several meters. A
tsunami may also inundate a coastal area as a relatively mild flood wave without the
generation of high velocity flows. The type of wave obtained at the shoreline is a
function of the incident tsunami as well as the local bathymetry and the tidal level. Local
bathymetry can cause effects such as wave resonance in near shore regions or harbors,
and wave focusing on headlands and in gradually narrowing estuaries with steep

sidewalls.

The evidence for high speed onshore flows due to tsunami waves can be found in
several documented structural failures, eyewitness accounts, and photographic records.
For some of these structural failures, the evidence suggests the damage was caused by the
force of the flow itself as opposed to the impact of floating debris. Matlock, Reese, and
Matlock (1962) reported 14 such cases of structural failures in Hilo, Hawaii due to the
tsunami caused by the 1960 Chilean earthquake. Based on the strength of the structural
members and an assumption that the loading on the structure was equivalent to a
hydrodynamic drag force, they were able to estimate the fluid velocities needed to
produce such failures. Their estimated velocities ranged up to a maximum value of 16
m/sec. This can be compared with the observations of Eaton, Richter, and Ault (1961)
where they reported the bore traveled from the breakwater to the shore of Hilo (about

2,100 m) within 2.5 to 3 minutes. The speed of the bore between the breakwater and the
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shoreline would have been between 12 m/s and 14 m/s which agrees quite well with the
highest velocity estimates of 16 m/sec obtained by Matlock, Reese, and Matlock(1962).
In Seward, Alaska, an isolated 115 ton locomotive resting on tracks 5.8'~metcrs above
mean lower low-water was overturned and displaced several tens of meters shoreward
due to the passage of a tsunami wave caused by the 1964 Alaskan earthquake. Wilson
and-Torum (1968) provide an analysis where they calculated the speed of the fluid to
have been at least 8 m/sec to capsize the locomotive. They assumed the wave was 1.8
meters higher than the tracks, which corresponded to maximum measured runup heights

shoreward of this region.

There have been numerous studies of the generation and propagation of tsunamis
across the ocean. Likewise, there have been a considerable number of laboratory
experiments and analytical models developed to simulate the behavior of tsunami waves
as they inundate the shoreline. The study of terminal effects of tsunamis have been
primarily limited to the observation of tsunami damage to coastal areas including
structural damage, high water marks in the region, scour, and deposition of both
sediments and floating debris. There have been few laboratory and theoretical studies of
the hydrodynamic loads imposed on structures by the impact of tsunamis. In this study,

several questions about the structural loading due to the impact of tsunamis are

addressed.

1.1 Objectives and Scope

The objective of this study was to investigate experimentally and theoretically the
interaction of long waves, bores, and surges on a dry bed with a vertical wall. This study
is focused on the impact of translatory waves with a vertical wall in contrast with the

large body of literature concerning breaking wave pressures on walls. Several different
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types of waves were used in this study, including waves generated in a tilting tank and a

horizontal fixed bed tank.

Most of the experiments were performed in a horizontal tank where solitary
waves, bores, and surges on a dry bed were produced. For all of the experiments in the
horizontal tank, the incident wave profile, the celerity, and the force, moment, and runup

histories on the wall were measured along with pressures at selected elevations.

The impact of a turbulent bore on a wall was also investigated in a tilting wave
tank with a bottom slope of 0.02 m/m. The bores were produced by shoaling a solitary
wave which produced a plunging breaker. This broken wave propagated toward the
shoreline as a turbulent bore and was reflected by a vertical wall which was located
slightly offshore. The experiments in the tilting wave tank were performed to determine
if bores traveling over mild slopes produce the same loading on a vertical wall as a bore
of equal relative wave height traveling over a horizontal bottom This appears to be the
first study to investigate the impact on a vertical wall of well developed bores that were

generated from breaking solitary waves.

Two theoretical models were used to simulate the impact process. The first
model was based on the boundary integral element method (BIEM) where the Euler
Equations and the full nonlinear free surface boundary conditions were used following
the work of Grilli, Skourup, and Svendsen (1989). This model assumes irrotational flow
with a simply-connected fluid domain. The second model solves the Navier-Stokes
Equations with a finite-difference algorithm where the free surface is modeled with the
volume of fluid algorithm (VOF) which will be described in Chapter 3. Previous
investigators (Nichol_s, Hirt, and Hotchkiss (1980)) have shown that this approach can

produce bore profiles which agree qualitatively with experimental bore profiles. This
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approach provides a more physically realistic theory than has previously been used to
model the impact of bores on a wall, since it accounts for vertical variations in the flow
quantities. This finite-difference method not only provides a reasonable bore shape but
also includes the strong local vertical accelerations along the wall which are shown to be

important during the reflection process.
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2. LITERATURE REVIEW

The subject of this work is the terminal effects of tsunamis on sﬁuctures and in
particular, the impact of wave forms on a vertical wall. Thus, attention in this literature
review will be focused on the impact and reflection of bores, solitary waves, and surges
on a dry bed at a vertical wall. There is a considerable volume of literature concerning
the propagation of these three types of waves. To present a comprehensive literature
survey of all relevant works in these three areas of wave propagation would be
impractical. Therefore, only selected works directly related to this study will be
mentioned in this review. For more detailed literature reviews on the subject of solitary
waves, breaking waves, surf-zone dynamics, and wave runup consult Miles (1980),

Peregrine (1983), Battjes (1988), and Zelt (1991).

Likewise, there is a large body of literature on wave impacts on structures where
the wave develops a very steep face just prior to impact. These studies include many
types of incident waves and structures along with a corresponding number of proposed
models. This work will not be reviewed here. For reviews on this subject consult
Wiegel (1964), Silvester (1974), Horikawa (1978), and the Shore Protection Manual
(1984). The direction of more recent work in the area of breaking waves on structures
can be found in the field work of Blackmore and Hewson (1984), the experimental work
of Chan and Melville (1988), and the theoretical work of Cooker and Peregrine (1990).
For information on tsunami wave generation, propagation, runup, and damage see the

reviews by Wiegel(1970), Wilson and Torum (1972) and Camfield (1980).

2.1 Dam-Break Flows

A theoretical description of the two-dimensional dam break problem for an

inviscid fluid was originally obtained by Ritter (1892) for a dry bed. The resulting water
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surface profile is parabolic and concave upward. A negative wave propagates upstream
into the reservoir with the shallow water wave celerity ¢ = J@T where c is the wave
celerity, g is the gravitational acceleration, and 4, is the reservoir depth; The tip travels
downstream across the dry bed with ¢ = 2\/% . Dressler (1952) and Whitham (1955)
independently developed an analysis to obtain the first order correction to the tip speed
due to the effect of bottom friction. Whitham (1955) compared the tip speed from both
theories showing they both approach the Ritter solution for small non-dimensional times.
Both theories agreed within 12% over the entire range of non-dimensional times shown.
Whitham argued that near the tip of the surge where the water surface slope is steep and
the depth becomes small, the friction term and the pressure gradient terms in the
horizontal momentum equation should be approximately equal. The pressure gradient
term is proportional to the slope of the water surface profile, while the friction term is
inﬁersely proportional to the local water depth. Noting that the acceleration terms would
remain finite, Whitham (1955) reasoned that the friction and the pressure gradient terms
must balance each other as they become large near the tip of the surge. Neglecting the
acceleration terms in the equation of motion, while using a friction model which is
quadratic in the flow velocity results in a parabolic water surface profile for the surge tip
which is concave downward. This profile asymptotically approaches a vertical face near

the tip of the surge and tends to a very mild slope far behind the front of the surge.

Cross (1967) included the effects of local acceleration, the bottom slope, the
pressure gradient, and the friction loss along the bed to obtain an expression for the
profile of a surge tip. In the case where the terms corresponding to the local acceleration
and bottom slope either cancel or are both zero, his solution reduces to the parabolic
profile presented by Whitham (1955). Wang and Ansari (1986) presented a model for
the flow in a surge where the velocity field was approximated with a power law. They

computed the pressure field with a finite element solution of Poisson's equation where an
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eddy viscosity turbulence model and an experimentally determined head loss distribution
along the water surface were used to obtain a closed solution. Their model indicated the
pressure distribution in the tip region was less than hydrostatic. The corhputed surge
profiles agreed quite well with both the height and shape of the experimentally obtained
profiles behind the tip region. However, there were significant discrepancies between the
model and the experiments with respect to both the location of the surge tip and the shape
of the profile in the region very close to the tip. Fujima and Shuto (1990) investigated
the velocity field in a stationary surge front produced using a flume with a bottom
composed of an inclined moving belt. A laser Doppler velocimeter was used to measure
the mean velocity field and the Reynolds stresses. For a belt velocity of 184 cm/sec,
their results indicated the boundary layer was turbulent for distances greater than 4 cm
behind the surge tip. They concluded that the friction law for uniform flow over a flat
plzite (Schlichting (1979)) can be used to model the energy loss in the boundary layer
near the tip of a surge on a dry bed. A more detailed review can be found in the report of

Wang and Ansari (1986).

2.2 Hydrodynamic Loading on a Vertical Wall Due to Tsunami Impact

Cumberbatch (1960) presented a similarity solution for the impact of a two-
dimensional fluid wedge on a flat impermeable surface. The incident wedge is oriented
with its axis perﬁendicular to the wall. He assumed a constant wedge angle before
impact, an inviscid fluid, and irrotational flow where the velocities throughout the wedge
before impact are equal to the constant approach velocity. He used a no-flux boundary
condition at the wall and the full nonlinear free surface boundary conditions. Since

- gravity was neglected in the problem formulation, Cumberbatch indicated the theory was

intended to model the dynamics soon after impact, before the gravitational acceleration
begins affecting the flow along the wall. Water surface profiles and pressure

distributions along the wall were presented for wedge angles of 22.2 degrees and 45
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degrees. Cumberbatch defined a force coefficient which relates the force on the wall to

the momentum flux which would occur at the wall location if the wall were not present,

as follows:

F =Cppbnc?, 2.1)

where Cr. is the force coefficient which was shown to be a function only of the incident
wedge angle, 0, p is the density of the fluid, b is the width of the wall, 7 is the water
surface profile at the wall location, and c is the celerity of the incident fluid wedge which

is equal to the fluid particle velocity throughout the flow. For wedge angles of 22.5

degrees and 45 degrees, Cumberbatch found C to be 1.6 and 2.4, respectively.

Fukui, Nakamura, Shiraishi, and Sasaki (1963) measured the pressures generated
on walls due to the reflection of bores. The bores were generated by suddenly releasing a
reservoir of water using the dam-break method. The incident bore profile, the bore
celerity, the pressures at three vertical stations along the wall , and the runup height were
measured. They varied the slope of the wall from 340 to 900 and the incident bores
ranged in relative wave height from H/ k= 0.5 to H/ h = 3.0, where H is the wave
height of the incident bore above the still water surface and 4 is the still water depth.
They used ambient depth ranging from A=5 cm to 4=20 c¢m and obtained bores with
celerities ranging from 120 cm/sec to 220 cm/sec. They also performed a limited number
of tests in a large scale tank where they obtained bores with celerities ranging from 2.20

m/sec to 3.50 m/sec.

Fukui et al. (1963) differentiated between what they called the "impulsive"
pressure which is obtained soon after the bore strikes the wall and the "continuous”

pressure which corresponds to the hydrostatic pressure at the wall once the reflected bore
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has propagated away from the wall. They proposed that the impulsive pressure scales as
the fourth power of the incident wave celerity. This conclusion was reached by fitting a
line through the impulsive pressure data which were plotted against the bore celerity.
However, the impulsive pressure measurements varied in some cases by £70% relative
to the median value at a given wave celerity. Their expression for the maximum

impulsive pressure, p, was;

C2
p=K, e 22

where K, is an experimentally determined constant which was equal to 0.5 for their

vertical wall experiments. They also proposed a linear relationship between the
impulsive pressures and the depth along the wall. From the experimental results they
concluded the maximum runup height was equal to 3.3 times the velocity head computed

from the incident bore celerity.

Cross (1966, 1967) investigated the properties of incident surges propagating over
smooth and roughened bottoms and the forces caused by their impact on a vertical wall.
He generated bores using the dam-break method in a tank which had a negative slope of
0.002 in the direction of wave propagation. Expressions were derived for the surface
height and slope of the surge, while the similarity solution of Cumberbatch was applied
tb calculate the forces on the wall. Cross (1967) included the force due to the hydrostatic

pressure from the surge depth at the wall. He proposed the following expression for the

force time history, F(¢), on the wall:

F@O) =21 +pC (o), 2.3)
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where 7 is the weight of water per unit volume, M(¢) = the water surface time history
which would occur at the wall if the wall were not there, c= the surge celerity, and b =
the width of the wall. Cross (1967) computed the force coefficient, C ., numerically
using the analysis of Cumberbatch (1960) for wedge angles, 0, between 00 and 72° and
found the following relation agreed with his results:
)2,

Cp =1+(tan® (2.4)

Cross (1967) proposed using the surge profile near the wall while assuming it would pass
the wall with a nearly steady shape when viewed from a frame of reference moving with
the surge tip. With this assumption both the water surface slope and the force coefficient
in Equation 2.4 are functions of time at the wall location. Combining the result of
Equation 2.4 with the water surface profile at the wall, 1, and the celerity of the surge, c,

the force time history in Equation 2.3 can be computed.

The experimental results of Cross (1967) exhibit a sharp peak in the force
coinciding with the occurrence of the maximum force. Based on experimental
observations, Cross (1967) suggested that this peak occurred when the runup tongue
collapsed onto the incoming surge forming the reflected bore. In addition, he found that
early in the impact process, the forces computed from Equation 2.3 while using the
measured incident surge profile and bore celerity predicted the measured forces quite
well. However, as time progressed, the predicted forces tended to be less than the
measured forces for the rough bottom cases and greater than the measured forces for the
smooth bottom cases. Indeed, when the maximum measured force occurred for some

cases (Cross (1966)), the measured force was up to 60% greater than that predicted. In
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addition, Cross (1967) noted that the maximum run-up height on the wall varied from 1.3

to 2.2 times the velocity head computed from the incident surge speed.

Nakamura and Tsuchiya (1973) studied the pressures on composite structures
caused by the impact of surges propagating over a horizontal bed. The surges were
generated by the dam-break method with initial reservoir depths of 30 ¢cm, 40 cm, and 50
cm. They measured large pressure heads of relatively short duration just after impact,
followed by relatively constant pressures due to the nearly hydrostatic condition once the
bore propagated away from the wall. The maximum measured pressure head they
reported was 46 cm with a rise time of 50 msec which was obtained from a pressure cell
located 2.5 cm off the bottom of the tank. This maximum pressure was only 50% larger
than the maximum hydrostatic pressure developed on the wall (31 cm) which occurred
approximately five seconds after the surge initially struck the wall. They reported
velocity measurements significantly larger than the theoretical predictions of Whitham
(1955) and Dressler (1952); in some cases the theory was only 30% of the measured
value. The pressure-time histories measured just after impact were compared to the
theory of Cumberbatch (1960), but the maximum measured pressures were up to 30%

greater than those predicted.

Togashi (1986) investigated the runup of solitary waves on a mildly sloping
composite beach and the impact and over-topping at a vertical wall located a large
distance beyond the shoreline. The main focus of the study was the determination of
conditions which produce over-topping of a vertical barrier of finite height and the
hydrodynamic load produced on the barrier. Togashi (1986) proposed a method based
on the time rate of change of momentum within a control volume to predict the resulting

force on the barrier. This method qualitatively agreed with the experimental results for
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the two cases shown. However, the experimental pressure measurements contained a

noise level equal to approximately +50% of the maximum "averaged" pressure.

There are numerous models for wave propagation and runup in which the vertical
variation of the flow quantities is either approximated or averaged and the pressure
distribution is assumed hydrostatic (see Zelt (1991) for a review). Since 1976, numerous
models which make no approximations in the vertical variation of the flow quantities
have been proposed. Longuet-Higgins and Cokelet (1976) developed a numerical
boundary integral element algorithm to solve for the two-dimensional potential flow,
subject to the full nonlinear free surface boundary conditions. A Lagrangian description
of the free surface was used to advance the solution in time. They computed the
overturning and jet formation in a periodic breaking wave on deep water. By making no
approximations in the vertical variation of flow quantities (such as made in developing
the depth-averaged equations), they were able to carry the simulation well beyond the
development of a vertical face on the front of the wave. Unlike Longuet-Higgins and
Cokelet (1976) whose model was formulated in a conformally-mapped domain, Vinje
and Brevig (1981) presented a model in the physical domain where waves on a finite
depth could be simulated. By formulating the problem in the physical domain, the model
could accommodate non-periodic waves as well as structures placed in the flow field.
Dold and Peregrine (1984) presented an accurate time-stepping method based on a
Taylor expansion of the free surface boundary conditions with respect to time. The
method is explicit and its accuracy allows much larger time steps than preceding
methods. This dramatically reduces the computation time for a given simulation. Since
the computational effort is primarily a function of the number of times the integrals
around the boundary must be computed, the computation time decreases as the time step
increases. Grilli, Skourup, and Svendsen (1989) presented a boundary element model

which is formulated in the physical space and uses the time stepping algorithm of Dold
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and Peregrine (1984). In a later work, Grilli and Svendsen (1991) applied this method to
the reflection of steep solitary waves at a vertical wall, among namerous other examples.
Fenton and Rienecker (1982) presented a Fourier series solution of the équations of
motion. They applied their model to the reflection of solitary waves on a vertical wall
and presented maximum forces and overturning moments. Grilli and Svendsen (1991)
applied the third order solitary wave collision model of Su and Mirie (1980) to calculate
the maximum force and overturning moment due to the reflection of a solitary wave at a
vertical wall. They showed excellent agreement between the results from their boundary
element model, the results of Fenton and Rienecker (1982), and the results from Su and
Mirie (1980). For more detailed reviews on numerical methods applied to the simulation
of highly nonlinear waves see Yeung (1982), Liggett and Liu (1984), and Grilli,
Skourup, and Svendsen (1989).

In this wbrk, a boundary element model similar to that reported in Grilli,
Skourup, and Svendsen (1989) was developed. This model is experimentally verified for
the reflection of steep solitary waves at a vertical wall where the pressure, force,
moment, and runup on the wall, as well as the water surface profile in front of the wall

were measured.

One limitation with the boundary integral element methods is the inability of the
algorithms to handle fluid re-entry which produces multiple free surfaces or the
generation of turbulence, both of which are inherent in the wave-breaking process. There
are several early works where the nonlinear shallow-water equations were used to
* investigate the problem of bore propagation on slopes (Whitham (1958) and Keller et al.
(1960)), and the resulting runup (Ho and Meyer (1962), Shen and Meyer (1963 a, b)).
These models assume the bore is a discontinuity (shock) in the water surface profile and

cannot be used to obtain any information on the water surface profile or velocity field
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across the jump. Madsen and Svendsen (1983) and Svendsen and Madsen (1984)
presented analyses where the turbulence production and dissipation across the bore were
used to augment the shallow water equations for horizontal and sloping‘bott_oms,
respectively. During the impact of bores on a vertical wall, vertical accelerations along
the wall were shown by Ramsden and Raichlen (1990) to significantly alter the resulting
force-time history on the wall relative to a hydrostatic condition. Therefore, to
accurately model the physics of bore impact on a vertical wall, a theory is needed which
can model both the shear layer at the still water surface caused by a passing bore, and
accounts for the shape and velocity field across the bore, as well as the vertical

distribution of the flow variables during the impact process.

There have been several models for fluid flow where the Navier-Stokes equations
are solved in Eulerian coordinates with finite-differences used to approximate the
governing equations. In these models only the characteristic length scales of the flow on
the order of the mesh spacing or larger are resolved. Harlow and Welsh (1965)
developed the Marker-and-Cell method where marker particles distributed throughout the
fluid were used to define the two-dimensional fluid region. The pressure and velocity
components were used as the independent variables. The method was successfully
applied to a variety of free surface flow problems. Chan and Street (1970) improved the
treatment of the free surface pressure condition by applying it at the actual position of the
free surface, as opposed to the center of the nearest cell as in the model of Harlow and
Welsh (1965). They showed reasonable agreement between their model and
experimentally determined runup heights of steep solitary waves on a vertical wall.
Nichols, Hirt, and Hotchkiss (1980) presented a model, "SOLA-VOF," where the free
surface of the fluid is modeled with a fractional volume of fluid (VOF) algorithm. In
this method, a variable is defined which is equal to unity in a filled computational cell,

zero in an empty cell, and lies between zero and unity for a partially full cell. They
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demonstrated the use of the model to simulate numerous flow problems including the
development of a turbulent bore. Torrey, et al. (1985) improved the model to more
accurately treat surface tension and wall adhesion effects for the simulation of fluid
reorientation problems in liquid fuel tanks. Heinrich (1992) applied the model of Torrey
et al. (1985} to the generation and propagation of laboratory simulations of landslide
generated waves. In some cases the initial wave motion in the laboratory resulted in
wave breaking which was also predicted by the theoretical model. The theoretical model
was able to continue the simulation past the time of breaking to model the propagation of
the waves out of the generation region. For more detailed reviews see the series of
reports by Hirt, Nichols, and Romero (1975), Nichols, Hirt, and Hotchkiss (1980), and
Torrey et al. (1985). In this study the experimental results for bores are compared with

the model reported in Nichols, Hirt, and Hotchkiss (1980).

This study addresses several issues which are not resolved in the current literature
concerning the loading imposed on vertical walls due to the impact of tsunami waves.
There is no indication of the forces one should expect on a vertical wall due to the impact
of bores as a function of the incident bore strength. Although the work of Fukui et al.
(1963) contains pressure measurements for a significant range of incident bore strengths,
neither the number of pressure cells used nor the way in which the results were presented
allow an accurate determination of the forces and overturning moments to be expected
for the impact of a turbulent bore of a given strength. In this study, experimentally
determined pressures, forces, moments, and runup histories on a vertical wall for a wide
range of incident bore conditions are presented. There also seem to be no physical
measurements indicating the effect of a small bottom slope on the hydrodynamic loads
imposed on a vertical wall due to the impact of a turbulent bore. In this study the force
and runup history on a vertical wall are presented for bores with equal relative wave

heights propagating over a horizontal slope and a mild slope of 0.02 m/m. This appears
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to be the first study where experimentally determined pressure, force, moment, and runup
histories have been used to verify the finite difference hydrodynamic model of Nichols,
Hirt, and Hotchkiss (1980) for the impact of bores on a vertical wall, and a boundary
integral element model similar to that of Grilli and Svendsen (1989) for the reflection of

solitary waves (propagating on a horizontal bottom) from a vertical wall.



18

3. THEORETICAL MODELING

In this chapter, the two numerical models which were compared With the
experimental results of this study are discussed. In Section 3.1, a boundary integral
element method similar to that presented in Grilli et al. (1989) will be discussed. This
numerical approach solves the potential flow problem in two dimensions subject to the
full nonlinear free surface boundary conditions. The application of this theory to the
reflection of solitary waves by a vertical wall will also be discussed. In Section 3.2, the
finite difference model, "SOLA-VOF," of Nichols, Hirt, and Hotchkiss (1980) is briefly
described along with the methods used to compare this model to the experimental results

of this study.

3.1 Boundary Integral Element Model

To simulate highly nonlinear wave reflections on structures, a numerical
boundary integral element model (BIEM) following the approach of Grilli et al. (1989)
was developed. This model solves the two-dimensional potential flow problem subject to

the full nonlinear kinematic and dynamic free surface boundary conditions.

The following development is brief and basically follows that of Grilli et al.

(1989). For inviscid-irrotational flow in two dimensions a velocity potential, ¢, can be
defined as u = V¢(x,), where V is the gradient operator, while u = (x,w) and x = (x, z)

are defined in Figure 3.1.1.

Since irrotational flow is assumed and continuity in ¢ will be imposed, the

appropriate field equation for ¢ is Laplace's equation:

V=0 (3.1)
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Figure 3.1.1 Definition sketch of the boundary integral problem.

which must be satisfied throughout the fluid domain, @(¢). On the free surface, T,(z),

the following dynamic:

Dy 1 2 p
it Pl | v/ LS & 3.2
Dt 2 | ¢| & p (3.2)
and kinematic:
Dr
—_— =V 3.3
Dt ¢ 3-3)

boundary conditions must be satisfied, where D/Dt is the total derivative,
(9/9t+Vo-V); g is the acceleration due to gravity; D, is the atmospheric pressure,
which for this work will be set to zero; p is the mass of the fluid per unit volume; and
r(¢) is the position vector of a free surface fluid particle. The free slip, no flux boundary
condition is applied along the bottom, I',, the right lateral boundary, I,(¢), and the left

lateral boundary, I;:
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Von=22-U.n, (3.4)
on

where N is the unit normal vector of the fluid surface which points away from the
domain, and U(x,?) is the velocity of the boundary. In this development, U-n =0 along
the bottom and the left lateral boundary, while a wave plate velocity is applied at the

right lateral boundary for wave generation.

To generate a solitary wave in the numerical wave tank as the sketch in Figure
3.1.1 shows, the method developed by Goring (1979) is used to calculate the required
displacement time history of the right lateral boundary. Goring's method is applicable
for long waves which propagate with a permanent shape such as solitary and cnoidal
waves. He calculated the required trajectory by propagating an existing wave away from
the wave generator. The trajectory of the piston was determined to give the desired wave
plate velocity at the particular location for that instant of time. The water particle
velocity was assumed constant over the depth which allows it to be easily related to the
wave celerity using the continuity equation. The celerity of the solitary wave was

estimated as ¢ = 1/ g(H + k). With the model of Goring (1979), the piston (or lateral

boundary) motion can be specified which determines the required Neuman boundary

data, 00/dn.

Introducing the two-dimensional Green's function, G(x,X ;), which represents a

continuous distribution of source strength around the fluid boundary, one can invoke
Green's identity along with Laplace’s equation to derive the following integral equation

for the velocity potential:
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ofx;)o(x;) =¢ g—G(x,xj)—q)— dr, (3.5)

where o(x;) = p(x;) /275, H(x;) is the interior angle, x ; is the collocation point, and X is

the variable of integration as shown in Figure 3.1.1. In two dimensions the Green's

function is:

G= —-—Llnr (3.6)
2

and its partial derivative with respect to the normal to the boundary is:

oG 1 rn
T G

where r =|r| and r = x-x ; are the distance between, and the vector from the collocation

point to the integration point, respectively.

A second order Taylor expansion in time is used to integrate the two free surface
boundary conditions. This is a Lagrangian method which computes the location of the
new value of ¢ at the next time step, 7+ A¢. This method was developed by Dold and

Peregrine (1984). The free surface location and the velocity potential are computed

from:

Dr(®) , (AN)? D?r(r)

r(t+Af) = r(t)+ At
( )=r() Dt 2 Dt?

+0[(At)3] (3.8)
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and:

. . Do), (A%) Do) | 1« s
o(r(z+ A2), £+ Ar) = o(r (), 1) + At ot D2 +0[(At) ] (3.9)

where At is the time step.

Since ¢ is a solution of Laplace's equation, then so is d¢/0¢. A second Laplace
problem, using the partial derivatives of the boundary data in time, is used to obtain the
expressions required to compute the coefficients in the Taylor expansions of Equations

3.8 and 3.9. To simplify the derivation, use the tangential and normal vectors to the fluid

surface, (s,n), where B is the counter clockwise angle from the x axis to the s axis as

shown in Figure 3.1.1. With cosf = dx/ds and sin = dz/ds, Equation 3.3 becomes:

D[, p B, X 2]
Dt_[ ™ cosP ansmB, ancosB+ P sinf3 |. (3.10)

The continuity and irrotational conditions in the new coordinates become:

o? 9*

9% 9%
—_—= 3.12
onds dsdn ( )

while the second derivative of Equation 3.3 can be written as:
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D’ (9% 99 3% 99 9%
[ (atas Y3538 an amas )P

209% 3¢ % ¢ 9P
+(an 52 35 onds _ omn |V¢| sinf3,
Po_ 2000 20 O, B
(atan ds os® as anas |V¢| cosP

(3.13)

% 0o 90 % ).
+(8tas o5 9 o amds )P

From Equation 3.2, the second derivative of ¢ can be written as:

D% _ 39 3% L 000% 00 L 99( 26 azq> 90 9%
Di* 05 0fds  onon Os\ ds 952 an onads

dofanTs 20 00 dbygyedd
on\on os* O0s Bnas

% qmﬁ) 1Dp, (3.14)
os

—-g (g—ﬁ cosB+—
The use of a second-order time stepping scheme includes terms such as 9°¢/dr0n along
the free surface. The solution to the first Laplace problem will determine d¢/dn along
the free surface and ¢ along the rigid boundaries. The second Laplace problem is solved
using the d/dr derivatives of the boundary data from the first Laplace problem. From
this second Laplace problem, 9%¢/dfdn will be determined along the free surface. This
second Laplace problem requires d¢/ot along the free surface which is calculated from

Equation 3.2, while 0>¢/0fdn is required along the rigid boundaries. At each time step
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the new values of r and ¢ calculated from Equations 3.8 and 3.9 give the new water

surface position and the potential on the free surface.

The boundary is discretized into elements which connect each nodal point around
the perimeter of the computational domain, ©(z). All quantities are calculated at the
nodal locations. Shape functions are used to allow interpolation and differentiation of
the variable of interest anywhere along the boundary from the known values at the nodal

locations,

The free surface location is defined by two functions, x(&) and z(&), where & is

the independent variable which increases by a value of one between each free surface
node. From the known free surface nodal locations, a Hermite cubic spline (De Boor
(1978)) is calculated along the free surface which allows interpolation between nodal
points. The linear system of equations, which mﬁst be solved for the slope at each nodal

point along the entire free surface is completed by specifying the slope at the two end

points. Symmetry across I'; requires a zero flow slope (since surface tension is
neglected), while the slope at T, is computed from a cubic polynomial through the last
four nodal points along I',. This approach is known to preserve the accuracy of the
Hermite cubic spline method in the absence of a known end slope condition (De Boor
(1978)). By using x{£) and z(£), overturning surfaces such as breaking waves can be
calculated, which would produce a multi-valued free surface cocrdinate, 1, based on the

vertical distance above the still water line.

The interpolation of ¢, d¢/dn, 3¢/dt, 3°¢/ondt, and the boundary positions
along T, T, and T}, are performed with linear shape functions. The 8/ds and 9°/9s*

derivatives along T, are computed with fourth order shape functions, while d¢/ds along
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I'; (which is needed to compute the force and moment) is computed from second-order

shape functions.

Interpolation of a variable, &, using polynomial (Figure 3.1.2) shape functions, is

computed by:
a(§) =N,(Q)q,, I=1,...,m, (3.15)

where a, is the value of the variable at the /™ nodal location, the summation convention

for repeated subscripts is in effect, —1 < { <1, the order of the shape function is m-1, and
N,() is the shape function which for linear interpolation is N () =(1-%) / 2 and
NZ(C_,) = (C - 1) / 2. Notice that the interpolation takes the nodal value of the function at a

paiticular node. This property of shape functions, in conjunction with following

relations:

Ni(Cl) = Sil’CI =(2[—m—1)/(m—1)

iL,l=1,...,m (3.16)

are used to derive them. In Equation 3.16, & is the Kronecker delta function, where

d; =1 wheni=j,and §; =0 when i # j. Letting s(Z) denote the arc length of the
boundary in physical space, the Jacobian J_ ({) of the transformation between s(£) and

STH

aq dg dq

i=1,....,m; k=1,..,Np, (3.17)

(020 Km(@))(@_@”y
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Figure 3.1.2 Transformation from physical space, x, to the mapped space, L.

where £ indicates a specific boundary element of which there are N. The normal vector

to the boundary surface is computed as follows:

n({) = (-sinP,cosP) = 7 I(C) |:— d]\;éC) z; av; () X; ] (3.18)

The derivatives with respect to arc length along the boundary are computed by:

(3.19)

% 1 [aN(E) 1 av,(C) d*N() .
asz_(Jk(C))z[ ar L) d  dg? (COSBxiJrSlnBZi)]al’ (20

where a denotes the variable to be differentiated and:

p 1 d>N;(¢) . ;
e e oo ), 32
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Since the distribution of ¢, dd/on, and their d/d¢ derivatives are interpolated linearly,
Equation 3.5 yields a linear algebraic system of equations in the unknown ¢ and 9¢/on
values for the first Laplace problem, and the time derivatives of these in the second

Laplace problem. For either Laplace problem, Equation 3.5 can be written:

a( +J'a(x) J' a(x) dr, =
jga—(fa(x,x )ar, - | &EBG(X % )dl“,,, (3.22)

where a denotes the unknown ¢ or 99/o¢, a is the known ¢ or 0¢/at, T, is that portion
of the boundary with Neuman boundary data (known d¢/dn) which has M, nodal points,
and I'; is the surface over which Dirichlet boundary data (¢) is specified and which

includes M, nodes. Equation 3.22 can be written:

n 08; ,,Ba y
[Aj+K§a-Kp== L= K ~[A;+KGa;, (3.23)
where the K are defined as:
aG(X(C),Xj)

K;lm = Zivil.‘.Nm(C) Jk(C)dC 2'k =1 jmk

on
K}, =3, [N, (0)6(x(0).x,) 7 (0)dt = £ 17,
Jm=14L.. . M, +M,;i=1,....M,;
[=M;+1,.. .M, +M_k=1,..,Np, (3.24)
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where 2 has replaced i and / from Equation 3.23 in Equation 3.24. Equation 3.23 was

solved using an International Math and Science Library (IMSL) subroutine.

The matrix, A, is diagonal with A ; = (x(x j) . Instead of calculating the angle,
9( X j), from the geometry near x ;, a Dirichlet problem (with ¢ = b around the entire

boundary where b is any non-zero constant) is solved (Brebbia (1978)). The velocity

normal to the surface must vanish everywhere, and Equation 3.24 becomes:

[Aji + Kﬁ]g; =(; E: = constant # 0 (3.25)
which can be written:

Ay +Ki==-Kj il=1..,M;+M, (3.26)

I#i

and determines the oc(x j) such that continuity is satisfied. Grilli et al. (1989) found that

this method reduced the condition number of their system by an order of magnitude

relative to numerically computing oc(x J-) from the geometry at x;.

Since Hermite cubic splines are used to interpolate the free surface coordinates,
the integrals in Equation 3.24 cannot be integrated analytically. Thus, a ten-point Gauss
quadrature integration scheme (Abramowitz and Stegun (1970)) is used when the

collocation node, x i does not occur in the integrated element. When x i does lie on the

integrated element, a special technique of integration has been developed (Grilli et al.

(1989)) to treat the singularity which develops in In r as r tends to zero. When x; lies on

the integrated element, lnIC - j| is added and subtracted from:
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7 = [ GlLx; (O, (3.27)

where h,, () =N, (€)J,(€). For the Hermite cubic spline approximation of the free

surface and linear interpolation of the gradienf of the velocity potential, the following can

be derived from Equation 3.27:

o1 n2r.(§)
jmke = 275]_11 mhmk(C)dc
1 1
o el -200) (g +20)ingat, (3.28)

where {; is the coordinate of the collocation node, {_; = (C i+ 1) /2 and {; = (1 - J-) / 2.

The first integral in Equation 3.28 is not singular and is integrated using Gauss
quadrature integration while the second is singular and is computed with Berthod-

Zaborowsky quadrature integration (Stroud and Secrest (1966)).

The corners where two intersecting boundaries meet needs special treatment to
properly account for the physics of the problem. Across any corner, ¢ must be
continuous. However, d¢/dn is generally discontinuous in corners as it would be, for
example, where a piston wave maker intersects a horizontal bottom. The discontinuity in
0¢/dn occurs since each side of the corner node is associated with a different boundary
element which can have different normal velocities. Thus, at each corner, two nodal
points are assigned the same location. The value of ¢ for each are the same, while
different values are used for d¢/dn which are equal to the normal velocity of the

respective boundary element. At the intersection of a rigid wall with the free surface, ¢
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and 0¢/dn along the rigid boundary are known while the only unknown is 9¢/dn along
the free surface. At the intersecﬁon of the two rigid boundaries, d¢/on along both edges
are known and the value of ¢, which is the same for both nodes, must be determined.

Therefore, only one equation is generated in the linear system at each corner although

two nodal points reside there.

3.2 Finite Difference Volume of Fluid Model
In this section, a brief description of the model "SOLA-VOF" (Nichols, Hirt, and
Hotchkiss (1980)) and its application to the experimental conditions of this study will be
given. For a more detailed discussion, refer to the original report of Nichols et al.
| (1980). The "SOLA-VOF" method was applied to solitary waves and turbulent bores.

This method was not applied to surges on a dry bed.

The model solves the Navier-Stokes equations in an Eulerian mesh of rectangular
cells which can have variable spacing in the x and z directions. The Navier-Stokes

equations in two dimensions, are:

du du du 1dp o’u o
Uy o2 cr. oy 3.29
o pax+gx+“[ax2+ay2] .29
and:
ow dw  ow 1dp v 9%
Wy 2P oy : 3.30
o Vax Va Tpay & +D[8x2 i (-30)
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where u, w, and g,, g, are the water particle velocities and the gravitational acceleration
components in the x, z directions, respectively. In Equations 3.31 and 3.32, the pressure
is expressed as p, p is the fluid density, v is the kinematic viscosity of the fluid, and ¢ is

time. For an incompressible fluid, the conservation of mass can be expressed as:

du ow
—+—=0. 3.31
ox 0z (331)
The function, A(x,z,t), is used to monitor the position of the fluid in the domain
and has a particular value between one and zero at every computational cell. The value
of A corresponds to the fraction of the cell area occupied by fluid. The time dependence

of A is described by the equation:

A A oA
—_—tY— —=(, 3.32
o o (3-32)

Equations 3.29 through 3.32 are sufficient to solve for the unknowns u, w, p, and
A at each new time step. At the beginning of a new time step, explicit expressions
derived from Equations 3.29 and 3.30 are used to obtain a first estimate of the new
velocity field. With the new estimate of the velocity field, the continuity condition
(Equation 3.31) is applied throughout the entire domain using an iterative over-relaxation
process. An iterative process is required since the application of the continuity condition
at one cell affects the fluid velocities in all neighboring cells due to the elliptic nature of
the problem. Once the incompressibility condition is satisfied, the volume of fluid
function, A, in each cell is determined using Equation 3.32 to calculate the evolution of
A. Along all boundaries, the known boundary conditions are imposed during all

calculations at a given time step. For more details regarding the finite differences used to
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approximate Equations 3.29 through 3.32, stability issues, and the methods used to solve

the resulting system of equations, see the report by Nichols, Hirt, and Hotchkiss (1980).

The following method was used to numerically generate a bore which allowed the
use of a fairly short numerical wave tank (approximately 1 m). This approach was used
since it would be impractical to numerically simulate the 28 m length of the wave tank
while retaining a reasonable grid resolution. The experimental measurements of the
arrival times of the bore along the wave tank has shown that the celerity of the bore was
nearly constant with only a slight deceleration as it approaches the wall for the conditions
explored. Therefore, the bore can be modeled approximately as a steady bore when
viewed in a reference frame moving with the bore. The measured ambient water depth at
the wall and the measured bore celerity are then sufficient to specify a numerically

equivalent bore.

For the stationary hydraulic jump shown in Figure 3.2.1, the conservation of

horizontal momentum and mass across the jump can be used to derive the following

expression (Stoker (1957)) for the velocity of the flow entering the jump, u;:

control volume ﬁ
T
| = |
: |
TZ l H |

X - N
iul h _T |
™ 4™
7 7 7
| 1 ,

Figure 3.2.1 Definition sketch of a stationary hydraulic jump.
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\%: J[(z(H ;h)+1)2 —1]% (3.33)

and:

h
= , 3.34
“ u’(H+h) ( )

where u;, u,, h,and H are defined in Figure 3.2.1. Equation 3.34 is simply the

continuity equation applied across the jump.

To produce a bore in the numerical tank using the "SOLA-VOF" model, the
program is started with initial conditions as shown in Figure 3.2.2, where the water
surface is shown with the solid line. The depth, h, in the numerical wave tank is set to
the measured depth from the experimental wave tank. The experimentally determined
bore celerity, c, in a moving hydraulic jump is equal to the inflow velocity, 1, in a
stationary hydraulic jump. With Equation 3.33, the velocity, u;, and h, .can be used to
calculate H. These three variables are then used in Equation 3.34 to calculate u,. The
initial fluid in the numerical wave tank was then given the speed, u =u, —u,, and a free
flow boundary condition at the left side allows water of depth, h, and speed, u, —u,, to
continuously enter. Referring to Figure 3.2.1, if the control volume is moved to the right
with speed, u,, then the water will enter the left control volume boundary with speed,

‘4, ~ Uy, and a no flux condition will prevail at the right boundary. A no flux boundary

condition is imposed on the right lateral boundary of the numerical wave tank as shown
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Figure 3.2.2 Creation of a bore using the "SOLA-VOF" model.
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Figure 3.2.3 Propagation of the bore into the wall using the "SOLA-VOF" model.

in Figure 3.2.2. This no flux boundary forces the flow to create a bore which then
propagates with height,‘H , and celerity, u,, toward the left boundary as shown in Figure
3.2.2. When the bore is approximately halfway between each lateral boundary, the
simulation is stopped. The velocity, u; —u,, is then subtracted from the flow field. The

code is started again with a no flux left lateral boundary and a free flow boundary at the

right side where the flow of depth H + 4 is allowed to enter with fluid velocity, u, —u,.
This produces the conditions shown in Figure 3.2.3 where a bore with celerity, c,
propagating on a still water depth of % will eventually strike the impermeable wall. The

celerity of the bore, ¢, is equal to the water particle velocity, u,, in Equation 3.33.
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The "SOLA-VOF" model was also used to generate solitary waves which
propagated along the numerical wave tank and were reflected at a vertical wall. Whereas
the lateral boundary in the BIEM model was moved as a piston wave geherator, a
horizontal water particle velocity corresponding to a solitary wave was specified at the
stationary boundary in the "SOLA-VOF" model. In both models the velocity of a

solitary wave due to Boussinesq (1872):

c=Jg(H+h) (3.35)

was used, along with the following continuity equation relating the horizontal water

particle velocity to the celerity of the wave:

u=c (3.36)

n+h’

where the water particle velocity is assumed uniform over the depth. The following

expression for the solitary wave profile was used:
n=me2%%&—m, (3.37)

where H is the wave height of the solitary wave.
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4. EQUIlsMENT AND PROCEDURES

The impact of waves on a vertical wall was investigated in two separate wave
tanks. The forces associated with strong turbulent bores generated from broken solitary
waves were investigated in a tilting wave tank. The remainder of the experimental
program, which included the impact of bores, solitary waves, and surges over a dry bed,
was conducted in a horizontal wave tank. The equipment and procedures used in the
tilting wave tank are discussed in Section 4.1, while those used in the horizontal tank are
described in Section 4.2. The two different tanks were used since mild slopes are most
easily produced in the tilting tank, while the gate arrangement used to generate the bores

was easier to construct in the relatively narrow horizontal tank.
4.1 Tilting Wave Tank Study

4.1.1 Tank and Wave Generator

The experiments were conducted in a tilting tank that is 40 m long, 110 cm wide,
and 61 cm deep (Figure 4.1.1). The side walls are composed of 1.28 c¢m thick tempered
glass windows which are each 63.5 cm high and 1.52 m long. The bottom is constructed
of stainless steel plates that are plane to within approximately + 2.5 mm. The tank can
be tilted from horizontal to a maximum slope of 1 vertical on 50 horizontal. The joints
along the edges of the glass and the bottom are sealed with silicone caulking to eliminate
leakage. Stainless steel rails 3.81 cm in diameter are mounted on studs along the top
edge of the wave tank and are level to within £0.3 mm. A steel measuring tape is

located along the top edge of the tank to allow accurate determination of location along

the tank.
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The programmable hydraulic-powered piston-type wave machine shown in
Figure 4.1.2 produced the solitary waves used in these experiments. Since the wave
machine is supported on the tank substructure, it tilts with the tank, alloWing a simple
means of producing breaking waves. The 6.4 mm thick aluminum wave plate and its
supporting frame are mounted to a carriage which moves along the stainless steel rails on
open pillow block ball bushings (Thompson Model SPB-16-OPN). The size of this
aluminum plate is slightly less than the dimensions of the wave tank. This allowed the
installation of rubber windshield wiper blades along the edges of the plate to minimize

flow around the sides and under the bottom of the plate during wave generation.

The hydraulic actuator (Miller Model DR-77B), which produces motion of the
wave plate carriage, is controlled by a servo-valve (Moog Model 72-103). This
arrangement is shown schematically in Figure 4.1.3. The bore of the actuator is 8.25 cm
and the rod diameter is 3.49 cm which gives an effective bearing area of 43.9 cm? for the
hydraulic fluid. The normal hydraulic seals in the cylinder were removed and replaced
with step seals (Shamban Model $32573-126) to reduce the friction forces acting on the
piston rod. Such forces affect the movement of the piston near its zero velocity position.
The servo-valve is powered by a hydraulic power supply composed of a variable
displacement pump rated at a discharge of 0.00252 m3s-1 with a pressure of 17,000
KNm2. This pump is powered by a 56 KW, 1800 rpm electric motor and draws oil from
a 0.681 m3 reservoir. A Moog valve (Model 72-103), rated at 0.0037 m3s-! for a 40 mA
current applied to the valve, controls flow to each side of the actuator. The direction and
rate of flow to the actuator is determined by the applied current to the valve, which is
supplied by the servo controller (Moog Model 82D300). The displacement of the wave
generator is monitored with a linear variable differential transformer (LVDT) (Collins
Model LMT-811T41). Ting (1989) provides additional details about the hydraulic
supply system. |
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Figure 4.1.2 Photograph of the wave generator in the tilting wave tank (after Skjelbreia
(1987)).

Return
™ Supply Servo controller
Servo valve—[ ' &) [
] Function generator
Hydraulic cylinder LVDT
=

e REEL.

7

Figure 4.1.3 Schematic of the wave generator and control equipment.

The signal used in the feedback system which controls the Moog valve is the difference
between the desired trajectory of the wave plate and the actual trajectory measured with

the LVDT. The subtraction of these signals to produce the feedback control is performed
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in analog cirpuits within-the servo-controller. The desired trajectory was determined on a
minjcomputer (Digital Equipment Corporation Model LSI-11/23). This signal was
transferred to a microprocessor controlled function generator which was built and
discussed in detail by Skjelbreia (1987). The output from the function generator was

supplied to the servo-controller.

4.1.2 Vertical Wall

The vertical wall that extended the entire width of the tank was composed of
false walls on either side of an instrumented section located at the centerline of the tank
as shown in Figure 4.1.4. The instrumented section, which is 59.06 cm high and 4.95 cm
wide, was constructed of a 1.27 cm thick aluminum plate and mounted to three force
transducers (Interface Model SSM-250) as shown in Figure 4.1.5. A detailed drawing of
the instrumented wall is shown in Figure 4.1.6. The total mass of the wall system
supported by the three force transducers was 846.6 g. This included the mass of nine
bolts and three 1.27 cm square aluminum rods used to connect the force transducers to
the wall, which can be seen in Figure 4.1.5. The centerline of two transducers was
located 3.83 cm above the bottom of the wall while the centerline of the third transducer

was mounted 30.48 ¢cm above those two.

A portion of the steel structure to which the other end of the force cells was
connected is shown in Figure 4.1.5. The force cells were bolted to the top of a three inch
structural tee section (WT 3" 8(1b/ft)) (American Institute of Steel Construction (1980)
designation) as shown in Figure 4.1.5. The top of the tee section was bolted to a welded
steel frame composed of five channel sections which were three inches wide (C
3"x 6(1b/ft)) and two steel I beams which were also three inches wide (W 3"X7.5(1b/ft)).
The bottom of the tee section was connected to the other side of the frame with two

channels (C 3"x 6(1b/ft)) as shown in Figure 4.1.7. The steel frame was connected to
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Figure 4.1.4 Wave tank cross section showing the location of the false walls and the
instrumented wall (8, = 0.13 mm to 0.24 mm, 8, = 0.13 mm to 0.18 mm).

Figure 4.1.5 Photo showing the instrumented wall to the left of the "s" shaped force
transducers which are mounted to the steel T section.
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43

91.4

]
14.0

76.2

(a) VIEW FROM SIDE

Qi

30.5 OF WAVE TANK
j_ 1 10.2
254
CHANNEL
C 3" X6 (Io/ft)
I BEAM
W 3" X 7.5 (lo/ft)
63.7

127.3

CHANNEL
C 3" X6 (b/t)

(b)y VIEW FROM ABOVE THE WAVE TANK

Figure 4.1.7 Schematic of the welded steel frame and T sections used to support the
force transducers (all dimensions are in cm except where specified otherwise).
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each side of the wave tank using two 15.2 cm long, four inch wide channel sections (C
4"x7.25(1b/ft)) as shown in Figure 4.1.8. The steel frame was connected to the four inch
channels with eight 3/8 inch diameter threaded brass studs. The four inéh channel
sections were rigidly clamped to the top angle of the wave tank, which allowed precision

adjustment of the dimension a shown in Figure 4.1.8(a).

Due to the large stiffness of the force transducers relative to the
anticipated loads and the resultant deflection, a low-noise amplifier was necessary. A
schematic of this amplifier is shown in Figure 4.1.9; amplification factors from 10 to
18,480 can be achieved with this circuit. At an amplification of 18,480, the standard
deviation of the background noise levels in the force transducers was between 0.051 N
and 0.058 N. Small but finite stresses were imposed on the force transducers when the
inStrumented wall was mounted to the support structure. Since these stresses in the force
cell produce a finite voltage, an offset capability was built into the amplifier. Each force
transducer was rated at 1112 N full scale which produced about 31 mV of response
before amplification for the recommended 10 V excitation. During the experiments in
the tilting wave tank, the force transducer amplifiers were powered by a 60 Hz AC

supply.

To obtain a smooth surface, the false walls, composed of 1.90 cm thick plywood,
were faced with formica on the side exposed to waves. The support structure for the
false walls was isolated from the support structure for the instrumented wall. The false
walls were connected to three inch channel sections (C 3"x 6(1b/ft)) which were rigidly
clamped to the steel angles along the top of the wave tank as shown in Figure 4.1.10.
The gaps between the false walls and the tank walls were sealed with closed-cell foam

rope to prevent leakage as shown in Figure 4.1.4.
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Since the force cells produce a voltage signal proportional to their displacement,
it was necessary to isolate the instrumented section of the wall. In this way, the
transducers would indicate only the loads imposed on the instrumented wall. To ensure it
was not touching the tank bottom or the false walls, gaps varying from 0.13 mm to 0.24
mm were left between the instrumented section and the false walls, and somewhat
smaller gaps (0.13 mm to 0.18 mm) were left between the instrumented wall and the
bottom. These gaps along the sides and bottom are shown in Figure 4.1.4, and denoted
as 0, and J,, respectively. Although water will pass through the gaps around the
instrumented wall, the aspect ratio of the gap (at least 50) and its narrow width will
produce shear losses along the walls due to the flow through the gap. Thus, a portion of
the flow losses through the gaps will be recorded by the transducers as shear forces along
the instrumented wall. The results of experiments to determine the effect of the gap
width along the bottom on the measured force will be discussed in Section 5.1 (see

Figure 5.1.7).

Figure 4.1.11 shows the calibration results for one of the force transducers before
it was mounted to the wall. The force transducer alone was loaded with weights to
provide this calibration. The abscissa is the applied force and the ordinate is the output
voltage. Since the response is linear, the slope of the line from a linear fit of the data is

used as the calibration constant.

After calibrating the individual transducers, they were connected to the wall.
The calibration device shown in Figure 4.1.12 was used to check the response of the wall
by applying a point force perpendicular to the wall at predetermined locations. The
apparatus shown in Figure 4.1.12, consists of a triangular aluminum plate, which is free

to rotate about point ¢. It was important that shear forces did not develop between the
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Figure 4.1.10 Schematic of the supporting structure for the false walls (all dimensions
are in cm).
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Figure 4.1.11 Calibration of the force transducer connected to channel 1.
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Figure 4.1.12 Device used to calibrate the instrumented wall where the load, P, caused
an applied force, F, on the wall.



50

calibration device and the wall, which were minimized by the bearing mounted wheel. A
load, P, placed in the weight pan produces the force, F, on the wall. The output voltage
from each transducer was converted to a force using the calibration constant from the

linear fit shown in Figure 4.1.11. These forces were added to give the force response

6 3 l .l i T [ I T I T

i O experimental i
s response = applied force
4 -

response (N)
(O8]
T
|

applied force (N)

Figure 4.1.13 Response of the instrumented wall due to point loads applied with the
device shown in Figure 4.11.

shown as the ordinate in Figure 4.1.13. If the system is responding properly, the force
response determined in this manner should equal the applied force which is shown by the

solid line in Figure 4.1.13. The agreement between the applied force and the response

was always within £2%.



51

Each force cell was tested separately to determine its spring constant and effective
mass in the following manner: the force transducer was bolted to a 1.27 cm thick
aluminum plate which was placed on the floor, this plate was loaded Wii:h four 12 kg lead
bricks to obtain a fixed support for the transducer, then the force cell was tapped lightly
with the end of a screwdriver to produce oscillations at its natural frequency. The
experiment was repeated with a mass of 159.8 g bolted to the free end of the force cell,
which produced oscillations at a lower frequency. The damping ratio (i.e., the measured
damping normalized by critical damping) of the loaded force transducer connected to
channel 4 was 0.8%. This was computed from the measured response using the
logarithmic decrement method over 23 cycles of oscillation. The natural frequency of an
oscillator with such a small damping ratio agrees with the undamped natural frequency to
within 4 decimal places. Therefore, there should be little error in determining the
effective mass and the spring constant assuming the system is undamped. Defining m, to
be the effective mass of the unloaded force transducer and m the mass of the load

applied to the force transducer, the undamped natural frequency of the unloaded and
Ioaded force cells can be expressed as ®,=,/k/m, and ® ,=,/k/ (m,+m), rtespectively,

where £ is the unknown spring constant, ®,, is the unloaded natural frequency, and ®, is
the loaded natural frequency. After the frequencies of the oscillation for the unloaded

and the loaded transducers are measured, the two relations for the natural frequency can

be solved to determine the effective mass, m,, and the spring constant, k. The results for

each of the force transducers are compiled in Table 4.1.

The natural frequencies of the instrumented wall as mounted in the wave tank
were determined experimentally. Two modes were identified which had natural
frequencies of 970 Hz and 113 Hz. The 970 Hz mode was excited by tapping the wall
with a 0.79 cm allen .wrench near the bottom, in front of the two force cells. The lowest

mode was excited by plucking the wall at the top edge. Since the heights of the incident
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Transducer Channel Calibration Effective mass Spring N
serial number number coefficient constant k (Hz)
mt’
(N/Volt) (@) (KN/mm)
B34106 1 1.906 21.3 554 2570
B30750 2 1.893 21.3 5.52 2560
B30774 3 1.881 20.6 5.49 2600
B30769 4 1.933 22.0 5.85 2600

Table 4.1.1 Measured characteristics of the force transducers.

bores (presented in Section 5.1) are on the order of a few centimeters, the hydrodynamic
force primarily acts near the bottom of the wall where the 970 Hz mode was produced.
Therefore, the 970 Hz mode should dominate the dynamic response of the wall during |
the initial stages of the bore impact. The transducers should measure the force ampiitude

accurately for frequency components up to approximately 200 Hz.

4.1.3 Wave Gages

The water surface time histories were measured using resistance-type wave gages
similar to that shown in Figure 4.1.14(a). The wave gage is composed of two 0.23 mm
diameter stainless steel wires which are mounted parallel to each other with a separation
of 3.2 mm. These parallel wires are electrically isolated at the top and bottom of the
gage. The sensitive wires on the wave gages used in this study were 33.2 cm long and
were located 10.5 cm from the 0.125 inch diameter supporting rod. The gage is used as
one arm of a Wheatstone bridge as shown in Figure 4.1.14(b). The bridge is connected
to a carrier preamplifier (Hewlett Packard Model 8848A) which provides the excitation

voltage, the signal conditioning, and display.

The two wires of the wave gage produce an electrical field in the water and the
air, Since air acts as an insulator between the two wires while water is an efficient

conductor, the resistance experienced by the current across the electrical field varies with



a)

0.2 50" DtA.

-

0.125" DIA.

0.010" WIRE

53

ELECTRICAL
LEAD CONNECTIONS :

57 2 T
2 v |

ELEMENTS
BE ROTAT

NOILE: ALL

SLEEVES & WIRE

CAN
ED

MATERIAL

IS STAINLESS STEEL
EXCEPT THE NON-—

G SLEEVES

3.28"
CONDUCTIN
016" [
A - 3
bt —— 237"
b)
BRIDGE BOX
EXCITATION
HEWLETT - SIGNAL
PACKARD
RECORDER

DIFFERENTIAL

INPUT TO HP

TWAVE
GAGE

Figure 4.1.14 (a) Schematic of a typical wave gage (after Raichlen (1965)); (b) Circuit
diagram of the bridge for the wave gage.
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the water level. The wave gage is normally calibrated by changing its vertical position
relative to the water and recording its output. A typical calibration is shown in Figure
4.1.15 where the exerimental data have been approximated by a second-order plynomial,
whose éoefﬁciénts are determined by the least squared error method. This second-order
approximation is then used to calculate the water surface displacement from the
measured voltage. Figure 4.1.15 also shows a calibration one hour after the first

calibration indicating the need to periodically recalibrate such gages.

10 | T T ] T | 1 T
:U} 5t —
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>
~— L
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i O experimental
" o O experimental one hour later L
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-5 1 L ! | | 1 L

-2 0 2 4 6 8 10 12 14 16

displacement of wave gage (cm)

Figure 4.1.15 Calibrations of a wave gage spaced one hour apart.

Both Wiegel (1955) and Dean and Ursell ( 1959) have dynamically tested
resistance wave gages over a wide range of frequencies and amplitudes. They both found
the errors in amplitude were within 5% of the wave height for frequencies in the range
of small scale laboratory water waves. In Section 5.2 (see Figure 5.2.4), a comparison
between measurements obtained with a wave gage and a laser induced fluorescence (LIF)
system is presented. This comparison shows the wave gage completely resolved the

water surface profile relative to the results obtained with the LIF system. Therefore, the
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wave gage appears to have an adequate frequency response to resolve the solitary waves

used in this study.

When calibrating for the measurement of large waves, depending on the depth,
the bottom of the wave gage may approach the wave tank bottom. Since the electrical
field around the bottom of the wave gage is affected by the position of the wave gage

relative to the steel tank bottom, one would expect this effect to increase as the separation
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Figure 4.1.16 Calibration of the wave gage by displacing the gage relative to the water
and by changing the water level on the gage.

between the bottom of the wave gage and the tank decrease. This effect is important

because it may affect the calibration but not the measurement of the wave, since for the
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latter, the bottom of the gage is relatively far from the bottom. To determine the size of
the error introduced by this proximity effect, a wave gage was calibrated in the normal
way and compared with a calibration performed by varying the water level in the tank
with the gage a significant distance from the bottom. The results are shown in Figure
4.1.16. For this test, the at-rest position of the bottom of the wave gage was about 14.3
cm above the bottom of the tank with a water depth of 17.61 cm. The wave gage was
lowered during the normal calibration until the base of the gage came to rest on the
bottom of the tank. During the second calibration, the gage was returned to its at-rest
position and the water level was raised until the submergence of the gage was equal to
the amount the gage had been lowered during the normal calibration. Although the two
calibrations agree for small displacements, the response produced by the variable water
level method is larger for large displacements which can be seen more easily in Figure
4.1.17, where the least square error approximations to the data have been plotted. It is

seen that using the results of a calibration with a variable wave gage position, as opposed
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Figure 4.1.17 Second-order least square approximation of each calibration method.
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to a variable water level, over-estimates the actual water surface elevation near the crest
of large waves. The amount of the error is a function of the initial position of the wave
gage with respect to the bottom of the tank, the initial water depth, and the resulting
water levels due to the passage of the waves. For the solitary wave experiments reported
in Section 5.2, the maximum error due to this effect would be less than 2% for a 10.6 cm

wave in a water depth of 17.7 cm.

4.1.4 Flow Visualization Equipment
The location of wave breaking and the wave height at breaking were recorded
with a Magnavox (Model VR9244/46AV) video camera which records 30 frames/sec. A

shutter speed of 1/1,000 sec was used for all experiments in the tilting wave tank and the

horizontal wave tank.

The kinematics of the bore and the run-up on the wall in the tilting wave tank
experiments were recorded with a Redlake Corp. (Model 51-0003) high-speed movie
camera, operating at 300 frames per second with a shutter speed of 1/1,000 sec and the f-
stop set at 2.6. Figure 4.1.18 shows the camera located outside the tank and a mirror
mounted inside the tank. This provides a split-frame where a side and a top view of the
advancing bore can be viewed simultaneously. The mirror was 101.5 cm long and 16.0
cm wide. Surface velocities were obtained from the film using black buoyant foam
disks. The disks were 1 cm in diameter and about 1.5 mm thick. In addition to the views
from the side, the run-up on the instrumented wall was obtained with movies from the

high-speed camera, mounted about 2 m in front of the wall as seen in Figure 4.1.19.

With this arrangement, three-dimensional aspects of the run-up process could be

observed from this view. The runup and the location of the front of the bore were
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Figure 4.1.18 Schematic of the high-speed camera and lighting location while
recording the bore profiles; a) as seen from the wave generator and b) from above
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Figure 4.1.19 Schematic of the high-speed camera and lighting location while
recording the runup on the instrumented wall.
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determined from the spatial average of the surface across the wall and mirror,
respectively. The movies of the bore profile and the runup on the wall were obtained

during different runs where the same wave generation conditions were used.

4.1.5 Data Acquisition

The voltage signals from the force transducers, the resistance wave gages, and the
displacement of the wave board were recorded with a personal computer IBM AT
compatible). This computer is equipped with a 12 bit resolution analog-to-digital data-
acquisition card (RC card) (RC Electronics Model ISC-16) that can sample up to 16
channels at approximately 62.5 KHz each, or one channel at a maximum rate of 1 MHz.
The RC card only has 128 Kbytes of RAM which limits the signal length for high data
acquisition rates. The force data and the high-speed movies were referenced to the same
time using a digital clock in the movie frame that displayed the time in milliseconds. An
electronic signal started the data acquisition system at the instant the clock was started.
A test of this system showed that the clock and the force record began within one

millisecond of each other.

4.1.6 Procedures

The numerical model developed by Goring (1979), as described in Section 3.1,

was used to compute the trajectories used to drive the wave plate.

A definition sketch for the experiments is shown in Figure 4.1.20. The origin of
the coordinate system is at the shoreline, with the x-axis directed toward the wave
generator along the still water surface and the z-axis directed upward. The slope of the
bottom, S, for all experiments in the tilting tank, was 0.02 m/m, while the depth at the

wall, h, was 5 mm for all runs. The vertical wall was located 25 cm from the shoreline at

x = x,,. The at-rest position of the wave board was x = 24.02 m. The initial relative
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wave height, H,, / b, was determined using a resistance wave gage located at x = 21.39
m, where h, = 42.8 cm. The wave height at breaking, H,, and the breaking location, x,,
were recorded with the Magnavox video camera. Once the solitary wave shoaled, it
propagated as a turbulent bore and has a maximum wave height of H at the instant its tip
strikes the wall. The profile of the incident bore and its celerity, the runup history on the

vertical wall, and the water particle velocities along the free surface of the bore were

recorded with the high-speed movie camera.

A minimum of six experiments were conducted for each wave condition. The profile of

the initial wave and the breaking wave were determined using a resistance wave gage and

Figure 4.1.20 Definition sketch showing solitary wave generation in a tilting wave tank
which caused the wave to break and propagate to the vertical wall as a turbulent bore.

a video camera. The trajectory of the wave generator was also recorded during these
runs. The force on the wall was recorded simultaneously with the high-speed movies of
the impact process, but without wave gage records for four runs. This was necessary
because at the rate the force data were collected (1 KHz), the computer memory was
insufficient to record the wave data and wave board trajectory at the same time. This

~was not considered a problem, since it has been found that the initial wave can be
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generated with a repeatability in amplitude of less than 1%. In addition, the forces were
to be related to the wave-generated bore, whose characteristics were recorded alon g with

the force time history.

The first two runs were used to establish the incident and breaking wave
conditions. The approximate location where wave breaking occurred was observed
during the first run while recording the incident wave profile (with the wave gage) and
the wave plate trajectory. A 2 cm square grid drawn on a transparency was attached to
the glass side wall to cover the region where the inception of wave breaking occurred.
The second run with the same initial conditions was performed and the inception of wave
breaking was recorded with the video camera. The wave plate trajectory and initial wave
profile were also recorded for this run to check the reproducibility of the experiment.
The still water level and fiduciary marks spaced horizontally at 50 cm intervals were
used to determine the location of the grid with respect to the wave tank geometry. From
the video record, the inception of breaking was defined at the instant a multi-valued free
surface developed. All the initial wave conditions for this portion of the study conducted

in the tilting tank produced plunging, breaking waves.

The third and fourth runs were performed with the high-speed movie camera
placed as shown in Figure 4.1.19. This provided a record of the run-up height on the
instrumented wall which could not be obtained from the movies collected during the fifth

and sixth runs. After generating the wave, the movie camera and clock were started by

hand.

The fifth and sixth runs were performed with the high-speed movie camera placed
as shown in Figures 4.18(a) and (b) while recording the force on the wall. This provided

a record of the bore profile and a view of the three-dimensional bore front with the
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mirror. Before generating the wave, about 30 of the buoyant disks (described in Section
4.1.4) were placed between 0.5 m and 2.5 m in front of the wall, under the mirror in the

region of the tank within about 16 cm of the glass side-wall.

Run-up heights, velocities of the particles, and surge profiles were obtained from
a frame-by-frame analysis of the high-speed movies. Errors in estimating the water
surface and particle locations are about 2 mm and the time of each movie frame is
known to within £0.0005 sec. Thus, the maximum error in the water surface profiles is
less than 10% of the smallest incident bore height (2.4 cm), while the maximum error in

the velocity measurements is less than 2% of the bore celerity for each wave condition.

A sample of the analyzed record of the force on the instrumented wall is shown in
Figure 4.1.21. To resolve the force adequately, the frequency components above 55 Hz
(including the 60 Hz AC noise) that are present in the signal were eliminated by using a
low-pass filter. This noise is primarily caused by the amplifier used in the circuit which,
after filtering, was reduced to a standard deviation expressed as a force of 0.035 N. The
resulting force history is shown in Figure 4.1.21(b). The 55-Hz limit was determined by
examining the spectrum for the percentage of energy in the recorded force both before
and after the wave impact. The corresponding normalized energy spectra for one
experiment are shown in Figures 4.1.22(a) and (b), where the latter is an expansion of
Figure 4.1.22(a) below about 100 Hz. It is obvious from these spectra that a frequency
cut-off of 55 Hz. will retain all of the important aspects of the signal resolved with this
force cell arrangement. The evidence of electrical noise at 60 Hz is obvious in Figure

4.1.22(b) for both records.
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Figure 4.1.21 (a) Measured force due to an incident wave, H,/h, = 0.288, with
hy = 42.78 cm;(b) signal after applying a numerical low-pass filter at 55 Hz.
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Figure 4.1.22 Normalized energy spectrum from (a) force record before impact shown in

Figure 4.1.21; (b) expanded frequency scale (total energy in force record, E, was 1.221
NZs).
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4.2 Horizontal Wave Tank Experiments

4.2.1 Tank and Wave Generator

This wave tank is composed of 12 identical modules; a drawing of one module is
shown in Figure 4.2.1. Each module is 3.048 m long giving a total tank length of 36.57
m. The tank is 39.6 cm wide and 61 cm deep. The tank sidewalls are composed of 1.28
cm thick plate glass windows. The tank bottom is composed of a structural steel channel
which is painted to produce a reasonably smooth bottom. There are 2.54 cm diameter
stainless steel rails (as seen in Figure 4.2.1) and a steel measuring tape located along the
top of the wave tank,

The wave generator is similar to the one used in the tilting tank. The wave
generator in this tank is designed so that it can be powered by either of two available
actuators. The actuator used for this study (Miller Model No. DH77B) has a stroke of
2.44 m, a bore diameter of 6.35 cm, and transfers its load through a 3.49 cm diameter
rod. This arrangement produces a net bearing area of 22.1 cm? for the oil supply. Both
actuators are mounted to a welded steel frame which is bolted into the concrete wall
adjacent to the tank (see Figure 4.2.2). The hydraulic actuators draw their oil supply
from the same pump and reservoir system as the actuator on the tilting tank. The actuator
is controlléd by the same type of valve and controller circuit described in Section 4.1.1.
The motion of the wave plate is monitored with a linear displacement transducer (LDT)
(MTS Corp. Model 01109050100) which has a 2.44 m stroke. The output from the LDT
is compared to the desired trajectory in the feedback control system as with the wave

generator used in the tilting wave tank.

The microprocessor, function generator, and minicomputer used for the tilting
wave tank study to control wave generation, were replaced prior to conducting the
horizontal tank experiments. A 12 bit analog-to-digital and digital-to-analog (Omega

Model DAS-16F). card, resident on the motherboard of a personal computer (IBM AT
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Figure 4.2.2 Photograph of the wave generator in the horizontal wave tank (after Goring
(1979)).

compatible) was used to produce the signal for the servo-controller. The wave plate
trajectory file is stored in the random access memory of the computer and the Omega
card behaves as a function generator by producing an analog signal from the stored
trajectory. The Omega card has two software selectable counters which can produce a
wide range of sampling rates from one sample per hour to 100 KHz. The trajectory used
to drive the wave generator was obtained using the method of Goring (1979) as described

in Section 3.1.
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4.2.2 Vertical Wall

The vertical wall used for this study extends the entire width of the tank and was
composed of false walls to either side of an instrumented section, located on the
centerline of the tank. The instrumented section, which was 60.96 cm high and 6.04 cm
wide, was machined from a 1.90 cm thick aluminum plate as shown in Figure 4.2.3.
Figure 4.2.4 shows the steel and aluminum structure used to support the force cells and
the instrumented wall. In Figure 4.2.4, all the members except the "I" beams were
aluminum, and all connections were bolted. The steel "I" beams were bolted to the steel
angles which comprise the top of the wave tank. Six lead bricks with a total mass of 60
kg were used to hold the bottom of the "T" section in place. The false walls on either
side of the instrumented wall were made from 1.27 cm thick aluminum plate. The false
walls were supported by a structure which was independent of the support for the
instrumented wall. The supporting structure for the false walls is shown in Figure 4.2.5.
The instrumented wall, false walls, and all the aluminum parts of the supporting

structures were anodized to minimize corrosion.

The same amplifier system used during the study in the tilting tank was used for
these experiments. However, the 60 Hz AC power supply was replaced with a 12 v DC
power supply obtained from two automobile batteries. This power supply reduced the
background noise level in the force cells to a standard deviation expressed in units of
force (at the amplification used in the force measurements), ranging from 0.035 N to
0.050 N with no filtering. The use of the DC power supply also eliminated the small
peaks in the spectra of Figure 4.1.22(a) at 60 Hz, 120 Hz, and 180 Hz.

During the experimental investigation, the wall was calibrated using the device
shown in Figure 4.1.12. On one occasion, it was also calibrated hydrostatically by

varying the water level and comparing the measured force with the hydrostatic force
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Figure 4.2.3 Schematic drawing of the instrumented wall used in the horizontal wave
tank experiments (all dimensions are in cm).
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computed from the difference of the measured depths on each side of the structure. The
results from both of these calibration methods are shown in Figure 4.2.6. In Figure 4.2.6
the symbols are the measured data while the solid line is the relation: measured force =
applied force. The agreement between the applied and measured forces are excellent for
both calibration procedures. Therefore, during all the experiments conducted, the

instrumented wall was calibrated using the device shown in Figure 4.1.12.

40 T | ¥ 1 I T
O point load
- A hydrostatic load .
—— response = applied force
30 -
g L
5]
g 20+ -
.
E -
10 - n
0 : | ) i s 1 .
0 10 20 30 40

applied force (N)

Figure 4.2.6 Response of the wall due to a hydrostatic load and a point load.

The total mass of the instrumented section of the wall and the pressure cell (see
Section 4.2.3) which was supported by the force transducers, was 1.009 kg. The four
force transducers were mounted with the objective to increase the lowest natural
frequency of the system as much as possible. This was accomplished by attempting to
equalize the amount of mass effectively supported by each transducer. The results of a
test to determine the natural frequencies of the system is shown in Figure 4.2.7. An
impulsive load was applied by tapping the instrumented wall with the end of a small

screwdriver. The output of each of the force transducers is presented in Figure 4.2.7.
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Figure 4.2.7 Output of each force transducer due to an impulsive load applied to the
wall.

The spectra of these outputs were then obtained using the Fast Fourier Transform (FFT)
method, and these are shown in Figure 4.2.8(a). Figure 4.2.8(b) shows the spectrum of
the force time history. Two modes of oscillation of the wall can be seen at 613 Hz and
909 Hz. It is of interest to compute the frequency of the first mode of oscillation for
comparison. The estimate is obtained by assuming the entire mass of the wall is
oscillating on a spring with a stiffness equal to the sum of the spring constants of each of
the four force transducers. Using the mass of the wall and the spring constants shown in
Table 4.1, a frequency of 750 Hz is calculated. If the force cells were not arranged to
equalize the mass supported by each force cell, then one would expect the frequency of
the first mode of the wall to be smaller than this. This may explain the discrepancy

between the 613 Hz mode and estimated frequency of 750 Hz.
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The effective ‘moment-arms of the force cells about the bottom of the wave tank were
calculé.tcd from measurcmcnté using point loads applied at eight elevations using the
calibration device shown in Fig. 4.1.12. The moment-arms were then used as the
unknown éoefficicnts in a linear least squares error scheme. Table 4.2 shows the known
locations of the force cells above the bottom of the tank and the effective moment-arms

calculated from the least squares error analysis. Figure 4.2.9 shows the applied moment

8 T T T T T
O experimental
response = applied moment i

response (Nm)
5
T
i

O 1 i 1 | t | 1
0 2 4 6 8

applied moment (Nm)

Figure 4.2.9 Response of the wall due to an applied moment.

using the calibration device as the abscissa, the ordinate, the moment calculated from the
corresponding measured force, and the effective moment-arm. The agreement between
the applied and measured moment is excellent, indicating this is a reasonable method of
determining the effective moment arms of a structure of this type. The effective
moment-arms shown in Table 4.2 were used with the measured force from each cell to
calculate the moment of the hydrodynamic load about the tank bottom for all the

experiments in the horizontal tank. Once the wall was installed and the effective
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moment-arms were calculated for each force transducer, the instrumented wall was not

removed until the experiments were completed.

Channel number | Measured location Calculated
(cm) location
{cm)
1 7.74 7.60
2 21.42 21.85
3 34.94 34.36
4 52.28 51.96

Table 4.2.1 Measured and calculated (using a least squares analysis) vertical locations of
the force transducers above the bottom of the wave tank.

4.2.3 Pressure Transducer

The pressure transducer (Endevco Model 8510B-2) was mounted in a housing
(see Figure 4.2.10) to minimize thermal effects and to protect the sensitive diaphragm
against corrosion. The location of the pressure transducer in Figure 4.2.10 is shown with
the dashed line. The diameter of the transducer is 0.38 cm. Figure 4.2.11 is a photo of
the pressure cell mounted in the housing. The housing used in this study is similar to the
stainless steel housing developed by French (1969) to minimize thermal effects in his
pressure transducer. French (1969) found that when a pressure transducer is exposed to
air then suddenly wetted by a water wave, there can be an appreciable portion of the
response which is due to thermal effects. The thermal effect on the signal is completely
different from the hydrodynamic load which is the signal of interest. Unless the time
dependence of the thermal effect is known, it cannot be eliminated from the signal, thus
it constitutes an error in the pressure measurement. For this study, both a brass and a
plastic (Delrin) housing were constructed. The reason for this is discussed below.
French (1969) also analyzed the effect of a finite transducer size on the resulting pressure
measurement as compared to the actual hydrodynamic pressure distribution which acts

over the sensitive surface of the transducer. A transducer of finite size integrates the
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Figure 4.2.10 Schematic drawing of the brass and plastic (Delrin) housings used to
isolate the pressure transducer.
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Figure 4.2.11 Photo showing the pressure transducer mounted in the plastic housing.

pressure distribution which causes small scale variations in the pressure to be averaged
out. Therefore, if the largest pressures developed are associated with a very small spatial
scale, then the measured pressure will record these fluctuations with a reduced amplitude.
The natural frequency of the pressure transducer relative to the frequency scale of the

hydrodynamic pressures can also contribute to an attenuation of the pressure signal.

A schematic for the power supply and amplifier used with the pressure cell is
shown in Figure 4.2.12. The electronics allowed a variable excitation voltage, an offset

capability and amplification, by factors ranging from unity to 770.

Care was taken while inserting the pressure cell in the housing to make sure no air
was trapped inside the cavity formed in front of the pressure cell. The front face of the

housing was cleaned and clear cellophane tape (Scotch Model 850-transparent) was
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placed over the face of the housing. A syringe was filled with about 2 cc of one
centistoke silicone o0il (Dow Corning 200 Fluid) from a beaker which had been deacrated
usinga vacuum pump for 3 hours to eliminate air bubbles. The housing was tilted to the
right and held at approximately a 45 degree angle with the bleed port pointing in an
upward direction. The oil was inserted at the bottom corner formed by the housing and
the cellophane tape and allowed to fill the cavity and bleed port up to the level in the
housing where the "O"-ring of the pressure transducer was to be seated. This "O"-ring
seats against the horizontal ledge 0.75 inches below the top of the housing. Once the
cavity and bleed port were full, a tapered teflon stopper was used to plug the bleed port.
The configuration of the gage is such that the diaphragm is recessed about 2 mm,
resulting in a "cup"” with the sensitive face of the transducer forming its bottom. The
pressure transducer was held with its sensitive face pointing upward and the small “cup”
was filled with oil. Utilizing the effect of surface tension this region was filled with oil
until a spherical dome of fluid was sitting over the top of the rim forming the "cup." The
sides of the pressure transducer were also wetted with oil between the sensitive
diaphragm and the "O"-ring along the threads. The pressure transducer was then rotated
180° and inserted into the housing. When the spherical dome of fluid touches the flat
fluid surface in the housing, the air is squeezed out along the side of the pressure
transducer. Before the "O"-ring on the pressure transducer seated itself, the housing was
rotated 90° so the bleed port was pointing upward. The teflon plug was then removed
and the pressure transducer screwed into the housing to seat the "O"-ring, while forcing
the excess oil out the bleed port. The teflon plug was then re-inserted and trimmed flush
to the side of the housing wall. The leads for the pressure transducer were threaded
through a 0.63 cm diameter polyflow tube which was connected to the back of the
housing with an "o-seal straight thread connector" (Swagelok Model B-400-1-OR). This
allowed submergence of the pressure cell and housing in water while keeping the

transducer dry and the back side of the diaphragm vented to air.
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The pressure cell was calibrated while mounted in the wall, prior to a given series of

experiments. The arrangement shown in Figure 4.2.13 was used where the suction Figure

4.2.13 Photo of the apparatus used to calibrate the pressure cell while it was mounted in
the instrumented wall.

cups mounted to the sidewalls of the tank transferred the reaction force taken by a
channel section to the glass walls of the wave tank. A bar with a stud mounted on one
end was screwed into the channel section. With this bar, a compressive force could be
produced on a lucite cavity which was placed over the pressure cell. The perimeter of
the cavity was sealed against the instrumented wall with an "O"-ring. A system of

polyflow tubes was used to control the head on the pressure transducer. A typical
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calibration is shown in Figure 4.1.14 where a linear least squares approximation shown
with the solid line was fit to the data. This linear approximation was used to convert the

voltage response of the pressure transducer into pressure head.
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Figure 4.2.14 A typical calibration curve obtained from the pressure transducer.

Several experiments were performed to determine the temperature sensitivity of
the pressure transducer when the sensitive face was suddenly wetted. The brass housing
which contained the pressure transducer was mounted flush to a 5.08 cm square, 1.27 cm
thick aluminum plate. This plate formed the bottom of an open aluminum box which
could be mounted in a point gage to be moved up and down to immerse the transducer.
The pressure cell was powered with a 15 v excitation for one half hour to allow the
transducer and aluminum plate to achieve temperature equilibrium. The aluminum plate
was moved into the water relatively slowly so that no hydrodynamic load was imposed
on the pressure transducer. The resulting signal revealed a voltage shift due to what may
be thermal effects as shown with the solid line in Figure 4.2.15. To minimize this effect,

a plastic housing composed of Delrin, identical to the brass housing, was constructed.



82

-10 T i T T K T I T T T T I T L) T T
| — Dbrass housing 1
- — - - plastic housing
5 L 4
2 I .
g._J 5 J
2 i ]
E
G) - -
=)
0 L. -
1 l I3 1 )| L ' ] 1 1 i I 1 1 1 |
0 25 50 75
duration (s)

Figure 4.2.15 Effect of the housing material on the thermal response of the pressure
transducer with a 15 v excitation.

The same test performed with the brass fitting was repeated with the Delrin fitting and is
shown in Figure 4.2.15 with the dashed line. The thermal effect is significantly less.
Thus, the transducer housing composed of Delrin was used in all of the experiments

reported in Chapter 5.

The pressure transducer electronics were modified to allow a variable excitation
voltage to provide a means of further reducing the difference in temperature between the
transducer and the water. The pressure transducer was mounted in the instrumented wall
and submerged for various amounts of time by solitary waves and undular bores. The
results of these experiments, with the pressure transducer mounted in the Delrin fitting
excited at 10 v, 3 v, and 2 v shown in Figure 4.2.16. The results from the brass fitting
with the pressure cell which excited at 15 v, are also shown. One can see a significant
decrease in the thermal offset for a given duration of submergence with the 3 v and 2 v

excitation relative to the 10 v excitation used with the Delrin fitting. For all experiments
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Figure 4.2.16 Thermal offset of the pressure transducer due to solitary wave and bore
reflection from the wall.

with the pressure transducer, the Delrin fitting and an excitation of 2 v were used. The
brass fitting with the 15 v excitation curiously produced less thermal offset than the
Delrin fitting excited at 10 v. However, due to the result shown in Figure 4.2.15, the

Delrin fitting was selected for the experimental program.

The pressure cell had a natural frequency in air without the housing of about 42
KHz and a natural frequency in air with the oil-filled housing of 13.0 KHz. The device
shown in Figure 4.2.17 was used to determine the natural frequency of the pressure cell
in the housing while submerged in various depths of water. This was done to determine

if the added mass caused by the presence of water outside the oil-filled cavity decreased
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Figure 4.2.17 Photo of the lucite tube used to test the natural frequency of the pressure
transducer with various water depths.

the natural frequency of the system. The cylinder shown in Figure 4.2.17 was filled with
water to several depths with a wood piston floating on the water surface. The piston was
tapped to provide a pressure pulse to excite the pressure cell. A typical time series of the
pressure cell signal is shown in Figure 4.2.18 where the initial head on the pressure cell
was 5.9 cm, plus the weight of the wood piston. There was no apparent trend in the
natural frequency of the transducer for depths ranging from 5.9 cm to 38 cm. This result
would be expected, since the region of fluid which contributes to the added mass is
limited to an area near the transducer on the order of several diaphragm diameters. The

average natural frequency computed from the measured oscillations, with four different
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water depths, was 11.4 KHz. This represents a decrease in the natural frequency of 12%,
relative to the value obtained in air. This implies the added mass due to the surrounding

water is quite small relative to the mass of the oil and the diaphragm.

respons¢ (v)

-02 00 0.2 04 0.6 0.8 1.0 1.2 1.4

time (ms)

Figure 4.2.18 Response of the pressure cell due to an impulsive load applied to a water
column.

4.2.4 Dam Break Gate

A gate was used to create bores and surges on a dry bed by releasing a volume of
water in a reservoir. This method was selected since relatively large bores and high
speed surges could be ﬁroduccd relative to what could be obtained using broken waves or
waves which runup a beach and then advance across a dry bed. Thus, using the gate
allowed the experiments to be carried out on a larger scale which decrease scale effects.
The gate shown in the photo of Figure 4.2.19, was designed to minimize leakage while
allowing it to be quickly lifted to simulate an instantaneous release of the fluid in the
reservoir. The gate is powered by a 3.17 cm diameter bore air cylinder made by
Modesto. The cylinder has a 50.8 cm stroke and a rear cushion which prevents the piston
from slamming into the end of the cylinder when the maximum stroke is exceeded.

Nitrogen gas at 1030 KNm™ is used to power the cylinder. The cylinder is mounted to
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Figure 4.2.19 Photo of the dam break gate and the apparatus used to produce and control
the motion of the gate.

an aluminum plate which is bolted to a welded steel frame. This frame was then bolted
into the concrete wall adjacent to the tank. The gate is a 0.63 cm thick stainless steel
plate which had slots machined into each side and the bottom to allow i.nstallation of
windshield wiper blades as shown in Figure 4.2.20, and which minimize leakage of the
reservoir fluid past the gate. To minimize the generation of waves in the flow due to the
supporting structure for the gate, the recessed slot shown in Figure 4.2.20(a) was
machined from brass and placed in the tank flush with the glass sidewalls. Silicone

grease was placed along the sides of the gate which slide inside the brass slot on either
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Figure 4.2.20 Schematic drawing of (a) the brass insert built into the side of the wave
tank to provide a slot for the gate shown in Figure 4.2.19; (b) the windshield wiper blade
which is mounted along each side of the gate; (c) the rubber H section used along the
bottom of the gate (all dimensions are in cm).
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side of the tank. When the gate clears the free surface, the flow only experiences a small

recess in the sidewall of the tank where the brass slots for the gate are located.

A schematic of the control system for the cylinder is shown in Figure 4.2.21. A

four way air valve (Numatics Replacement number 08155600b032R) rated at

relief valve ~ . .
pneumatic cylinder

exhaust | counter and

supply LVDT valve control
exhaust | /r
four way valve

/—gatc

IN

| Ik

_

Figure 4.2.21 Schematic of the dam-break gate and control equipment.

1030 KNm™ was used to apply a pressure difference across the piston inside the
cylinder. To allow a rapid rise of the gate without slamming the cylinder into the end of
its stroke, the control system shown in Figure 4.2.21 was developed. The small relief
valve (Skinner Model B2RX127) rated at 1202 KNm™ releases the pressure on top of
the cylinder for the amount of time sﬁecified on the counter (1.5 sec for all experiments).
This decreases the amount of time it takes the gate to clear a previously specified vertical
position since the low pressure side of the piston starts at nearly atmospheric pressure, as
opposed to 1030 KNm™. Once the counter registers 1.5 sec, the four-way valve is
opened which accelerates the gate. An LVDT (Collins Model LMT-711P39) is used to

monitor the trajectory of the gate.” When the gate reaches a specified displacement above
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the bottom of the tank, the four-way valve is turned off which prevents the piston from

exceeding the stroke of the cylinder.

The location of the gate, which determines the proportion of reservoir length to
wave propagation distance, was planned to allow at least five seconds between the time
the wave impacts the instrumented wall and the arrival of the negative wave reflected
from the end of the reservoir. The arrival of the negative wave can be determined by
calculating the propagation of the leading characteristic of the negative wave in the
reservoir. Hammack (1972) provides an analysis of the wave propagation in a two-
dimensional tank caused by the dam break method using the method of characteristics.
This leading characteristic will propagate through the reservoir, reflect dff the wall, and
propagate toward the front of the bore and will eventually overtake it, given a sufficient
length of time. The ratio of reservoir length to downstream distance was designed so the
leading characteristic of the negative wave would arrive at least 5 sec after the tip of the
bore reached the wall. These calculations were performed using the characteristic

solutions of the nonlinear shallow-water equations (Stoker (1957)).

A typical gate displacement time history measured with the LVDT is shown in
Figure 4.2.22. For a dry bed surge, the depth of the fluid at the gate once it is opened can
be calculated from nonlinear shallow water theory (Stoker (1957)). Once the gate is

fully open, the depth at the gate will be 4/9 of the original depth in the reservoir and the
speed of the bore front will be approximately 2,/ gh, ; where g is the gravitational

acceleration and 4, is the reservoir depth. Figure 4.2.22 shows that it takes the gate
0.185 sec to reach an elevation of 22 cm, which is 4/9 of the 50 cm reservoir depth.
From the relation for the surge front speed, one can see that for a 50 cm reservoir depth
the bore front would be 82 cm in front of the gate before the tip of the gate reached 22

cm. Thus, an instantaneous release cannot be achieved with this arrangement. The gate
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has risen sufficiently to clear the free surface of the water when the surge has propagated

less than 6% of the 15.08 m distance from the gate to the wall.
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Figure 4.2.22 Displacement of the gate during the generation of a dry bed surge.

4.2.5 Laser-Induced Fluorescence System

The laser inﬂuced fluorescence system was developed to record accurate two-
dimensional profiles of the incident wave. A two-dimensional sheet of laser light is
produced in the wave tank which causes dye in the water to fluoresce along the free
surface. The accurate measurement of the wave profile is important for this study since
the shape of the wave front determines the behavior of the initial loading on the wall.
The flow visualization system used is similar to that described by Yeh, Ghazali, and

Marton (1989).

There are several advantages of this system relative to conventional photographic
techniques and water surface measurements using intrusive devices such as wave gages.
The main advantage of the laser induced fluorescent (LIF) system is the ability to
illuminate a specific two-dimensional plane in the experiment which, for example, can be

located along the centerline of the wave tank. Conventional photographic techniques
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(like those used for the tilting tank study) record the location of the meniscus along a
transparent sidewall of the wave tank. Thus, the results contain sidewall effects which
are not present in the center of the tank where the forces and pressures were measured
during this study. Another problem avoided with the LIF system is the disappearance of
the meniscus for certain motions of the free surface, which result in incomplete records
of the water surface profile. Both methods of flow visualization are depicted in Figure

4.2.23. For strong bores it is very difficult to determine the free surface intersection with

Y (LIF Method)

O
laser sheet —] ﬁ
1—/ _ -7
~

(LIF Method)
Lighting

(Conventional Method)

Figure 4.2.23 Definition sketch showing the advantage of a laser-induced fluorescence
flow visualization system relative to a conventional system for the measurement of
turbulent bore profiles.

the sidewall if the elevation of the camera is above the advancing wave. This difficulty
is primarily caused by the turbulent bubbly flow near the front of the bore. Thus, the
camera is usually positioned as shown in Figure 4.2.23, where the vertical location of the
camera is below the elevation of the free surface to be measured. If the meniscus on the
side wall cannot be identified precisely, the water surface at some location inside the tank
may be mistaken for the meniscus location as shown in Figure 4.2.23. If this occurs at

several points aleng the wave profile the results are biased and a true two-dimensional
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wave profile may not be obtained. The LIF method avoids this difficulty by illuminating
only a thin line of the water surface in the plane coincident with the laser light. Flow
visualization methods are superior to intrusive devices for high speed flows with very
small depths, like surges on a dry bed and very strong bores. This is because the high-
speed flow will cause runup on the front of any device placed'in the flow and a
corresponding draw-down on the downstream side. Another advantage of optical

methods is that they produce spatial information each time an exposure is obtained.

The intent was to measure the incident wave profiles in a plane coincident with
the pressure transducer and the centerline of the wall instrumented with the force
transducers. Thus, for all the experiments in the horizontal tank, the laser light sheet was
aligned in a vertical plane parallel to the longitudinal axis of the wave tank which

intersected the centerline of the instrumented wall.

A schematic of the laser optics is shown in Figure 4.2.24. The light from a 200
mW argon ion laser (Lexel Model 75) was transmitted through a 10 m long multimode
fiber optic cable (Newport Model FC-MSD-50). The laser light first was focused on the
end of the fiber optic cable with a microscope objective (Newport Model M-20X) which
was mounted in a fiber optic coupler (Newport Model F-91-C1-T). The fiber optic
coupler allowed the cleaved end of the fiber optic cable to be placed perpendicular to the
laser beam at the location where the beam was focused. Each end of the fiber optic cable
was cleaved in the factory and mounted in a connectorized end which was mounted in a
chuck (Newport Model FPH-CA). The chuck was placed in the fiber-optic coupler. The
light emitted from the end of a multimode fiber optic cable acts as a point source. As
shown in Figure 4.2.24, this produced a cone of light with a spreading angle, 0,. This
cone of light was focused at the bottom of the wave tank with a plano-convex lens

(Newport Model KPX076) which has a focal length of 25.4 mm. A few centimeters
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Figure 4.2.24 Schematic of the optical components used in the laser-induced
fluorescence system.

beyond the focusing lens, a cylindrical plano-convex lens (Newport Model CKX012)
with a focal length of 12.7 mm was placed in the beam. The cylindrical lens spread the
beam in one direction producing a 1.5 mm thick sheet of light which illuminated a 90 cm
long test section located 1.73 m below the elevation of the lens. Figure 4.2.25 is a photo
of the carriage used to support the transmitting optics. The transmitting optics were
mounted on an aluminum plate which was enclosed in a box. This box was supported by
a camera-tripod connector, which allows three rotational degrees of freedom. This
connector was supported on the carriage in a way which allowed three translational

degrees of freedom.

The laser produced several wavelengths (lines) of light. The 200 mW rating of
the laser includes the power in all four of the significant lines. When the Rhodamine 6-G
dye in the water is exposed to light within a range of wavelengths between approximately

470 and 550 nm (Green (1990)), it will fluoresce and give off light at approximately 570
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nm. The two dominant lines of the laser (514 nm and 488 nm) lie in the middle of this
range. Therefore, all the lines of laser light were used to obtain as much light intensity as

possible at the test section.

Figure 4.2.25 Photo of the carriage used to support the LIF transmitting optics.

The image recorded by the video camera is a two-dimensional array of light
intensity. Thus, the information consists of a value of the light intensity recorded by
each pixel location in the video camera. The pixel image obtained with the video camera
is transformed into an electrical signal which consists of 480 lines of analog information.
This information representing the light intensity is stored on a magnetic super-VHS tape.
The video information stored on tape was viewed with a super-VHS editor (Panasonic
Model AG-7500), which can produce a still frame on a monitor. Each still frame was
digitized with a frame grabber (Imaging Technology Inc. Model PCVISION plus) which
was mounted on the motherboard of an IBM AT compatible computer. The frame

grabber automatically digitizes a 512 square pixel frame for each image selected. The
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operation of the frame grabber as well as data file manipulations were accomplished with
the image analysis software, denoted VICAR, which was developed at the Caltech Jet

Propulsion Laboratory in Pasadena , CA.

To calibrate the video camera images of the wave profiles with respect to the
physical locations in the wave tank, a 101.5 cm by 53.5 cm rectangular sheet of lucite
was bolted onto an aluminum frame, painted white, and covered with black grid lines
spaced 4 cm apart in each direction. This lucite board was placed on the centerline of the
wave tank and recorded using the video camera. Three adjustable length studs were
placed on the back of the lucite board. The length of these were adjusted so they rested
on the back wall of the tank when the face of the board was at the centerline of the tank
and coincident with the vertical plane. The video image shows the two-dimensional
array of control points in the wave tank which covered the region in which the wave
profiles were to be recorded. The location of these control points within the wave tank
were known. The video image shows these control points at a particular location in the
video image. A calibration procedure was developed to determine where a particular
location in the video image is located in the wave tank. A two-dimensional least squares
error scheme was used to calculate the coefficients in equations which relate the pixel
space locations to physical locations in the wave tank. The coefficients were determined
by minimizing the errors between the calculated control point positions and the known
location of the control points on the lucite plate. The details of this calibration procedure
and its use to calculate the physical location of the water surface in the wave tank from

the video image are presented in Appendix B.

The runup on the wall during the impact of bores and surges was recorded with a
super-VHS video camera (Mitsubishi Model HS-C30U). This camera was mounted on

the carriage which supported the transmitting optics of the laser beam. In some cases,
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drops of water and spray were thrown quite high after the impact of bores and surges.
Some of this fluid which lies in the laser light is located in front of the instrumented wall
and is not in contact with it. The method used to observe the runup could distinguish
between fluid in front of the wall and the location where the air-water interface met the
wall. To accomplish this, the camera was offset relative to the centerline of the
instrumented wall. From the calibration of the video image relative to the physical
locations in the wave tank, the centerline of the instrumented wall in the video image
could be identified. Any fluid surface in the laser sheet which lies in front of the
instrumented wall would be displaced to one side of the known location of the wall
centerline in the video image. With this method, the free surface location on the wall
could be identified even in the presence of drops and spray, provided the line of sight

was not obstructed by fluid (which rarely occurred).

For all the video recordings during the impact of bores and surges, 49 mm
diameter filters (Tiffen Model 21 orange) were used to attenuate the laser light scattered
off the tank bottom and reflected off the water surface. These filters transmit about 90
percent of the light at the dye fluorescence wavelength and only a small percentage of the
incident laser light. This is important for strong turbulent bores since a direct reflection
of the laser light into the video camera will saturate the signal, making it difficult to

determine the free surface location using numerical image processing.

4.2.6 Celerity Gage

A series of five contact probes were placed along the tank for the experiments in
the horizontal tank. These probes were made from a 0.165 cm diameter, 21 cm long
stainless steel rod soldered into the end of a 0.63 cm diameter, 13 cm long brass rod.
The top 1.5 cm of the brass rod was milled to a slightly smaller diameter and placed in a

short piece of polyflow tube which provided electrical insulation from the wave tank.
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This polyflow covered end was held in a point gage which allowed accurate vertical
placement of the tip of the probe with respecf to the still water surface. Each probe was
connected to an electrical circuit which is closed when the water touches the probe. The
five probes were connected to an analog summing device which produced an electrical
DC signal and decreased in voltage each time a successive probe was submerged in the
wave. These data were modeled with a least squares approximation which was used to
compute the wave celerity at any desired location along the tank. For the bores and the
solitary waves, a parabolic approximation was used, while for the dry bed surges the

theory of Whitham (1955) was used.

4.2.7 Procedures
4.2.7.1 Solitary Waves
A schematic of the solitary wave experiment is shown in Figure 4.2.26. The

origin of the coordinate system is located at the intersection of the still water surface and
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Figure 4.2.26 Definition sketch of the solitary wave experiments in the horizontal tank.

the instrumented wall on the centerline of the wave tank. As with the tilting tank study,
the numerical model developed by Goring (1979) is used to produce the trajectories

which controlled the wave generator.
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Three personal computers were used during these experiments for wave
generation and data acquisition. The first computer was used to control the wave
generator. The LVDT signal from the wave plate motion, the wave gagclrecords, and the
celerity probe output were recorded with an analog to digital data acquisition card
(Omega Model DAS-16), resident on the motherboard of a second personal computer.
The signals collected on the second computer were sampled at 200 Hz for a total
sampling duration of 36.25 sec. The forces and pressure were recorded with the RC card

on the third computer at a sampling rate of 1 msec for a total sampling duration of 8.192

S€C.

When the wave generator was started with the first computer, an electronic signal
was used to trigger the second computer which began collecting the wave plate
trajectory, the wave gage data, and the celerity gage output. When the water surface
made contact with the last celerity probe at x =1.5 m, an electronic signal was used to
trigger the third computer as well as the clock in the video camera. The third computer
was used to record the force and pressure time histories. Therefore, once the wave
generator was started, the entire data acquisition system was automatically controlled
through triggers producing data records and video images which were all properly

referenced to each other in time,

For all the solitary wave experiments, the pressure cell was located 29.86 cm
above the tank bottom in the top port of the wall. The still water depth for all the solitary
wave experiments ranged from 17.86 cm to 17.46 cm. This location for the pressure cell
was selected since the very thin runup tongues which occur during the reflection of very
steep solitary waves are difficult to model numerically. Thus, the pressure records from
this location, about 0.7 water depths above the still water level, should provide a good

test for theoretical models. The initial position of the wave board was x =24.480 m.
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One wave gage was placed at x=19.000 m, another wave gage was placed at x =2.200
m, and the five celerity probes were located at x =1.500 m, x =6.500 m, x =11.500 m,

x =16.500 m, and x =21.500 m. All the wave gages and celerity probes were located on

the centerline of the wave tank, where y =0.0 cm. However, for three runs, the wave
gage at x =19.000 m was moved to x =24.0 cm and y =-5.0 cm so the wave gage record
could be compared with the wave profile measurements obtained with the LIF system

which was located on the centerline of the wave tank.

Before any runs were performed, the response of the wall was checked with the
device shown in Figure 4.1.12, and the pressure cell was calibrated as described in
Section 4.2.3. The wall was also checked with a hydrostatic calibration as shown in
Figure 4.2.6. Approximately 1 gram of Rhodamine 6-G dye (which comes from the
manufacturer as a powder) was mixed with about 2 cc of methanol and this mixture was
diluted with 1 liter of water. The dye was first mixed in methanol to facilitate dissolution
since the dye tends to remain in clumps when mixed with water. The lucite calibration

plate was placed in the center of the tank and recorded with the Magnavox video camera.

Before each of the first few runs (and as required for subsequent runs), about 30
cc to 50 cc of the dye solution was mixed into the first 1.5 meters of the tank in front of
the instrumented wall. Between each run, the glass sidewall and the vertical wall at x =0
cm were dried and wiped with a cloth. The cloth was moistened with a solution of water
and wetting agent (Kodak Photo-Flo 200). This prevented the water which runs up on
the wall from beading on the glass sidewall when rundown occurs. When the field of
view is obstructed by beaded water on the glass sidewall, the image of the free surface is
significantly distorted relative to the calibrated field of view, which could produce
significant errors in the measurements of the wave profile. The use of the wetting agent

minimized this problem by preventing beading on the sidewall.
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4.2.7.2 Bores and Dry Bed Surges
A schematic of the bore experiment is shown in Figure 4.2.27. Results were

obtained with the pressure transducer in three different ports located 1.79 cm, 17.00 cm

e hy T . 3 profile after

7 7 % striking wall

Figure 4.2.27 Definition sketch of the bore and dry-bed surge experiments in the
horizontal tank using the dam-break method of wave generation.

and 29.86 cm above the bottom of the wave tank. The five celerity probes were located
at x = 1.500 m, x = 4.000 m, x = 6.500 m, x = 9.000 m, and x = 11.500 m. All the
celerity probes were located at y = 0. The reservoir side of the gate was at x = 15.080 m
and the rest position of the wave board was at x = 24.049 m which gives a reservoir

length of 8.969 m.

The forces and pressure time histories were recorded on separate computers with
the RC card and the 100 KHz Omega card, respectively. The forces were recorded at a
sampling rate of 0.12 msec for a total sampling duration of 9.83 sec. A program was
written in assembler language to control the RC card and save the force data to the hard
disk during the sampling interval. Sampling at a rate of 8.3 KHz should have resolved

most of the dynamic response of the wall which had measured natural frequencies of 613
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Hz and 909 Hz for two modes of oscillations. The 100 KHz Omega card was used to
record the pressu;ré cell response at a sampling frequency of 83.3 KHz fo; a sampling
duration of 6;26 sec. The dynamié response of the pressure transducer, which had a
natural frequency of 11.4 KHz, was fully resolved with this sampling rate. The 83.3
KHz sampling rate was sustained for the six seconds by continually monitoring the data
buffer and saving the results on a virtual RAM drive. The sampling rates used on both
computers wére the maximum which could be obtained with the hardware used. The
LVDT signal from the gate motion and the celerity probe output were recorded with the

50 KHz Omega card in a third computer at sampling rates ranging from 400 Hz to 800
Hz.

Before any runs were performed, the response of the wall was checked with the
device shown in Figure 4.1.12 and the pressure cell was calibrated as described in
Section 4.2.3. Approximately 5 grams of Rhodamine 6-G dye were mixed with about
50 cc of methanol and this mixture was diluted with 1 liter of water. The lucite
calibration plate was placed in the center of the tank and recorded with the Magnavox
video camera. The gate was placed on the bottom of the wave tank and the region
behind the gate was filled with about 50 cm of water while gradually adding the entire
liter of dye mixture. Once the tank was filled and the dye adequately dispersed, a sample
of the fluid was collected, and its surface tension was measured with the device

described in Appendix C.

When the gate movement was started with the air cylinder controller, an
electronic signal was used to trigger the first computer which began sampling the gate
trajectory and the celerity gage output. When the water surface made contact with the
last celerity probe at x =1.5 m, the second and third computers, as well as the clocks in

both video cameras were triggered with electronic signals.
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The second and third computers recorded the force and pressure time histories,
respectively. Once the air cylinder on the gate was started, all the computers and the
clocks in the video monitors were controlled automatically with the electronic triggering

signals which allowed all the results to be properly referenced to the same time scale.
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5. RESULTS AND DISCUSSION

This chapter presents the experimental results obtained in both wave tanks and
comparisons of these results with the analytical and numerical models discussed in
Chapter 3. 'fhe experimental results are presented in the chronological order in which
they were conducted: the tilting tank results are presented in Section 5.1, the solitary
wave results ‘are presented in Section 5.2, the results from undular and turbulent bores are
presented in Section 5.3, and the results from the dry bed surges are presented in Section
5.4. In Section 5.5, the results from Sections 5.1 through 5.4 are presented to indicate

the differences, transitions, and/or similarities between the results for different wave

types.

5.1 Tilting Wave Tank Study

Results from the tilting wave tank study are presented in this section. A solitary
wave was produced in a sloping wave tank which produced a plunging breaking wave as
shown in Figure 5.1.1. The breaking and shoaling of this wave resulted in the
propagation of a turbulent bore toward the shoreline. The bore was reflected by a
vertical wall that was instrumented with force transducers as described in Section 4.1.2.
The origin of the coordinate system is at the shoreline, with the x-axis directed along the
still-water surface toward the wave generator, and the z-axis directed upward as seen in
| Figure 5.1.1(b). The siope of the bottom, §, was 0.02 m/m, while the depth at the wall,

h,,, was 5 mm for all runs. The location of the wall, x,,, was 25 cm as measured from

the shoreline. The initial position of the wave generator piston was at x = 24.02 m.

5.1.1 Amplitude and Celerity Considerations

After the solitary wave broke, it continued to shoal and propagate as a turbulent

bore with a celerity, c(x), and a water surface profile, n(x,?), as shown in Figure
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Figure 5.1.1 Schematic drawing of the tilting wave tank experiment where (a) a solitary
wave was produced on a sloping beach, broke as a plunging breaker and arrived at the
vertical wall as a turbulent bore; (b) and (c) show details near the wall.
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5.1.1(b). The angle between the tangent to the surface of the bore and the horizontal
direction is 6(x,#). The maximum height of the bore and the maximum slope on the

front face of the bore before it strikes the wall are H and ||dn / dx

, Tespectively, as shown
in Figure 5.1.1(c). The operator | | indicates the maximum value of the argument. The
runup on thé wall, R, above the still water level (swl) is also defined in Figure 5.1.1(c),
as well as h, which is the effective depth three horizontal length scales, /, behind the tip

of the bore.

In the case of complex non-periodic waves, such as undular bores, and solitary
waves, there is no wave length analogous to that which can be defined for periodic

waves. Hammack (1972) proposed the following length scale, /:

H
I_W’ (5.1.1)

which is a measure of the horizontal distance over which significant vertical accelerations
of the fluid particles take place. As the horizontal length scale decreases for a given
wave height, the vertical accelerations experienced by the fluid particle as they pass
through the wave must increase. Along with larger vertical accelerations, there is also an
increase in the frequency dispersion of the wave due to the difference in the pressure

- gradient from hydrostaﬁc conditions. Peregrine (1966) presented an excellent physical
description of the effects of vertical accelerations on waves. If the maximum wave slope
on the front of a wave can be estimated along with the wave height immediately adjacent
to this local region of maximum slope, Equation 5.1.1 can be used to determine the local
length scale, [. As diécussed by Hammack (1972), this measure of the length scale is

only a local estimate since in a complex wave, [, may vary from one location to the next.
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The effective depth, h, associated with the bore at the moment it strikes the wall
is defined as the depth 3/ behind the front of the tip of the bore as shown in Figure

5.1.1(c). The reason for selecting this definition of the effective depth will be discussed

below. The runup on the wall R(¢) is also shown in Figure 5.1.1(c).

The measured incident relative wave height, H, / h,, varied from 0.044 to 0.288
which produceed breaking wave heights, H,, from 4.7 cm to 20.2 cm. These breaking
waves reached the wall as turbulent bores with heights, H, and celerities, ¢, ranging from
2.2 cmto 4.6 cm and 75.2 cm/sec to 129.3 cm/sec, respectively. For a detailed summary

of the experimental conditions see Appendix A.

The maximum bore height, H, and the maximum water surface slope, [ldn / dx|,

were obtained from the high-speed movies. Examples of the profiles obtained are shown
in Figure 5.1.2(a) through 5.1.2(c). Figure 5.1.2(a) shows the profile of a bore just
before it strikes the wall. For the tilting wave tank study, time, ¢, is zero when the clock
was started, which is when the computer began recording the force time history on the
wall. The time of the last movie frame before the bore begins interacting with the wall is
t -ty , where ¢y is equal to the time of the last movie frame before the bore strikes the
wall. Figure 5.1.2(b) shows a subsequent bore profile 0.120 sec after the last movie
frame, before impact. If the assumption is made that the height of the bore is not
changing rapidly, subséqucnt profiles can be used to determine the maximum bore height
if the portion of the profile affected by the reflection from the wall is omitted. Only the
portion of the bore profile unaffected by the wall is shown in Figure 5.1.2(b). To
determine which portion of the profile was affected by the wall, the subsequent profile in
Figure 5.1.2(b) was shifted in position, using the measured celerity. This profile is then
compared to the profile at impact. It is readily apparent how far the reflected wave has

extended back into the oncoming wave.
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Figure 5.1.2 (a) Profile of a bore with a wave height of 4.59 cm which has just reached
the vertical wall; (b) a subsequent bore profile during runup on the wall; () composite
bore profile from the profiles shown in (a) and (b) (run no. TB109).

Both the profile just prior to impact and the shifted profile are shown in Figure
5 .1.2((:).‘ This method of augmenting the bore profile at impact with subsequent profiles
was used due to the limited horizontal length of the field of view in the movie camera.
In this way, a pseudo field of view is constructed eSsentially extending the spatial data
available. For all cases except one, the mean bore height was computed from the bore

profile for x > 40 cm. For the case corresponding to H, / &, = 0.086, the maximum

measured point on the wave profile at the time of impact with the wall was used. No



108

subsequent profiles were used in this case, since the wave height was still increasing at
the edge of the field of view seen in the movie. This indicates the field of view for this
case may not have been quite long enough, which caused all subsequent profiles to look
as though they were affected by the wall over their entire length. Therefore, the wave

height for this case may be slightly smaller than the actual wave height.

The maximum slope on the front of the wave, ||dn / dx|, was calculated using a

linear least squares error analysis applied to all data points located within a horizontal
"window." This window was centered on every point along the wave and the slope was
calculated for that region. The maximum calculated slope, ||d@n/ dx|, is shown in Figure
5.1.2(c). The window length used to calculate the slopes in this section were equivalent
to those used in Section 5.3 for bores of similar strength where the ratio in wave heights
was used to scale the window length to the smaller bores in this section. The window

length used along with the computed slopes are presented in Appendix A.

The split frame technique used with the high-speed movie camera provided a 12
cm wide view (in the y-direction) of the advancing bore front. The average x position of
the turbulent front was used to determine the celerity of the bore from several movie
frames where the propagation distance of the bore was divided by the elapsed time. The
film frames chosen for analysis to define the celerity, ¢, correspond to the time when the
* front is about 20 c¢m in front of the wall, where the depth as seen on the flume sidewall is

h,. Due to a slight imperfection in the tank bottom, the depth, A,,, occurred both here

and in front of the instrumented wall at the center of the tank.

The horizontal distance, 3/, behind the tip of the surge, where the effective water
depth, h, was located, is shown in Figure 5.1.2(c). A distance equal to three times the

horizontal length scale was selected since it tends to improve the agreement between the
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experimental results obtained in the tilting and horizontal wave tanks (see Figure 5.5.1).
In Figure 5.1.3 the relative bore celerity is plotted as a function of the relative wave
height, where the results are normalized by the depth at the wall, 4, and the effective
depth, A, in Figures 5.1.3(a) and (b), respectively. The theoretical celerity for a moving
hydraulic jump advancing into still water (Stoker(1957)) is shown with the dashed line

which agrees well with the experimental results in Figure 5.1.3(b).
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Figure 5.1.3 Relative celerity of the bores normalized using (a) the depth at the wall, 4,

(b) the effective depth, h, three horizontal length scales behind the tip of the bore (run
no.'s TB108 through TB119).
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Non-dimensional bore profiles measured at the instant the tip of the bore impacts
the instrumented wall are shown in Figure 5.1.4. The ordinate is the relative amplitude,
and the abscissa is the relative distance from the wall normalized by the horizontal length
scale, /. Figures 5.1.4(a) through (f) show two measured profiles for each wave
condition aé solid lines; this provides some indication of the repeatability of the incident
bores. The average of the two profiles is shown with dashed lines in Figures 5.1.4(a)
through (f), and each of these averaged profiles are shown in Figure 5.1.4(g). The field
of view used in Figures 5.1.4(e) and 5.1.4(f) were the same; however, as discussed
earlier, the amplitude of the bore with H,/k, = 0.086 in Figure 5.1.4(e) was still
increasing near the limit of the film frame. Therefore, the value of H used may be
slightly smaller than the actual value for that case. Nevertheless, this profile seems to
agree with the others in Figure 5.1.4(g). Not only do the profiles in Figure 5.1.4(g) tend
to collapse, but all of them, except those corresponding to H,/h, =0.086, reach a
constant height about 3 horizontal length scales behind the tip of the bore. As mentioned
earlier, this horizontal location also corresponds to the location used to determine the
effective depth, A. It should be realized that since the bore was generated by a breaking
solitary wave, the volume of the bore is finite, and the amplitude must tend to zero for
large distances from the wall. Although the initial wave heights varied by over a factor
of seven, the size of the bores at the wall only varied by a factor of two and the non-

dimensional profiles are very similar.

The variation of the relative water particle velocity along the surface of the bore,

—iiy /¢, with relative distance from the wall at the moment of impact, (x- xw) /1, is
shown in Figure 5.1.5, where H, /A, is the initial relative solitary wave height 21.39 m
from the shoreline. The velocity, 4, was computed as the ratio of the distance traveled
by the particles to the corresponding elapsed time, where five movie frames to either side

of the one corresponding to the instant of impact were used. These data at the instant of
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Figure 5.1.4 (a) through (f) measured and average bore profiles at the instant the bore tip
meets the vertical wall; (g) averaged bore profiles from (a) through (f) (run no.'s TB108
through TB119).
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impact are shown in Figure 5.1.5 with the hollow symbols. After impact, some disks
traveled into the movie frame. Since these particles entering the field of view were on

the constant depth region of the bore, it was assumed their velocity was relatively
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Figure 5.1.5 Relative horizontal water particle velocity along the bore surface at the
moment the bore tip reaches the wall (run no.'s TB108 through TB119). The half filled
symbols show measurements obtained after the bore reached the wall.

constant. From this assumption, one can estimate how far from the wall these disks were
at the instant of bore impact. The data from these disks, whose location and velocity at
the instant of impact were therefore estimated, are shown with the partially solid symbols
in Figure 5.1.5. The scatter in the measurements shown in Figure 5.1.5 is much larger
than the experimental errors (£ 0.022 ¢) and is most likely due to the turbulent
fluctuations in the flow. For each incident wave condition, results from two runs are

shown. For each run about 10 to 15 data points were obtained.
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Within the accuracy of the methods used, the results shown in Figure 5.1.5
indicate that the variation of the normalized velocity with the relative distance is
approximately independent of the initial relative wave height. The particle speed near
the tip of the bore varies from 80% to 125% of the bore celerity, while the relative
velocity of the particles along the portion of the bore relatively far from the tip vary from
about 50% to 75% of the celerity. On average, the particle speeds near the front of the
bore are slightly larger than the celerity, although this difference is much smaller than the

variability in the data at the front of the bore.

Photographs showing the impact and run-up of a bore generated by an incident
wave with H,/h, =0.044 are shown in Figure 5.1.6. The black particles, which might
be seen in some frames, are the buoyant disks used to measure the horizontal velocity
along the water surface. Although the bore tip has not quite reached the wall at the
relative time, ¢ —f,= 0 sec, the force record indicated the impact started at this time. This
discrepancy is most likely due to the slightly three-dimensional shape of the front of the
bore, which makes it difficult to define precisely the time of impact. In Figure 5.1.6 time

has been referenced to the time of impact, #;,. The movie frame for #—1; =0.241 sec

corresponds to the time of maximum runup. However, for this case, the maximum force
occurred at ¢ —¢; = 0.322 sec; this difference is important and will be discussed in detail
later. After the passage of this bore tip, it appears that the profile of the bore remains
horizontal during the reflection process. As mentioned earlier, due to the method of bore
production as time proceeds, the depth of the water in front of the wall must decrease,

and eventually the shoreline recedes toward the wave generator.
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5.1.2 Force Considerations

As mentioned earlier in Section 4.1.2, an experiment was conducted to investigate
the effect of the width of the gap between the instrumented section of the wall and the
tank bottom on the measured force. The same incident solitary wave, slope, and water
depth were used with gap widths between the wall and the tank bottom of 0.13 mm, 0.24
mm, 0.76 mm, and 1.52 mm. The shoreline was located about 2 cm in front of the wall.
The region between the edge of the water and the wall was wetted before each run. The

force time histories shown in Figure 5.1.7 are essentially identical, indicating that there
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Figure 5.1.7 Effect of the gap width along the bottom of the instrumented wall on the
measured force.

should be little error in isolating the instrumented wall in this way. Observations behind
the wall showed that after bore impact, the water flowed under the wall and along the

tank bottom shoreward of the wall from 7 cm to 70 cm depending on the gap width.

The water surface variation during the process of impact and reflection of a bore

for a relative incident wave height of H,/h, = 0.044,21.39 m from the shoreline, is
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Figure 5.1.8 Relative force and water surface profiles at selected non-dimensional times

for a 2.2 cm high bore generated from a solitary wave with H/hg =0.044 (run no.
TB119).
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shown in Figures 5.1.8(a) through (h). These profiles were obtained from a frame-by-

frame analysis of the movies. Figure 5.1.8(1) shows the corresponding time history

ofthe measured force on the wall, normalized by the linear force scale, F,, which is

defined as:

2
- =(2i+1) . (5.12)
Sk A

W

Equation 5.1.2 will be used frequently throughout Chapter 5 to normalize the
experimental and theoretical forcés. In Equation 5.1.2, vy is the unit weight of water at
20° Celsius; b is the width of the instrumented wall plus one-half the gap width on either
side (4.97 cm); H is the maximum incident surge height; and &, is the depth of water at
the base of the vertical wall (5 mm). Equation 5.1.2 is equal to the force which would
occur on the wall if the wave reflections at the wall were linear and the resulting pressure
distribution on the wall was hydrostatic. A linear wave reflection at the wall would
produce a runup equal to twice the incident wave height. Equation 5.1.2 is a reasonable
approximation for the force produced on a wall due to the reflection of very small
amplitude long waves. This is shown in Section 5.2 for small amplitude solitary waves.
Figure 5.1.8(j) shows an expanded view of Figure 5.1.8(i), which includes the times of
the maximum run-up and maximum force. Arrows identified by letters in the force plots
correspond to the times of occurrence of the profiles given in Figures 5.1.8(a) through

(o).

Figure 5.1.9 is similar to Figure 5.1.8, except that the bore was generated from a

wave with an incident relative wave height of H,/h, = 0.288. Comparing the profiles
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Figure 5.1.9 Relative force and water surface profiles at selected non-dimensional times
for a 4.71 cm high bore generated from a solitary wave with H,/hy = 0.288 (run no.
TB108).
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from the two wave conditions reveals a much more irregular surface profile for the larger
bore. Figures 5.1.8(6) and 5.1.9(d) show the profile at the instant of maximum run-

up,while Figfn"es 5.1.8(f) and 5.1.9(e) show the profiles at the instant of maximum force.
Again the maximum force occurs at a time after the maximum run-up. This was the case

for all the incident wave conditions measured.

The variation of the measured force on the wall with time is shown in Figure
5.1.10 as solid lines. The data shown as the circles are the force, Fp, which is computed
from the run-up height on the instrumented wall, assuming the pressure is distributed

hydrostatically with depth as follows:

2
T Fy =(5+1) , (5.1.3)

—ybh,2 \fw
2 W

where R(¢) is the runup history on the wall. Figure 5.1.10(b) shows the same force
histories as Figure 5.1.10(a) with an expanded time scale. In Figure 5.1.10(c), the

measured force is compared to the force calculated from:

2 2
FO =(n(t) +1) Yo (5.1.4)
Swh2 LA

which is shown as the dashed line. Equation 5.1.4 is equivalent to the expression

proposed by Cross (1967) (Equation 2.3) except the ambient water depth at the wall, A,

is added to the wave profile in the hydrostatic term. The measured wave profile was
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Figure 5.1.10 Non-dimensional plots comparing the measured force (F) to (a) the
hydrostatic force (Fr) computed from the runup height on the vertical wall; (b) with
expanded time scale (run no.'s TB94, TB96, TBO8], TB100, TB102, and TB104); (¢)
normalized theoretical force from Equation 5.1.4 and 2.4 (run no.'s TB109, TB111,
TB112, TB114, TB116, and TB119).
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used to determine the slope of the wave, 0, which was used along with Equation 2.4 to
calculate C,. The ‘measurcd incident bore celerity, ¢, and its profile, 1, were used in
Equation 5.1.4 to determine the fofce time history shown in Figure 5.1.10(c). The
measured force shown in Figures 5.1.10(a) and (b) were obtained simultaneously with
movies of thé run-up on the instrumented wall. However, the measured force shown in
Figure 5.1.10(c) was obtained at the same time as the movies of the bore profile; the
latter is needed in the computation of the theoretical force (Equation 5.1.4). Since these
two photographic records require different camera locations, the experimentally

measured forces were somewhat different.

Most striking in all cases, is that the maximum force occurs after the maximum
runup as shown in Figure 5.1.10(b). In addition, the measured force is significantly
smaller than the hydrostatic force computed from the runup on the wall for non-
dimensional times less than about three. For times greater than three, the measured force
and the hydrostatic force agree reasonably well except for the bore generated from a
wave with an initial relative height of H, / h, = 0.288, where the force on the wall does
not become hydrostatic until a relative time of about four. This is probably due to a
steeper water surface slope for this case relative to the others which contributed to a
smaller time scale. The difference between the measured and hydrostatic forces, as well

as the motion of the water surface along the wall, which appears to be in free fall,

indicates the presence of vertical accelerations in the flow along the wall.

Consider the two-dimensional Euler equations applied in the z-direction along the

wall between the free surface and the bottom:

_.+u_._+w—=——-——-—g, (5.]..5)
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where the coordinate system (x, z), velocity components (4 and w), and gravity (g) are
defined in Figure 5.1.1(b); and the fluid density and gage pressure are p and p,
rcspectivély."lf the acceleration is. zero, then one obtains the hydrostatic pressure
condition. Since the wall is impermeable, u is zero everywhere along the wall. Thus, the

second term in tﬁe left-hand side of Equation 5.1.5 vanishes and one obtains:

1dp 1({ow ow
——=| —tw— |+1. 5.1.6
Y 0z g(at waz) ( :

Equation 5.1.6 shows that negative vertical accelerations in the flow decrease the
pressure gradient and the force relative to those which would result if the pressure were

distributed hydrostatically.

Although the variation of the vertical acceleration with z is unknown, it is
possible to comment on dw/dt and w(dw/dz) at the water surface and at the bottom. If
one assumes that the flow through the gap between the wall and the bottom is negligible,

then this becomes a stagnation point where the velocity and acceleration are zero. The

kinematic boundary condition at the water surface on the wall implies on/o¢t = w. Thus,
the local water particle acceleration, dw/dt, at the water surface can be evaluated from
the measured runup. At the time of maximum runup, the vertical velocity on the free
surface is zero, leaving only the local vertical acceleration. Therefore, the local
acceleration varies from 9°n/dr? at the surface, to zero at the bottom, while the
convective acceleration varies in some fashion between zero at both the surface and the

bottom at that time.

The variation of the relative measured run-up, R/2H, as a function of the non-

dimensional time is shown in Figures 5.1.11(a) through (f) for various initial relative
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wave heights. These data were obtained from a frame-by-frame analysis of the high-
speed movies of tﬁe runup. (Since the runup tongue was not constant across the width of
the instrurheﬁted wall, its average value was used.) The large negative curvature near the
time of maximum runup for each case suggests strong temporal vertical accelerations in

the water near the wall.
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Figure 5.1.11 The (o) measured runup, R, and fourth order polynomial curves fitted to

data points near (——) maximum runup and (-----) maximum measured force (run no.'s
TB94, TB96, TB98, TB100, TB102, and TB104).
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To estimate the temporal acceleration at the water surface, the measured runup
must be differentiated twice; however, the measurement errors in the runup prevent
direct caléulation from the raw dafa. Thus, the runup was approximated with fourth-
order polynomial curves fitted through eight data points centered about the time of the
maximum rﬁnup and the maximum force. The corresponding curves are shown as solid
and dashed lines (for the section of the data in the vicinity of the times of the maximum
runup and thé maximum force, respectively); these appear essentially to be coincident.
The vertical accelerations of the water surface computed from these curves
corresponding to the time of maximum runup and the time of maximum force are

normalized by gravity as shown in Table 5.1.1. In Figure 5.1.11(b), no vertical

H,/h, —(@*n/92)/ g
At |R] At |F|
0.044 0.20 0.18
0.086 0.28
0.141 0.69 0.20
0.165 0.61 0.09
0.216 0.91 -0.07
0.288 0.67 -0.02

Table 5.1.1 Variation of the relative acceleration of the water surface at the wall
(computed from the polynomial curves shown in Figure 5.1.11) with the relative incident

wave height, H, / h,.

acceleration is computed for the force, since there is no local maximum force
immediately following the maximum runup as occurs for the condition corresponding to
Figures 5.1.11(a) and 5.1.11(c) through (f). The accelerations shown in Table 5.1.1 tend
to increase with increasing bore height at the time of maximum runup. This trend
explains the difference between the measured force and force computed from the

measured runup, assuming a hydrostatic pressure distribution. As was shown in Figures
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5.1.10(a) and (b), the difference between the hydrostatic and measured forces increases
as the bore height increases. The vertical acceleration computed at the time of the
maximum méasured force is considerably less than that computed at the time of the
maximum runup. Thus, based on Equation 5.1.6, one would expect the hydrostatic force
to approach fhe measured force at the time of the maximum force, which can be seen

clearly in Figure 5.1.10(b).

In Figure 5.1.10(c), the agreement between the maximum measured force and the
maximum force calculated from Equation 5.1.4 is within 22% of the maximum measured

force. Equation 5.1.4 over-predicted the maximum measured force by 5%, 3%, and

14% for the bores generated from waves with initial relative heights of H,/ h, = 0.141,

0.165, and 0.288, respectively. For a relative wave height of H,, / h, = 0.216, Equation

5.1.4 under-predicted the measured maximum force by 3%. For the two smallest bores,
Equation 5.1.4 over-predicted the maximum measured force by about 21%, which may
indicate the growing importance of the water depth at the wall, relative to the bore height
as the incident bore becomes very small or possibly scale effects (the smallest bores
exhibited much less air entrainment relative to the largest bores). The different trends
followed by Equation 5.1.4, compared to the measured force, indicates the inability of
the theory to fully model the dynamics during the entire runup process. This is not
surprising since the theory of Cumberbatch (1960) was intended for the impact on a
horizontal surface of a wedge of water traveling in a vertical direction, with a uniform
velocity and without gravitational effects. During this initial stage of impact, Equation
5.1.4 agrees very well with the measured force for relative times less than about 0.7. The
agreement of the theory with the maximum measured force, for most of the largest bores,
indicates a reasonable estimate of the maximum force can be obtained by using Equation

5.1.4, where the force coefficient is set to unity and the wave height is substituted in

place of 1. Following the development of Cross (1967), this indicates the maximum
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force on the wall is proportional to the momentum flux for the four strongest bore

conditions in this study.

Air entrainment can also reduce the force on the wall since it decreases the fluid
density and the speed of sound in water. The high-speed movies taken in connection
with these experiments showed more air entrained by the larger bores relative to the
smaller ones. A decrease in fluid density will decrease the pressure gradient and the
force on the wall since the pressure gradient is proportional to the density. Shock
pressures that may be caused by water impacting a rigid surface are directly proportional
to the speed of sound in water as shown by Von Karman and Wattendorf (1929).
Gibson's (1970) experimental results show that air content of only 1% by volume will
decrease the speed of sound in water to approximately 10% of its original value. This
effect must be considered in coastal wave and surge impact problems when shock
pressures are likely to occur, although the natural frequency of the walls used in this
study most likely attenuated any response due to the high-frequency content of shock

pressures.

The maximum measured water surface slope on the front of the wave, the runup,
and the force are plotted as a function of the relative wave height, H/h, in Figure
5.1.12(a) through (e). In Figure 5.1.12(a) the maximum slope of the bore increases from
about 0.2 to 0.3 as the relative wave height increases from 1.75 to 3.4. For all the
incident wave conditions, the maximum runup normalized by twice the bore height, 2 H,
ranged from 1.6 to 2.35 as seen in Figure 5.1.12(b). The runup normalized by twice the
incident wave height seems to increase somewhat with the relative wave height, as does
the maximum wave slope. Figure 5.1.12(c) indicates little or no trend in the maximum
runup on the wall when normalized by the velocity head computed from the bore

celerity. These values vary between 2.0 and 2.6 and are in agreement with the
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Figure 5.1.12 Variation with respect to the relative incident bore height of (a) the
maximum measured wave slope; the maximum measured runup normalized by (b) twice
the incident wave height and (c) the velocity head computed from the bore celerity; and

the maximum measured force normalized by (d) the linear force scale, F; (e) the

hydrostatic force computed from the maximum runup on the wall, F;.
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experimental results of Cross (1966) which ranged from 2.0 to 2.3 times the velocity
head for his "wet-Bed" case (h =4.6 mm). Fukui et al. (1963) reported maximum funup
heights that were approximately three times the velocity head for his range of

experimental bore conditions ( 0.5 < H/h < 3).

The maximum measured and theoretical forces normalized by the linear

hydrostatic ferce, E, (Equation 5.1.2) are shown in Figure 5.1.12(d). The theoretical
force shown in Figure 5.1.12(d) is obtained by substituting Cr = 1 and = H into

Equation 5.1.4 which gives:

| i 2
IF(’) =(—H—+1) PO (5.1.7)

—vbh 2 hw hw ghw
5 w

The measured results vary between 1.7 to 2.3, and agree quite well with the theory for
the cases with the largest relative wave heights. As the relative wave height decreases,
Equation 5.1.7 increasingly under-predicts the experimental force by up to 27% at a
relative wave height of 2.05. This may indicate a growing importance of the still water

depth relative to the incident wave height as the relative wave height decreases.

Figure 5.1.12(¢) shows the maximum measured force normalized by the
hydrostatic force, Fy, (Equation 5.1.3) computed from the maximum runup height on the
wall. For the four strongest bores, the relative force lies between 0.43 and 0.56, and
appears to be independent of the relative wave height. At H/h = 2.18 one of the points
(F / F; =0.9) seems to lie outside the trend implied by the rest of the measurements.

However, the measured force for both the points at H/h = 2.18 was the same, indicating
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the runup‘heig"ht was smaller for the data point at F/ F, =0.9. As Figure 5.1.12(¢)

shows, all the measured forces were less than the hydrostatic force due to the maximum

runup height on the wall.

52 Solitary Waves

In this section, the experimental results for the solitary waves will be presented.
The measurements include the celerity of the wave along the tank, the water surface
profile at two locations using wave gages, the profile of the wave runup on the wall using
the LIF method, and the force, moment, and pressure time histories. The results are
compared with several theoretical and numerical models as well as both numerical
models discussed in Chapter 3. See Figure 4.2.26 for a definition sketch of the

experimental setup.

5.2.1 Amplitude and Celerity Considerations
A typical example of the experimental result obtained from the celerity probes is
shown in Figure 5.2.1 for a wave with a relative wave height of H / A= 0.504 traveling

on a water depth, k, of 17.74 cm. The ordinate is time measured from the beginning of

the wave generator motion. The abscissa is the distance from the wave generator, x,, — X,

where x, is the location of the wave generator rest position. The coordinate system

origin is located at the intersection of the still water surface and the vertical wall (Figure
4.1). The circles show the arrival time of the solitary wave at each of the five stations
along the tank, and the solid line shows an approximation using a parabolic least squares
fit. The resulting parabolic equation is differentiated, which then gives the velocity of
the bore along the tank. This resulting approximation can be used to calculate the
celerity of the wave at any desired location along the tank. For the case shown in Figure

5.2.1, the wave celerity at the wall (assuming the wall was not there to reflect the

incident wave) was ¢ = 160.7 cmy/sec, which gives a relative wave celerity, ¢/ ,/gh , of



130

16 T - T T T
O -experimental
14 - ___ parabolic approximation 1

t (sec)

25

XX (m)

Figure 5.2.1 Times of solitary wave arrival at the celerity probes for a solitary wave of
H/h=0.504 which was propagating on a depth of A= 17.74 cm (run no. HW37).

1.22. The celerity probes were placed every five meters along the wave tank with the

first probe located 1.500 meters (or x/h =8.45) in front of the instrumented wall. For

each experiment, the probes were all placed at the same elevation above the still water

surface.

Figure 5.2.2 compares the measured relative wave celerity, ¢/ Jg_h , as a function
of the relative wave height, H / k, with theories due to Boussinesq (1872) (Equation
3.35) and Lon guet—Higgins and Fenton (1974), where the squares and circles show the
measured results 19.0 meters and 2.2 meters (or x/h = 107.6, 12.5) in front of the
instrumented wall, respectively. Longuet -Higgins and Fenton (1974) computed a series
solution for the mass, potential energy, and kinetic energy of a solitary wave in terms of
the perturbation parameter, € =2(H / h)+1 —(c*/ gh). For a given value of €, the
solution for the mass and the potential energy can be used along with the known value of

the perturbation parameter to calculate the wave speed and the wave height.
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Figure 5.2.2 Relative celerity of solitary waves near the wave generator (x/h =107.6)

and near the vertical wall (x/h =12.5).

The squares in Figure 5.2.2 show the experimental results 31.0 depths in front of
the initial wave generator position, which tend to follow the Boussinesq solution over the
full range of wave heights obtained. However, as the wave reaches the wave gage 12.4
depths in front of the instrumented wall (126.1 depths from the wave generator), the
results shown with the circles tend to follow the numerical results of Longuet-Higgins
and Fenton (1974). The difference between the experimental results and the analytical
results using the Boussinesq theory near the wave generator, compared to the numerical
results of’Longuet—Higgins and Fenton at larger distances from the wave generator, may
be due to the method of wave generation used in the experiments. The method
developed by Goring (1979), which was used to produce the solitary waves, uses the
Boussinesq (1872) wave speed and wave profile to calculate the appropriate trajectory
for the wave generator. Thus, as the wave is generated, it should resemble the

Boussinesq solution until it has a chance to deform due to the effects of both frequency
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and amplitude dispersion. Figure 5.2.2 shows excellent agreement between both theories
and the expcrimcn‘tal results at both locations for relative wave heights smaller than
approximafely‘l' 0.4. As the relative wave height becomes large, the small wave height
assumption in the Boussinesq theory is violated. Thus, a higher order theory such as that
due to Longﬁet-Higgins and Fenton (1974) would be more accurate. This is evident in
Figure 5.2.2 where it appears that the Boussinesq theory tends to over-predict the celerity
computed by Longuet-Higgins and Fenton. As the relative wave height increases, the
trajectory associated with the generation begins to deviate from the boundary conditions
which would be required to produce a perfect solitary wave. This causes an initial wave
profile which is not an exact solitary wave. As this wave propagates down the tank, a
solitary wave and tail of oscillatory waves emerge from the initial wave as discussed by
Hammack and Segur (1978). As a steep solitary wave emerges from this oscillatory tail,
one would expect the full potential theory to be a more accurate model than the
Boussinesq theory, where the small wave height assumption is violated. This
phenomenon of the imperfect wave generation and the emergence of a solitary wave may
be the reason the experimental results follow the Boussinesq theory near the wave

generator, and the theory of Longuet-Higgins and Fenton, farther down the wave tank.

There are two additional factors which contribute to a gradual change in the wave
as it propagates down the tank. Frictional effects due to the sidewalls and the tank
bottom gradually decrease the energy in the solitary wave as shown by the analysis of
Keulegan (1948) (see also French (1969) and Naheer (1976)). A second factor that may
affect the volume of the wave is the apparent wetting of the sidewalls as the wave crest
propagates down the tank. This causes fluid to be extracted from the wave, which is then
continuously deposited behind the crest as it passes. Evidence of this phenomenon is

readily observed in the laboratory as droplets remaining on the sidewall after the passage
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of the wave. Itis believed this effect is small, but it is difficult to determine its

importance quantitatively.

Tanaka (1986) presents a method which iteratively solves for a solitary wave
solution, satisfying the full potential theory (which is the Euler Equations coupled with
the full nonlinear free surface boundary conditions). In Figure 5.2.3(a) and (b) the

experimentally measured wave profiles are compared to the theoretical wave profiles
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Figure 5.2.3 Comparison of theoretical and experimental solitary wave profiles for
waves traveling on depths, A, of (a) 17.74 cm (run no. HW36) and (b) 17.71 c¢m (run no.
HW42).
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from Tanaka (1986) and the Boussinesq theory. The results for solitary waves with
relative wave heights of 0.597 and 0.172 are shown in Figure 5.2.3(a) énd (b),
respectively. The primary discrepancy between the experimental and theoretical results
is that the Boussinesq theory tends to under-predict the height of the steep wave near its
tails (see Figure 5.2.3(b). Tanaka's theory predicts the shape of the tail on the steep wave
quite well, but gives a slightly narrower crest than both the experimental and Boussinesq

profiles for the small wave shown in Figure 5.2.3(b).

Figure 5.2.4 shows a comparison between the water surface profile time histories
obtained with the LIF method, and a wave gage 1.37 depths (k= 17.46 cm) in front of
the instrumented wall. Figures 5.2.4(a) and (b) show the comparison for two identical
experiments where H/h = 0.42. Figure 5.2.4(c) shows the two LIF time histories from
Figures 5.2.4(a) and (b) plotted together. The agreement between the wave gage and the
LIF method is within 3% of the maximum water surface elevation at this location, in
both Figures 5.2.4(a) and (b), indicating the LIF method can accurately record the
displacement of the free surface. The two LIF time series shown in Figure 5.2.4 agree to
within 5% of the maximum wave height at this location. Itis interesting that the water
surface time history is not symmetric. This may be due to nonlinear interactions during

the reflection (Su and Mirie (1980)).

The water surface profiles, n/H, measured with the laser induced fluorescence

system are shown for five non-dimensional times, (¢ - ts)\/ gh(1+ H/h) J 3H/4h*®, during
wave runup in Figure 5.2.5. The time, ¢,, is when the crest of the solitary wave would be
at the wall if the wall were not present. This time, £, is determined by adding the time it
took the wave crest to arrive at the wave gage (12.4 depths (A = 17.74 cm) from the

wall), to the time it would take the wave crest to propagate the rest of the distance to the
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Figure 5.2.4 A comparison of water surface time histories at x/h =1.37 using the LIF
system and a wave gage for two identical experiments (a) (run no. HW45) and (b) (run
no. HW46) with H/h=0.42; both LIF time histories from (a) and (b) are shown in (c).

wall. The average celerity of the wave over the last 12.4 depths in front of the wall
(computed from the pafabolic approximation) is used to determine the propagation time.
The abscissa in Figure 5.2.5 is the distance from the wall normalized by the horizontal
length scale, (/ = H/ (Jan/dx|)). The slight curvature of the profiles at the wall is most
pronounced at a relative time of -0.58. This is probably due to the meniscus along the

instrumented wall,
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Figure 5.2.5 Profiles of a solitary wave with H/h = 0.504 running up the vertical wall as
obtained from the laser induced fluorescence system (run no. HW37).

Profiles such as those shown in Figure 5.2.5 were used to experimentally define
the runup history on the wall, which is shown in Figure 5.2.6 for five solitary waves with
different relative wave heights, where the ordinate is the relative runup and the abscissa
is non-dimensional time. Although the video camera only operates with a framing rate of
1/30 th of a second, this is apparently adequate to quantify the maximum runup height as
can be seen by the small dots which show the actual data points along each curve. The
runup has been non-dimensionalized by 2 H, which is the runup which would be caused
by a linear reflection at the wall. One can see that the maximum relative runup height
~ increases with increasing incident solitary wave height. This is due to the nonlinear
interactions which occur during the reflection process, resulting in values of R/2H greater
than unity, which was shown by Su and Mirie (1980) in their third order (in H/k)
analytical solitary wave collision theory. There is a lag in the time of the maximum
runup, relative to the time the wave crest would be at the wall if the wall were not there.
The lag in the runup and the magnitude of the negative runup, or rundown, after the

reflection, increase as the incident wave height increases.
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Figure 5.2.6 Plot of the measured runup time histories caused by solitary waves for
various relative wave heights (run no.'s HW36, HW37, HW40, HW42, and HW44).

5.2.2 Pressure, Force, and Moment Considerations

Figures 5.2.7 and 5.2.8 show a comparison between experimentally measured

_ results for a solitary wave with numerical models based on the boundary element method
(BEM), (shown with the dashed line), and the finite difference model (SOLA-VOF),
(shown with the dotted line) which were described in Chapter 3. The experimentally
measured relative wave height 2.2 meters in front of the instrumented wall was

H / h=0.504 in a water depth, h = 17.74 cm. This wave height was used to determine
the initial conditions for both numerical models. The "numerical wave tank" for both

numerical simulations was 2.5 meters long. Initially, the BEM wave tank was longer,
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Figure 5.2.7 Comparison of experimental and theoretical water surface time histories

12.4 water depths in front of the vertical wall due to a solitary wave with H/h=0.504
(run no. HW37).

but after the wave was generated, the resulting wave tank was about 250 ¢cm long. The
BEM model had 51 nodes along the free surface and the bottom, while 12 nodes were
used along the lateral boundaries. The time step used was 0.086 sec, which was
decreased by a factor of two during the runup on the wall, which improved the
conservation of energy and mass during the numerical experiment. The SOLA-VOF
model had 200 grids along the tank and 25 grids in the vertical direction, for a numerical
tank depth of 50 cm. The automatic grid stretching mechanism of SOLA-VOF was used

to obtain a horizontal grid spacing of 1 cm at the vertical wall, which increased to 2 cm

_at a location 50 cm in front of the wall. The remainder of the wave tank had horizontal

grid lengths of 2 cm. The automatic time stepping option of SOLA-VOF was used to
control the time step. For the boundary element method the numerical piston type wave
generator was driven with a trajectory calculated by Goring's (1979) method. For the
finite difference algorithm, the wave was produced by applying a time dependent

velocity flux, determined as u = cn/ (h+ 1), through the right lateral boundary.
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Figure 5.2.8 Comparison of experimental and theoretical time histories of the (a) runup;

(b) force; (c) moment; and (d) pressure due to a solitary wave with H/h =0.504 (run no.
HW37).

A "numerical”" wave gage 2.2 meters in front of the instrumented wall is used to
determine the height of the incident wave in the numerical model. The times are
determined when the water surface elevation equal to H /2 passes that location. The
average of the two times so obtained, is taken as the time when the wave crest would
pass the wave gage location (i.e., a symmetric wave is assumed). It is at this location,

that the experimental and numerical model time scales are synchronized. The average
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measured wave celerity between x/h = 12.4 and the instrumented wall x = 0 was used to
compute the time it would take the wave crest to arrive at the location of the
instrumented wall if the wall were not there. This is used as the time origin in the non-
dimensional time scale for the solitary wave results presented in Figures 5.2.7, 5.2.8, and

5.2.10.

Let the time when the wave trajectory begins be defined as ¢ = 0 and the time

when the wave crest would be at the wall location, if the wall were not there, as #;. The

non-dimensional time, can then be expressed as (£ — ts)1 ’ g(H+ h)%g—, where time has

been normalized by the time scale in the Boussinesq (1872) solitary wave theory, where

3
c=\g(H+h),and ! =1‘§L.

The incident wave profiles measured experimentally, and determined numerically
are compared in Figure 5.2.7 for the solitary wave with H / h =0.504. In Figure 5.2.7,
the ordinate is the water surface elevation above the still water level normalized by the
wave height, and the abscissa is the relative time. For Figure 5.2.7, the measured relative
wave height was used to normalize the resulting numerical wave profiles. The boundary
element method shown with the dashed line, slightly over-predicted the measured wave
height by 2.9%. However, as the BEM wave propagated down the tank, the wave height
gradually decreased to a value well within 1% of the measured wave height. The SOLA-
VOF model under-predicted the measured wave height by 8%, although as it propagated
down the numerical wave tank, the wave height gradually increased. Both numerical
models had a much more pronounced depression behind them, which is most likely due
to the approximate theory used to generate the numerical waves. The discrepancy

between the experimental and numerical wave profiles in Figure 5.2.7 are due to the
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large difference in the distance from the wave generator. The numerical and
experimental wave gages were 1.7 and 124.2 water depths from the wave generator,
respectively. The errors in the boundary condition used to generate the wave produce
oscillatory waves in addition to the solitary waves. Since the celerity of the solitary wave
is larger than.the oscillatory waves, the much larger distance in the experimental tank
allowed the solitary wave to propagate beyond the leading edge of the oscillatory wave
components. Thus, the experimental solitary wave has a symmetric shape, while the
numerical wave, which includes the solitary and oscillatory waves, is somewhat

asyminetric.

Both mass and energy should be conserved during the reflection of the solitary
wave from the wall. The total energy and mass of the wave in the boundary integral
element method remained within 0.12 % and 0.05 % of their original values,
respectively. Although no calculation of the total energy is performed in the SOLA-VOF
code, the conservation of mass is determined and remained within 0.08 % of its original

value (once wave generation was complete) during the entire numerical experiment.

Figure 5.2.8 shows the relative runup, force, moment, and pressure as a function

of the relative time for an incident solitary wave with H/h = 0.504. The abscissa in

Figure 5.2.8 is relative time. The ordinates in Figures 5.2.8(a) through (d) are: the runup

normalized by twice the incident wave height; the force normalized by F,, which is the

hydrostatic force due to a runup on the wall equal to twice the incident wave height

(1/2vyb(2H + h)*, where b is the width of the wall); the moment normalized by M,, which

is the hydrostatic moment due to a runup on the wall equal to twice the incident wave
height (1/6yb(2H + 1)*); and the measured pressure head, p/y, added to the height of the

pressure cell above the free surface, z,, and normalized by twice the incident wave

p’

height. Figures 5.2.9(a) and (b) show reasonable agreement between the experimental
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results and the boundary element method (BEM) solution as well as the finite difference
method (SOLA—VOF), which were both described in Chapter 3. The measured wave
celerity was used to compute the time, ¢, which was used to determine the abscissa for
the experimental and the numerical models. The SOLA-VOF wave arrives slightly
before the experimental wave, while the BEM wave agrees quite well with the

experimental results.

Both numerical codes correctly predict the double maxima in the force record and
the experimental fact that the first peak is the global maximum as seen in Figure 5.2.8(b).
Note that the maximum force occurs before the maximum runup. This is due to the
effect of negative accelerations along the wall, which reach their maximum near the time
of maximum positive runup. These negative accelerations decrease the force compared
to what would be expected if only the hydrostatic force were computed from the runup
height on the wall. This has been shown to occur during surge impact on a vertical wall
by Ramsden and Raichlen (1990) and was discussed in Section 5.1. For smaller wave
heights this "double hump" is absent while it becomes more pronounced as the relative
wave height increases. The theoretical moment on the wall from the BEM model, as
seen in Figure 5.2.8(c), correctly predicted the shape of the experimental moment
although it under-predicted the amplitude by 5 %. Some of the difference between
experiment and theory may be reduced by using the method of Tanaka (1986) to define
the incident solitary wave as the initial condition in the numerical models (Grilli and
Svendsen (1991)). This would eliminate the oscillatory waves in the numerical
simulations which caused the asymmetric wave profiles seen in figure 5.2.7. These
oscillatory waves in the numerical simulations may have contributed to the discrepancy

between the experimental and numerical results shown in Figure 5.2.8.
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Figures 5.2.9(a) and (b) show the variation of the maximum measured force
expressed non—dimensionally as F/F;, and the maximum non-dimensional moment on the
wall, M/M,, as a function of the relative incident wave height, H/h. In Figure 5.2.9, F,;
and M, are the force and moment per unit width, calculated from a runup on the wall
equal to twiée the wave height assuming a hydrostatic pressure distribution. The solid
triangles show the measured results, the circles denote the numerical Fourier series
solution of Fenton énd Rienecker (1982), the diamonds are the theoretical results of
Grilli and Svendsen (1991) who used a boundary element method to solve the 2-D Euler
equations, and the squares show the results of the boundary element method developed
independently by the writer, using the approach described in Grilli, Skourup and
Svendsen (1989) (denoted as BEM). The solid line is the result from the third-order
analytical theory of Su and Mirie (1980). Grilli and Svendsen (1991) used the exact
solitary wave solution of Tanaka (1986) as the initial condition in their numerical results

shown here.

In Figure 5.2.9(a) and (b) all four models agree with the experimental results
within 5% and 9%, respectively. Some of this discrepancy may be due to experimental
errors in the wave height measurements. The errors in the wave height are squared in the
force scale F; and cubed in the moment scale M,. It is interesting that as the relative
wave height increases, the measured and theoretical forces decrease relative to the force
which would be caused by a linear reflection at the wall, with a hydrostatic pressure
distribution. This will be discussed with regard to Figure 5.2.10, below. Fenton and
Rienecker (1982) showed no results for H/h > 0.516, since their algorithm was
inaccurate for larger waves. The writer and Grilli and Svendsen (1991) found that the
boundary element approach became unstable during rundown for relative wave heights
larger than 0.5, although Grilli and Svendsen (1992) have indicated the origin of the

errors which caused the solution to break down are due to inaccuracies in the way the
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Figure 5.2.9 Comparison of the maximum experimental and theoretical (a) forces and
(b) moments on a vertical wall due to the reflection of solitary waves.
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Figure 5.2.10 The forces on a vertical wall calculated using the BEM for a solitary wave
with H/h =0.504.

corner conditions are handled. For H/h > 0.5, it appears the model of Grilli and

Svendsen (1991) and the data, are slightly greater than the force prediction of Su and
Mirie (1980). This is not surprising, since large waves will cause contributions at higher
orders of H/h, in which case a model based on the full Euler equations would be more
accurate. However, the third-order theory of Su and Mirie (1980) agrees remarkably
well with the numerical results and the measurements over the complete range of

~ experimental conditions.

Figure 5.2.10 shows the contribution to the total force on the wall due to the
forces resulting from the local acceleration, the convective acceleration, and the
gravitational acceleration in the vertical equation of motion along the wall. The curves
shown in Figure 5.2.10 were obtained with the BEM solution for a solitary wave with a

relative incident wave height of 0.504, corresponding to the results shown in Figures
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5.2.7 and 5.2.8. Although the convective terms play a role in the double humped
structure of the fofce-time history, the two dominate terms are the body force and the
local acceicré‘tion along the wall. The local acceleration force at the time of maximum
runup is nearly half the value of the gravity force. These large local vertical
accelerationé along the wall are the primary reason the maximum force is much smaller
than the hydrostatic force calculated from the maximum runup height on the wall.
Ramsden and Raichlen (1990) calculated the magnitude of the temporal acceleration at
the water surface during the maximum runup, due to the impact of bores and showed it

can be nearly as large as the acceleration due to gravity.

5.3 Bores

Results from the undular and turbulent bores generated in the horizontal wave
tank will be presented in this section. These cases extend from fairly steep undular
bores, with relative wave heights of about H / £ =0.55, to very strong turbulent bores
with relative wave heights on the order of 10. The undular bores are characterized by a
smooth profile whose front face resembles that of a solitary wave and the presence of
oscillatory waves trailing the bore front (or wave of elevation). The strong bores are
characterized by a turbulent front with no oscillatory waves. There is a transition region
between the strong bores and the undular bores, where the waves have both a turbulent
breaking front and oscillatory waves. The experimental results are compared with the
theory of Cross (1967) and the finite difference, "SOLA-VOF," model described in
Chapter 3. This section is concluded with a comparison of the runup and force time
histories caused by two bores with the same relative wave height propagating on a
horizontal bottom and a 1/50 slope. Figure 4.2.27 shows a definition sketch of the

experimental arrangement.
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5.3.1 Amplitude and Celerity Considerations
Figure 5.3..1 shows the variation of the relative celerity at the wall, ¢/ \/E}; ,
det_emﬁnéd from the results of the celerity probe, with the relative wave height, H/h, for
the bores generated in the horizontal tank. The turbulent bore and undulariborc results
are shown Wi.th the open squares and the solid diamonds, respectively. The solitary wave

celerity calculated by Longuet-Higgins and Fenton (1974) is shown with the solid line,
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Figure 5.3.1 Experimental and theoretical celerity of the undular and turbulent bores as a
function of the relative wave heights.

and the moving hydraulic jump theory (Stoker (1957)) is shown with the dashed line.

Equation 3.33 is the expression for the bore celerity given by Stoker (1957) if u, is

replaced by ¢. The undular bore celerities agree with the solitary wave theory when
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plotted against the relative wave hei gh.t. Other investigators (Sandover and Zienkiewicz
(1957), and Wilkinson and Banner (1977)) have shown that the celerity of undular bores
agrees with the moving hydraulic jump theory if the mean level behind the front of the
waves is used to compute the celerity. For relative wave heights greater than H/h=0.83,
the experimental results agree well with the moving hydraulic jump theory. For relative
wave heights less than 0.83, where oscillatory waves exist behind the front of the bore,
the experimental results lie below the moving hydraulic jump theory because the theory
is based on the mean water level behind the wave front, whereas the maximum wave
height was used to plot the experimental values. Thus, for H/h < 0.83, where the
maximum wave height is larger than the mean water level behind the bore; the theory is
not expected to follow the experimental results. For relative wave heights greater than
0.83, there are no oscillatory waves behind the bore. Thus, the maximum measured
wave height, used to plot the experimental results, is equal to the mean water level
behind the bore on which the theory is based. When there cease to be any oscillatory
waves behind the bore, the mean wave height behind the bore coincides with the
maximum wave height. Thus, there is excellent agreement between the theory and the
experimental results for H/h > 0.83, which has been shown by previous investigators

including Bakhmeteff and Matzke (1936).

Figure 5.3.2 is a photo obtained from a television monitor which shows the still
water level and the profile of a turbulent bore with a relative wave height of H/h =0.81,
which is propagating in a still water depth, 2 = 10.26 cm. The details of the wave are
well defined, including the rapid variations in the water surface profile at the front of the
turbulent region in the center of the photo. For this case, there is a region in front of the
turbulent portion of the bore where the water surface is smooth but elevated, relative to

the still water level, due to the advancing bore. Profiles similar to that shown in Figure
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5.3.2 were used to obtain the wave heights and maximum water surface slopes reported

in this study for the horizontal wave tank experiments with bores and dry bed surges.

Figure 5.3.2 Photo taken from the video image of a turbulent bore with a relative wave
height of H/h=0.81 and an ambient depth, 4, of 10.26 cm (run no. HB66).

For the bore experiments, the maximum wave slope, {|dn/ dx|, and wave height, H, were

determined from a composite wave profile which is described below. The video camera
records an image every 1/30 th of a second, thus, several bore profiles are recorded
before the water level at the instrumented wall begins to change. In the discussion that
follows, the shape of the incident wave profile is assumed to change slowly in the region
near the instrumented wall. This should be a reasonable approximation, since the celerity
of the wave, which is a function of the wave height, was essentially constant in front of
the wall. Figures 5.3.3(a) through (c) show several wave profiles obtained before the
water level at the instrumented wall began rising for a bore with H/h = 6.23 advancing on

a still water depth of 4 =1.43 cm. In Figure 5.3.3,
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the ordinate is the water surface elevation, 1, above the still water line, and the abscissa
is the distance from the vertical wall. Figures 5.3.3(a) through (e) show the time scale,
t—ty, where £ was set to zero when the gate began opening and ¢, is the time at which
the last profile was obtained before the water level at the wall began to rise due to the
approaching bore. The wave profiles shown in Figures 5.3.3(a) and (b) were then
superimposed on the profile shown in Figure 5.3.3(c) by shifting them in the x direction,
a distance AxX which is determined by Ax = c(f —¢y), where c is the cxperimcntally
determined bore celerity. The wave profiles shown in Figures 5.3.3(d) and (e) were
obtained during the reflection from the wall. When the highly turbulent tongue of the
bore runs up the wall, the profile near the runup tongue cannot be seen with the
experimental arrangement used to measure the LIF profiles. Thus, the wave profiles
shown in Figures 5.3.3(d) and (e) contain no data near the wall. However, a separate
video camera is used to record the runup history on the wall as described in Section
4.2.5. The profiles shown in Figures 5.3.3(d) and (e) were shifted relative to the profile
shown in Figure 5.3.3(c) and superimposed on it in the same way as the profiles shown
in Figures 5.3.3(a) and (b). However, part of these subsequent wave profiles are affected
by the reflection from the wall which can be seen for x <40 cm in Figure 5.3.3(e). When
superimposed on the wave profiles obtained before impact, the portion of the subsequent
wave profile affected by the reflection could be identified easily and was omitted. In this
way, fourteen of the available wave profile measurements from this individual
experiment were combined to produce the composite profile shown in Figure 5.3.4.(a).
For this case, as well as for all the strong turbulent bores, the wave height was
determined by averaging the composite wave profile results for x > 80 cm. This wave
height, H, is shown in Figure 5.3.4(a) as well as the maximum wave slope, [[¢n / dx],
where the ordinate is the water surface profile above the still water level and the abscissa

is the distance from the vertical wall.
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Figure 5.3.4 (a) Composite wave profile which includes the profiles shown in Figure
5.3.3; (b) the averaged profile.

The data from the composite wave profile in Figure 5.3.4(a) were averaged at
each 0.5 cm horizontal station and the result is shown in Figure 5.3.4(b). This average
profile was used to calculate the maximum water surface slope by computing a linear
least squares fit to the profile over a window, which was placed at each 0.5 cm station
along the wave profile. The window lengths used to calculate the wave slope are
presented in Appendix A, and range from 3 cm for the steepest waves to 15 cm for the

strong turbulent bores. Since the window length will affect the maximum slope
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computed from- the measured profiles, some limited experimentation was necessary to
detérmine appropriate window lengths used in the slope calculation. This was
accomplished by varying the window length and visnally comparing the resulting
maximum slope to the composite wave profile (as shown in Figure 5.3.4(a)). From these
observations, the window lengths used in Appendix A were chosen. Although —
observation by eye was used and human judgment was involved, the four window
lengths chosén were subsequently applied over specific ranges of the relative wave
height. Therefore, each wave profile was assigned a window length based on its relative
wave height. The "dip" in the mean wave profile of Figure 5.3.4(b) between 30 cm < x <
40 cm may be real, or may indicate that many more profiles may be needed to obtain an
accurate estimate of the mean profile. However, two additional runs, with generation
conditions identical to those used to produce the bore shown in Figure 5.3.4(b), exhibited
no local features like the "dip" seen in Figure 5.3.4(b). This indicates the "dip" in the
averaged record may be due to some local feature on the bore profile which was
convected toward the wall along with the bore. Thus, it appears many repeated

experiments would be required to obtain a statistically significant wave profile.

Several wave profiles are shown in Figure 5.3.5(a) through (¢) where the ordinate

is the wave profile, 1, and the abscissa is the horizontal distance, x — xj;, which have
been normalized by the wave height, H. In Figure 5.3.4, x,, is the distance between the
location-on the wave profile where = H/2 and the vertical wall at the time, ¢;. Thus,
the composite profiles are lined up with 1= H/2, located at (x —xH) /H =0. Both axes
in Figure 5.3.4 were normalized by a common parameter to illustrate the change in wave
slope as a function of the relative wave height. Figures 5.3.5(a) and (b) show the profile
from two undular bores, where the wave slope is increasing with the relative wave
height. This is analogous to the behavior found with the solitary waves in Section 5.2.

Figure 5.3.5(c) shows a bore in the transition zone where the steepest waves were
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obtained. The steepest waves obtained in this study were the smallest breaking bores,
which in some cases, had relative wave heights slightly smaller (H/4=0.60) than the
highest undufar bores obtained (H/h=0.64). Figure 5.3.5(d) shows the wave profile from
a turbulent bore at the limit between the transition zone, and the strong undular bores at
H/h=0.83. Notice the lack of a well defined depression behind the wave front when
compared with Figure 5.3.5(c). As the bore strength increases, there is a gradual
transition from the wave profile shown in Figure 5.3.5(d) to the profile for a very strong
turbulent bore shown in Figure 5.3.5(e). Of particular interest in Figure 5.3.5, is the fact
that the maximum wave slopes occur for the turbulent bores with the smallest relative
wave height. As the relative wave height of the turbulent bores increase, the turbulence
extends farther down the front of the wave until at very large bore strengths (Figure
5.3.5(e)), there is no smooth region of wave elevation in front of the turbulent portion of
the bore (Figures 5.3.5(c) and (d)). The LIF method allowed accurate measurements of
the turbulent wave profiles as seen in Figures 5.3.4(c) through (e). However, as
discussed in the preceeding paragraph, many repeated experiments would be required to
obtain a statistically significant estimate of the mean wave profile and its variability with

respect to Xx.

5.3.2 Pressure and Force Considerations

The force time histories corresponding to the bores shown in Figure 5.3.5 are
shown in Figure 5.3.6, where time has been referenced to t,, and normalized by the
time scale, I/c, where [ is the horizontal length scale and c is the celerity of the bore. The
time, t;,, is when the front of the wave corresponding to M= H /2, would have reached

the wall if the wall were not there. The force has been normalized by F, which is the

hydrostatic force due to a runup on the wall, equal to twice the wave height, as defined in

Equation 5.1.2. A dashed line has been placed at unity on the ordinate which indicates a

force equal to the linear interaction force, F. Figure 5.3.6(a) shows a smooth force
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Figure 5.3.6 Experimental force time histories measured during the impact of the bores
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history similar to those shown for solitary waves with a relative wave height, H/h > 0.5.
The initial wave crest is followed by each succeeding wave crest, where the maximum |
force due to éubsequent peaks continues to decrease. The maximum force is also
substantially less than the linear force, F, due to the large local vertical accelerations
aiong the wail. This was shown to account for the same effect during the impact of steep
solitary waves in Section 5.2 (Figure 5.2.10). Indeed, the shape of each maximum region

is similar to that for a solitary wave.

The force history due to the impact of one of the steepest undular bores obtained
in this study, is shown in Figure 5.3.6(b), which corresponds to the bore shown in Figure
5.3.5(b). Again, the force on the wall is substantially less than the linear force during the
reflection of the first wave crest. However, the reflection of the first wave from the wall
caused the second wave to crest and break on the wall resulting in the sharp peak in the

force record, observed at: (f—ty,,)c/[=3.7. This reflection and subsequent breaking also

occurred during the impact of the third wave crest, which produced the oscillation in the
force history seen at (f — ;) / 1=6.6. The peak of this oscillation exceeds the rest of
the force signal and reveals only the dynamic response of this particular structure to the
hydrodynamic loading. Another structure will in general, have a different response to the
same impulsive loading. The frequency of the oscillations in the force signal shown in
Figure 5.3.6(b) are approximately 750 Hz. This is approximately equal to the estimated
frequency of the first mode of the wall (i.e., all four force cells in phase with the wall
undergoing heave in the x-direction) computed in Section 4.2.2. The wall is a dynamic
system which will attenuate hydrodynamic loads of very short duration, relative to the
natural periods associated with its modes of oscillation. Therefore, the measured force

during wave impact in Figure 5.3.6(b) at (t - tH/Z) ¢/l = 6.6, may not reflect the maximum

hydrodynamic load imposed on the wall.
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The time scale used to non-dimensionalize the abscissa of Figure 5.3.6 seems to
line up the two péaks associated with the first wave crests shown in Figures 5.3.6(a) and
(b). The 'subbs'equent wave crests in Figure 5.3.6(b) arrive at a much greater value of the
abscissa than those in Figure 5.3.6(a). Thus, the time scale for subsequent wave peaks
behind the léad wave of undular bores would probably be more reasonably estimated
using the physical properties of the trailing waves themselves. Across the transition from
undular bores to turbulent bores, the maximum wave slope increases dramatically as
shown in Figures 5.3.5(b) and (c), while there is basically no change in the relative wave
height which can be seen in Figure 5.3.1. This produces a much smaller time scale for
the turbulent bores at the transition relative to the steepest undular bores. This change in
time scale can be seen clearly when comparing the force profiles in Figures 5.3.6(a) and
(b) to thoée in Figures 5.3.6(c) through (e). In Figures 5.3.6(a) and (b), the second local
maximum in the force record due to the reflection of the first wave crest occurs at a
relative time of about 1.9. This second local maximum coincides with the rundown and
formation of the reflected wave. In Figures 5.3.6(c) through (e), the maximum in the
force record corresponding to the rundown wave occurs at a relative time ranging from

3.9 to approximately 4.35 for relative wave heights of 0.6 and 8.08, respectively.

The second wave crest broke on the wall during the reflection of the turbulent
bore with a relative wave height of H/h = 0.60, as seen in Figure 5.3.6(c) at

(t - tH/Z) ¢/l = 6.1. However, the amplitude of the oscillation is significantly less than that

due to the undular bore shown in Figure 5.3.6(b). The local force maxima coinciding

with the rise and fall of the runup tongue (corresponding to the first crest) in Figure

5.3.6(c) are within 10% of the value predicted by the linear force scale, F,. This does not

imply the interaction with the wall is nearly linear. Indeed, the maximum runup for this

case is well over two times the linear value of twice the incident wave height. For
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solitary waves,'it was showrn that the maximum force normalized by the linear force
decreased as the wave height increased. Furthermore, it was shown that the reason for
this was the éxistencc of large vcftical local accelerations along the wall near the time of
the maximum runup. As the relative wave height increases beyond 0.6, the horizontal
momentum ‘ﬂux associated with the incident bores continues to increase and causes
maximum forces far in excess of the linear force as shown in Figure 5.3.6(e). However,
the relatively large negative local vertical accelerations similar to those in steep solitary
waves (Figure 5.2.10) are still present and contribute to the shape of the force history

seen in Figure 5.3.6(c), which was discussed in detail in Section 5.1.

In Figure 5.3.7, the wave profile and the runup, pressure, and force-time histories
on the wall are shown for a bore with a relative height of H/h=7.9, where = 1.1 cm.
This bore produced the largest pressure measured during this study. Figure 5.3.7(a)
shows the wave profile where the ordinate is the water surface elevation above the still
water surface, which has been normalized by the wave height, and the abscissa is the
distance from the wall normalized by the horizontal length scale, /, which for this case
was 37.8 cm. In Figure 5.3.7(b), both the pressure head and the runup height are
normalized by twice the incident wave height and plotted as a function of time which has
been normalized by the bore celerity (215.3 cm/sec) and the horizontal length scale.
Note that the elevation of the pressure cell above the still water surface, z, =1.79 cm,
has been added to the ineasured pressure head. If a hydrostatic condition exists along the
wall, the runup height will equal the sum of the measured pressure head and the pressure
cell distance above the still water level. Figure 5.3.7(b) shows a very large short-
duration pressure which occurs very soon after impact. This impact pressure is followed
by a nearly constant value for the remainder of the reflection process. This maximum

pressure head was 200 cm, which is equal to 23 H or 8.4 (cz/2g) (see Appendix A).
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This relative pressure is 55% greater than the largest relative pressure recorded by
Fukui et al. (1963). The measured pressure head is significantly less than the measured
maximum runup at a relative time of two, but becomes hydrostatic, as evident from the

agreement with the runup height, for relative times greater than 3.5.

It is quite interesting that the measured force shown in Figure 5.3.7(c) shows
essentially no fesponse at all to the sharp pressure pulse at a relative time of -0.445 in
Figure 5.3.7(b). This is due to the short duration of the pressure peak relative to the
natural period of the wall as discussed below. It should be noted that this is the first
study of bore impact on a wall where the force and pressure on the wall were measured
simultaneously with the time history of the runup on the wall. The theory of Cross
(1967) is compared with the measured force and agrees quite well for relative times less
than two and under-predicts the maximum measured force by 48%. The hydrostatic
force computed from the measured runup height on the wall indicates the measured force
becomes hydrostatic for relative times greater than 3.5 in Figure 5.3.7(c), which agrees

with the time a hydrostatic condition occurs in Figure 5.3.7(b).

Fi‘gure 5.3.7(d) shows the pressure time history which was presented in Figure
5.3.7(b), with the time scale expanded near the time of the impulsive pressure load. The
rise time, denoted as ¢, is 0.001 relative time units, or 150 ps. This rise time, ¢,, is
approximately 11% of the natural period of the wall corresponding to the fundamental
mode discussed in Section 4.2.2. Thus, the wall most likely did not respond to the short
duration high pressure pulse due to its inertia. The pressure pulse may not have
simultaneously exposed a large region of the wall to a simultaneous pressure peak. This

would also help to explain the lack of wall response to the pressure peak.
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5.3.3 Comparison Between Theoretical and Experimental Results

The SOLA-VOF model is compared to experimental measurements of the
incident wave profile and the force time history on the wall in Figures 5.3.8 and 5.3.9.
For these numerical experiments, a 96 cm long tank was used which had a vertical
dimension of 70 cm. The automatic time stepping option in SOLA-VOF was used, and
the kinematic fluid viscosity was set to 0.01 cm?%/sec. For the case shown in Figure 5.3.8,

105 nodes and 70 nodes were used in the x and y directions, respectively. The automatic
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Figure 5.3.8 Comparison of experimental and theoretical (a) bore profiles and (b) force
time histories for a bore with H/h =0.64 and h = 11.94 cm (run no. HB67).

grid stretching option in the SOLA-VOF model was used to give a 0.5 cm spacing at the

vertical wall in the x direction, which increased to 1.0 cm at a location 24 cm from the
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wall. The remainder of the computational domain in the x direction had 1 cm spacing,

In the y direction, the SOLA-VOF grid stretching option was used to cause a grid spacing
of 0.5 cm at a distance of 19 cm above the bottom of the tank, near the crest of the wave,
The grid spacing in the y direction increased to 1.5 cm at a location 70 cm above the
bottom of the tank, to a dimension of 1.0 cm at the bottom of the tank. In Figure
5.3.8(a), the ordinate is the relative water surface profile, measured from the still water
level (h = 11.94 cm), which has been normalized by the wave height, H (7.7 cm). The
relative wave height, H/h, of the experimental bore shown in Figure 5.3.8, was 0.64. The
abscissa in Figure 5.3.8(a) is the relative distance from the wall, normalized by the
horizontal length scale, / (10.7 cm). The agreement between the measured and
theoretical profiles are reasonable except near the front face of the bore, where the
SOLA-VOF model over-predicts the steepness of the wave slope between 0.65 < W/H <
0.8. The region in which the theory does not follow the experimental profile is where
wave breaking is causing a spilling front on the experimental bore. Nichols et al. (1980)
discuss the tendency of the Volume of Fluid (VOF) algorithm to cause free surfaces to
steepen in the direction in which they are being convected. This may explain part of the
disagreement between the theoretical and the experimental profiles. The theory most
certainly cannot fully resolve the turbulence in the spilling breaker of the experimental
bore, which may also contribute to the disagreement. One additional factor may be the
relatively coarse grid spacing used, relative to the wave height. The numerical
experiments shown in Figures 5.3.8 and 5.3.9 took several thousand time steps and 10

hours of computing time on a Sun IPC sparc station.

Figure 5.3.8(b) shows the measured and theoretical total forces normalized by the

linear force per unit width (i.e. 1/2y(2H +h)*, which in this case is 366 N/m). The sharp

peak in the theoretical force record, at (t - tm)c/ [ =0.2, corresponds to the impact of the
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very steep section of the theoretical profile at x// = 4.8, in Figure 5.3.8(a). The maximum
theoretical force is 112% larger than the measured force obtained at the same time. This
dramatic over-prediction of the theoretical force may be due to several causes including:
the theofy produced an excessively steep wave front which contributed to the maximum
theoretical force shoWn, the theory does not account for air-entrainment which may act to
cushion the impact of broken waves on the wall, and the frequency response of the
experimental wall will attenuate hydrodynamic forces of very short duration. For times
greater than the time at which the maximum theoretical force occurred, the agreement
between the theoretical and the experimental force time histories in Figure 5.3.8(b) is
quite reasonable. The theory under-predicted the maximum measured force by only 6%
at a relative time of five. This indicates the ability of the model to simulate wave

propagation beyond the breaking process.

Figures 5.3.9(a) and (b) show a similar comparison to those shown in Figures
5.3.8(a) and (b) for an incident bore with a relative wave height, H/h, of 0.81 propagating
on a still water depth, A, of 10.26 cm. In this case, 1 cm grid spacing over the entire 96
cm long by 70 cm high computational domain was used. The theory drastically over-
predicts the steepness of the measured water surface profile as seen in Figure 5.3.9(a).
Again, this steep front contributes to a sharp peak in the force record, which is not
present in the measured force in Figure 5.3.9(b). The overall force records agree quite
well except for the sharp peak in the force record at -0.1 relative time units. The SOLA-

VOF model predicted the maximum measured force within 6% at a relative time of 3.1.

Although the SOLA-VOF model tended to over-predict the steepness of the
measured wave profiles for the numerical experiments shown here, it agreed quite well

with the measured force time histories for relative times greater than those corresponding
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to the short duration peak in the theoretical record. This indicates the model's ability to

compute violent splashing-type fluid motions while not breaking down computationally.
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Figure 5.3.9 Comparison of experimental and theoretical (a) bore profiles and (b) force
time histories for a bore with H/h=10.81 and h = 10.26 cm (run no. HB66).

5.3.4 Comparison Between Bores on Different Slopes

Figure 5.3.10 shows the incident wave profiles and the runup and force-time
histories on the wall due to turbulent bores with relative wave heights of 2.65 from both
 the horizontal and the tilting wave tank experiments. Figure 5.3.10(a) shows the incident
wave profiles which agree with each other surprisingly well, considering the completely
different means of wave generation used in each case, and the different bottom slopes.

Figure 5.3.10(b) shows the runup history on the wall where the maximum runup for both
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no. HB63) and the tilting tank for (a) the incident bore profiles (run no. TB111); (b) the
runup (run no. TB96); and (c) force time histories (run no. TB111),
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cases are within about 5% of each other. The slight dip in the runup history from the
horizontal wave tank at a relative time of 0.5 is due to the runup tongue separating from
the wall. When the leading fluid in the runup tongue separates from the wall, the runup
height then becomes identified with the next parcel of fluid located at the air-wall-water
interface. Other than the slight discrepancy between the two runup histories near

(t —tyn)c/1=0.5, the agreement is good for a relative time less than about 2.1. For
relative times greater than 2.1, the runup on the wall in the horizontal wave tank is larger,
which then affects the force time history, as well. It should be noted that the bore in the
horizontal tank is essentially an infinite bore, whereas the bore on the slope which was
created by a solitary wave has a finite volume. Figure 5.3.10(c) shows the maximum
force from the tilting wave tank experiment is approximately 7% larger than that due to
the bore in the horizontal wave tank experiment. The overall agreement between the two
bores is particularly interesting in that it indicates broken waves traveling on mild slopes
(S<1/50) can be reasonably modeled by waves traveling on a horizontal slope. However,
it should be pointed out that a broken wave may certainly reform into another breaking
wave, given an appropriate wave climate and bottom bathymetry. It is not implied that

once a wave breaks it will always reach the shoreline as a turbulent bore.

5.4 Surgeson aDry Bed

The results from the experiments with surges traveling over a dry bed are
presented in this section. The propagation of the surge along the bed and the measured
water surface profile are compared with the theory of Whitham (1955). The measured
water surface profiles are also compared with an approach similar to that of Whitham
(1955), where the shear stress coefficients, C;, for a laminar boundary layer and a
tarbulent boundary layer on a smooth flat plate, from steady flow considerations (Daily
and Harleman(1966)), are used to model the shear stress along the bed. The measured

runup, pressure, and force time histories are shown. The measured force time histories
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are also compared to the theory of Cross (1967). Finally, the water surface profile and
the runup, pressure and force histories produced by a strong turbulent bore are compared

to results from a dry bed surge where both waves had the same celerity at the wall.

5.4.1 Celerity Considerations

Figure 5.4.1 shows the progression of the surge along the tank between the
pneumatic gate and the instrumented wall. The abscissa is the relative time, tm ,
referenced to the moment the gate cleared a distance of one millimeter off the tank
bottom, and A, is the reservoir depth. This definition of the time scale was used, since a
height of one millimeter was the smallest vertical distance which could be identified
relative to the background noise in the displacement sensor record used to define the

celerity of the dry bed surge. The ordinates on the left and right side of the figure are the
relative distance of the surge, (x,—x)/k,, from the gate and the relative celerity, ¢/ NI

of the surge, where x, is the location of the upstream edge of the pneumatic gate

(x,=15.08 m and the wall is located at x=0.0 m) as seen in the definition sketch of Figure
5.4.1(d). The open circles show the experimentally determined arrival times of the surge

at 2.5 m intervals along the tank, and the solid line is the theory of Whitham (1955). In

the model of Whitham, the friction force exerted on a horizontal element of fluid dx long

is equal to %puzdx, where the friction factor, f, is analogous to that used in the Moody

diagram for head losses in open channel flow (Daily and Harleman (1966)). Note that %

is equivalent to the friction coefficient, K, used in the model of Whitham. To apply the
model of Whitham, the friction coefficient must be specified. The friction factor was
adjusted until the root mean square errors between the experimental data and the theory
were minimized as shown in Figures 5.4.1(a) through (c). The friction factors which

minimized the errors ranged from 0.024 to 0.023 and are shown in Figure 5.4.1 for each
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Figure 5.4.1 Comparison between experimental and theoretical propagation of a dry-bed
surge for various reservoir depths, 4,; (a) A, =15.28 cm; (b) A, =30.17 cm; (c)
h, = 50.20 cm; and (d) definition sketch (run no.'s HS86, HS102, and HS103).
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case. The theory was constrained by requiring the surge front to begin from the origin of
the x-t diagram. Thus, one data point in the x-¢ diagram is sufficient to determine the
friction factor. The origin of thé experimental time scale was set to the iﬁstant the dam-
break gate had risen one mm off the tank bottom. The surges produced for reservoir
depths of 15.28 cm and 30.17 c¢m are shown in Figures 5.4.1(a) and (b). There is -
excellent agreement between the theory and the experimental data. In Figure 5.4.1(c),
where the reservoir depth was 50.20 cm, all the experimental points agree quite well with
the theory, except the first. This may be a result of the finite time (0.185 sec) it takes the
gate to clear the free surface for this case, where the reservoir depth was 50.20 cm. The
dashed lines in Figure 5.4.1 show the celerity predicted from the model of Whitham.
This approach was used to calculate the surge celerity at the instant the surge tip meets
the wall. This computed celerity was 88 cm/sec, 155 cm/sec, and 229 cm/sec for the

surges in Figures 5.4.1(a), (b), and (c), respectively.

5.4.2 Amplitude Considerations
The equations of shallow-water theory with a quadratic friction term can be

written as (Dressler (1952) and Whitham (1955)):

on _du_ dn
—+N—+u—=0
at Nox

5.4.1
ox  odx ( )

and

2
%+u%+g@+m= 0

b 5 o4o2
at ox  ox Ul ( )

where subscripts denote partial differentiation, 1 is the water surface elevation above the
dry bed, and fis the Darcy-Weisbach friction factor. In shallow-water theory, the

vertical variations of the flow quantities are zero and the pressure is hydrostatic over the
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depth at any location. Near the tip of the surge, 1, becomes small and it has been
experimentally shown (Wang and Ansari (1986), among others) that o1/ dx becomes
large. Whitham reasoned that the shear and pressure gradient terms in the equation of
motion must be approximately equal, since they both increase as the tip is approached
(note the dependence of these terms in Equation 5.4.2 on 1 and dn/ dx), while the local
and convective accelerations are expected to remain finite. Assuming that the front of
the surge is propagating with a constant shape at a constant celerity, and the horizontal
fluid velocity throughout this tip region is equal to the celerity of the surge tip, Equation

5.4.1 is satisfied by any bore shape. With these assumptions Equation 5.4.2 reduces to:
3
M = (1 /8)c? (5.4.3)
ox

which is the expression Whitham (1955) reasoned would govern the shape of the tip
region very close to the front of the surge. This expression can be integrated with respect
to distance, x, from the leading edge to a location behind the tip (i.e., x=d as shown in

Figure 5.4.2). This gives:

N ¢
= ( \/g_d)‘ (5.4.4)

a |3

This expression is equivalent to the model proposed by Cross (1967) where the local
acceleration term in his theory, is balanced by the body force on the fluid resulting from

a finite bottom slope.

In the work of Fujima and Shuto (1990), they indicated the friction along the bed

of a surge on a conveyor belt, was similar to the skin friction losses along a flat plate in a
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uniform flow. An expression for the water surface profile can be obtained by equating
the shear force along a flat plate to a hydrostatic pressure force some distance behind the
tip of the plate. In Figure 5.4.2 the control volume has a constant shape and is

propagaﬁn g with the surge celerity. Since the horizontal water particle velocity is

Figure 5.4.2 Definition sketch of the control volume for the tip of the surge.

assumed to be equal to the surge celerity, the momentum flux across the vertical control
volume surface at x=d, is zero. Therefore, equating the skin-friction force per unit width

along the bed to the hydrostatic force per unit width at x=d, one obtains:

d
j T(x)dx = %fmz(d), (5.4.5)
0

where T is the shear stress along the bed and ¥ is the weight of water per unit volume.

The shear stress coefficient, C;, for the drag force per unit width along one side of a flat

plate in a uniform flow can be defined as:
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d 2
[rxydx =cfp“7d, (5.4.6)
0

where p is the density of the fluid per unit volume. Combining Equations 5.4.5 and

5.4.6 while substituting the celerity for the water particle velocity yields:

1/2
n_ |-
y \/@( \/g_d) : (5.4.7)

Daily and Harleman (1966) present several experimental expressions for the behavior of
C rasa function of the Reynolds number of the"ﬂow, based on the length, d, behind the
leading edge of the plate (R =Ud /v), where v is the kinematic viscosity of the fluid. If
the Reynolds number is smaller than 5(10)%, it is quite likely the boundary layer will be
laminar (Schlichting (1979)) unless there is considerable turbulence in the incident flow
or separation is triggered at the leading edge. Schlichting (1979) indicates the transition
from a laminar to a turbulent boundary layer occurs in the range, 5(10)° < R < (10)5.

The drag coefficient for a laminar boundary layer along a flat plate can be determined

theoretically using Blasius' theory (Schlichting (1979)) which gives:

C,=1.328/R". (5.4.8)

Substituting this into Equation 5.4.7 and assuming the water particle velocity is equal to

the surge speed gives the water surface profile explicitly in terms of the distance behind

the tip:



—1/4
%: 1.328(%](%) . (5.4.9)

The shear stress coefficient for a turbulent boundary layer which begins at the leading

edge of the plate can be expressed as (Daily and Harleman (1966)):

C,=0.074/R'>, (5.4.10)

Substituting Equation 5.4.10 into Equation 5.4.7 gives:

-1/10
3: 0. ov4[ﬁ)(%) . (5.4.11)

Equations 5.4.4, 5.4.9, and 5.4.11 are compared with experimentally determined surge
profiles in Figure 5.4.3. Each experimental profile shown in Figure 5.4.3 was obtained
from a composite of superimposed profiles from a single run. This method, used to
obtain averaged profiles, was discussed in Section 5.3 with regard to Figures 5.3.2 and
5.3.3. The ordinate and the abscissa are the water surface amplitude and the distance
from the wall, respectively, where they have both been normalized by the reservoir
depth. The surges shown in Figures 5.4.1(a) through (c) correspond to the position time
histories shown in Figures 5.4.1(a) through (c). For all three reservoir depths, Equations
5.4.4 and 5.4.11 over-predict the surge height along the measured profile, except for the
profile shown in Figure 5.4.3(a) where Equation 5.4.11 comes into agreement with the
measured results about 4.5 reservoir depths behind the tip. As the reservoir depth
increases, so does the incident surge celerity and the amount Equations 5.4.4 and 5.4.11

over-predict the measured profile. The laminar model also over-predicts the measured
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Figure 5.4.3 Theoretical and experimental surge profiles for various reservoir depths, 4, ;
(@) A, =15.28 cm; (b) A, =30.17 cm; and (c) #, =50.20 cm (run no.'s HS86, HS102,
and HS103). '
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profile near the tip, but then crosses the measured profile 0.5 to 1.0 reservoir depths

behind the tip, depending on the surge celerity.

Although the model based on Whitham's argument (Equation 5.4.4) over-predicts
the surge height, where the friction factor was determined from the position time history
of the surge front propagation along the tank, the general shape of the predicted profiles
qualitatively agrcc with the shape of the measured profiles in Figure 5.4.3. The friction

factor used in Whitham's theory is independent of the fluid depth.

To quantitatively compare the parabolic profile predicted by Equation 5.4.4 with
the measured profile, the friction factor was adjusted until the root mean square errors
between the theoretical and measured profile were minimized. This caused a reduction
in the friction factor from 0.024 to 0.0125, 0.023 to 0.0070, and 0.023 to 0.0056 for the
surges shown in Figures 5.4.3(a) through (c), respectively. The measured profiles in
Figures 5.4.3(a) through (c) are compared with Equation 5.4.4, in Figure 5.4.4(a),
5.4.5(a), and 5.4.6(a), where friction factors of 0.0125, 0.0070, and 0.0056 were used.
The agreement is much closer, although there is a tendency for the theoretical profile to
over-predict the surge slope near the tip and to under-predict the slope of the surge far
beyond the tip region. Equation 5.4.4 is based on the assumption the friction losses
along the bed behave as they do for uniform flow with a fully developed turbulent
boundary layer. In Figures 5.4.4(b), 5.4.5(b), and 5.4.6(b), friction factors of 0.0125,
0.0070, and 0.0056 are used in Whitham's model for the propagation of the surge along
the tank. Figure 5.4.6(b) indicates the sensitivity of the theory to the change in the
friction factor required to predict the measured surge profile. With the smaller friction
factor, the computed wave front arrival time at the last celerity probe was 20% smaller
than measured, as seen in Figure 5.4.6(b), while this discrepancy decreased to essentially

zero for.the case shown in Figure 5.4.4(b).
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Figure 5.4.4 Experimental and theoretical (a) surge profile and (b) wave propagation
down the tank where the friction term yielding the best fit to the experimental profile was

used for a reservoir depth of A4, =15.28 cm (run no. HS102).

The discrepancy between the measured and theoretical profiles near the tip of the
surge may be caused by several factors including: the boundary layer approximation is
violated near the leading edge of the tip since the gradient of the flow quantities in the x
direction can no longer be neglected; a friction model based on uniform flow with a
fully developed turbulent boundary layer may not accurately model the frictional losses
near the tip region where the boundary layer may be laminar and large variations in the
water surface profile occur; and the approximate equations may be inadequate to

accurately model the physics of the flow in the tip region.
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Figure 5.4.5 Experimental and theoretical (a) surge profile and (b) wave propagation
down the tank where the friction term yielding the best fit to the experimental profile was

used for a reservoir depth of 4, =30.17 cm (run no. HS103).

The three measured surge profiles collapse when both the vertical and horizontal

coordinates are normalized by the reservoir depth, as shown in Figure 5.4.7. The relative

distance of the three surges from the gate vary by a factor of 3.3. The large relative

distance of these surges from the wall, x, / h, 230, indicates the tip profiles may tend to a

shape which is independent of the distance from the wall for large propagation distances.

The theories from Equation 5.4.4, where the friction factor was computed from the surge

propagation along the tank (Figure 5.4.1), are also plotted for comparison. Due to the

boundary layer along the bottom of the tank, it is expected there would be flow into the

right side of the control volume in Figure 5.4.2 near the top, and flow out of the right

side control volume near the bottom. This would contribute to spatial variations of the

velocity field throughout the tip region. The model for the surge profile expressed in
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Figure 5.4.6 Experimental and theoretical (a) surge profile and (b) wave propagation
down the tank where the friction term yielding the best fit to the experimental profile was

used for a reservoir depth of 4, = 50.20 cm (run no. HS86).

The three measured surge profiles collapse when both the vertical and horizontal
coordinates are normalized by the reservoir depth, as shown in Figure 5.4.7. The relative
distance of the three surges from the gate vary by a factor of 3.3. The large relative
distance of these surges from the wall, x, / 4, 230, indicates the tip profiles may tend to a
shape which is independent of the distance from the wall for large propagation distances.
The theories from Equation 5.4.4, where the friction factor was computed from the surge
propagation along the tank (Figure 5.4.1), are also plotted for comparison. Due to the
boundary layer along the bottom of the tank, it is expected there would be flow into the
right side of the control volume in Figure 5.4.2 near the top, and flow out of the right
side control volume near the bottom. This would contribute to spatial variations of the

velocity field throughout the tip region. The model for the surge profile expressed in
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Equation 5.4.4 clearly neglects any variation in the velocity distribution, which may
explain the discrepancy between the theory and the experimental profiles shown in
Figure 5.4.7. A more accurate theoretical approach may be to combine a hydrodynamics
model for free surface fluid flows with a turbulence model, to simulate the shear along
the bottom boundary. However, to simulate the impact of a surge on a vertical wall will
require a hydrodynamics model which is able to simulate grossly deforming free surfaces

and fluid reentry due to wave breaking.
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Figure 5.4.7 Experimental and theoretical surge profiles for reservoir depths of
h, =15.28 cm, h, =30.17 cm, and A, =50.20 cm (run no.'s HS86, HS102, and HS103).

5.4.3 Runup, Force, and Pressure Considerations
Figures 5.4.8, 5.4.9, and 5.4.10 show the runup, pressure, and force histories on
the wall due to the impact of the surges shown in Figures 5.4.3(a) through (c),

respectively. In Figures 5.4.8(a) through 5.4.10(a) the runup and pressure on the wall



181

s
o R
—~ a) h
il 2,+p/]
= 10f ]
\i onBgpoog -
= 5+t N
5 o
N’:N
Lo
0= — —
b experimental

4L P ==~ Cross (1967) |
~ 0O YR/2
g 30+
&
&, 20 oo%noo i

]
10 + AN
O Z 1 . !
0.0 0.5 1.0 1.5

11 (sec)

Figure 5.4.8 (a) Experimental pressure and runup time histories; (b) experimental and
theoretical force time histories for a surge created with a 15.28 cm reservoir depth (run
no. HS102).

1.79 cm above the tank bottom are shown. The height of the pressure transducer was
added to the measured pressure head so it could be directly compared to the runup on the
wall. Thus, the runup, R, should equal z, + p/y when hydrostatic conditions exist at the
wall. The abscissa is time which has been referenced to the time, ¢, when the surge tip
reaches the wall. The time, ¢;, was computed by extrapolating the model of Whitham
(1955) from the time defined by the celerity probe closest to the wall. The runup height
on the wall is only shown for the first 0.35 sec in Figure 5.4.8(a), since it rapidly
approached a value of about 6 cm within 0.1 sec and then remained nearly constant with
a very gradual rise which is indicated by the data point at 1.33 sec. The gradual rise in

the runup on the wall for times greater than 0.5 sec is most likely due to the fact that the
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Figure 5.4.9 Experimental and theoretical force time histories for a surge created with a
30.17 cm reservoir depth (run no. HS103).

depth of the surge must continually increase behind the tip of the surge. This rise in the
water surface provides the pressure gradient which overcomes the shear resistance along
the tank. For this case, there is no runup tongue with large negative vertical fluid

accelerations characteristic of the runup impact of strong bores.

Within the first 0.5 sec the pressure was less than hydrostatic and then gradually
approaches a hydrostatic condition for times greater than 0.5 sec as seen in Figure
5.4.8(a). For times between 0.35 sec to 0.45 sec there were some rapid fluctuations in
the pressure record which can also be seen in the force record shown in Figure 5.4.8(b).
These oscillations in the force record may be due to relatively short duration pressure
waves created by the formation of the reflected bore. However, the pressure record does

not show any large pfessures relative to the runup height on the wall. The hydrostatic
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Figure 5.4.10 (a) Experimental pressure and runup time histories; (b) experimental and
theoretical force time histories; (c) experimental runup time history on a reduced abscissa
caused by a surge from a 50.20 cm deep reservoir (run no. HS86).

force computed from the runup history on the wall is also shown in Figure 5.4.8(b).
Except for the rapid fluctuations in the force record between 0.35 sec to 0.45 sec, the

increase in the force is quite gradual and progressively approaches a hydrostatic

condition, 1.33 sec after impact. The runup data point at ¢ ~¢, =1.33 sec in Figure
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5.4.8(a) has a corresponding hydrostatic force data point in Figure 5.4.8(b) at t —¢, =1.33
sec, which is covered by the noise in the measured force signal. In Figure 5.4.8(b), the
dashed line is the theory of Cross (1967) (Equation 2.3) which under-predicts the
mcasured force from 30% to 50% over the first 0.85 sec. Since the model of Cross
(1967) requires the incident surge shape, the theory can only be computed over a
duraﬁon equal to the length of the known profile before impact, divided by the celerity.
The large noise level in the measured force is due to the small incident surge which

produced a very small force record relative to the background noise in the signal.

Figure 5.4.9 shows the case for a surge generated from a 30.17 Cm reservoir
depth. In this case, the runup height in Figure 5.4.9(a) exhibits a maximum about 0.3 sec
after impact, although it is only slightly larger than the nearly constant runup left at the
wall beyond 0.5 sec. The pressure head lies below the runup height over the entire first
second after impact, even though the runup height at the wall is nearly constant for times
greater than 0.5 sec. This effect, where the pressure head gradually approaches the runup
height on the wall, can also be seen in Figure 5.4.10(a), where the pressure head finally
agrees with the runup height, 1.4 seconds after impact. This lag, during which the
pressure head lies below the runup height, may be due to both the vertical accelerations
in the flow near the wall (similar to those described in Section 5.1) and the large amount
of air which is entrained into the fluid next to the wall during the formation of the
reflected bore. While these air bubbles are distributed over the vertical extent of the
water column next to the wall, the density of the water-air mixture is significantly less
than that due to pure water. This may contribute to the tendency of the measured
pressure head to be less than the runup height on the wall even when the runup history
indicates a constant water level near the wall. Since both the pressure and force are
proportional to the fluid density, a void volume of 5% due to air entrainment would

decrease the pressure and force by 5% assuming the density of gas in the bubbles is
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negligible. The theory of Cross (1967) predicted the trend in the measured force in

Figure 5.4.9(b), but it was up to 30% less than the experimental values.

The oscillations in the force record relative to the magnitude of the force on the
wall in Figure 5.4.9(b) are much less than those shown in Figure 5.4.8(b). There also
seems to be a sustained noise in the force signal beyond a time of 0.5 sec which is not
present in the signal for earlier times. This may be caused by acoustic noise in the fluid
produced from the turbulence generated at the shear layer near the tip of the reflected
bore. The continuous production of noise at the shear layer would explain the tendency
of the wall oscillations to be relatively continuous and free of the large amplitude
damped oscillations, which are characteristic of the wall response to impact type loading

apparent earlier in the force time history of Figure 5.4.9(b).

In Figure 5.4.10(a) the runup height on the wall has a more pronounced peak at
0.3 sec relative to the runup shown in Figures 5.4.8(a) and 5.4.9(a). The force history
shows two damped oscillations at 0.35 sec and 0.50 sec in Figure 5.4.10(b), although in
neither case can a corresponding peak in the pressure record be seen in Figure 5.4.10(a).
Once agaih, the sustained noise in the force record can also be seen in the pressure record
between about 0.7 sec and 1.1 sec. There is a large difference between the hydrostatic
force computed from the runup on the wall and the measured force in Figure 5.4.10(b)
between about 0.1 sec to 0.5 sec after impact. This is most likely due to large vertical

accelerations in the fluid along the wall, like those described in Section 5.1.

The complete runup history on the wall (h = 50.2cm) is shown in Figure

5.4.10(c) where the abscissa extends to 15 sec after impact. The initial peak in the runup,

which occurs just after impact, is identified as R,. A second peak, identified as R,, is

associated with a hydrostatic condition along the wall at much longer times (on the order



186

of several seconds). The runup history near R, is governed by the celerity and shape of
the surge tip, while the runup at R, is primarily dependent on the rescrvqir depth and
length, the propagation distance between the gate and the wall, and the energy loss in the
flow alohg the tank (i.e., the time for the negative wave generated at the gate to travel to
the end of the reservoir where it is reflected, and to travel the complete distance of the
wave tank to the instrumented wall). The ratio in runup heights, R, /R, , varied from
unity for reservoir depths of 50 cm to 2.0 for a reservoir depth of 15.28 cm. In Appendix
A (Table A.2), the maximum forces and moments shown were obtained from the force
and moment time-histories just after the maximum runup, R;, where a plateau in the
force time-history occurs. Beyond this plateau, the force increases to the hydrostatic
value associated with the maximum runup, R,. The plateau in the force record of Figure
5.4.10 occurs at about 1.5 sec after impact, which corresponds with a fairly constant

value of the runup during this time as seen in Figure 5.4.10(c).

The force time histories shown in Figures 5.4.8(b), 5.4.9(b), and 5.4.10(b)
gradually increase to a nearly hydrostatic value for times on the order of one second
beyond the time of impact. The hydrostatic condition is indicated by the agreement of
1/2'yR2 with the measured force in Figures 5.4.9(b) and 5.4.10(b) for r—¢ <1.3. The
runup histories shown in Figures 5.4.8(a), 5.4.9(a), and 5.4.10(a) initially rise to a
maximum value which is equal to or slightly greater (up to 20%) than the relatively
constant water level left at the wall for times greater than 0.5 sec. When normalized by
the velocity head computed from the surge celerity, the initial maximum runup height on
the wall for all the dry bed surge cases are in the range between 1.46 and 1.62. Thus, the
maximum force (excluding the response to short duration impulsive loads) can be
conservatively estimated as the hydrostatic force due to the runup, R,, where R, = 1.62

(c%/2g). If the maximum water surface slope of the surge is greater than approximately

0.06, then the runup height, R,, may be larger than 1.62 (c%/2g).
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5.4.4 Comparison Between a Bore and a Dry Bed Surge
A comparison between the impact of a strong turbulent bore and a dry bed surge
with nearly the same celerity is shown in Figure 5.4.11. Both these waves were produced

in the horizontal wave tank using the dam break method. The dry bed surge was
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Figure 5.4.11 Comparison of the experimental (a) wave profile; (b) runup; (c) pressure
head; and (d) force due to a strong turbulent bore and a dry bed surge with approximately
the same celerity (run no.'s HS86 and HB87).
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obtained by releasing a reservoir 50.20 cm in depth, while the bore was created by
 releasing a 48.01 cm reservoir into a still water depth of 0.28 cm. Although the reservoir
depth for the bore was 4.4% less than the depth used for the dry bed surge, the celerity of
the two vs}avcs jlist prior to impact at the wall were within 0.7% of each other. The slope
of the front of the dry bed surge was 0.06 compared to 0.19 for the turbulent bore, as
seen in Figure 5.4.11(a). Not only is the wave slope steeper for the bore, the wave height
at any horizontal position behind the front of the bore dramatically exceeds the height of
the dry bed surge. However, as the distance behind the tip of the bore increases, the

slope of the two wave profiles tend to agree and the difference between the two wave

profiles decrease.

The runup history on the wall is shown in Figure 5.4.11(b). The maximum runup
due to the surge is approximately 20% larger than the relatively constant level left at the

wall for times, £ —, > 0.8 sec, as seen in Figure 5.4.11(b). The maximum runup height

due to the bore is nearly 100% of the relatively constant water level left at the wall for
times, £t —¢, > 0.8 sec. The larger runup of the bore relative to the surge is most likely
caused by the larger water surface slope of the bore which contributes to much more

volume near the front of the tip.

The pressure histories 1.79 cm above the bottom of the tank are shown in Figure
5.4.11(c). The pressure due to the surge rapidly reaches a certain value and tends to
maintain that value during the entire reflection process. The pressure head generated by
the bore attains a maximum value about 50% greater than the relatively constant values
for times greater than about 1.0 sec, although it is less than the elevation of the maximum

runup above the pressure cell.
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The force time histories are shown in Figure 5.4.11(d), where the force due to the
surge gradually increases to the subsequent hydrostatic value for times greater than 1.3
sec, as was shown in Figure 5.4.10(b). The force time history due to the bore increases
to a maximum value at a relative time of 0.72 sec, then decreases to a constant level
which is hydrostatic for times greater than 1.3 sec after impact. Although there is some
variability of the wave profiles in both space and time, there are no large surface
fluctuations contributing to nearly vertical regions of the wave profile, such as that
shown in Figure 5.3.2(b) about 42 cm in front of the wall, which may contribute to the
generation of large pressures. The relatively smooth wave profiles may be the reason no
large pressures were measured during the impact of very strong bores and dry bed surges.
However, no pressure measurements were collected close to the bed where the surge

fronts are the steepest and would most likely cause the largest pressures.

5.5 Summary

The objective of this section is to combine the results from Sections 5.1 through
5.4, where possible, to quantify the behavior of the measured results as a function of the
relative incident wave height. The relative wave height can range from zero for very
small solitary waves (Section 5.2) and mild undular bores (Section 5.3), to infinity for
surges propagating over a dry surface (Section 5.4). For the experiments with the
sloping bottom, the water depth 4 is defined at a distance of three horizontal length scales

(3)) from the tip of the bore as shown in Figure 5.1.1 (c).

The celerity of the incident wave is plotted as a function of the relative incident
wave height in Figure 5.5.1, where the celerity has been normalized by the linear shallow
water wave speed. The results from the solitary wave experiments, which were obtained
in a water depth, A, of about 17.66 cm, are shown with the circles. These results agree

quite well with the solid line, which is the numerical results of Longuet-Higgins and
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Figure 5.5.1 Experimental and theoretical wave celerities for all the experiments
conducted during this study.

Fenton (1974). The celerity of the undular bores, which is shown with the solid
diamonds, agrees quite well with the measured, empirical, and theoretical solitary wave
celerity. The transition from undular bores (characterized by a smooth profile with no
turbulence) to turbulent bores (which resemble a spilling breaking wave) occurs at a
relative wave height of about 0.63. The largest undular bore and the smallest turbulent
bore obtained in this study had relative wave heights of 0.64 and 0.62, respectively. The
measured celerities for the turbulent bores generated in the horizontal tank and tilting
tank are shown with the squares and triangles, respectively. The bore celerity predicted
from the moving hydraulic jump solution of the nonlinear shallow water wave equations

(Stoker (1957)) is shown with the long dashed line. It must be noted that the celerity
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from the hydraulic jump theory is calculated with the mean water level behind the jump.
For the undular bores and the slightly turbulent bores, the mean water level behind the
jump could not be measured accurately with the experimental arrangement used. In
Section v5 .3, it was shown that the mean water level behind the bore and the maximum
wave height are the same for strong turbulent bores (i.e:, H /h>0.83). Therefore, the
moving hydraulic jump theory is only plotted over the range of relative wave heights
corresponding to the strong turbulent bores. There is excellent agreement between the
experimental results for the bore from both wave tanks and the moving hydraulic jump
solution over the full range of strong turbulent bores. The transition region from undular
bores to strong turbulent bores, as defined in Section 5.3, is shown in Figure 5.5.1 which
lies between H / h=0.63 and H / h = 0.83. The asymptotic approach of the
experimental and empirical solitary wave celerity to ¢/ \/EZ = las H/h—0,canbe
seen in Figure 5.5.1 indicating the celerity of very small solitary waves can be predicted

with linear shallow water wave theory.

The agreement between the celerity predicted from the solitary wave theory and
experimental results, has been well documented in earlier works (Daily and Stephan
(1952), French (1969), Longuet-Higgins and Fenton (1974), and Naheer (1976), among
others). The celerity predicted from the moving hydraulic jump solution of the turbulent
bore also has been well documented (Bakhmeteff and Matzke (1936), Rouse (1950)).
Sandover and Zienkiewicz (1957) and Wilkinson and Banner (1977), have shown
excellent agreement between the celerity predicted from the moving hydraulic jump
theory (Stoker (1957)) and experimental results for undular bores and bores in the
transition zone, where the mean water level behind the bore front was measured and used
to compare the experimental results with the theory. Although the moving hydraulic
jump theory predicts the celerity of the wave quite well for a given ratio of the depths

across the bore, a more elaborate theory based on rapidly varied flow analysis (Sobey
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and Dingemans (1992)) is needed to predict the maximum wave height for undular bores

and slightly turbulent bores.

The measured maximum wave slope, |@n / dx|, and runup, R, are plotted as a
function of the relative wave height in Figure 5.5.2. The maximum runup height has
been normalized by 2H , and twice the velocity head computed from the wave celerity in
Figures 5.5.2(b) and 5.5.2(c), respectively. The measured wave slopes from the solitary
waves and the undular bores agree with the slope computed from the solitary wave
theory of Tanaka (1986). In the transition zone between undular bores and strong
turbulent bores, there is a jump in the maximum measured wave slope from
approximately 0.3 to values ranging from 0.6 to 1.0. In addition, there appears to be a
rapid decrease in the maximum slope across the transition zone to slopes varying from
0.3 to 0.5. In the region of the graph corresponding to strong turbulent bores, the wave

slopes decrease gradually to approximately 0.2 at relative wave heights of about 15.

Although the maximum slope is not well defined for the dry bed surges, an
attempt was made to obtain an estimate of the wave slope near the front of the surge as
described in Section 5.4. Since by definition the dry bed surges have no ambient depth,
the relative wave height for these cases is infinity. Thus, the range of slopes calculated
from the dry bed surge profiles are shown with the appended scale at the right side of
Figure 5.5.2(a). For all the dry bed surges, except for the smallest case, the maximum
slope of the front face of the bores varied from 0.053 to 0.064. This is about a factor of
three less than the slopes obtained from the strongest bores traveling on a constant depth
of water. It is interesting that the celerities of the strongest bore and the strongest dry
bed surge were within 0.5% of each other, yet a depth of only 2.8 mm increased the slope
of the front of the turbulent bore by a factor of three (Figure 5.4.11). As shown in Figure

5.5.2(a), the maximum measured slope from the front face of the bores in the tilting tank



193

agree with those from the horizontal tank. It appears the steepest waves of permanent
form are those in the transition region which are spilling breakers. As the relative
incident wave height increases beyond the transition zone for turbulent bores, the region
of turbulence on the front of the wave begins to increase in extent, and extends farther
along the front face of the wave. This elongation of the turbulent zone, discussed in

Section 5.3 (see Figure 5.3.5), corresponds to a decrease in wave slope as the relative

wave height increases.

It seems reasonable that t}le maximum slope of the wave will affect the runup on
the wall during the reflection. This is clearly shown in Figure 5.5.2(b) where the
maximum measured runup, normalized by 2H, increases by about a factor of about two
at the same relative wave height, where the maximum wave slope increases by a factor of
two to three. It should be noted from Figure 5.5.1 that within the transition from undular
to turbulent bores, the relative wave celerity increases by only a few percent, while the
relative wave height actually decreased slightly. The solid line shows the third-order
solitary wave interaction theory of Su and Mirie (1980). The solitary wave theory
predicts the maximum runup for both the experimental solitary waves and the undular
bores, well for relative wave heights less than about 0.5. As the relative wave height
becomes greater than about 0.5 the results of the third-order solitary wave theory is less

than the measured maximum runup on the wall.

For the experimental and theoretical solitary wave results, the relative runup
approaches unity as the relative wave height tends to zero, indicating a linear interaction
with the wall. As the relative wave height increases, so do the nonlinear effects. This is

indicated by the increase in the maximum relative runup beyond a value of one in Figure

5.5.2(b).
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For the largest undular bore, the maximum runup is quite large and does not
follow the trend evident in the rest of the undular bore and solitary wave runup
measurements. This is explained by the fact that during the reflection of‘ the largest
undular bore, as discussed in Section 5.3, the reflection of the first or second wave from
the wall caused the second or third wave to peak and break on the wall. The maximum
runup height corresponding to the first wave crest for the highest undular bore case,

which is not shown in Figures 5.5.2(b), and (c), is R/2H = 1.46 and Rg/ ¢ =1.17,fora

relative wave height, H/h = 0.64, which agree with the trend of the experimental solitary

wave results.

For all the transitional bores, except for one, and the strong turbulent bores, the
maximum runup is approximately proportional to the velocity head as shown in Figure
5.5.2(c). The plateau in Rg/ c* with respect to the wave height in Figure 5.5.2(c) ranges
from Rg/c? =1.5 for the transitional bores, to Rg / ¢? =1.25, for the strongest bore.
Although there is some experimental variability in both the runup of Figure 5.5.2(c) and
the wave slope of Figure 5.5.2(a), both appear to follow a linear trend on the log plot
with a slightly negative slope in the strong turbulent bore regime. The range of results
from the dry-bed cases are shown on the right side of Figure 5.5.2(c), with the appended
scale. The apparent correlation between the runup and the wave slope for the strong
bores also holds for the dry-bed surges. Although the dry-bed surge results cannot be
plotted on the abscissa, it will be noted that as the wave slope decreases by a factor of

three between the strongest bores and the strongest dry bed surges, a simultaneous

decrease in the relative runup from Rg/c? =1.25 for the strongest bores, to
Rg/ c? =0.8, for the dry bed surges occurs as seen in Figures 5.5.2(a) and (c). Cross
(1967) reported values which ranged from 0.65 < Rg/c? < 1.1 for dry bed surges and very

strong bores on a slightly wetted bed, while Fukui et al. (1963) concluded the relative
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Figure 5.5.2 Experimental and theoretical (a) maximum water surface slopes; (b) runup
normalized by twice the incident wave height; and (c) runup normalized by twice the
velocity head due to the wave celerity.
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runup height was Rg/c? = 1.65 for all their experiments with bores impacting a vertical

wall.

Figurcs 55 .2(b) and (c) show the maximum measured runup heights from the
tilting wave tank study agree with the experimental results obtained in the horizontal
wave tank. An exception are the data which correspond to the two smallest incident
waves used in the tilting wave tank experiments. The runup heights corresponding to
these two smallest incident waves tend to lie below the corresponding results from the
horizontal wave tank. However, all the runup heights measured in the tilting wave tank
were within 60% to 100% of the runup heights obtained in the horizontal wave tank
experiments for equivalent relative incident wave heights. There are several possibilities
which may contribute to the differences between the runup in the tilting and horizontal
wave tank experiments. These include the effect of the 1/50 slope used in the tilting
wave tank experiment, the smaller scale of the tilting tank experiments which decreased
the observed air entrainment for the smallest bores relative to the largest, the two
different methods used to observe the runup history on the wall, and the different
methods used to measure the celerity of the wave and the wave height. Taking into
account all the differences between the tilting and horizontal tank experiments, where the
bores were generated by completely different means, the overall agreement is
surprisingly good. The results in Figures 5.5.2(b) and (c) indicate the maximum runup
height of bores traveling over mild slopes with § <1/50 can be conservatively

estimated from the runup height of bores traveling over horizontal slopes.

The moving hydraulic jump theory of Stoker (1957) is shown with the dashed
lines in Figures 5.5.2(b) and (c). This theory predicts the ambient water level left at the
wall after the reflection of the bore is completed. This theory does not account for the

dynamics which take place during the reflection process and thus, it is not expected to be
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an accurate estimate of the maximum runup height. However, the theory was included in
Figﬁrcs 5.5.2(b) and (c), since it is this fluid depth which would produce sustained
overtopping in the event the wall was less than this height. If the wall were greater than
the theoretical rimup height (Stoker (1957)), but less than the maximum experimental

runup, then a very limited amount of overtopping may occur.

The theoretical curve (Stoker (1957)) in Figures 5.5.2(b) and (c) tends to under-
predict the maximum measured runup. In some cases the theoretical value was only 55%
of the measured runup. Although air entrainment in the flow may contribute to larger
runup heights than would be obtained with pure water, due to the reduced fluid density,
this effect is probably small. If air entrainment alone were the primary reason the
experimental runup height in Figures 5.5.2(b) and (c) exceeded the theory of Stoker
(1957), air content of 50% by volume would be required if the runup height were

assumed to be proportional to the density of the air-water mixture.

The temporal maximum of the measured pressure from each experiment in the
horizontal tank is plotted as the abscissa of Figure 5.5.3; data for many different relative
wave heights are included and indicated by the different symbols for ranges of H/h. The
ordinate of Figure 5.5.3is (1+z,/ k), where z,, is the distance of the pressure cell
above the still water level, and A is the still water depth in front of the wall. Thus,
ordinates of zero and unity correspond to the pressure cell located at the bottom of the
wave tank and the still water surface, respectively. The pressure has been non-
dimensionalized by the hydrostatic pressure, at the vertical location of the pressure
transducer, computed from the maximum measured runup height on the wall. The results
in Figure 5.5.3 should not be considered as an instantaneous pressure distribution along
the wall, since the maximum pressure at different vertical locations on the wall may

occur at different times during the reflection process. Table 5.5.1 shows that all the



1+ zp/h

position on the wall for various relative wave heights.

100

199

10

T T IIIIIII
1,

TTTTTT]

T

0.1

ggm =~

=
|
D
=]

&

wnmﬂﬂ
i

o
@

I T
Experimental:
O solitary waves
4 undular bores
< undular bores
(first wave crest)

1 1 t1tel

L 1.1 .0 1111

turbulent bores:
H

ul

[a—y

2

p/ Y (R'zp)
Figure 5.5.3 Maximum experimental pressures as a function of the relative vertical

maximum measured pressures which were greater than the hydrostatic pressure, due to

the maximum runup on the wall, are confined to a region which lies between 0.08 and

0.71 wave heights above the still water surface. Table 5.5.1 provides a summary of the

five largest relative pressures shown in Figure 5.5.3, which indicates that the two highest

measured pressures occurred within 0.16 H of the still water surface during the impact of

strong turbulent bores. In Table 5.5.1, the pressures are non-dimensionalized with the

same scale used in Figure 5.5.3, as well as pressure scales based on the hydrostatic

Run No. h Hih H
() c/gh | z,/H ” P/ ’
Y(R-z,) Y(c”/28)

HB081 11.40 0.69 1.47 0.71 1.34 5.48 3.50
HB082 11.94 0.66 1.42 0.64 1.59 6.96 4.57
HB089 0.64 11.09 8.70 0.16 1.82 16.36 4.80
HB090 0.83 9.24 7.38 0.13 1.08 7.99 2.71
HB091 1.10 7.91 6.56 0.08 3.27 23.00 8.45

Table 5.5.1 Maximum measured pressure heads obtained during this study which were
greater than the runup height on the wall.
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pressure due to the incident wave height and the velocity head associated with the
incident bore. The last two columns in Table 5.5.1 are provided, since these pressure
scales have been used to non-diménsionalize results in many previous works including
Chan and Melville (1986) and Cooker and Peregrine (1990), among others. The
maximum measured pressure heads, obtained during the dry bed surge experiments, were
all less than the maximum measured runup on the wall, when added to the location of the

pressure cell above the bottom of the tank, z,.

Due to the limited amount of pressure measurements obtained during this study, it
is difficult to determine whether large pressures can be developed over the full range of
types of turbulent bores. Fukui et al. (1963) reported maximum measured pressures due

to turbulent bores ranging up to p/ (pc2 /2) =5.4. The maximum measured pressure

obtained during run HB091 (see Table 5.5.1) appears to be the highest relative pressure
measured on a laboratory scale during the impact of a turbulent bore (relative to all
previously published values). However, it should be noted that impact pressures can vary
considerably from one run to the next, especially when associated with an aerated flow
which may also trap air during impact (Chan and Melville (1986)). Therefore, there is
no reason to believe that the maximum measured pressure during run HB091 represents
in any way the maximum possible pressure which could be expected during the impact of
a turbulent bore. To obtain statistics on the maximum measured pressures, one needs to
repeat the same experiment many times with enough pressure transducers distributed
vertically along the structure to resolve the location and the magnitude of the maximum
pressure when it occurs. Results from an experimental program using this approach,
were reported by Chan and Melville (1988) to resolve the vertical distribution and
occurrence of the maximum pressure due to the impact of a deep water plunging

breaking wave. However, due to the number of repeated experiments required to
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develop the necessary statistics, only one wave condition was reported in Chan and
Melville (1988). In this study it was considered important to cover a wide range of
incident wave conditions. Therefore, only a limited number of experiments were

conducted for each wave condition.

Chan and Melville (1986) found that the typical range of impact pressures for
deep water pluhging breaking waves was 6 < p/ (pc2 / 2) <20, while the highest
maximum measured pressure was 42 times the stagnation pressure computed from the
incident wave celerity. Earlier investigators such as Bagnold (1939), and Weggel and
Maxwell (1970) reported maximum measured pressures of p / (pc2 /2) equal to 180 and
80, respectively, while the typical maximum measured pressures ranged from
22< p/(pc®/2)<80 and 16 < p/(pc*/2) <40, respectively. In the studies of Bagnold
(1939) and Weggel and Maxwell (1970), a sloping beach was used to cause the wave to

break directly on a vertical wall. The maximum measured pressure obtained in this study

(p/ (pc2 /2) = 8.45) is considerable less than the maximum values measured in the

studies mentioned.

Cooker and Peregrine (1988) reported a maximum theoretical pressure of
p / vh = 60 during their numerical study of the impact of a breaking shallow water wave
on a vertical wall. They used a boundary element model to solve the potential flow
problem with the full nonlinear free surface boundary conditions. They used a relative
incident wave height, H/h = 1.5. If their maximum calculated pressure is normalized by
the wave height, then the resulting value isp / YH = 40. The value of p/yH =23,
measured in this study is of the same order of magnitude, even though the maximum
pressures obtained in this study are smaller than the maximum pressures reported from

the breaking wave impact studies of others.
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The maximum measured force on the wall as a function of the relative incident
wave height is shown in Figure 5.5.4. In Figure 5.5.4(a), the maximum measured force
is normalized by the linear force, F), (defined in Equation 5.1.2) which is equal to the
hydrostatic force due to a runup height on the wall equal to twice the wave height. The
solitary wave results indicate the maximum measured force approaches the value
corresponding to the linear force, F; for small relative incident wave heights while it
becomes less than unity as the relative wave height increases. The decrease in the
relative force as the solitary wave height increases, is due to a corresponding increase in
the vertical accelerations along the wall near the time of maximum runup (see Figure
5.2.10). The solitary wave measurements in Figure 5.5.4(a) agree quite well with the

third-order solitary wave collision theory of Su and Mirie (1980).

There is a sudden increase in the relative measured forces of Figure 5.5.4(a) at a
relative wave height corresponding to the transition from undular to slightly turbulent
bores. The relative force increases from about 0.7 to slightly more than 1.0. Across the
bore transition zone, the maximum measured forces increase slowly, and then follow the
trend predicted from the moving hydraulic jump reflection theory of Stoker (1957). This
curve is calculated from the reflection of a moving hydraulic jump at a vertical wall,
where the force is taken to be equal to the hydrostatic force on the wall after the
reflection takes place. This theory is based on the nonlinear shallow water wave
equations. The moving hydraulic jump reflection theory tends to under-predict the
maximum measured forces by about 30% for bores with relative wave heights of the
order of unity, and by about 40% for bores with relative wave heights equal to about 10.
The results for H/h > 10 in Figure 5.5.4(a), correspond to the two strongest bores where
the water surface elevation immediately behind the front of the bore continued to

increase. In the dam-break problem, if there is an insufficient downstream depth, there
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will be no constant depth region behind the bore front. This can be seen in the solution
of the nonlinear shallow water wave equations, where the characteristics of the expansion
wave generated by the gate will cover the entire region in the x-t diagram between the
ncgativelwavc fraveling up the reservoir and the shock wave traveling down the tank
(Stoker (1957)). Thus; the linear force used to normalize the measured force for these
two cases is small compared with the rest of the bores, where the wave height represents
the maximum height of the incoming bore. This effect of the wave height on the
normalized forces can also be seen for the normalized runup in Figure 5.5.2(b), where
the results, for the two strongest bore cases tend to lie above the general trend indicated

by the rest of the results from the case of the strong turbulent bore.

Of particular interest is the agreement between the maximum forces due to the
turbulent bores in the horizontal and tilting wave tanks in Figure 5.5.4(a). For the
strongest bores generated in the tilting wave tank, the maximum forces agree quite well
with the results from the bores produced by the dam-break method in the horizontal tank.
The results corresponding to the smallest bores in the tilting tank are slightly above the
horizontal wave tank results. Since the smallest bores in the tilting wave tank entrained
much less air than the stronger bores, this may have resulted in larger effective fluid
density for those experiments. This would naturally contribute to a larger force on the
wall and may explain the tendency of the smallest bore force data to lie above the
corresponding results from the horizontal tank, where all the wave heights were large
enough to entrain significant amounts of air. The smallest waves in the tilting wave tank
were about 2.2. cm high, while the bores in the horizontal wave tank at the same relative
wave heights were about 12 cm high. Even though the range in wave heights is nearly an
order of magnitude, the results all collapse in Figure 5.5.4(a). This indicates scale effects

on the maximum measured force are probably small, although some limited large scale
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tests would be useful to determine if scale effects for wave hieght heights larger than 10

cm exist.

The maximum measured force was normalized by the hydrostatic force computed
from the maximum measured runup height on the wall, and plotted in Figure 5.5.4(b).
This figure is intended to show that no maximum forces were measured which exceed the
hydrostatic force computed using the maximum runup height on the wall. For all the
turbulent bore cases, except for a few to be discussed below, the maximum measured
force was limited to less than about 60% of the hydrostatic force, due to the maximum
measured runup on the wall. The solid diamond corresponding to the largest undular
bore obtained in this study caused a relative force of 0.8 due to the impact of the third
wave crest (see Figure 5.2.5(b)) which broke on the structure. The open square
corresponding to the same relative force was caused by a wave with an unusually small
runup height as did the smallest bores in the tilting wave tank study. This is most likely

the reason why these data lie above the rest in Figure 5.5.4(b).

Figures 5.5.5(a) and (b) show the maximum measured moment on the wall as a
function of the relative incident wave height. The overall comments made about the
forces shown in Figures 5.5.4(a) and (b) also apply to the moments shown in Figure
5.5.5. The moving hydraulic jump reflection theory tends to under-predict the envelope
formed by the maximum measured moments by about 50% for bores with relative wave
heights of the order of unity, and by about 60% for bores with relative wave heights
equal to about 10. As with the forces shown in Figure 5.5.4(b), the maximum measured
moment never exceeded the hydrostatic moment calculated from the maximum
measured runup height on the wall. The solitary wave results agree with the third order
theory of Su and Mirie (1980), reported by Grilli and Svendsen (1991), up to the largest

solitary wave obtained in this study.
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Figure 5.5.5 Experimental and theoretical maximum moment on the wall normalized by
(a) the hydrostatic moment due to a runup equal to twice the incident wave height; (b)
the hydrostatic moment due to the maximum runup.
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The maximum measured force in general, did not always occur at the same time
as the maximum measured moment. This is especially true near the transition from steep
undular bores to turbulent bores. For steep undular bores and solitary waves, the
maximufn force and moment occurs before the maximum runup on the wall. For
turbulent bores, the maximum force and moment occurred after the maximum runup. In
the transition between these two wave types, there are cases where the maximum force
and moment occur before and after the maximum runup. However, the error in
calculating the moment arm as the maximum moment divided by the maximum force is
very small in most cases. This error may be quite small for the cases where the
maximum force and moment occur before and after the maximum runup. When this

occurs, the force before and after the maximum runup is nearly equal, as is the moment.

5.6 Application to the 1960 Chilean Tsunami at Hilo, Hawaii

In this section, the results of this study are applied to the tsunami bore which
developé:d in Hilo Bay, Hawaii early on the morning of Monday, May 23, 1960. Eaton,
Richter, and Ault (1961) describe eye-witness accounts of the bore by a team of
observers from the U. S. Geological Survey Volcano Observatory. This team was
stationed just north of the Wailuku River on the western edge of Hilo Bay. They were
able to record the rise and fall of the water surface against a bridge pier marked with
reference points. Their vantage point provided a clear view of the entire bay from the
terminus of the breakwater at the mouth of the bay, to the town of Hilo on the southern

edge of the bay.

Just after midnight, the USGS group noted the arrival of the tsunami as a rise in
the water level of 1.2 m, followed by a trough of -0.9 m. The second wave crested at 2.7
m approximately 33 minutes after the first wave, and this was followed by a trough

which resulted in a -2.1 m water elevation. The third wave formed a bore which had a
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wave height of 6.1 m at the bridge pier on the north side of the Wailuku River. It took
the bore approximately two and one half to three minutes to travel the 2100 m from the
tip of the breakwater to the shoreline along the town of Hilo (Eaton et al. (1961)). This

gives an averagé velocity for the bore of about 12.7 m/sec.

The bathymetry of Hilo Bay is very mild and depths relative to mean lower low
water extend to about 18 m near the mouth of the bay. From Figure 6 in Eaton et al.
(1961), the 20 ft. (6 m) depth contour parallels the shoreline and is located about 400 m
offshore along the town of Hilo between the mouths of the Wailuku and Wailoa Rivers.
This gives an estimate of the beach slope of about 0.015 m/m which is slightly less than

the slope of 0.02 m/m used in the tilting wave tank study.

Suppose for the purposes of this example, the vertical wall shown in Figure 5.6.1

was located on a beach slope of 0.015 m/m and has a depth of 3 m corresponding to

3m Jzi\
Jﬁr_

Figure 5.6.1 Schematic drawing for the impact of the 1960 Chilean Tsunami on a
vertical wall at Hilo, Hawaii.

mean lower low water (mllw). Due to the trough of the second tsunami wave (-2.1m)

reported by Eaton et al. (1961), the depth at the wall, 4, corresponding to the still water

y Thyo
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level (swl) shown in Figure 5.6.1 would be 0.9 m. Assume the 6.1 m bore reported by

Eaton et al. (1961) is about to impinge on the wall.

The comparison between the bore results in the tilting and horizontal wave tanks
indicate a reasonable definition of the effective water depths for a bore on a mild beach is
the depth three horizontal length scales, /, behind the tip of the bore. In this example, it
is assumed the wave height and the water depth at the wall are known and that the beach

slope is uniform in front of the wall. To calculate the effective depth, an initial guess of

the maximum water surface slope, |@n/dx|, must be made, which in this case will be

taken as 0.3. This gives a length scale of / = H/||dn/dx| = 20.3 m for the 6.1 m high

bore. The effective depth, 3 / behind the tip of the bore as it strikes the wall would be:

h=nh,+3IS (5.6.1)

which is 1.8 m with a beach slope of S= 0.015 m/m. Thus, the first estimate of the
relative wave height, H/h, is 3.4. At this point, the accuracy of the guess for the wave
slope should be checked against the experimental measurement shown in Figure 5.5.2(a).
A wave slope of 0.3 for a relative wave height of 3.4 agrees with the results from the
bores in both the horizontal and tilting wave tanks in Figure 5.5.2(a). For other relative

heights, it is recommended the wave slopes from the horizontal wave tank be used for

making these calculations.

With the relative wave height, H/h, based on the effective water depth, &, Figures
5.5.2(b), 5.5.4(a), and 5.5.5(a) can be used to obtain the maximum runup, force, and

overturning moment about the base of the wall due to the wave reflection. To

dimensionalize the results, the linear force and moment scales, F, and M,, should be

computed using the water depth, &, at the wall. Using the top of the envelope formed
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by the experimental data, the relative runup, R/2H, from Figure 5.5.2(a), with H/h = 3.4,
is 2.6. This corresponds to a dimensional runup of 32 m. The maximum relative force
on the wall, F/F,, can be obtained from the top of the envelope formed by the data in
Figure 5.5 .4(a). which is 3.1 for a relative wave height of 3.4. The linear force scale
corresponding to a wave height of 6.1 m and a depth of 0.9 m at the wall is 840 KN/m.
Thus, the maximum force on the wall would be 3.1 times this value, which is 2.6 MN/m.
To put this load into perspective, a force of 2.6 MN/m is about two and a half times the
weight of a 100 metric ton locomotive. The maximum relative overturning moment on
the wall can be obtained from Figure 5.5.5(a), from the envelope through the top of the

data, which gives M/M, =6.3. The linear moment scale for this case is 3.7 MNm/m.

Therefore, the maximum overturning moment about the base of the wall would be 23.1

MNm/m.

Suppose the effective height 3 / behind the tip of the bore were not used in the
computation of the force and moment. The depth would then be taken as the depth at the
wall, 2, = 0.9 m. With a wave height, H, equal to 6.1 m, the relative wave height, Hi/h,
is 6.8, which gives force, F, and moment, M, scales of 0.84 MN/m and 3.7 MNm/m,
respcctiv.ely. From Figures 5.5.2(c), 5.5.4(a), and 5.5.5(a) with H/h = 6.8, the relative
runup (Rg/c?), force (F/F)), and moment (M/M)) are 3.6, 4.9, and 15.4, respectively.

This gives a dimensional runup, force, and moment of 43 m, 4.1 MN/m, and 57 MNm/m,
which are 34%, 58%, and 146% greater than the values obtained using the effective
depth, respectively. Therefore, the effective depth should be used for bores on mild

slopes when estimating the force using these laboratory results.

Froude scaling can be used to calculate the time duration over which the

maximum force would be applied to the prototype structure. The non-dimensional

duration of the maximum force for H,/h, =0.288 in Figure 5.1.10(c) (i.e., run TB109)
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is about unity. From Appendix A, the time scale for ran TB109 can be determined and is
0.14 sec. Thus, the maximum force occurs for about 0.14 sec. Scaling this time to the
prototype scale using Froude scaling (with model and prototype wave heights of 0.046 m
and 6.1 rh, rcspéctively) gives a duration of 1.6 sec. A typical structure would have to
resist this load statically (i.e., the dynamics of the structure are relatively unimportant

and the loading could not be resisted with the inertia of the structure itself).

There are several points which should be discussed regarding this example. If
the width of the wall is of the order of the wave height, then three-dimensional effects
would become important. Three-dimensional effects would decrease the pressures and
the runup height near the lateral edges of the wall, relative to a pure two-dimensional ~
problem. If the wall is sufficiently narrow, these three-dimensional effects can extend to
the center of the wall. If the width of the wall is much smaller than the wave height, then
the wave will pass the wall without generating a reflected wave, and the loading imposed
on the structure would be similar to a hydrodynamic drag force. If the height of the wall
is less than the maximum runup height, some over-topping can be expected. However,
significant over-topping will only occur if the height of the wall is less than the
hydrostatic water level left at the wall once the reflection is completed. Using the theory
of Stoker (1957) to calculate the resulting hydrostatic level for this case gives a total
depth in front of the wall of 19.2 m. If the height of the wall is less than the maximum
runup height, not only would overtopping occur, but the resulting force on the wall
would also be less. With the relative wave height based on the effective depth, the
celerity of the surge can be calculated from the expression for a moving hydraulic jump
(Stoker (1957)) when the wave height and effective water depth are used, which gives ¢
= 14.4 m/s. This is slightly higher than the average éclcrity, 12.7 m/s, computed from
the time it took the wave to travel from the breakwater to the town of Hilo (Eaton et al.

(1961)). .



212

6. CONCLUSIONS

The objective of this study has been to investigate the interaction of tsunamis with
a vertical wall. The study has been primarily experimental, and included several types of
waves in a horizontal tank including solitary waves, bores, and surges propagating on a
dry bed, as well as bores in a tilting tank with a 0.02 m/m slope. Various measurements
were made, including the incident wave celerity, the wave profile using a high-speed
motion picture camera in the tilting tank, and a laser-induced fluorescence system in the
horizontal tank, as well as the runup and force time histories in both wave tanks. The
overturning moment and the pressure at one vertical station were also measured during
the horizontal wave tank experiments. The laser-induced fluorescence system was
developed to allow high speed turbulent wave profiles to be measured in a two-
dimensional plane. Such measurements are unreliable when using intrusive devices such
as wave gages or conventional flow visualization methods with a video or high-speed

motion picture cameras. The results of this study were compared with several analytical

and numerical models.

Several features of this study are unique with respect to previous research
involving tsunami wave impact on a vertical wall. The wave profiles were measured at
a two-dimensional plane in the center of the tank with an optical system. The runup
history on the wall was measured simultaneously with the force, the overturning moment,
and the pressure. In earlier works authors have reported pressure measurements or force
measurements, but no runup time histories. A wide range of wave conditions were
included which essentially cover the full range of relative wave heights for quasi-steady
waves. This is the first study to show a comparison of the interaction of bores on a
horizontal and a mild slope with a vertical wall. The reason why the maximum force due

to bores and steep solitary waves is less than hydrostatic and occurs at a time different
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from that of the maximum runup, is explained with both experimental and theoretical

results.

The forces and overturning moments presented in this research were obtained by
measuring the displacements of a multiple degree of freedom wall thfough the use of
strain gage instrumented force transducers. Thus, the force measurements are not
accurate estimates of short duration hydrodynamic loading with time scales of the order,
or smaller than, the natural periods of the vibration modes of the wall. The lowest
natural frequency of the wall in the horizontal wave tank experiments was 609 Hz which
is approximately two orders of magnitude larger than the frequency scales (c//)
associated with the incident wave forms. The force measurements presented here should
accurately reflect the hydrodynamic loading with frequency content below approximately
150 Hz. For the higher frequency content, the wall attenuates the force and may not
define the true amplitude or duration of the hydrodynamic load. However, for very short
duration impact loads, large prototype structures resist failure through their inertia, as
does this experimental wall. The maximum measured pressure obtained in this study had
very little effect on the displacement of the laboratory wall. Short duration high pressure
loads may be more important in brittle failures of individual structural members such as
concrete slabs or windows as opposed to catastrophic failures such as sliding or
overturning of large structures. Scaling the natural frequency of the laboratory wall in
the horizontal tank (613 Hz, with waves heights on the order of 10 cm) to a prototype
structure subjected to a tsunami wave (6.1 m wave height for the Hilo tsunami discussed
in section 5.6) using Froude scaling, gives a prototype structure having a natural period
of 78 Hz. This is probably large relative to the natural periods of most buildings and
other large structures. Thus, this laboratory wall in many cases may be at least as stiff as

the prototype structure when the laboratory results are scaled to limited prototype

conditions.
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The following major conclusions may be drawn from this study:

1) The boundary integral element model (BIEM) agreed with the experimental

measurements for solitary waves with H/A <0.6.

2) Both the BIEM and the SOLA-VOF models agreed with the measured runup
and force time histories on the wall during the reflection of a steep solitary wave
(H/h=0.504). Although the SOLA-VOF model over-predicted the water surface slope
on the front of turbulent bores, the predicted force time history agreed well with the
measured force history except for a short duration large amplitude force which was not
present in the measured force signal. This large amplitude theoretical force coincided
with the arrival of the steepest part of the theoretical wave profile at the wall. Therefore,
this peak in theoretical force time history may be much larger than would be obtained if

the theoretical and measured wave profiles agreed.

3) During the reflection of bores, dry-bed surges, and steep solitary waves at a
vertical wall, large vertical accelerations of the fluid occur and reduce the force relative

to what it would be if a hydrostatic condition prevailed.

4) For all the experimental conditions of this study, the force computed from the
maximum measured runup height on the wall, assuming a hydrostatic condition,
exceeded the maximum measured force. The same was found for the maximum

measured overturning moments.
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5) The maximum force occurred either before or after the maximum runup,
depending on the relative wave height, due to the vertical accelerations of the fluid along

the wall for incident bores, dry-bed surges, and steep solitary waves.

6) The maximum measured relative runup height was 3.8 times the velocity head
computed from the wave celerity, and occurred for a bore with a relative wave height of
1.23. For larger and smaller relative wave heights, the relative runup was less than this.
The maximum runup on the wall during the tilting tank experiments ranged from 2.0 to
2.6 times the velocity head computed from the incident bore celerity. For the dry bed
surges, the maximum measured runup was within 1.46 to 1.62 times the velocity head
computed from the incident surge celerity. Assuming ahydrostatic pressure distribution,
the maximum measured runup height can be used to calculate conservative estimates of

the force and overturning moment on the wall.

7) The maximum water surface slope along the front of the wave exhibited a
discontinuity where the slope increased by a factor of 2.5 to 3 across the transition from
undular bores to turbulent bores. This discontinuity in the surface slope corresponded to
a rapid increase in the maximum measured runup, force, and moment across the
transition from undular to turbulent bores. Across this transition, there is very little
change in either the celerity or the relative wave height. Therefore, the observed increase
in the runup, force, and overturning moment in this transition region, is most likely due

to the increase in wave steepness.

8) The forces imposed on a wall due to the impact of bores propagating on a 0.02
m/m sloping beach were equivalent to those produced by bores in a horizontal tank. The
maximum measured relative force, F/F), obtained from the bores on different beach

slopes agree when plotted as a function of H/h, where # is the effective depth three
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horizontal length scales (3 /) behind the tip of the bore. For bores on any slope, the
linear force scale, F;, must be computed using the ambient depth at the wall which is
different from the depth, &, for bores on a sloping beach. This result indicates the forces
on verticél wallé due to the impact of bores on a mild slope, can be estimated from the

impact of bores on slopes less than 0.02 m/m.

9) In the tilting wave tank experiments, all the bores were generated from a
breaking solitary wave and the bore profiles at the moment of impact were similar for all
cases investigated. The measured water surface velocities near the tip of the bore in the
tilting wave tank experiments were slightly larger than the celerity of the bore. This may
be caused by the turbulent flow near the tip of the bore which has commonly been

referred to as a roller in the open literature.

10) The theory of Whitham (1955) predicted the propagation of the dry bed
surges along the tank quite well when the friction coefficient was adjusted to obtain the

most favorable agreement in each case.

1 Ij Extending the theory of Whitham (1955) for the surge shape in the tip region
over much larger distances behind the tip as was proposed by Whitham, gives reasonable
agreement with the measured profiles if the friction coefficient is adjusted to obtain the
most favorable agreement in each case. The fact that the adjusted friction factor was
different from that used for the propagation speed, indicates the theory does not fully

model the physics of the flow for large distances behind the tip.

12) The first wave crest of an undular bore produced runup heights and

maximum forces equivalent to those produced by a solitary wave with the same relative
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wave height. For very steep undular bores subsequent wave crests may break directly on

the wall causing larger impact-type loads.

13) The laser-induced fluorescence method permits accurate wave profiles of
high-speed turbulent flows and runup to be obtained with an optical system, eliminating
side-wall effects and several difficulties encountered with conventional lighting

techniques and intrusive devices such as wave gages.

14) The model of Cross (1967) under-predicted the measured forces due to
strong bores and surges on a dry bed by about 30% to 50% of the measured value, while

it predicted the maximum measured force due to the bores in the tilting tank experiments

within +£22%.
Recommendations for future research:

1) All the maximum measured pressures, except for a few runs, were less than
the hydrostatic pressure computed from the maximum measured runup height on the
wall. All the pressures larger than this hydrostatic value were recorded within one wave
height above the still water level. The largest measured pressure head was equal to 23
times the wave height and 8.4 times the velocity head computed from the bore celerity.
This appears to be the largest relative pressure reported in the literature, obtained during
the impact of bores on a vertical wall. Due to the limited number of experiments, and
since only one pressure cell was used, the possibility of significantly larger pressures

occurring during the impact of bores is possible and may be an avenue for further study.

2) By observation, there is a significant amount of air entrainment near the tip of

the turbulent bores and during the reflection of the dry bed surges at the vertical wall. In
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this study the air content was not measured. The amount of air in the flow can decrease
both the density and the acoustic velocity of the air-water mixture relative to the values
for pure water. A change in the air entrainment will affect the force on the wall since the
pressure gradjcrit term in the equation of motion is proportional to the density of the
fluid. Since shock pressures are proportional to the speed of sound in the fluid (Von
Kanﬁan and Wattendorf (1929)), the amount of air entrainment in the flow can affect the
amplitude of these pressures if they are produced. Gibson (1970) showed that air content
of only one percent by volume can reduce the acoustic velocity by an order of
magnitude. Both small scale and large scale laboratory tests are needed with
measurements of the air entrainment to determine whether scale effects exist in small

scale laboratory model studies.

3) It appears further research using a model, similar to the SOLA-VOF model, to
simulate dry bed surges and strong turbulent bores could lead to promising results. An
approach where a turbulence model is combined with the SOLA-VOF algorithm may
provide a more accurate model of the physics of the flow in the tip region of dry bed

surges.
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APPENDIX A:

Data tables

Table A.1 shows the initial water depth, k; the relative wave height, H/h; the

celerity, ¢; the maximum water surface slope on the front face of the wave, [ldn/dx]; the

maximum runup height with respect to the still water level, |R]; the height of the

pressure transducer above the still water level, z i the maximum measured pressure head,
|p/¥|; the maximum measured force per unit width, |F/b|; and the maximum measured
moment per unit width, |M/b], for the solitary wave experiments in the horizontal wave
tank. The run number designation, H and W in Table A.1, denote the horizontal wave
tank and a solitary wave. In Table A.2, S denotes a dry bed surge. In Tables A.3
through A.6, B denotes a bore, and in Table A.6, T denotes the tilting wave tank. The
definition of the symbols given for Table A.1 are the same throughout the rest of the

tables (A.2 through A.6) unless indicated otherwise.

Table A.1. Solitary wave data (horizontal tank)

run h Hih c u dn/ dxj] u RH 2 ”
, ‘ , | Ipil | 1F/8) ) /)
No. | f(em | (om | (emhe) e | (em) | o | ovm) | Mam)
HW33 17.86 0.571 164.8 250 | - 29.86 6.09 541.8 68.4
HW35 17.74 0.580 | 164.3 264 | - 29.86 5.91 534.1 66.7

HW36 17.74 0.597 | 164.3 269 28.74 | 29.86 5.89 532.6 66.5

HW37 17.74 0.504 | 160.7 214 22.57 | 29.86 4.22 479.4 56.4

HW38 17.74 0492 [ 159.6 202 | - 2986 | o= 465.8 539
HW39 17.74 0.505 | 159.5 212§ e 29.86 3.83 164.8 53.8
HW40 17.71 0.345 ] 152.1 128 13.48 | 29.86 0.86 380.2 39.0
HW41 17.71 0.260 | 147.5 084 98512986 | - 3274 30.4
Hw42 17.71 0.172 | 1425 045 6.51 1 29.86 e 270.8 22.6
HW43 17.53 04161 1554 Jd60 | e 29.86 2.40 417.2 46.0
HW43a | 17.53 0.424 | 1563 d62 | - 2086 | - | emeee f e
HW43b | 17.53 0.399 | 1554 149 | e 29.86 2.44 418.2 45.8
HW44 17.53 0.442 | 1555 65 | e 29.86 242 418.7 45.7

HW45 17.46 0424 | 155.8 174 18.00 | 29.86 2.60 422.1 46.9

HW46 17.46 0417 | 155.1 .170 17.28 | 29.86 i B R



on the wall which occurred within the first second after impact, |R, | is the absolute
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In Table A.2, h, is the reservoir depth, |R,| is the initial maximum runup height

maximum runup which occurred on the order of about 5 seconds after impact and for the

dry bed surges, z, is measured from the bottom of the wave tank. The runup heights, R,

and R, were discussed in Section 5.4 and defined in Figure 5.4.10(c). The window

length, /,, , over which the maximum water surface slope, || dn/dx|, was calculated, is

given in Tables A.2 through A.6.

Table A.2. Dry bed surge data (horizontal tank - measurements during initial impact with

the wall)
run
wn ) | o Nl (R GRY | 2 || 176 |
c) (cm) (cm) (cm)
(cm) | (Nfm) | (Nm/
m)
HS60 5092 | 22771 20.0| 057 | 4213 43.1| 2986 | 13.19 [ ----- | -----
HS69 5092 } 230.0 ] 20.0! 062 | 43.35] 430 17.00| 1387 | --—-—- | -----
HS86 50.20 | 229.5 20.0 | .064 39.70 40.9 1.79 | 3245 ] 4654 | 58.4
HS99 40.10 | 193.2 14.0 | .057 28.82 33.9 179 | 2648 | 3424 | 324
HS100 | 40.07 | 193.1 14.0 | .055 27.84 32.6 1791 21.68 | 2879 | 27.5
HS101 15.28 87.8 3.0 .086 5.91 11.3 1.79 738 ) -mmem ) meee-
HS102 | 15.28 87.8 3.0 | .097 6.63 11.5 1.79 | 570 ----- | =----
HS103 | 30.17 | 154.7 9.0 | .053 | 19.25 24.2 1,791 1582 ] 1358 | 11.6

Table A.3. Undular bore data (horizontal tank: maximum values during first wave crest)

wn [y, |oa THERT e b Tiayad 18] =, | lol| 1ol sl
. {cm) o {cm) (cm)

(cm) (Nfm) | (Nm/

m)

HB68 2296 | 14.28 | 0.548 | 146.8 5.0 .28 20.86 1 29.86 ] 0.75 | 328.1 [ 325
HB84 64.64 | 13.45 ] 0.626 | 144.7 3.0 31 2436 | 17.00| 9.72 | 349.2 | 33.1
HBS85 2296 | 14.28 | 0.553 | 146.7 5.0 24 19.84 | 17.00| 943 | 3285 | 327
HB109 24.64 | 1345 | 0.639 | 143.8 3.0 32 25.37 1.79 | 24.89 | 349.7 | 34.1
HB110 | 22.88 { 14.25 | 0.534 | 146.5 5.0 .24 19.69 179 ] 23.04 | 3228 | 32.3
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Table A.4. Undular bore data (horizontal tank: absolute maximum values during the
entire interaction with the wall) ‘

o IRz | el | LE7] | el
. (cm) (cm) (cm) (N/m) | (Nm/m)
HB84% | 33.01 1700 | 1414 | - | -
HB84® | 23.73 17.00 526.3 76.2

HB1092 | 26.08 1.79 27.14 | 4084 410

2.3 The superscript on the run number denotes which wave crest of the undular bore
caused the maximum value indicated.
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Table A.5. Turbulent bore data (horizontal tank)

un | p | h | HR| ¢ bo | lanax| R} | 2 F/o|| |M/b
No. | (em) | (em) | (em) (cm)/scc (cm) ldnd l‘cm“) . :] ) “ﬁ {n z“ " / " “ / H
(N/m) | (Nm/
m)

HB63 41.24 | 4.26 265 1912 | 150 28 147011 29861 11.68 [ 703.7 | 105.7
HB64 45.52 | 1.43 6.23 | 216.0 | 150 27 59.07 | 2986 13.93 | 820.0 | 1494
HB65 3595 | 7.73 1.211 1749 | 150 36 | 4595 29.86 | 10.521 630.7 [ 90.6
HB66 30.80 | 10.26 | 0.811 | 160.3 | 10.0 38 | 36.151 29.86 5.14 | 469.2 | 60.7
HB67 2746 | 11.94 | 0.645 | 153.8 3.0 72 | 29.06 | 29.86 1.52 ] 399.6 | 41.1
HB70 48.01 | .28 17.2 1 227.7 | 15.0 22 16243 | 17.00] 2031} 6622 | 94.1
HB71 46.51 A2 109 | 2218 | 150 24 66.84 | 17.00 | 23.37 | 733.6 | 131.6
HB72 4540 | 1.10 8.08 1 217.0 | 15.0 30 | 65721 17.00 ] 23.73 | 802.0 | 1304
HB73 45.52 | 143 6451 2047 | 15.0 .29 57.17 | 17.00| 21.83 | 821.0 | 178.0
HB74 44.08 | 1.99 4901 2004 | 15.0 .27 5843 | 17.00 | 23.52 ] 799.9 | 128.1
HB75 43.99 | 2.83 3.97 1 198.0 | 15.0 .36 53.12 | 17.00 | 23.63 | 810.3 | 137.9
HB76 41.24 | 4.26 261 | 184.8 [ 15.0 .38 51.68 | 17.00 | 21.08 | 705.9 | 103.3
HB77 3595 | 7.73 1.28 | 172.1 15.0 .35 56.75 1 17.00 | 20.74 | 620.8 83.2
HB78 33.77 | 9.07 1.05 [ 1643 | 10.0 39 | 3650 17.00 [ 2321 6010 [ 89.5
HB79 30.80 | 10.26 | 0.833 | 159.9 | 10.0 .56 34.58 | 17.00 | 26.06 | 493.1 64.3
HB&0 29.61 | 10.82 | 0.724 | 154.2 5.0 .53 37.65 1 17.00 | 29.52 | 525.7 92.3
HBS81 28.56 | 1140 | 0.691) 1554 5.0 .58 3794 | 17.00 | 43.21 | 438.8 51.0
HB82 2746 | 1194 | 0.661 | 153.5 3.0 .85 39.65 | 17.00 | 55.00 | 418.9 443
HBS§3 25.99 | 12.69 { 0.599 | 149.1 3.0 .61 3449 | 17.00| 1738} 417.6 | 439
HB87 | 48.01 | .28 1551 2280 | 150 | .19 | 6667 1.79( 4386|6169 | 804
HBZ8 46.72 | .37 1551 2227 | 150 22 62.70 1.79 | 46.31 | 604.0 96.4
HB8&9 4564 | .64 11.1 | 217.8 | 15.0 .23 65.01 1.79 | 116.15 | 732.6 | 121.5
HB90 44.55 .83 9.24 | 2104 | 15.0 .28 57.53 1,79 | 61.29 | 657.1 | 108.1
HBI1 4540 | 1.10 7.90 [ 2153 15.0 .23 62.98 1.79 | 200.00 | 817.8 | 145.3
HB92 4552 | 143 6.83 | 212.6 | 15.0 27 5798 | 1.79 | 53.60 | 813.2 | 130.7
HB93 44.08 | 1.99 4921 203.1 | 15.0 37 15592 179 38.181 769.8 | 127.3
HB%4 4399 | 2.83 397 1995 | 150 33 5778 1 179 38.04 | 690.1 90.4
HBI5 4224 | 4.26 270 ] 188.0 | 15.0 31 49.85 1.79 ] 3740 712.5 | 108.9
HB96 38.63 | 5.82 1.78 | 176.7 | 15.0 47 [ 4982 1.79| 3494 6953 [ 109.0
HB97 3595 1 1.73 1.28 | 1676 | 150 Al 52.71 1.79 1 34.17 [ 357.0 1 93.7
HBY8 33.77 | 9.07 1.04 | 1642 | 100 53 | 4763 | 179 31.86] 631.1 99.5
HB104 | 30.80 ; 10.26 | 0.857 | 160.0 | 15.0 48 4010} 1.79] 29.52 | 4224 | 43.8
HB105 | 29.61 | 11.68 | 0.686 [ 153.5 5.0 .52 41.20 179 ! 28.41 | 420.9 44.4
HB106 | 28.56 | 11.40 | 0.679 | 155.7 5.0 .57 33.93 1.79 | 27.85 | 4229 47.8
HB107 | 27.46 | 11.94 | 0.675 ] 1534 3.0 374 13922 1.79) 2774 425.1 45.4
HBi08 | 2599 | 12.69 | 0.623 | 149.2 3.0 .99 21.80 1.79 | 28.12 ] 4634 63.3
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In Table A.6, H, /A, is the relative solitary wave height 21.39 m from the
shoreline and 4 is the effective depth (between the bottom of the wave tank and the still
water level) three horizontal length scales behind the tip of the bore at the instant it

strikes the wall. Note that for Runs TB94 through TB105 the relative wave height, H/h;

the celerity, ¢; and the maximum water surface slopes |[dn/dx| are the average values

from the two corresponding runs (i.e. with the same H,/hy) between TB108 and TB119.

This is because the movie camera was located to record the runup on the wall and not the

incident wave profile (which is needed to obtain H, ¢, and |[dn/dx})) for Runs TB94

through TB105.

Table A.6. Turbulent bore data (tilting tank)

rn | Hofhy | B HB € ho | laniax] | IRI | |F/o
No. (cm) (cm) (cm) (cm/fsec) (cm) (cm) (N/m)
TB9% 0.288 1.48 313 1293 |  ----- 33 19.04 | 89.8
TB95 0.288 1.48 3.13 [ 1293 R 33 18.61 94.8
TB96 0.216 1.47 276 | 1212 |  ----- 25 19.31 83.1
TB97 0.216 1.47 2761 121.2 |  =—-- 25 17.66 | 178.7
TB98 0.165 1.42 249 | 1141 | ----- .24 15.18| 62.1
TB99 0.165 1.42 249 [ 1141 | --e-- .24 15.33 60.1
TB100 0.141 1.40 243 | 1100 | ----- 24 14.00 | 50.3
TB101 0.141 1.40 2431 1100 | —--—- 24 12.95 49.1
TB102 0.086 1.24° 2181 925 |  ----- 22 8.66 36.7
TB103 0.086 1.24 2,18 [ 92.5 o 22 9951 379
TB104 0.044 1.13 1.98 752 | - 22 7.54 21.7
TB105 0.044 1.13 1981 752 § -—--- 22 7.63 21.8
TB108 0.288 1.46 3231 127.5 7.0 29 | eeee- 89.4
TB109 0.288 1.50 3.06 | 1312 7.0 27 | e 90.8
TB110 0.216 1.40 291 | 120.2 7.0 27 | e 79.4
TB111 0.216 1.54 2.65 | 122.1 7.0 23 - 71.5
TB112 0.165 1.20 2.88 1 1143 6.0 30 1 e 58.4
TB113 0.165 1.65 2,19 113.9 6.0 A9 | e 61.2
| TB114 0.141 1.57 2.15 110.5 5.0 .19 it 49.6
TB115 0.141 1.23 2.80 1 109.5 5.0 28 | e emee-
TB116 0.086 1.21 230 934 5.0 24 | e 37.9
TB117 0.086 1.28 2051 915 5.0 20 | e 36.6
TB118 0.044 1.20 1.88 76.2 3.0 A9 | e 224
TB119 0.044 1.06 2.101 74.6 3.0 24 | eeee- 20.6
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APPENDIX B:

Calibration of the laser induced fluorescence system

In this appendix, the calibration method for the laser induced fluorescence system
is described. A lucite plate with a 4 cm square grid of control points was placed in the
center of the wave tank and recorded with the video camera. The known locations of
these control points were used in a least squares analysis to determine the unknown
coefficients in two-dimensional polynomial equations. These polynomial equations were

used to relate positions in the video image to corresponding locations on a vertical plane

in the center of the wave tank.

The video camera records the intensity of light at each location in a two-
dimensional array of pixels (i.e., each location in the two-dimensional array is a unique
pixel location). Thus, the ordinate and the abscissa in the video image range from unity
to 480 for a total of 230,400 pixel locations. For the purposes of this discussion, pixel
space will refer to the two-dimensional plane in the video camera where the image is
recorded, while physical space will refer to the two-dimensional plane in the wave tank
where the image is located. Figure B.1 shows the locations of a 4 x 4 cm grid of control
points (on a vertical plane in the center of the wave tank) as recorded with the video
camera. In Figure B.1, the abscissa and the ordinate are the horizontal and vertical pixel
locations (x p»Zp) in the video image. The distortion is quite pronounced and increases
toward the bottom left corner in Figure B.1, while the intersection of the tank bottom and

the vertical wall is located near the lower right corner.
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Figure B.1 Distorted view of the control points in the wave tank as seen with the video
camera.

The following derivation shows that, neglecting optical distortion due to the
camera, the location and orientation of the camera can be modeled as several linear

transformations and one nonlinear transformation between the pixel locations, (x,,z p),

and the physical locations, (x, z). Figure B.2 is a schematic drawing which shows the
two dimensional plane, (x,,z,), in the video camera and the physical plane in the wave
tank, (x, z), where the air-water interface is located. The coordinates, (x,,z p)s in units of

pixels, can be related to the coordinates, (x,,z,), in units of length as:

X, _AJr 01jx, _A ®.1)
2, = 0 AZ Zp = Xp A

where A, and A, are scale factors in units of length/pixel.
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AT
5 i1

IMAGE IN
PHYSICAL SPACE

Figure B.2 Definition sketch of the image plane in the video camera and the plane in the
center of the wave tank where the air-water surface is located.
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In Section 4.2.5, the optimal orientation of the video camera was discussed and
shown in Figure 4.2.25. The camera orientation shown in Figure 4.2.25 requires a

rotation of the video camera about the x axis of the physical coordinate system. The

wave T e ——vertical wall
tank X
sidewalls ~ - -
~
~
~ AL
~ |
~ — l
~
S~ - l
-

~

camera

Figure B.3 Schematic of the camera orientation as seen from above the wave tank.

camera was also rotated about the z axis which produced the field of view shown in
Figure B.3. The two camera rotations about the z and x axes are equivalent to a rotation
of the camera about the z’ axis of a new coordinate system. The y’ axis in the new
coordinate system (x', z', y') is parallel to the y axis in the (x, z, y) coordinate system.
However, the new coordinate system is rotated about the y axis through an angle 0 so the
camera rotations about the z and x axes (shown in Figures 4.4.25 and B.3) are equivalent
to a single rotation of the camera about the z’ axis. The resulting geometry for a camera
rotation through an angle, o, about the z’ axis is shown in Figure B.4, where a relation

~ between the distance, x,,, on the video plane, and x{ in the physical plane must be

determined. In Figure B.4, the angle vis
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PHYSICAL PLANE

INTERSECTION OF VIDEO
AND PHYSICAL PLANES

Figure B.4 Definition sketch showing the relationship between distances in the video
image and the plane in the wave tank for an oblique camera orientation.

= tan™! x—l-) (B.2)
¥ = tan (f

the distance, /, between points D and E is

h
-{t7)

and the distance, i, between points E and G is
i=Isino. (B.4)

Since B=n/2—a and p =T/2—7, the angle, &, can be expressed as:
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E=n—-p-PB=a+y, (B.5)

and the distances e, j, and x; can be expressed as:
e=itan€, j=lcosa, andx] = j+e. (B.6)

After substituting Equations B.2 through B.5 into Equation B.6 and simplifying, the

following relationship between x; and x,; can be obtained:

x{ =xv1(b;—f](cos o+ sin o tan[a + tan™ (-fo‘D) ®B.7)

Using the trigonometric identity for the tangent of a sum while letting

((h+ )/ f)cosa=a and (tan )/ f =b, gives:

x x2
x,’=axv1+af2b2(i—ll;—— +ab| —4—|. (B.8)

- xvl 1 - bxv]

In Equation B.8, the two terms in parentheses become singular for bx,; =1 (i.e.,
tan o= f / x,;). However, f/x,, is equal to the tangent of ZBCF in Figure B.4. Figure

B.4 shows that if ZBCF is equal to ¢, then the point H will be located at infinity in the

x' direction. When looking through the video camera, infinity in the x" direction is the

horizon. When —1< —bx,; <1, the two terms in parentheses in Equation B.8 can be

expanded as power series in x,, and combined, which after some simplification gives:
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2

| ’ xV
X =aX,; + 02(1 — blx ) (B.9)
vl .

where all the constant parameters including f, @, and b were absorbed into the new

coefficients g, and a,. In Equation B.9, the second term on the right hand side can be

approximated as the first few terms of the power series expansion, provided the term
|bxv |

<<1.
The relationship between a position on the video image in the z, direction and the
corresponding location z' in the physical plane depends on both the z, and x, coordinates.

The relationship between z’ and the location in the video plane is much more complicated

than the relationship for x’ shown in Equation B.9. Using similar triangles, the

relationship between z; and z,; can be shown to be:

2 2.2 2.4 _
’ v]((f+h) +a1xv]+a2xvl/(1 bxv}))’ (BlO)

Zi=z
1
f2+x31

where fand k were defined in Figure B.4 and the coefficients a,, a,, and b were defined
in connection with Equation B.9. The terms in the relationship for z in Equation B.10
can be expanded in a power series in terms of x,;. Since the equations governing the
relationship between the locations in the video plane and the physical plane (Equations
B.9 and B.10) can be expanded in power series, the distortion caused by the oblique

video image was modeled with two-dimensional polynomial equations.

The rotated coordinates, (x',z"), can be related to the physical plane coordinates,

(x,z), with a rotation and an offset relative to the (x,z) plane as follows:
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d, N cos® —sin@ T.A DATTA .
X = _ |
d, sin®@ cos6 | ¥ Xp +11yAX,, | ( )

where X' = TNAxp, Ty is the nonlinear transformation given by Equations B.9 and B.10,
T, is the transformation for the rotation of the (x’,z") plane relative to the (x,z) plane, and
D is the transformation due to an offset of the (x’,z") plane relative to the (x,z) plane by
distances 8, and 9, in the x and z directions, respectively. The effect of the rotation and
the offset in Equation B.11 is to multiply the nonlinear transform results by a constant
and to add a constant, respectively. Therefore, a linear polynomial approximation will

accurately model the last two transforms in Equation B.11.

The equations used to calibrate the LIF system were obtained by multiplying
polynomial equations in each direction (i.e., (1+x,) and (1+z,) fora linear
approximation) to obtain two-dimensional polynomial equations. For the linear

approximation, the following equations were obtained:

x=a(l)+a2)x,+a3)z, +a(d)x,z,

2=b(1)+b(2)x, +b(3)z, +b(@A)x 2 (B.12)

p?
where the coefficients @ and b are determined by the least squares error analysis
(Hildeb;and(l974)). The equations used for the parabolic approximation have nine
terms, while the equations for a cubic approximation have 16 terms. As can be seen in
Figure B.1, a typical image of the lucite calibration plate may have over 150 control
poirits, depending on the field of view. For a two-dimensional cubic approximation, this
provides over 130 degrees of freedom which will indicate whether the approximation

used adequately models the distortion in the video image. If the model is not an accurate



244

representation of the distortion, there will be large RMS errors between the known

control point locations and those calculated from the video image.

Figure B.5 shows the control point locations in the wave tank, along with the
control point locations computed from the video image using the cubic polynomial
approximation. The control point locations shown in Figure B.5 are those shown in
Figure B.1 as seen with the video camera. The errors between the actual and computed
control point locations were within the expected errors, based on the digital resolution of
the video image of about 2.0 mm/pixel. This corresponds to an uncertainty of £1.0 mm.
The fact that the RMS errors were on the order of the digital resolution of the video

image indicates a cubic model is an adequate approximation for the distortion shown in

Figure B.1.
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Figure B.5 Comparison of control point locations in the wave tank with locations
computed from the video image (as seen in Figure B.1) using a cubic calibration model.

80



245

The still water surface was recorded with the video camera and converted to
physical coordinates using a linear, parabolic, and a cubic least squares approximation as
shown in Figure B.6, where the ordinate is the water surface profile, 1, relative to the
still water level. The ambient water depth was 14.28 cm. The abscissa is the horizontal

distance, x, measured from the instrumented wall. The vertical scale has been

051 a)linear ' T T
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Figure B.6 Image of the still water surface computed from the video image using a (a)
linear, (b) parabolic, and (c) cubic two-dimensional polynomial approximation.

exagerated to magnify the error in the results obtained from the video image. Although
the errors in Figures B.6 (a) through (c) are about the same, the linear approximation had
large RMS errors relative to the parabolic and cubic approximations. The errors in
Figure B.6 (c) are within =3 mm, which includes a small but consistent linear trend in
the data. This linear trend accounts for about +1 mm of the error, which is probably due
to a slight rotation of the laser sheet from the plane formed by the lucite calibration plate.
Therefore, for each run, the linear trend in the still water surface was eliminated from all

subsequent images obtained during a given run. For all the horizontal wave tank
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experiments, a parabolic approximation was used to calibrate the video camera for the
solitary waves, while a cubic approximation was used for all the bores and dry bed
surges. An additional check of the LIF method was made by comparing the results with
a waterl surface time history, which was measured with a wave gage. This comparison is

shown in Figure 5.2.4 and discussed in Section 5.2.
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APPENDIX C:

Air-water surface tension measurements

Surface tension at the air-water interface can influence the rate of air-entrainment
at the tip of a turbulent bore if the scale of the problem is small enough so the surface
tension effects dominate. At very small scales surface tension can cause the fluid surface
to act like a stretched membrane which prevents the entrainment of air at the tip of a
turbulent bore. This effect was qualitatively observed from the high-speed movies of the
bores in the tilting wave tank. For the smallest bores, which had a wave height of 2.2
cm, there were very few bubbles relative to the tremendously bubbly flows observed in
the 5 cm high bores. During the horizontal wave tank experiments a methyl alcohol-dye
mixture was added to the water which allowed the laser induced fluorescence method to
be used. Methyl alcohol has a surface tension of 22.6 dynes/cm at 20° Celsius (Weast
(1985)) while water has a surface tension of 73.0 dynes/cm at 18° Celsius (Weast
(1985)), therefore, the surface tension of the resulting mixture in the wave tank was
measured. Since the volumetric ratio of alcohol to water used was only approximately
1/300,000 (i.e. 10 cc/ 3 m3), no effect on the surface tension of the fluid was expected.
However, the surface tension was measured to ensure it did not vary from one set of

experiments to the next which, in some cases, were conducted up to eight months apart.

A sample of fluid was taken from the horizontal tank before each set of
experiments where a new supply of water and alcohol-dye mixture were to be used.
These samples, along with a sample from the supply for the tilting tank, were tested to

determine the surface tension between the air-water interface.
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A variation on the maximum bubble pressure method, which is described in
Adam (1930), was used to measure the surface tension at the air-water i\nterface. This
approach was followed since it is accurate to within 0.3% (Adam (1930)) and the
rcquired appar'atus is easy to construct and use. The method is based on the pressure
difference produced across the gas-fluid interface of a bubble created at the tip of an
open-ended tube which is submerged in the fluid sample. The pressure difference across
the interface will be a function of the bubble radius and the surface tension. Two tubes
of different diameters were used where the end of both tubes are located at the same

elevation. The surface tension can be related to the pressure difference generated across

each tube as:
o= a[(Pa -P)+ rbpsg(0.69)] C.1

where G is the surface tension; F, and P, are the pressures generated across the tubes
with radii r, (0.1 mm) and r, (2.01 mm), respeétivcly; p, is the density of the fluid
sample, g is the acceleration due to gravity, and A is the constant of proportionality to

be determined experimentally.

The device shown in Figure C.1 was built to measure the surface tension. The
fluid sample is placed in the Pyrex jar and a Teflon lid, which was machined to
accommodate the necessary plumbing, is screwed onto the jar forming an air-tight seal.
Figure C.2 shows a schematic of the additional equipment needed to complete the
measurement system which includes an air pump and a manometer. The large and small
radius tubes are shown where both must terminate at equal elevations approximately 2

cm below the fluid surface. By opening the appropriate valves, the manometer can be
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T

Figure C.1 Photo of the device used to measure the air-water surface tension
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Figure C.2 Schematic of the surface tension meter
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placed between the aspirator and one of the tubes which is supplied by the pump. The air
pump was used to increase the head difference between the tube and the air space in the
jar which produced bubbles at the tip of the tube. When the bubble formation rate was
stabilized (which was determined by visual observation) at about 2 Hz, the pressure
difference across the manometer was recorded. After adjusting the valves, the procedure

can be repeated to obtain the pressure difference across the other tube.

The system must first be calibrated to determine the constant @. Toluene was
used to calibrate the system. Using the known (Adam (1930)) air-fluid surface tension
and density of toluene, the coefficient a for this system was calculated to be 0.05734
mm. The calibration was checked by using the calibration constant a and comparing the
value for distilled water 73.0 dynes/cm with the experimentally determined value
obtained with this system which was 73.2 dynes/cm which is within 0.3% of the

published value. This provided some confidence in the system and the procedure.

For all the samples tested, the measured surface tensions are given in Table C.1
where the run numbers corresponding to a given fluid sample are indicated for the
horizontal wave tank experiments. All the surface tension measurements shown in Table
C.1 are between 0.1% to 1.7% larger than the published value and lie within 1.3% of the
experimentally determined value for distilled water. Therefore, it appears the air-water
surface tension can be considered constant for the experiments conducted in the
horizontal wave tank. It must be noted that the water sample collected from the tilting
wave tank supply was obtained three years after the experiments were performed. Thus,

no surface tension measurements from the fluid used during those experiments was

obtained.
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Wave tank . Run Numbers o (dynes/cm).
Tilting TB94 - TB119 73.6
Horizontal HS60 73.1

HB63 - HB68 731
HS69 74.2
HB70 - HB8S 74.2
HS86 73.3
HS99 - HS103 73.3
HB87 - HB98 73.3
HB104 - HB110 73.3

Table C.1 Measured air-water surface tension for the water used in this study.



