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ABSTRACT

The Compact Muon Solenoid (CMS) experiment records data from proton-proton
(pp) and heavy ion (Pb-Pb and Pb-p) collisions at the Large Hadron Collider (LHC)
to search for physics beyond the Standard Model, test theories of supersymmetry
(SUSY), and measure properties of known particles with higher precision. One of
the main objectives of the LHC was to discover the Higgs Boson, the final particle
needed to complete the Standard Model. The discovery of the Higgs Boson was
announced in 2012, and is a very important achievement and a triumph of particle
physics experiment and theory. In 2025, the LHC will be upgraded to the High
Luminosity LHC (HL-LHC), where the luminosity will be increased by a factor of
10. This will increase the number of pile-up collisions to 140-200 events per proton-
proton bunch crossing, compared to the current 40 events per crossing (where each

bunch crossing occurs every 25 ns).

In order to fully exploit the sensitivity of the CMS experiment, the current detectors
must be upgraded to mitigate the effects of the large number of pileup interactions
expected in collisions at the HL-LHC. New capabilities, such as precision timing
measurements in calorimetric devices and minimum ionizing detectors, have been
shown to effectively mitigate the effects due to pileup, and are expected to benefit
the overall physics reach of the experiment. We present results obtained using a
dedicated silicon timing layer identical to that proposed for the High Granularity
Calorimeter proposed by CMS. This timing layer (pico-sil detector) was tested with
high energy electromagnetic showers produced by electrons at the Fermilab Test
Beam Facility. An outstanding time resolution of less than 16 ps was measured for

a beam energy of 32 GeV.

A simulation of a benchmark long lived neutralino SUSY search is presented, and
it is shown that the generator particle flight times can be faithfully reconstructed
using the detector-level information. Identification algorithms for the SUSY model
have been significantly improved with the use of a Boosted Decision Tree, and it is
demonstrated that this algorithm has many benefits as compared to cut based IDs.
The BDT is used to improve the separation of signal and background events in the
SUSY model, and thus may similarly benefit many of the physics measurements
at the LHC. With use of the BDT for the long lived neutralino SUSY model, the
background rejection is increased significantly, with constant signal acceptance of

53.6%. This is an improvement in the significance of the signal selection by 2.38
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o . Further improvement is seen with the inclusion of detector timing information
in the BDT. In addition, the detector timing information is shown to be important
to the overall classification, contributing ~25% of the information used in signal
event identification. We thus demonstrate that with the BDT, the SUSY neutralino
search can be performed with increased signal identification significance, and the
searches sensitivity is expected to improve with the time resolution attained by the
CMS calorimeter.
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Chapter 1

INTRODUCTION

1.1 Motivation

The Large Hadron Collider (LHC) in Geneva, Switzerland, records data from proton-
proton collisions to search for physics beyond the Standard Model, test theories of
supersymmetry (SUSY) [[1], and measure properties of known particles with higher
precision. In proton-proton collisions, the primary hard interaction is between
quarks or gluons (partons), and we investigate the production of rare new physics
processes such as supersymmetric particles and dark matter candidates. In 2025,
The LHC will be upgraded to the high-luminosity LHC (HL-LHC), with a target
luminosity of 7.2 - 103 cm™2s~!, which is 10 times higher than the current LHC

luminosity. Luminosity is defined as:

1dN
o dt

(1.1)

where N is the number of events and ¢ is the interaction cross section. The number

of events, N, can be expressed as
N=o / L(t)dt (1.2)

with f L(t)dt as the integrated luminosity and £() as the instantaneous luminosity.
Then, the luminosity in terms of the LHC beam parameters is
_ Npmpfy

L= vy (2] (1.3)

with N, as the particles per bunch, n; as the bunches in a beam, f as bunch
frequency, y as the relativistic correction factor, €, as the transverse emittance, and
B as the transverse beam size [2]. Thus, an increase in luminosity is achieved
by increasing the rate of particle collisions. The target luminosity of 7.2 - 103
cm~2s~! corresponds to 140-200 pileup collisions per bunch crossing [3], which
is a significant increase in the number of collisions (currently 30-40 collisions per
beam crossing). Additionally, this also means there is an increase in the amount of
data gathered. Currently, the cross section for producing supersymmetric or other

exotic particles in collision interactions is theorized to be very small compared with
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that for producing Standard Model particles, but with more data, rare and exotic

processes can be searched for with higher precision.

In order to continue the current LHC performance given the higher pileup present
in the HL-LHC, a precision timing detector is needed. A hermetic precision MIP
(minimum ionizing particles) Timing Detector (MTD) has been proposed by CMS
for the Phase 2 upgrade [3]. This detector will provide 4D tracking, have a time
resolution of 30 ps, and provide particle reconstruction abilities that would otherwise
not be available in the HL-LHC [4] [5]. An important added capability the ability
to search for long lived particles using the improved timing. The MTD expands
the parameter space in which long-lived particles can be searched for, as shown in
Figure [I.I] The benefit of the MTD upgrade is in extending the available phase
space to long-lived particles with higher masses. This is due to the ability of the
detector to measure decay time of long-lived particles. A prototype high granularity
calorimeter (HGC) has been demonstrated to have a time resolution of 16 ps, showing
that this timing detector is feasible. The HGC will cover the ECAL endcap region
(n > 1.6), and an additional precision timing detector for the barrel region with
different technology is proposed. The analysis of the performance of the timing
detector is discussed in Chapter [6] and its impact on the SUSY model detection is
discussed in Chapter [4]

s CMS Phase-2 Simulatio
lg‘ 1 0 ; T ‘ T T | T T | T T T
O, 1 05 i Integrated Lumi = 300 fb™
8 § [current resolution] ﬁ*’* oy = 300 [ps]
10* £ [upgraded ECAL alone] —— o, - 180 ps]
10° _ [full upgrade with MTD] S
102
10 \ yj
1
10_1 R
ANeutralinos to di-photons + gravitinos
'2 L 1 ‘ 1 1 1 | 1 1 1 | 1 1
10 200 400 600
A [TeV]

Figure 1.1: Phase II CMS Simulation demonstrating the SUSY mass scale (A) and
lifetime (c7) parameters that can be searched for with the upgraded MTD. Figure
from Lindsey Gray’s talk presented at LHCC, 1 December 2017 [4].
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In this thesis work, we investigate the signature of a particular long-lived dark
matter SUSY model. This SUSY model decay may be observed in the HL-LHC,
and improving the algorithms to identify dark matter events will increase the search
sensitivity. Additionally, the precision timing information from the MTD is expected
improve the SUSY search by probing more masses and lifetimes with better time

resolution.

This precision timing information is crucial to the dark matter search because it will
provide information about the decay of each particle. The focus is on improving
the dark matter event identification algorithms with machine learning techniques,
and investigating the importance of detector time information to these algorithms to

understand the improvements offered by the MTD.

1.2 LHC Physics at the Compact Muon Solenoid

The Compact Muon Solenoid (CMS) experiment is a general purpose detector at
the LHC, and measures the energy, charge, and momentum of particles resulting
from proton-proton collisions up to 13 TeV. The detector is cylindrical, with forward
calorimeters at the endcaps of the cylinder to completely enclose the interaction point
(4r coverage). The other components (from inside to outside) are the silicon trackers,
electromagnetic calorimeter (ECAL), hadron calorimeter (HCAL), superconducting
solenoid (with a magnetic field of 3.8 Tesla), and the muon chambers [6] [7]. A
diagram of the CMS detector is shown in Figure

The CMS inner silicon tracker has a fine granularity and primarily records charged
particle trajectories and secondary verticies with a high momentum resolution [8]].
Transverse momentum (pr) resolution is given by
Opr _ 1
pr  BL?

(1.4)

where B is the magnetic field (3.8 T for CMS) and L is the length.

The inner tracker has a momentum resolution uncertainty of 0.7% at 1 GeV/c? (5% at
1000 GeV/c?) [9]. The ECAL is made of 75,000 lead tungstate (PbWO4) crystals and
measures energies of electrons and photons from the scintillation of the crystals with
an excellent energy resolution [6]. The energy resolution uncertainty for photons
in the ECAL barrel is between 0.7 — 1.8%, and 1.5 — 3% in the endcap region
[10]. The HCAL absorbs hadronic showers from charged and neutral particles, and
the energies and momentum of the particles are measured. The superconducting

magnet is outside of the HCAL, and the magnetic field of 3.8 T curves the tracks
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of charged particles. The muon chambers are the final detector, and are formed of
drift tubes and cathode strip chambers interlaced with iron plates for the magnetic
system. The thickness of the iron absorbers prevents particles besides muons and
neutrinos from reaching the muon chambers [6].

Key: Eiecton
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— — — - Neutral Hadron (e.g. Neutron)
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Figure 1.2: Diagram of the transverse section of the CMS detector, with representa-
tions of particles traveling through the various trackers and detectors. Diagram from
Farticle-flow Reconstruction and Global Event Description with the CMS Detector

(8]

Detecting delayed photons from the neutralino dark matter model (Figure [I.4)
benefits from a detector with excellent time resolution and lateral segmentation in
order to collect enough high quality data [[I1]]. The Compact Muon Solenoid (CMS)
detector is hermetic and has complete azimuthal coverage, so therefore can detect
and track outgoing particles in all directions [[12]. Additionally, the CMS ECAL has
a time resolution of about 150 ps (over time and with higher pileup this has degraded
to the current 300 ps). The CMS detector provides large quantities of high quality
data meeting these criteria, and therefore is a good detector perform dark matter
searches. This analysis focuses on the ECAL information, which is most relevant

for the measurement of photons.

1.3 High Luminosity Upgrade
In the upcoming high luminosity LHC upgrade (HL-LHC), a significant challenge

is mitigating the effects of pileup. Each bunch crossing (crossing of the circulating
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proton beams) in the LHC is spaced by 25 ns, and the bunch crossing creates many
collisions (140-200 in the HL-LHC). However, only a few of these collisions are
“hard” with high transverse momentum indicating that new high mass particles may
be involved in the collision [13]]. The data gathered from an interaction will be from
multiple proton-proton crossings, and the detectors need to be able to differentiate
which crossing each decay profile originated from. Therefore, due to the increased
number of interactions per crossing, the reconstruction algorithms currently in use

will not be as effective, and thus the capabilities of the detectors must be improved.

The MTD will greatly help reduce the effects of pileup by providing precise timing
information and tracking. This is very helpful for both the mitigation of pileup for
all physics analyses, but is also very relevant for identifying the delayed particles

resulting from certain dark matter SUSY models.

Figure 1.3: Diagram of a high pileup event from 2012 with 78 reconstructed vertices.
Figure from Technical Proposal for the Phase-11 Upgrade of the CMS Detector .

1.4 Dark Matter Searches

There is extensive experimental evidence supporting the existence of dark matter,
much resulting from gravitational effects in the universe. Galaxy rotation is an
example of this; the large velocity of the stars around the center of the galaxy cannot
be explained only by the observed visible matter [14]. Additionally, gravitational
lensing and galaxy formation give evidence for dark matter. The Lambda-CDM
(cold dark matter) model in conjunction with experimental measurements suggests
that dark matter comprises about 27% of the energy density of the universe, while
ordinary matter is about 5% (and dark energy is 68%). However, assuming that
dark matter is a particle with weak scale coupling, it has not yet been produced or
directly observed as an elementary particle.
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There are three main current searches strategies for dark matter — direct, indirect,
and collider searches. These searches have probed dark matter particle masses
above a few GeV, but none have found evidence for particle dark matter yet. Direct
detection searches have placed bounds on the elastic scattering cross section of
dark matter with nucleons, however, these experiments explore a small region of
the particle physics models parameter space [15]. Indirect dark matter searches
use astronomical observations of SM particles to detect dark matter annihilation
or decay, and have constrained the annihilation cross section for weakly interacting

dark matter particles [16].

One of the leading theories providing potential candidates for dark matter is super-
symmetry (SUSY) [[1], which proposes the existence of supersymmetric partners to
the known particles in the Standard Model (which includes quarks, leptons, gauge
bosons, and the Higgs boson). The Standard Model (SM) is the theory describing
the fundamental particles and their interactions through the electroweak, strong, and
weak forces. However, the SM has a number of shortcomings, in that it does not
provide an explanation for gravitation, dark matter, or dark energy. SUSY is as an

extension of the SM and can explain many of these observations.

A SUSY theory of dark matter is considered here, as the proton-proton collisions and
interactions at the LHC provide a method to search for SUSY dark matter particles.
Dark matter particles cannot be observed directly due to their weak coupling to
Standard Model particles [14], so we search for dark matter in events with another
signature, specifically delayed photons. If there is another SUSY particle that decays
into the SUSY dark matter particle and photons, then the delayed photons provide a

distinct signature with which to search for dark matter events.

Dark Matter SUSY Model

This thesis research analyzes dark matter production involving long-lived neutrali-
nos, which the experiments at the LHC so far have not extensively considered. My
analysis focuses on the proton-proton collision producing a pair of neutralinos ( )2?)
that decay to two photons and two gravitinos, shown in Figure [I.4] In this model,
the neutralinos are a long-lived SUSY particle, and decay into the gravitino (another
SUSY particle). The gravitinos are weakly interacting massive particle (WIMP)
dark matter candidates [[11]. The mass and lifetime of the neutralino intermediary
is unknown, but it has a long lifetime, and is a heavy and therefore slow moving

particle (v ~ .7¢) [17]. The mass of the gravitino is assumed to be 1 GeV [18]].
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The neutralinos and gravitinos cannot be directly observed as they have a weak
coupling to the SM particles, so the signature of this event is two delayed photons.
These photons are considered “delayed” as they are not generated directly from the
primary vertex, but rather originate from the neutralino decay vertex. Thus, the
angle of incidence on the detector of the photons produced from a neutralino is
distinct from photons produced at the primary vertex. If the photons had originated
from the primary vertex, then they would be “prompt”, instead of delayed since the
time to reach the detector would not be increased by the travel time of the neutralino.

Selecting delayed photons is used to investigate dark matter events.

4 o
1

Primary| °y
Vertex \

Secondary
Vertex

Figure 1.4: Diagram of the proton-proton collision model, where a pair of )210
(neutralinos) are produced. Each neutralino decays to a gravitino and photon at the
secondary vertex. The two final state gravitinos are the dark matter particles, and
the delayed photons will be detected by the ECAL. Two pile up verticies are also
illustrated.

In this model, the )2? decays into a photon and gravitino (the lightest supersymmetric
partner, LSP for this model). The observed particles are the two time delayed
photons, along with missing transverse energy (MET) due to the escaping gravitinos.
This exotic signature of the delayed photon will expand the search sensitivity to a
broader range of dark matter models not included in the previous direct, indirect,
and collider searches.



Figure 1.5: Event simulation demonstrating an event with two high transverse
momentum photons, as is expected from the )2? — G + y model. The two green
tracks are the photons in the ECAL, and the yellow tracks are showers in the inner
tracker. Event simulation created with CERN CMS Open Data.

1.5 Searches for Physics Beyond the Standard Model

In an event where neutralinos are produced and decay to photons, the CMS detector
would be able to measure the photon’s energy, time of arrival, and momentum.
However, the photons will be “time delayed”, since they result from the neutralino
( )E?) decay, not the original proton-proton collision vertex. This causes the total
time of flight to be larger than expected from the collision vertex. If the mass or the
lifetime of the neutralino is changed, then the time the photons are observed will be

affected, along with other measured parameters (energy and momentum).

This particular motivating model of neutralinos decaying to photons has not been
extensively considered at the LHC. Additionally, the ability to identify a delayed
particle signature is vital for many beyond the Standard Model searches. Many
SUSY theories predict massive long-lived particles decaying to non-prompt jets,
with a very similar signature to the neutralino model considered in this research
[19]. This signature is predicted from models with weak R parity violations, hidden
valley models, and Z" with long-lived neutrinos [[19]. Thus, the signature of two
delayed photons is relatively model independent, and therefore it is crucial to focus

on identifying the resulting delayed particles.

In this thesis, I investigate the SUSY dark matter model with simulation data in
order to improve the photon and event identification algorithms, and investigate the

impact of ECAL timing information on the photon identification.
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Chapter [2] discusses the event simulation for the dark matter model, Chapter [3]
discusses the specifics of the SUSY model, Chapter {4 presents the Boosted Deci-
sion Tree machine learning algorithm applied to the event identification problem,
Chapter [5|compares the BDT performance to the current data analysis, and Chapter
[6] discusses improvements in detector precision timing and its impact on similar
searches.
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Chapter 2

EVENT SIMULATION FOR DARK MATTER EVENTS

The neutralino event modeling is done with CMS Full Simulation using Geant4
[20] and CMSSW [21] [22]. Monte Carlo techniques are used to determine the
shower propagation after each small time step, and Geant4 models the CMS detector

response [23]].

2.1 Pythia and Geant4

The Full Simulation is used to model the p + p — )2? + )2? and )2? — v + G events
(Figure . The neutralino ( )2?) is the supersymmetery partner for the Z / Higgs
boson, is uncharged, and is the lowest mass neutralino. The final decay product,
G, the gravitino, is the lightest supersymmetric particle (LSP) for this model and

therefore the stable dark matter candidate.

The neutralino ( )2?) mass and lifetime and the gravitino (G) mass are set in Pythia
[24] [25] and SLHA [26] files, and gg — /\?? )Z? is set to “on” for the simulation
[27] (Appendix [B). Then the collision and subsequent decay pathway are modeled,
and Pythia models the parton showering from QCD processes. The Monte Carlo
event simulation outputs a ROOT file [28]], where the momentum, position, energy,
particle type, ¢, and 5 for each event are stored (Figure 2.1). This information is
considered the “true” or generator level information, and will later be compared to

the detector reconstruction to validate the simulation.

After the Geant4 simulation of particle interactions in the CMS detector, further
event processing must occur [23]. The following processing steps are completed
after the event simulation: GEN (generator events from Monte Carlo), SIM (re-
constructing the energy deposit of simulated hits in the detector), DIGI (converting
simulated hits into detector digitization), RECO (reconstructing particles and de-
tector hits), and MiniAOD (used for analysis). After the data processing, the final
ROOT file has both “true” (generator level) and reconstructed information. These
are compared to validate the simulation and ensure events and timing information

are processed and stored correctly.
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2.2 Simulation Validation

Two of the parameters used for the validation are n7 and ¢, which describe the spatial
position of the particles in the ECAL detector. ¢ ranges from 0 to 27, azimuthally
around the beamline direction. 7 ranges from 0 to 5, with 0 perpendicular to the
beamline (Figure 2.1)) [29]. 7 is pseudorapidity, and can be expressed in terms of

the total momentum and longitudinal momentum as

5 = tanh™! (’l) @.1)
Pl

n is a Lorentz invariant quantity, meaning that between each 7 interval, the same
amount of energy is dissipated. Along with r (the azimuthal distance from the
beamline), 7 and ¢ give full information about the particle position. This position
information is used to validate the simulation and reconstruction, by comparing the

reconstruction information to the generator “truth” information.

n (0 to 5)

Figure 2.1: Diagram of n and ¢, the variables used to label the position of the
observed particle in the CMS detector. n ranges from O to 5, while ¢ is azimuthal
and ranges from O to 2x.

Electromagnetic Calorimeter Detector Signals
Reconstruction algorithms are used to determine the particle type based on the
energy deposit in the calorimeter. For photons, the reconstruction information

comes from the CMS electromagnetic calorimeter (ECAL).

The ECAL is tiled by many crystals, and when a photon interacts in the lead
tungstate crystal it scintillates [30]. A shower of electrons, positrons, and photons
(EM shower) is formed, which then produces the scintillation light. The energy
deposited in the lead tungstate excites the electrons in the crystal lattice, and when
they decay to the ground state, scintillation light is emitted and then observed by the
Avalanche PhotoDiodes (APDs). Energy from the EM shower then spreads to other
ECAL crystals. This could also occur if the photon interacts before the crystal, and
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in this case, the radiated energy will also create a transverse spread in the ECAL
crystals. One crystal, called the “seed” has most of the shower energy, and the
timing information is found from the seed crystal. Each photon creates an electrical
pulse in the ECAL, and the peak of this pulse is used as the timestamp. For photons,

information about the ECAL crystal the photon hits and its time of arrival is stored.

For photons directed at the ECAL crystal, 94% of the energy of the photon energy is
contained in the 9 crystals (3x3 grid) closest to the seed crystal, and 97% in the 25
closest crystals [11]. However, for delayed photons, there can be an angle between
the incoming photon and the front face of the ECAL crystal, which will alter the
shower shape and the energy spread. Thus, for delayed photons, the shower shape

and ECAL timing information is useful for selection of events.

Understanding the change in the ECAL timestamp from prompt to delayed photons
is crucial. This involves understanding how it is reconstructed, its time resolution,
and how the timestamp changes with delayed photons. The best way to understand
the ECAL timestamp is to compare the reconstructed timestamp with the true time
from the Monte Carlo sample. For an individual crystal channel, a digital signal is
taken every 25 ns, and a single pulse has 10 data points. The timing reconstruction
is done by finding the maximum amplitude the weighted signal reached [11]. This
is given by Equation [2.2] [ 1]].

N
A= Z wi X S; 2.2)
i=0

A is the weighted signal, N is the total number of crystals combined, w is the weight
for each crystal, and S is the individual signal [11]. The time the weighted signal is

maximized is used as the photon timestamp.

Generator Information

The generator level information for the primary vertex position (spatial x, y, z coordi-
nates where the neutralinos are created), and the decay positions (x, y, z coordinates
of where the two neutralinos decay and the two photons are created) is extracted
from the simulation files. The primary vertex position is plotted in Figure[2.2] The
spread in the primary x and y vertices is about 0.01 cm, and 5 cm in the primary z

vertex, which corresponds to the beam spot size.

The decay vertex of the neutralino is found by tracing back the decay pathway and

identifying the particles based on “ParticleMotherIndex” and “ParticleID” (particle
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Figure 2.2: Primary X, Y, and Z vertices of the collision (and neutralino creation
vertex), with the x axis units in cm. The vertices agree with the size of the beam
— a0.01 cm spread in X and Y, and a 20 cm spread in the Z, corresponding to the
beam spot size (longitudinal direction, along the beam axis).
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Figure 2.3: 1 and ¢ positions of the neutralino creation vertex. The distribution is
as expected — equal around ¢ and 7 is focused around 0, with the declines at +1.5
due to the intersection of the barrel and the endcap of the ECAL detector.

ID is 1000022 for )2?) [31]]. The (x,y,z) of each neutralino’s decay vertex are found
in this way. Thus, the total lifetime of the neutralino can be calculated, and is used
to validate the reconstruction. Based on the lifetime set (500 mm/c = 1.67 ns), the

neutralino lifetime distribution should follow an exponential decay, with
slope_1 = lifetime 2.3)

The time of flight (TOF) is calculated based on the distance between the generator

primary and secondary vertices:

distance = \[AZ + AJ + AZ (2.4)

Ay = Xsecondary — Xprimary (2.5)
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where Xgecondary i8 the neutralino decay vertex, and x,imary is the neutralino creation

vertex. The velocity is given by p = ymv, giving

cp
Vneutralino =
"c2m2 + pZ

where p is the total momentum, and is related to the transverse momentum, pr, by

(2.6)

p = pr - cosh(n) 2.7

Therefore, the TOF of ¥ is = £ in lab frame:

JAZ + A2 + A2
Im2c2 + P2

pc

TOF)Z? = (2.8)

For each of the two neutralinos produced in a collision event (a selection is made
such that only events with two photons and two neutralinos are considered), the
TOF is calculated. However, the direct result from the simulation is in the lab frame
(tzr), and the lifetime is set in the rest frame (tgr) of the )2? particle. To compare

the results of the simulation with the lifetime set, the y conversion factor is used:
1 m

IRF = —ILF = theutralino ——=

Y \e2m? + p?

The TOF histograms exhibits the expected exponential decay as the calculated

2.9)

lifetime from the generator vertices is is 16.6 ns, matching the 16.67 ns set in the

configuration file (or 23.7 ns in the lab frame). The result is shown in Figure [2.4]

The agreement between the calculated and set neutralino lifetime indicates that
the neutralino lifetime is stored and processed correctly in the Full Simulation and

Monte Carlo at generator level.

Reconstruction and Generator ‘“truth” Total TOF Validation

In order to confirm that the event reconstruction is valid for this decay pathway, the
total event timing information must be further validated. This is done by comparing
the “truth” information (from the generator level) and the reconstruction information
(based on the reconstruction algorithms from the ECAL detector) for the total time

from proton-proton collision to photon detection in the ECAL.

From the generator level information, the primary vertex and secondary vertices are
known. Therefore, the total generator TOF can be found by adding the neutralino

creation time (this is distributed around O ns, and stored as part of the generator
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Figure 2.4: TOF for the neutralinos, with an exponential fit for the rest frame and
lab frame adjusted TOF. The lifetime of the neutralino was set as 16.67 ns in the
configuration file (rest frame). This validates that the neutralino lifetime is stored
correctly in CMSSW [21] [22]].

level information), the neutralino TOF (calculation discussed in previous section),
and the photon TOF. The photon that hits the crystal is matched with the correct
neutralino by matching the photon momenta between generator and reconstruction
level information. The neutralino TOF calculation is described above, with Equation
[2.9] and the photon TOF calculation is similar. The photon TOF is given by

AT + AL+ A2
TOF, = (2.10)
¢

Ay = Xsecondary — Xcrystal (2.11)

where Xgecondary 1S the photon creation vertex (equivalent to the neutralino decay
vertex from Equation@ and X, ysq1 is the position of the ECAL crystal where the

photon is observed.

A distance correction is applied, so TOF is corrected for the time it would take
a photon to travel from the origin to the crystal where the photon is observed.
Effectively, this shifts the graph to be centered 0, as a photon that was created
at the origin would have a corrected time of 0. However, if the photon results
from a neutralino traveling slower than ¢, then the TOF correction will result in an

overall positive TOF, with larger shifts for larger neutralino lifetimes. Therefore,
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the corrected generator TOF calculation is

2 2 2
\/xcrystal + ycrystal + Zcrysz‘al
TOF = Tvertex + TOFneutralino + TOthoton - c (212)

This time calculation corresponds to the time measurement the ECAL crystals output
in real data in the actual ECAL detector. The time a photon is detected is reported
as the difference of the length of time from the collision and the TOF of a photon
traveling directly from the collision vertex to the ECAL crystal. Therefore, this time

measurement examined in the simulation mimics the time given by the ECAL.

TOF_totall
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Figure 2.5: Total generator TOF for the gluino — neutralino — photon + gravitino
decay pathway, in ns. This is the summation of the neutralino creation vertex time,
TOF of the neutralino (in the lab frame), and TOF of the photon, and then the
correction for origin to crystal time of flight is applied (Equation @)

In the total TOF histogram in Figure [2.5] there are events with both positive and
negative TOF. Positive events occur due to the neutralino traveling slower than the
speed of light, and therefore the TOF correction is less than the sum of the particle’s
TOF. The negative events occur if the neutralino primary vertex is closer to the
crystal where the photon is observed than (0, 0, 0), since the origin is used for the
TOF distance correction. If the neutralino is created away from the assumed (0, 0, 0)
origin, then the sum of the particle’s TOF may be shorter than the assumed TOF
correction between (0,0, 0) and the crystal. A plot of neutralino decay positions

(equivalent to photon origin positions) is shown in Figure [2.6]

The generator arrival time and reconstruction arrival time is plotted against each

other in Figure and the expected linear dependence is seen.
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Figure 2.6: Neutralino decay position, with the ECAL barrel indicated in the black
box, from a sample with neutralino lifetime of 7 = 500 mm/c = 1.67 ns.
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Figure 2.7: Reconstructed and generator corrected time for the photons. The
expected linear dependence is seen, indicating that the reconstruction matches the
generator information. Additionally, the time is shifted toward positive times as a
result of the neutralino lifetime of ¢t = 500 mm for this sample.
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Figure 2.8: The position the reconstructed photon hits the ECAL detector. The
barrel is 129 cm in radius, and from -300 to 300 cm in length.
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2.3 Time of Flight (TOF) Validation

To compare the generator and reconstruction photon time information, generator
and reconstruction photons are matched. Photon matching is done based on a

requirement on small AR and Ap;, given by

AR = \|Ag? + A2 (2.13)

Apr = pr, — P13, (2.14)

The AR photon matching was cross-checked with the photon energy, momentum,
and position. AR is calculated based on the difference in the reconstruction photon
seed hit position (known to be accurate) and the calculated x, y, z position the
generator photon hits the detector. The position the generator photon hits the ECAL
is found from solving for the intersection of the photon’s path of flight and the inner
radius of the ECAL cylinder (Figure [2.9).

(X,Y,Z) calculated
¥

ECAL

(P2 0y, P2)

v« (X0,¥0.20)
radius = 129 cm 4

Figure 2.9: Figure demonstrating how the x, y, z position of the generator photon is
calculated. The information used is the inner radius of the ECAL barrel (assuming
the photon is measured at the first contact with the barrel), the photon p,, p,, and
p. values, and the neutralino decay xg, yo, zo position.

This generator position information relies on the assumption that the photon is
measured as soon as it reaches the ECAL inner radius, instead of further inside a
crystal. This assumption is accurate enough to use for matching of reconstructed

and generator photons.

Event Selection

Events are selected where the photon decays within the ECAL barrel, and cuts are

made on AR and Apr to match reconstructed and generator photons. These selection
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ECAL radius = y/Ax2 + Ay? < 1.29 m (2.15)

cuts are:

Izl <3.0m (2.16)
AR < 0.02 (2.17)
Apr < 5 GeV (2.18)

The generator and reconstructed photon time information is expected to match. This
is confirmed by overlaying the TOF plots for a matched generator and reconstructed
photons. The reconstructed photons are tagged for delayed (“out of time” or OOT)
and standard photons. In the following plots, it can be seen that the standard +
delayed reconstructed photons sum to the generator photon distribution, indicating

that the reconstructed information matches the generator information.

One sample used is a simple )2? — G + v, using a neutralino mass of 1000 GeV and
¢t = 500 mm (1.67 ns) and ¢t = 5000 mm (16.7 ns). Results are plotted in Figure
2.10

Generator and Reconstructed Photons, m=1000 t=500, NGP Generator and Reconstructed Photons, m=1000 t=5000, NGP
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(a) The neutralino mass is 1000 GeV and the (b) The neutralino mass is 1000 GeV and the
lifetime is ¢t = 500 mm (1.67 ns). lifetime is ¢t = 5000 mm (16.7 ns).

Figure 2.10: Reconstructed TOF information compared to the generator time infor-
mation. This is a sample with a simple decay of /\7? — G+, and the reconstruction
matches the generator information.

A similar sample of g — )2? — G + y was also used, with the same parameters
for the neutralino. A gluino is the supersymmetric partner of a gluon, and is
hypothesized to be pair produced in the LHC. Thus, this model is another possibility
of neutralino production after a proton-proton collision. The results of the generator

and reconstruction timing information are shown in Figure 2.11]

These plots demonstrate that the generator and reconstruction timestamps match

well, and the reconstruction has been validated.
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lifetime is ¢t = 500 mm (1.67 ns). lifetime is ¢t = 5000 mm (16.7 ns).

Figure 2.11: Reconstructed TOF information compared to the generator time infor-
mation. This is a sample witha § — /\7? — G +7, and the reconstructed distribution
of times shows a high level of agreement with the generator distribution.
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Figure 2.12: Reconstructed time information (flagged for standard and out of time
photons) compared to the generator time information. The reconstructed distribution
of times shows a high level of agreement with the generator distribution. This is a
GMSB sample, where after the initial proton-proton collision, a neutralino can be
created from any of 30 mother particles, and then subsequently decays to a photon
(time delayed) and gravitino (discussed further in Chapter 3). For the GMSB model,
the generator time does not have any events with a negative time. This is due to
the simulation not saving the generator vertex time (the time when the collision
occurs), so it is assumed to be 0 and at the origin. Therefore, when the time of flight
correction is applied, there are only events with positive times.
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Understanding the neutralino masses and lifetimes that ECAL is capable of detecting
is important — in particular, the ECAL is limited due to its physical size. Long
lifetimes may not be detected, as the neutralino can travel outside of the ECAL
barrel before decaying, or the photon event will be treated as noise if it is too close
in time to the next photon bunch crossing. This leads to a lower efficiency with

longer lifetime samples.

The Monte Carlo simulations have been validated and shown to generate events
correctly. With this method, an analysis for time delayed photons indicating dark
matter particles can be done, and we are now well posed to carry out the delayed

photon analysis and perform a comparison to a 2017 LHC data analysis.
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Chapter 3

LONG-LIVED NEUTRALINO SUSY DARK MATTER MODEL

The Standard Model (SM) of particle physics describes all the fundamental particles
we have observed, and it describes three of the four fundamental forces — weak,
strong, and electromagnetic force. However, there is a large amount of physics not
explained by the Standard Model, such as gravity and dark matter. In order to expand
the current model to explain these missing elements, the theory of sypersymmetry
(SUSY) has been used [[1]].

In SUSY, all SM particles are given a partner particle, and there are a number of
other possible particles — some of which are viable particle dark matter candidates.
To explain the cosmological evidence for dark matter, the dark matter particle would
need to have a super-weak coupling to normal matter and have a mass around or
less than 100 GeV [2]. The proposed particle is called a weakly interacting massive
particle (WIMP) dark matter candidate.

3.1 SUSY and Symmetry Breaking

The minimal extension of the SM to include SUSY is the Minimal Supersymmetric
Standard Model (MSSM). The MSSM gives the minimum particle content for SUSY
and the SM, and adds parameters to account for the additional particles and their
interactions [18]]. However, MSSM is agnostic to how the symmetry is broken,
and therefore there are a number of possibilities for supersymmetry breaking. Each

leads to different phenomenologies and particle cross sections.

Three of the symmetry breaking options are gauge mediated supersymmetry break-
ing (GMSB), gravity mediated supersymmetry breaking, and anomaly mediate su-

persymmetry breaking. The model relevant for this work is GMSB.

Gauge Mediated Supersymmetry Breaking

Gauge mediated supersymmetry breaking (GMSB) models involve a number of
“sectors”. The observable sector has all the SM particles and their SUSY part-
ner particles [32]]. The secluded sector mediates the symmetry breaking, and the
messenger sector affects the model phenomenology [32]. In GMSB models, the

gravitino is the lightest supersymmetric particle (LSP), and the neutralino is the
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next-to-lightest supersymmetric particle (NLSP) [32]. Assuming R parity conser-
vation, the neutralino is expected to decay into the gravitino, which is a spin 3/2

particle [33]].

The gravitino is formed from a spin 1/2 fermion (created from the spontaneous SUSY
breaking) coupling to gravity [32]. The gravitino has a SUSY breaking mass as
well, and is assumed to be 1 GeV. Additionally, the gravitino is the supersymmetric
partner particle of the graviton, proposed to mediate the gravitational force. Since
the gravitino is the LSP, it cannot decay to anything else (since it would have to
decay to a lighter SUSY particle and a SM particle) [2]]. Therefore, the gravitino

(G) is a stable particle and a valid dark matter candidate.

In SUSY searches, the focus is on detecting the lighter particles (NLSP or LSP).
In collider physics, the initial particles are produced by strong production. This
produces quarks, squarks, and gluinos. These particles then decay to particles with
a lower production cross section, such as third generation squarks and electroweak
particles [18]]. The neutralino is an electroweak particle, as it is a mix of SUSY

gauge bosons (higgsino, bino, and 2 winos).

Previous Dark Matter Collider Searches

In many SUSY models besides GMSB, the neutralino is the LSP, and is a stable
non-baryonic dark matter candidate [33]]. Most previous collider searches have
searched for the neutralino as the LSP. Therefore, the models where the neutralino is
long-lived and decays to the LSP (the gravitino) have been relatively under-explored.
The unique signature of delayed particles from the GMSB model would have been
missed by analyses focusing on the neutralino as the LSP, and therefore this is a very

interesting region of phase space to investigate further.

Previous GMSB Searches

The signature of a GMSB model in a collider search heavily depends on the lifetime
of the intermediate neutralino particle. For this search, we consider the particularly
interesting range of lifetimes where the neutralino decays inside the ECAL, and

therefore the decay products are candidates for detection.

At the Large Electron Positron (LEP) collider, searches were performed for dipho-
tons and missing energy events produced by neutralinos [34]. This excluded )E?
masses below 73 GeV (given a lifetime such that the neutralino decays inside the
detector) [32]. However, this analysis was done at v/s = 172 GeV [32], whereas the
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current LHC is running at /s = 13 TeV. Neutralino masses greater than 73 GeV are
considered for this analysis, and the increased collision energy of the current LHC

also expands the parameter space available for this search.

3.2 GMSB Signal

The GMSB signal event for the )2? — G + vy decay is from a model where the
neutralino results from decay of any of 30 individual particles. These intermediary
particles are 12 squarks, 9 sleptons, 3 neutralinos, 2 charginos, a gluino, and 3 Higgs

particles:

°
[

Left and right squarks: #,d, §, ¢ b, T

Left and right electron, muon, tau: é~, g, 7~

Left neutrinos: V,r, Vur, V7L

Neutralinos: 3, ¥5, 9

Charginos: x{’, x5

* Gluino: g

Higgs: H°/HY, A°/H?, H*

However, the signature of the event is always two delayed photons, regardless of
the neutralino origin — the delayed photons are a model independent signature.
Thus, the search for SUSY neutralino events focuses on identification of events with
displaced and delayed photons. Since the photons are time delayed and approach
the ECAL with a unique angle, they provide a distinct event signature.

3.3 Neutralino Model Backgrounds

As in any search, the backgrounds must be considered. “Backgrounds” refers to
the numerous SM events and pileup that occur from the interactions in a proton-
proton beam crossing. Many of the pileup interactions are “soft” interactions that
are already understood and do not contain new physics [13] — however, they still
hadronize and create jets that are observed by the detector. This can make identifying
signal events difficult, as the contributions to the overall detector response are

primarily from background events.

For the search for long-lived neutralinos decaying to gravitinos and photons, the

main background sources are QCD (quantum chromodynamics) and y + jets events
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(also a QCD process). The QCD events can have jets that are reconstructed similar
to photons, so these are fake photons from mis-measurement. The y + jets produces
prompt photons, while the dark matter model produces delayed photons. The two
types of background (QCD and y + jets) and the signal (neutralino) events are
simulated with Monte Carlo methods. Using the simulated events, the detector
information about the energy deposit, photon momentum, and shower shape are
plotted for these three models to understand how the background and signal events

can be distinguished.

The v + jets and QCD simulation events were produced in HT bins (scalar sum
of transverse momentum) to ensure that there are enough statistics for the analysis.
Higher momentum bins are less likely to be produced, but producing the events in

bins and then weighting the samples provides sufficient statistics for the analysis.

3.4 Photon Variables

A related CMS Run 1 analysis [11] focused the photon identification on the photon
incident angle and elliptical energy spread in the ECAL. Since the signal photons
are not from the primary collision vertex, they are expected to have a broader energy
spread and a larger incidence angle as compared to standard photons. However, there
are a number of variables that the Run 1 analysis did not consider, so these additional

pieces of information from the detector are considered here. These variables are:

Smajor: the semi-major axis of the elliptical ECAL energy deposit of a photon
* Sminor: the semi-minor axis of the elliptical ECAL energy deposit of a photon
* Oipin: measures the width of the shower in the 7 direction

* HoverE: the ratio of the hadronic energy to the electromagnetic energy de-

posited in the calorimeters per photon

. p;h: the sum of the transverse momentum of the charged hadrons, given by

particle flow

* Ej:: the sum of the transverse energy of the neutral hadrons, given by particle

flow

. E}y : the sum of the transverse energy of the photons from an event, given by

particle flow
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* R9: the ratio of energy deposited in a 3 X 3 crystal square around a the

photon seed crystal in the ECAL to the energy deposited in the larger ECAL

supercluster

* Yisolation (pholecalPFClusterlso): the cluster isolation of the shower in the

ECAL, given by particle flow

* p7" (pholtrkSumPtHollowConeDRO3): the sum of the transverse momen-

tum of particles in a given cone within the tracker (before ECAL)

and their distributions for GMSB, y + jets, and QCD events are plotted in Figure

B.1
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decay model, with a neutralino mass of 358 GeV (A=250 TeV) and a lifetime of
ct = 200 cm. All plots have a log y scale, and the areas under the curves are

normalized to 1.
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In addition, the change in these distributions with different neutralino masses and
lifetimes is reasonably small — with changing mass and lifetime, approximately the

same distribution is seen for the GMSB signal events. This is shown in Figure[3.2]

Siajor fOr delayed photons, varying lifetime S, for delayed photons, varying lifetime Photon E_t for delayed photons, varying lifetimes

Type of Photon
— GMSB_50cm
— GMSB_200cm

o Type of Photon
E —— GMSB_50cm
— GMSB_200cm

Type of Photon
— GMSB_50cm
— GMSB_200cm

ormalized to 1)

(@) Spajor with two lifetimes (b) S,inor With two lifetimes (©) E; with two lifetimes

S fOT delayed photons, varying masses Sy fOF delayed photons, varying masses Photon E_t for delayed photons, varying masses

F Type of Photon
10 — GMSB_150TeV.
E — GMSB_250Tev

107 Type of Photon
£ — GMSB_150TeV
—— GMSB_250TeV.

Type of Photon
—— GMSB_150TeV.
— GMSB_250Tev

(d) Synajor With two masses (e) S,ninor With two masses €3) E; with two masses

Figure 3.2: Three of the photon ID variables shown with different neutralino life-
times and masses. The two neutralino lifetimes are ¢t = 50 cm and ¢t = 200 cm
(1.7 and 6.7 ns), and the two neutralino masses plotted are 212 and 358 GeV (150
and 250 SUSY A scale). These are representative of the other variables, where little
change in the ID variable distribution is seen with a change in the lifetime of mass.

3.5 Photon Identification

Particularly, we focus on features that can discriminate between the signal photons
(resulting from neutralino decay) and the background photons (from QCD and y
+ jets). However, from the plots of potential photon ID variables on signal and
background samples in Figure [3.1] there is not a clear discrimination between the
two. Therefore, with the current detector reconstructions and the results from these
plots, there are not clear optimal cuts to discriminate between neutralino signals
and backgrounds. In order to better optimize the selection cuts for discriminating

between the background and signal events, a Boosted Decision Tree is used.
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Chapter 4

PHOTON IDENTIFICATION USING BOOSTED DECISION
TREES

A Boosted Decision Tree (BDT) is a machine learning algorithm for classification
problems, using an ensemble of decision trees [35]. A BDT is investigated here for

delayed photon event identification.

4.1 Boosted Decision Trees

A decision tree is a flowchart of the event classification and gives final predictions
based on the outcomes of each decision on the input variables. A variable is an
event level feature, and every event has numerical values for each variable. Specific
variables are selected as inputs to the BDT, and these are used in the classification
process. Decision trees are often represented as a set of “if-then” rules indicating
how an individual event will be classified [36]. Each node or branch point in the
tree (indicated by circles in Figure [4.T)) is determined from selections on an input
variable to the tree. The decisions are based on if a given variable of an input event
is larger or smaller than the decision value at the node. Decision trees are generally
constructed top down, starting with a node for the attribute that is found to be most
effective at distinguishing the training data [36]]. Similarly, an event is classified
starting at the initial node of the tree, and then proceeds by following the branches
corresponding to the decision made at each node [36]. The final outcome of the tree

is the probability that an event is part of the signal.

The BDT relies on an ensemble of diverse and accurate classifiers (multiple decision
trees). This allows the machine learning method to be highly accurate since the
individual decisions of each classifier are weighted in the final result [37]. The
ensemble classification method has been shown to have significant improvement in

prediction accuracy over regular decision tree models [38]].

The BDT is an example of a boosted classification algorithm: it generates a sequence
of decision trees, each dependent on the previous ones. The BDT is a type of
Adaboost algorithm, where weights on the training data set are adjusted to improve

the classification of events initially misclassified in the first decision tree [37].

BDTs are a type of supervised learning, since the input is labeled data sets [39]. The
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Figure 4.1: Example of a decision tree. Each node is labeled with the decision (cut
on a variable) being made.

purpose of a BDT is to create a model that predicts an outcome given input data,
and this prediction is based on parameters learned from the input variables. This is
done by optimizing an objective function that estimates the ability of the model to
correctly predict the outcome of the training data. The objective function is defined
as:

obj(8) = L(6) + Q(0) [39] 4.1

L(0) represents the loss function that is minimized, similar to minimizing an entropy
[39]. The loss function is often the mean squared error between the correct output
and the predicted output, Y.(y; — $;)* [39]. Q(@) is a regularization term, with
penalties for large numbers of nodes or highly oscillatory weights (the real number
output on each leaf). Regularization is used to limit over-training, which is when the
model fits too precisely to the input training data, and is therefore a bad estimator of
the outcome of other input data. Preventing over-training is done by re-sampling the
data and limiting the depth and number of nodes — which makes the performance

of the classifier worse on the training data, but better on test data.

The BDT creates multiple trees and each tree re-samples the data and variables. The

results of each tree are added in decreasing importance, weighted by a < 1:

f(x) = folx) + afi(x) + @ fo(x) + -+ (4.2)
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This is called an ensemble model, and for the final classification result the pre-
dictions of the individual trees are summed (weighting controlling their relative
contributions) [39]. This means the objective function being maximized becomes a

sum as well:
n K
obj(0) = > Ly $) + ) Q(fi) [39) (4.3)
i k=1

where J; is the prediction given input x;, and y; is the true outcome (labeled from the
input training data). n is the number of input events, so the loss function is summed
over all events. K is the number of trees, and f; is a function of the space of all

classification trees. The regularization term is summed over all decision trees [39].

Each tree outputs a real number on every leaf, which is converted to a probability
of the input event being signal. This is done by using a logistic function to map the
real line onto the interval 0 — 1, which can now be interpreted as a probability.
The logistic function, or sigmoid curve, is:
L
fx) = P (4.4)

where xg is the midpoint, L is the maximum value, and k is the steepness [40].

Essentially, the Boosted Decision Tree combines weak variables (the variables
plotted in Figure [3.T)) into an aggregate strong selection created from a combination

of input variables.

Receiver Operating Characteristic Curves

From the performance of the testing data on the BDT algorithm, a ROC (Receiver
Operating Characteristic) curve is made, and used to evaluate the discrimination
abilities of the algorithm between signal and background samples [41]]. On a ROC
curve, the true positive rate (signal acceptance) is plotted against the false positive
rate (background acceptance). In order to quantify BDT performance, the area under
the ROC curve is used as the figure of merit to evaluate the model performance [41]).
An integral of 1 corresponds to perfect signal and background discrimination, while
an integral of 0.5 is random event selection. For this analysis, the area under the
ROC curve is not explicitly calculated, but is used to qualitatively compare the
performance of BDT models.

True positives are when a positive event (signal) is correctly classified as positive; a
false positive is when the negative event (background) is classified as positive. Sim-

ilarly, true negatives are when a negative event (background) is correctly classified
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as negative; a false negative is when a positive event is classified as negative [41].

Then the true and false positive rates are (from [41]]):

. correctly classified positive events
true positive rate = — 4.5)
total positives

incorrectly classified negative events

false positive rate = 4.6)

total negatives

The ROC curve is the true positive vs. false positive rate, so depicts how much
incorrect classification must be accepted in order to achieve a higher correct clas-
sification. This means that x = y corresponds to random classification, and points

approaching (0, 1) have a higher true positive rate.

Each point on the ROC curve is found from signal and background distributions
over a discriminator. The discriminator ranges from O to 1, and is an aggregate
variable. As the cut on the discriminator value decreases from 1, the signal and
background acceptance on the ROC curve increases (higher x and y values). When
the discriminator value is at 0, all of the signal and background have been accepted
(top right corner of the ROC curve). If the discriminator distributions of signal
and background have little overlap, then a discriminator cut separates the signal and
background distributions well and the ROC curve is closer to the top left corner, as
shown in Figure §.6]

4.2 XGBoost

For this classification problem, the XGBoost package was used [42]]. XGBoost, or
Extreme Gradient Boosting, is a machine learning algorithm that minimizes a loss
function by updating the prediction using the negative gradient of the loss (called
steepest-descent). The algorithm for gradient boosting is described in detail in

Friedman’s paper Greedy Function Approximation: A Gradient Boosting Machine
[42].

For this research, 60% of the Monte Carlo data set is used to train the BDT, and
the remaining 40% is used to test the algorithm the BDT found to be optimal.
The train-test split is done to avoid over-training, where the algorithm trains too
specifically on a data set and focuses on statistical fluctuations that are too specific
for the broader data of interest. Additionally, the depth of the trees is set at 6, the
learning rate « is 0.3, and the number of trees is set to 100 (these are the default
values for XGBoost). The learning rate is a factor applied for each new tree added
in the model — meaning that each additional tree is less important in the overall
classification (Equation 4.2)).
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4.3 BDT for Photon Identification

The data sets are from QCD, y + jets, and the neutralino Monte Carlo simulations,

and each event is labeled according to which process it resulted from.

The BDT algorithms for photon selection are optimized to distinguish GMSB signal
photons from backgrounds (real photons from y + jets, or jet activity from QCD
recorded as photons). A two way BDT is used, meaning that the signal sample can
only be compared against one of the background samples at a time. The comparisons
performed are signal vs. QCD, signal vs. y + jets, and QCD vs. y + jets. In the case
of QCD vs. vy + jets, the QCD is considered background and y + jets is considered
signal. The signal sample (GMSB) is a neutralino to gravitino and photon decay,
with the mass of the neutralino set by the SUSY mass scale A = 250 TeV and the

lifetime as ¢t = 200 cm.

4.4 BDT Classification Results

The variables considered in the BDT are S,,qjors Sminors Oy, the hadronic to
electromagnetic energy ratio (HoverE), transverse momentum of charged hadrons
(p;h), transverse energy of neutral hadrons (E7), transverse energy of photons (E?ho),
and the energy deposit spread ratio R9 (variables plotted in Figure [3.1).

Some variables are calculated from Particle Flow, which is the data reconstruction
providing a complete global event description, using information from the ECAL,
HCAL, and trackers [[8]. Particle Flow uses basic information from all detector
layers of CMS to identify particles and reconstruct particle properties. This allows
for a holistic event reconstruction, and the combination of information from each

detector allows for accurate energy measurements.

As variables are added to the BDT, the discrimination abilities improve, as demon-
strated for QCD vs. y + jets in Figure 4.2l The increase in area under the ROC
curve indicates that the BDT is an effective method of combining weak selections
(the observables from the CMS detectors) into a strong aggregate selection. The

relative contributions of each variable to the model are plotted in Figure

The background (QCD and y + jets) samples are produced in bins according to the
transverse momentum in order to have adequate statistics in each bin. This is done
since higher transverse momentum bins have fewer events, but these regions of the
backgrounds are important, and this method insures there are enough events in all
bins. For the BDT, the background files for all bins are combined such that the

overall background can be separated from the signal.



ROC curve

oo 02 o8 10

o g
False Positive Rate

. . ch ho
(a) Variables: p", EI', EY
(all calculated from particle
flow)

Receiver operating characteristic example

ROC curve

[ 02 08 1o

04 06
False Positive Rate

(d) Variables: added S,,40r

w

;
206
&
Em

o

r
false Positive Rate

(b) Variables: added HoverE

Receiver operating characteristic example

00 02 0 06 08 10
False Positive Rate

(e) Variables: added S,inor

33

ROC curve

oo 02 o8 10

o g
False Positive Rate

(c) Variables: added o1y

Receiver operating characteristic example

ROC curve

[ 02 08 1o

04 06
False Positive Rate

(f) Variables: added R9

Figure 4.2: ROC curves for QCD vs. vy + jets discrimination, successively adding
more variables. As more variables are added, the discrimination abilities of the
BDT are improved, as seen by the increase in area under the ROC curve. Neutralino
mass is set as A = 250 TeV and the lifetime as ¢t = 200 cm.
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4.5 EGamma Cut Comparison (CMS 2016) and Data Analysis Comparison

The performance of the BDT is compared to the EGamma cut based photon ID
developed in 2016 by CMS, and also to the current delayed photons data analysis
(cut based photon ID). This is done in order to understand the improvement of the
BDT over the cut based selection methods. Cut based methods select delayed photon

events based on cuts on variables.

EGamma Comparison
First, the BDT is compared against the cuts developed for 2016[T|by CMS [43]]. This
was done for ECAL barrel photons, and the efficiency (number of QCD or y + jets

events passing the cuts / total events) of the selection cuts is plotted on the BDT in
Figure 4.4]

A table of the CMS developed cut based ID (referred to as EGamma cuts) is listed
in Table 4.1l

Background rejection Loose (83%) Medium (87 %) Tight (89%)
Hover E 0.0597 0.0396 0.0269

Tinin 0.01031 0.01022 0.00994

o corrected PF 1.295 0.441 0.202

charged hadron isolation

10.910 + 0.0148p;  2.725 +0.0148p;  0.264 + 0.0148p;
p corrected PF . 5 2 2
neutral hadron isolation +0.000017p; +0.000017p; +0.000017p;
3.630 + 0.0047p; 2.571 +0.0047p;  2.362 + 0.0047p;

p.corrected PF

photon isolation

p corrected neutral hadron (E) 6 6 6
Photon Sy,inor >0.3 >0.3 >0.3
Photon S;,;n0r <0.15 <0.15 <0.15

Table 4.1: Table of cuts for the CMS 2016 EGamma developed photon ID. PF refers
to Particle Flow, the reconstruction giving a global event description. Only the tight
cuts are used. These cuts are from [43]].

Current Data Analysis Comparison

Similar cuts have been developed for the current delayed photon cut based photon
ID data analysis. These cuts are also used to compare to the BDT performance
to discriminate between the delayed photons and the QCD or y + jets background.
The current delayed photon search cuts are listed in Table 4.2] and a performance

comparison is in Figure 4.4

Thttps://twiki.cern.ch/twiki/bin/view/CMS/CutBasedPhotonIdentificationRun2#Selection_implementation_details
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Variable Cut
p corrected photon isolation 0.0028 p; + 8

p corrected PF charged hadron isolation 0.0056 p; + 6
p corrected PF neutral hadron isolation  0.264 + 0.0148 p; + 0.000017 p,2

p corrected neutral hadron (E}) 6
Photon S,in0r >0.3
Photon Sin0r <0.15

Table 4.2: Table of cuts for the current cut based photon ID data analysis. PF refers
to Particle Flow, the reconstruction giving a global event description.

p Corrections
The p corrected variables in the EGamma and cut based photon ID have an energy
correction based on the energy density in the ECAL, which is correlated with pileup.

This correction is calculated with:

variable — p - EA

p corrected = Max ,0 4.7

photon p;

where EA is the effective area, and depends on the pseudorapidity 1. The effective
areas are listed in Table 4.3 with values from [43]. p is given by the variable
“fixedGridRhoFastjetAll” which is a measure of the median energy density in the
event, and is an energy/area with area in 7 — ¢ space. The photon p; is the measured

transverse momentum of the photon in the ECAL.

Pseudorapidity range EA charged hadrons EA neutral hadrons EA photons

In|<1.0 0.0360 0.0597 0.1210
1.0<|n|<1.479 0.0377 0.0807 0.1107
1.479<|7]<2.0 0.0306 0.0629 0.0699
2.0 <|n| <22 0.0283 0.0197 0.1056
2.2<|n <23 0.0254 0.0184 0.1457
23 <|n| < 2.4 0.0217 0.0284 0.1719

In| > 2.4 0.0167 0.0591 0.1998

Table 4.3: Table of effective area (EA) for hadrons and photons, based on the n
value of the particle. These effective area values are from [43]].

The cuts in Tables 4.2 and {4.1] are used to compare the cut based and BDT photon

identification, based on the signal and background rejections of each. Results are
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shown in Figure [4.4] using the “tight” EGamma cuts. The BDT separates signal
and background with a higher efficiency than either the EGamma cuts or the cut
based photon ID, as the cut based points are inside the ROC curves. The cut based
IDs perform considerably worse on GMSB vs. y + jets since they are optimized to
distinguish between QCD and y + jets events. The improved photon identification
by the BDT indicates that the BDT is better able to distinguish between the signal

and backgrounds than the cut based selections.

ROC - GMSB vs. 7y + Jets ROC - v + Jets vs. QCD
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Background (false positives) Background (false positives)
(a) ROC curve for GMSB vs. vy + jets. (b) ROC curve for y + jets vs. QCD.

Figure 4.4: These ROC curves show point comparisons to the current analysis
and EGamma cuts. There is no ECAL timing information (just the seven initial
variables) so a direct comparison can be made. In both cases, the BDT performs
better than the cut based ID, as the cut based results fall within the ROC curve. The
cuts without S,,,;,,, are used here.

4.6 ECAL Timing Impact
The importance of ECAL timing information in the BDT is investigated by compar-
ing the ROC curve from a BDT with the ECAL timing included and one without

timing information. Both BDTs have the same seven initial variables:

* Yisolation (pholecalPFClusterlso): the cluster isolation of the shower in the

ECAL, given by particle flow

* p7”"¢ (pholtrkSumPtHollowConeDRO3): the sum of the transverse momen-

tum of particles in a given cone within the tracker (before ECAL)

. p%h: the sum of the transverse energy of the charged hadrons, given by particle

flow
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* o1y measures the width of the shower in the 7 direction

* Smajor: the semi-major axis of the elliptical ECAL energy deposit of a photon

Sminor: the semi-minor axis of the elliptical ECAL energy deposit of a photon

R9: the ratio of energy deposited in a 3 X 3 crystal square around a the
photon seed crystal in the ECAL to the energy deposited in the larger ECAL

supercluster

Significant improvement is seen when the ECAL timing information is added to the
BDT, as shown in Figure 4.5]

The performance of the GMSB vs. QCD discrimination is significantly better than
the GMSB vs. y + jets in Figure 4.5] This is likely due to the shower shape being a
very helpful distinguishing feature in comparing GSMB and QCD, which depends
on the cluster isolation and R9 (shower shape distribution). The importance of these
variables is seen in the relative importance graph in Figure 4.5¢. For GMSB vs.
QCD separation, the variables rated as being important are: pholecalPFClusterlso
(1), pholtrkSumPtHollowConeDRO3 (2), R9 (7), and ECAL timing (8). The cluster
isolation, cone momentum sum, and energy ratio give information about the shower
distribution and energy, which is a more important distinguishing feature for QCD
than for y + jets. However, timing information makes a larger relative contribution
to the performance of the GMSB vs. y + jets BDT, due to this BDT primarily

distinguishing between prompt and delayed photons.

4.7 BDT Model Capabilities

I next investigated the ability of a model that was trained on separating GMSB and
QCD to distinguish between GMSB and y + jets. This is useful, because if the
initial model performs well on also discriminating y + jets from the signal, then
a single model can be used to separate the GMSB signal from both backgrounds.
Another approach to this would be to train a model on GMSB vs. QCD, and
then train a separate model on the remaining GMSB vs. y + jets, though this is a
more complicated approach (partly due to splitting the simulation data into multiple
training and testing sets for the two models to avoid biasing the BDT). See Appendix

[D]for a more in depth discussion of the reason for this requirement.

For each event, the BDT outputs a discriminator variable between 0 and 1, with

higher numbers indicating that the event is more signal-like. The events in the various
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(a) Relative importance plot for GMSB vs y + jets. (b) ROC curve for GMSB vs y + jets.
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Figure 4.5: ROC curves and relative importance plots for GMSB vs. QCD and
GMSB vs. y + jets. The order of variables in the relative importance plot is:
pholecalPFClusterlso, pholtrkSumPtHollowConeDRO3, p%., ory1ys Smajors Sminors
R9, and ECAL photon timing. Both ROC curves are done for a neutralino model
with lifetime of ¢t = 200 cm and SUSY scale of A = 250 TeV. These plots show the
large improvement by adding ECAL timing information — this is rated as one of
the most important variables and significant improvement in the BDT is seen with
the addition of ECAL timing. ECAL timing was not considered in Figures 4.2 .4]

or@
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signal and background dataset have different distributions over the discriminator, as
can be seen in Figure 4.6 with the different colors indicating a different event type.
When a value of the discriminator is selected, a number of signal and background
events will have higher discriminator values. As the cut on the discriminator
decreases, more signal and background events are included (higher acceptance for
both). Ideally, the distributions of signal and background over the discriminator
would have very little overlap such that a discriminator value could be chosen to

separate signal and background nearly perfectly.

The percentage of signal and background events passing the discriminator cut is
plotted as the ROC curve (background vs. signal). As the cut on the discriminator
is moved from 1 to 0, the acceptance of signal and background increases (going
upwards and right on the ROC curve). This is shown in Figure #.6] The initial
large slope of the ROC curve is due to the GMSB event distribution cluster near

discriminator values of 1.

In order to test the performance of a model (in this case, GMSB vs. QCD) on the
separation of another type of background (in this case, y + jets), the efficiency of
the new background at various discriminator values is needed. This is obtained by
loading the previously trained BDT model and running the new background through
the model. Then the efficiencies at all discriminator values are obtained for the
signal and two backgrounds, which is the information needed to create ROC curves

for all signal and background comparisons, shown in Figure [4.8]

When the GMSB vs. QCD model is used to separate GMSB vs. vy + jets, the model
initially performs well in the region where the GSMB discriminator distribution
looks significantly different than y + jets. The ROC curve and discriminator dis-
tribution are shown in Figure Since part of the distribution of y + jets looks
similar to that of GMSB (near discriminator values of 1), and part looks similar to
QCD (near discriminator values of 0), the model does not perform as well as it did
distinguishing GMSB from QCD in Figure 4.6

From the three distributions (GMSB, QCD, and y + jets) over the discriminator
variable, three ROC curves are made (GMSB vs. QCD, GMBS vs. y + jets, and y
+ jets vs. QCD). The performance of these ROC curves are compared to the current
cut based photon ID and the EGamma cuts (Tables|4.2land 4. ) by plotting the points
from the cut based analyses on the ROC curve plot. These comparisons are done
including the S0 variable cut, as this decreases the dominant QCD background.

In both cases, the ROC curve performs better than the cut based ID, as the points are
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Figure 4.6: The results for a model trained on GMSB vs. QCD. As the discriminator
cut moves from 1 to 0, initially more GMSB is accepted (leading to the rapid increase
in signal acceptance on the left of the ROC curve), and then closer to a discriminator
value of 0, the background acceptance rapidly increases. This demonstrates the
correspondence between the ROC curve (efficiencies of various discriminator cuts)
and the discriminator distribution.
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Figure 4.7: Results for a model trained on distinguishing GMSB vs. QCD. When
this model attempts to separate GMSB and vy + jets, it initially performs well (bottom
left of ROC curve), but as the discriminator value moves toward 0, the acceptance
of GMSB and vy + jets becomes more similar, and therefore the ROC curve tends
toward the 50-50 acceptance line. For the GMSB vs. y + jets plot, the signal
separation becomes much worse toward the top right. This is the region where low
momentum jets are reconstructed as photons. However, high momentum photons
are more likely to be from GMSB, and therefore the performance in the lower left
region is more relevant to the analysis.
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contained within the ROC curve. This indicates that the BDT has increased event
discrimination abilities as compared to either cut based selection. Table [4.4] gives

the cut efficiencies.

Note that in these BDT models, timing information is not used. This is in order to
make a fair comparison to the cut based analysis, which only implements the timing

information at the end.
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Figure 4.8: Results for a model trained on distinguishing GMSB vs. QCD. In
all cases, the BDT results from this model perform better at separating the events
as compared to the cut based IDs. This BDT is trained without ECAL timing
information in order to directly compare to the cut based IDs, which implement
timing information at the end, not during event selection. Cut based photon ID with
the Syinor requirement are used here.

I also investigated the ability of a model that was trained on separating GMSB and
v + jets to distinguish between GMSB and QCD. However, the ability of the model
to separate of GMSB vs. QCD was low. In this case, the cut based ID performs
better, and thus, the model initially trained on GMSB vs. QCD is a better model to

pursue for photon identification improvements.
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GMSB Photons and Jets QCD

Cut based photon ID 72.7% 85.6% 29.5%
EGamma cuts 68.9% 72.4% 11.5%
Cut based photon ID with Spinor 53.6% 68.6% 13.4%
EGamma cuts with Syinor 51.3% 58.2% 5.78%

Table 4.4: Table for the cut results (percentage of events passing) for the three types
of events and the four types of cuts. This corresponds to the information plotted in
Figure 4.8] Only the cuts with S,,inr are plotted, since these cuts have much better
QCD background rejection.

4.8 Neutralino Lifetime and Mass Comparisons

The analysis above has been performed for a GMSB model with a SUSY scale A
= 250 TeV, and a neutralino lifetime of ¢t = 200 cm. The A scale corresponds
to neutralino mass, given in Table d.5] However, very similar results are expected
for models trained on various masses and lifetimes, since the ROC curves follow
an expected pattern — for increasing lifetime, it is easier to separate GMSB vs.
background (until greater than ¢ = 200 cm where more neutralinos begin decaying
outside of the ECAL barrel); and for increasing neutralino mass, it is easier to
separate GMSB vs. background. ROC curves with various neutralino masses and
lifetimes are in Figure 4.9 Though the analysis is performed for a specific lifetime
and mass model to demonstrate the results, it is designed to be relatively model
independent, and is expected to perform similarly for a large range of lifetimes and
masses. This is supported by the observed abilities of BDTs to distinguish between

signal and background over a large range of masses and lifetimes.

A (TeV) 100 150 250 400
mgo (GeV) 139.4 212.1 357.5 576.4
mz (GeV) 837.8 1206.7 1915.9 2934.5

Table 4.5: Correspondence between SUSY theory cutoff mass and neutralino and
gluino masses.
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Chapter 5

PERFORMANCE COMPARISON TO CURRENT ANALYSIS

In order to compare the BDT performance to the current cut based analysis, the
photon ID of the current analysis will be replaced with a cut on the discriminator
from the BDT model. This work is currently in progress, and reported here is
a quantification of the improvement in event discrimination offered by the BDT

model. The improvement is tested with and without ECAL timing information.

The BDT trained on GMSB vs. QCD creates a model that other simulation data
files can be run through such that they have a discriminator value associated with
every event. A cut on the discriminator can be used for the photon identification. A
single discriminator cut gives the acceptances of the GMSB signal and both QCD

and vy + jets backgrounds.

5.1 Data Analysis Comparison
When simulation files are used in the BDT, they are skimmed such that only events
with leading photon pr > 0, photon n position in the ECAL barrel, and events

matching a Monte Carlo truth are considered. This is done with the cuts:

pholPt > 0 (5.1
|pholEta| < 1.479 (5.2)
pholisPromptPhoton == (5.3)

These same requirements will be put on the events used for data analysis comparison.

In order to compare the BDT performance to the cut based ID, a discriminator value
cut is used in place of the cut based ID (cut based IDs listed in Tables .2 and 4. 1).
From the values in Table [4.4] it is seen that the current cut based photon ID with
Sminor have an acceptance of 13.4% on QCD, 68.6% on y + jets, and 53.6% on
GMSB. There are three approaches to compare this performance to the BDT:

1. the GSMB signal acceptance is fixed at 53.6% and the reduction in QCD and

v + jets backgrounds are found

2. the background vy + jets acceptance is fixed at 68.6% and the affects on GMSB

and QCD acceptance are found
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3. the background QCD acceptance is fixed at 13.4% and the affects on GMSB

and y + jets acceptance are found

For the GMSB vs. QCD BDT model to reach the same acceptance on QCD, a
discriminator of 0.0093 is needed. Similarly, for the BDT model to reach the same
GMSB signal acceptance, a discriminator value of 0.668 is needed. For the BDT
to reach the same y acceptance (68.6%) as the cut based approach, a discriminator
value of 0.105 is needed. These values are shown in Table[5.1] for the BDT models

with and without ECAL timing information.

Using ECAL timing information in the BDT would mean the analysis strategy is
changed, while a similar analysis strategy could be used by implementing the BDT
without timing. However, to determine if this is a approach worth exploring, the
improvements offered by the BDT with ECAL timing are analyzed as well.

GMSB Photons and Jets QCDh

Cut based photon ID with Syiner  53.6% 68.6% 13.4%
Constant GMSB Signal:

No timing, disc = 0.668 53.6% 37.4% 0.26%
With timing, disc = 0.9578 53.6% 0.736% 0.00545%
No timing, disc = 0.105 77.1% 1.4%
With timing, disc = 0.05115 84.9% 1.5%
Constant QCD Background:

No timing, disc = 0.0093 89.3% 90.6% 13.4%
With timing, disc = 0.00635 90.5% 90.6% 13.4%

Table 5.1: Table of acceptances from current cut based photon ID and BDT with a
given discriminator for GMSB, photons + jets, and QCD. One discriminator value
is chosen to have a constant QCD value, one for a constant GMSB value, and one
for a constant y + jets. This is done for BDTs with and without ECAL timing
information.

From Table[5.1]it is seen that by maintaining the same GMSB acceptance of 53.6%,
the use of the BDT both with and without timing decreases the acceptance of both of
the backgrounds. All comparison calculations will be done with the constant GMSB
signal value of 53.6%, analyzing how significant the reduction in background is.
The constant y + jets background and QCD background results are presented in

Table [5.1] but are not used for the significance calculations.
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5.2 Significance of BDT Improvement

To quantify the improvement with the BDT model, the signal to background selection
significance is calculated. This is done by comparing the signal GMSB with the
background QCD and y + jets acceptances for cut based and BDTs (with and without

timing).

Under the assumption of a Poisson distribution, the fluctuation in an event bin is

equal to the square root of the number of events.

fluctuationy = VN 5.4

S
VB
where § is the difference from the background prediction to the observation with

To approximate the significance of a signal, the quantity o = is calculated,
signal (fluctuation), and B is the background (number of events). % is a signifi-
cance approximation in units of standard deviations from expected value. Then the

significance of improvement between two points is

S> VB

o _ 5 VB (5.5)
o1 VB, Si

However, since the comparison is done with constant GMSB signal (53.6% from

Table , then S| = 55, and this becomes g—f = %. The background B is given

by the number of background events, N, which is reduced by the use of the BDT.

o Np,

The background Np, is given by QCD and y + jets, so

Thus, this becomes

N, = Nocp + Ny+jers (5.7)

The background Np, is also the sum of QCD and y + jets, but these background
have been reduced by the improvements from the BDT demonstrated in Table

Thus, 0CD
2 Y2
+ Nyyiors— 5.8
QCDI y+]ets 71 ( )

where QCD; is the percentage of QCD passing the BDT selection, and QCD; is
the percentage of QCD passing the cut based photon ID. This is the same for y; and

N, = Nocp

v2 with the y + jets background. Therefore,

oy _ [N _ Nocp + Ny jers (5.9)
o\ Ns, A\ NoQCD n  m :
2 QCD oCD, + ytjetsy,
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For the backgrounds in the GMSB model, it is assumed that 70% of the background
is from QCD, and 30% is from vy + jets [44]]. Therefore,

Nocp = 0.7N, (5.10)
Nysjers = 0.3N3, (5.11)

Using this relationship and Equation [5.7)in Equation [5.9}

N 1
2 - QCDzBl v 0CD, 7 (5.12)
o 0.7Np, Sc5* +0.3Np, 12 0.75cp> +0.32

Using this, the significance of improvement between the cut based analysis and the
BDT performance can be calculated by comparing the amounts of QCD and y + jets
included by each method. This approach considers the effects of each background

on the overall improvement.

The results of the BDT models trained on GMSB vs. QCD with and without ECAL
timing information are shown in Figure [5.1] with the performance comparisons to
the cut based IDs indicated as points. For the BDT comparison to the current cut
based photon ID analysis, values from Table @ are used, and only the comparison

with constant GMSB signal is done.

Improvement without ECAL Timing

When no ECAL timing is used, the BDT performance can be directly compared to
the cut based ID performance, as the cut based does not use ECAL timing. This
significance comparison is done using the data points from the ROC curve compared

to the signal and background acceptance from the cut based photon ID.

First the BDT without ECAL timing information is considered. With a constant
GMSB signal value of 53.6%, the BDT accepts 37.4% of the y + jets and 0.26% of
the QCD. This is compared to the 68.6% and 13.4%, respectively, accepted with the

cut based approach. Therefore, the improvement is

1
92 _ \/ =2.38 oy = 2.380 (5.13)

0.26 374

g1
The significance improvement with BDT model is by a factor of 2.38 for fixed GMSB
signal, considering both backgrounds. This provides a significant improvement over
the cut based ID. Therefore, for the data analysis comparison, the current photon ID

will be replaced with a discriminator cut of

disc > 0.668 (5.14)
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