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AN ELECTRONIC DIGITAL POLYNOMIAL
ROOT EXTRACTOR

ABSTRACT

Many mathematical techniques exist for factoring algebraic
polynomials., Most réquire mach computation and progremming and are
practical methods only with large machine computers. A special purpose
electronic digital computer designed to factor polynomials of high
degree is described. The mathematical method is an adspbtation of a

Taylor serial approximation used to connect the problem and its formu-

lation with a specigl machine implementgtion. The computer uses a
small rotating magnetic drum, about 200 germanium diodes, and 20 logical
flip-flops., Unique features of the system sre the simple algebraic
logical aesign technigues gnd the ease of programming. The result is

a small, simple, and useful computer.
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I. INTRODUCTION

The advent of the large scale digital computer has resulted in a
general emphasis on numerical methods., This emphasis has led to many
applications of digital techniques to problems having special character-
istics; computers designed to cgpitalize on these characteristics can
obtain soiutions rapidly and with considerable savings in computing
equipment. Reductions in preparation and programming time cén result
fromlmachines designed to handle problems appearing repeatedly in
practice, |

In scientific computations, one universally belabored problem is

that of factoring algebraic polynomisls 1,2,3.

h‘) 5)6} 7)8J9710

Many analog devices
and many mathematical methods 11,12,13,14,15,16,17,18
have been developed to solve this problem. A special purpose computer
hes been designed and constructed at the California Institute of
Technology to reduce the programming and scheduling delays invoived in
placing polynomials in large scale machines. Othér reasons for its
constrﬁction were the development of new computer techniques and the
desire for a machine having more versatility and accuracy than any of
the devices now available, |

This computer is designed to handle polynomisls up to fhe 16'th
degree, Operating in the binary number system, it requires 20 flip-flops
and agpproximately 200 germanium diodes. The operating memory is one
circulating register with one clock channel on a small magnetic drum,
Ihput is bit by bit using a pair of switches, and output is visual on

an oscilloscope. The only modifications necessafy to extend this to

higher degree polynomials would be a larger drum or a higher pulse



density. The computer obtains the complex roots of polynomials having
regl or complex coefficients with an accuracy of approximately six

decimal digits. Solution times average about eight seconds per root,



IT. PRINCIPLE OF OPERATION

The general method is that of evaluating a polynomial in the complex
domain. The computer is designed to:
l) Evaluate the polynomial for successive increments
in its complex argument, and
"2} Select the complex increment that always decreases
the absolute vaglue of the polynomisal.
A brief description is given of the problem preparation requirements and
of the numerical accuracies attainable,

A. Mathematical Techniques

The computer generates values of the polynomial by repeated steps

_ +
of 8 in its complex argument. Before each step the value: A= _: 5 is
. A=13s
chosen such that the step will diminish the absolute value of the

polynomial, In this fashion the argument is modified as the computer
assumes the direct path to the nearest rooct. When it réaéhes a minimum
value for the polynomial, the normgl A selection causes the computer to
encircle the point of minimum absolute value.

The single memory channel contains 21 word positions. " The real and
imaginary components of the pblynomial are in the first word; in each of
the following 18 words is located the corresponding derivative of the
polynomigl, This notation is shown in Figure 1.

These derivatives, evaluated at some convenient point such as the
origin, comprise the initial input data. The computational principle is

to evaluate each derivative at an incremental distance A away from the

initial coordinate., The computational principle is shown in Figure 2.
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This approximation is the first term of a Taylor series expansion of
the polynomial. All derivatives are recomputed for each step A using
this principle, |

For the initial rcot location an improved approximation formuls is
used with a lafger value of 8., Higher order terms could be teken from
the Taylor series, but a more elegant technique is to use part of each

newly computed derivative:

£(z +A) = £ (z) + 5 Af' (z) + 5 Ar’ (z +1) (3)
The (m - 1)°% derivative is computed:
£ p) < £y L L ae®) (5) 4 1 Al (5 4p) (1)

Repeated approximations permit the computer to evaluate its polynomial
for any complex argument. Coupled with the direction decision elements,
the computer follows the shortest path to the nearest zero of the poly-
nomial. |

Several slternatives exist for finding all n roots, The method used
is to continue the normal computation cycle but to force a desired A
selection, The operator chooses the direction in which he wishes %o look
for roots and forces the computer to move in that direction. Released,
the computer seeks the nearest root. Complex conjugate roots can be
eliminated immediately.

B. Direction Decision

Considering the simplified approximation formula, the real and

imaginary components for each step are found:



£(z) ® u(z) + jv(z) £1(z) ® u'(z) + jv'(z)
ForA='-+-$-: For Auijs'z
u(z +48) = u(z) L8u'(z) w(z +4) = u(z) ¥ 8v'(z) (5)
2
v(z +8) = v(z)  §v'(z) Wz +8) = v(z) * §u'(z)

The coefficient of 8 ie selected in such a manner that the
abéolute value of both the real and the imaginary parts of f(z +A)
would be diminished for an arbitrarily small § . When thé computer
is encircling a root, each step A required by general rules may
increase the absolute value of either coefficient. This o§eréhoot
is due to the fixed value of §.

The direction control elements prescribe a sequence of steps
which lead the computer to the vicinity of the dominant root. The
computer encircles this region under the normal computational
control of the direction decision elements until the opargtor

forces the computer to move from the root.

Ce Problem Preparation

There are two restrictions placed on the polynomial. It is
necessary to convert the coefficients tolbinary nunbera and to limit &ll
numbere to absolute values less than é-. - There are 29 asignificant
binary places available for the real and imaginary components of each

derivative. Numbers are absolute value with sign when pos.tive and zero's



complements with sign when negative. A zero in the sign position denotes
a positive number, and a one denotes a negative number. The arrangement

of the digits in each word is shown symbolically in Figure 3.

2 blank bits imaginary

2 sign bits real
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To insure that |z|4-& for all roots, it is necessary to compute
the radiue of the contour of the z plane which encloses all n zeros of

the polynomial,

R >

-33—‘ -1 (6)
an

where - |ak‘ is the largest coefficient in the polynomial, A new
argument 1s defined:
z

s (7)

which transforms the polynomial into:

flw) = a (R)V W + .+ a, R) w + a (8)

o.
The computer obtains the roots of (8), The roots of the original poly-
nomial are found using (7), To insure that the absolute value of the n

derivatives never excesds %, it is necessary to divide f(w) by the

1argest'coefficient in (8),

Flw) = £(w) | (9)
2'(23)1 8; n!
= AW o4 Lt AW o+ A _ (o)
Here i is the index of the largest coefficient in (8),

These computations must be done manually before inserting the
derivatives into the computer, This is done to retain the computational
simplicity of the computer, No multiplications or divisions are
provided internally,



D. Accuracy
Each step in the spproximation of the function snd its deriva=-
tives has a truncation error.
n i .
. i
e- = AL -e) e (a) (12)

i=m+3%

This is the error in the approximation to the m'th derivative. The error

in the function itself is of the order of:

3

Two values of & are used: 20 gnd 27°° , The computation sequence

is to locate the root with the larger and refine it with the smaller 8.

With the coarse & , the truncation error at each step is of the order of

2"3LF . The total error in 20 steps is Q_EA . The root is refined using
approximation (2) with 8§ = 2-20 . 1In 210 steps this produces an error of
22

Round-off errors msy propagsate to the 21'st binary position in 210
steps so that the polynomial, its derivatives, and the value of z may be
considered accurate to the 20'th binary place. The smallest increments

in z are & = 2'20.

To obtain full accuracy for all roots, it is necessary to normalize
by (7) and locate the roots approximately., Full significance is obtained
for the smaller roots by renormalizing the polynomiasl to an R just greater

than the modulus of the desired root.
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III. TLOGICAL DESIGN

The computer has three modes of operation:
A, Inmput
B. Computation with 8 = 2710 or § = 2=2°
C. Direction Decision
The operational aspects of these modes have been desecribed. This section
presents the detailed logical design and the techniques by which these
operational functions are achieved.

In order to understand these functions it is helpful to consider
some of the internal features of the computer. The specific functional
operations of the computer are described in terms of Boolean equations,
There are many possible formulations for each of these operations. For
brevity and clarity, only the final formulation is presented along with
the reasoning associated with its derivation.

The design process for this computer is carried out in the following
sequence. The initial study indicates the general mathematical approach
and the probable engineering solution for the problem., In the present
case it is desired to obtain the roots of algebraic volynomials. A
rotating magnetic drum, electronic vacuum tubes, and germanium diodes
constitute the engineering tools available for this high speed digital
computer. The logical design of such a machine is based on the mathemati=
cal description of the properties of these components.

The active elements of most modern high speed digital computers have

some form of power amplification and some memory properties. The
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particular active device chosen for this computer is a bistable vacuum
tube circuit generally called a flip-flop. In order to design computer
circults to operate with this basic element, it is convenient to describe
the behavior of the flip-flop in mathematical terms.

Two types of these bistable elements are used., Each has essentially
the seme engineering features, but has distinet logical behavior. One
type of flip-flop has s single input terminsl, while the second type has
two input terminals. Both types of flip-Tlop operate on the input signals
by intreoducing a time delay. Time in this computer is measured in terms
of a reference clock time generated from an auxilisry channel on the mag-
netic drum. Pulses sre formed from the signals read from the clock
channel; these clock pulses are used to actuate simultaneously all the
flip-flops in the computer. All of the computer operations are synchro-
nized by these clock pulses.

Information in the coumputer is handled in terms of the high and low
voltage states of the flip-flops. A high voltasge state ig generslly re-
ferred to as a 1, and a low voltage state is called a 0. During any one
clock pulse interval a flip-flop may assume either state, Since either a
binary digit 1 or O appears on the flip-flop during this clock interval,
it is convenient to refer to a clock pulse interval as a bit bime.

All nurbers processed in the computer are handled in time seguence.
In computer terminology, this machine is a serial, binary, special purpose,
magnetic drum computer. This means that the binary numbers of each word
appear sequentially on eny specified flip-flop. These numbers, represented
by voltage states, are set into one set of flip-flops whiéh read the

signagls from the drum surface. Another set of flip-flops performs
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arithmetic operations on these numbers and places the numbers back on
the drum surface in the form of small regions magnetized in one direction
or the other.

To facilitate bqth the description and the mathematical derivation
of the computer'operation, the two types of flip-flops are described in

Table I.

TABIE I

Flip-Flop T;uth Table

Type 1 - Two Input Type 2 - One Input

JQn KQn Qn+l Qn+l JQn Qn+l a:.r1+l
0] 0 Qn Qn 0 0 -1

1 0 1 0 ' 1 1 0

The inputs to flip-flop § are designated as Jg or KQ. Theée inputs are
formed with germanium diode gates, and the input signals may be complex
functions derived from the output signals of other flip~-flops., The sub-
scripts n and n+l denote the clock pulse intervals during which the input
and its corresponding output occur. The bar above the letter § denotes
the complement of whatever signal the flip-flop @ contains. Each flip-

flop has two outputs, ¢ and §. These signals are the opposite of each
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other; Q high means § is low, and @ low means § is high.
In the design process it is the input equations to each flip-flop
in the computer which must be specified. Each flip-flop is sssigned a cer-
tain designation; the input eguations for this flip-flop are specified
by placing a J or a K in front of the letter and number identifying the
particular flip-flop, The input equation itself is derived in terms of
the two logical concepts, algebraic union and intersection. These two
opergtions are respectively designsted with a plus sign: + and a dot: ° .
In computer terminology, the germanium diode circuit performing the union
operations is called an or gate., The diode circuit performing the inter-
section operation is called an and gate.
A Input
There are two timing operations which must be considered in order
to understand the input operaetions, Phase and timing signals must be
supplied to orient the computer contents into s recognizable sequence.
These signals and the method of their derivation will be described before
attempting the characterization of the input operations, -
1. Generagl Timing Signals:

The use of a single circulating register on the drum precludes
the use of an origin pulse, Unless the register is a full drum circum-~
ference in length, it is necessary to provide signals which ideﬁtify each
word position and which do not depend on a particular drum location for
their presence. The drum is divided into 21 word positions. Rach word
contains 62 bits and it is separated from the next word by two blank bits.

Timing signals are necessary to identify the blank bits snd the sign bits
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of each word. In addition, the numericsl operations of the computer
require two other forms of timing signals. The word contents sre bi=-
plexed so that it is necessary to provide a timing signal to distinguish
the two biplexed components. Also, there must exist a timing siénal
during the word time. This timing signal is used in conjunction with
the multiplication of the higher order derivatives by 1/2 8; This mul-
tiplication is done by shifting the appropriate reading heads; and hence
there must exist timing signals to identify portions of each shifted
word.,

This timing function is obtained from the clock channel. This
channel is derived from the uniformly divided channel by occasionally
omitting a single pulse, The clock channel thus has the appearance of
Figure 4. Using the letter P to designate that voltage state existing
when no pulse appears on the clock channel, one may derive a sét of
Boolean equétions describing a counter which automatically orients itself
to the proper configuration with respect to the clock channel. 1In Figure
5 the complete contents of a single word are shown in conjunction with
the three timing signals generated by the flip-flops Ql, Q2, Q3. During
all 21 word times required during a single drum revolution these identi-

cal signals appear.
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These timing signals have the following significance:

T3 = Blank bit times.
Th = & - shifted blocking signsal.
T5 = 8ign bit times.

The use of Th is simply that of preventing undesired bits from being
read into the computer from the shifted reading heads HZ2 or EB and H6
during that part of the word time when these heads read bits from the
following word. These timing signals are derived from the flip-flops
of the counter,

T3 = Q2 Q3

T = Q1 (12)

T5 = QL Q2 @3
In deriving the input logic to Ql, Q2, Q3%, it is necessary to consider
the following effects. The odd-even timing within the word diétinguish-
ing the real and imaginary components is generaﬂed by the flip-flop B.
During those times when a resl bit 1s being read by Hl, the signal B=l;
when an imaginary bit is being read by Hl, B=O. Thus B and P occur at
corresponding times. B is synchronized by writing.the input equations:

JB=C P
L P

KB =Gy
Here CP designates the clock pulse derived from the general clock pulse
generator,
Two switches control the value of & by which the computer is mul-
tiplying its higher order derivatives.

S1 = Fine delta: 5=2
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53 = Coarse delta: 5=2
Tt is necessary to change the timing signal TL to accommodate this change
in & .

Two requirementé are placed on the basic counter, First it must
synchronize itself to give the T3, Th, T5 pattern regardlesg of the ini-
tigl configuration. Second, it is desirable to have Th consisﬁ of a
single flip-flop signal., This is due to the heavy load of both and and
or gate signals supplied by Th, A third requirement is that of chenging
from the fine and coarse & sequences under the control of a switch., With

these conditions, a set of logical eguations may be derived,

JQL=P@RQ3 (51 +¢L) +P Q383 +B PR B
KQL =P @2

Jg2 = P QL

K2 = FQlL + P Q3

Jo3 = P QL @@

KQ3 = P Q2 + B P @2

The terms on JQL and K3 involving B are used to synchronize the count
sequence with that desired, if the initial conditions on @1, Q2, Q3 are
such that the counter would otherwise present the wrong timing signals
during the wvarious portions of each word.

In the equations gbove, Pl is a phase signal which is 1 during the
input phase or during any part of a computabion phase when it is desired

to circulate the memory contents without modification.
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2. Phase Control:

Three flip-flops, 1, ¢¥2, #3 are used to indicate particu-
lar word positions within the memory channel. The Input information for
these flip-flops consists of marker bits placed in the blank oit posi~-
tions indicated_by T3. These marker bits are inserted when the machine
is placed in the Operate condition by switch Sh. |

Two fixed and one movable marker exist. The fixed markers
appear in the first blank bit preceding the words containing £f(z) and z.
They appear on Ml, the flip~flop reading Hl, during the time interval
T3 B. The movable marker may be placed in the second bit position T3 B,
preceding any of the words in the memory channel. This movable marker is
used for input purposes where it is desired to operate on the word_
following the marker.

The fixed merkers are referred to as ml bits; the-movable
marker is called m2, ml appears during time T3 B on Ml and during time
T3 B on the writing flip-flop MT.

The functions of the three phase control flip-flops are
simple:

¢l: This flip-flop distinguishes between recirculation

of the memory and computation. During most of the
input mode, ¢1 = 1; during most of the computation
mode, @1 = O,

¢2, @%: These flip-flops generate phasing signals independent
of $1, This is necessary in order to synchronize

circulaticn and computation during those intervals
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when the computer is being switched from
one mede to another,

The functional behavior of the phase control may be tabulated as follows:

il g2 3 Function:
0 0 o Normal Computation
0 1 0 That word time during which £(z)

is being read from ML, Refer to
Figure 6.

1 0 1 Recirculation. This is the word
holding A, and it is not necessary
to 8dd anything into this word,

0 1 1 Normal Computation. This is the
word containing z.

1 0 1 Recirculation. This word contains
the value of £"(z).

0 0 G Normal Computation.

g2 and @3 constitute a counter which is continually counting. The sequence
is independent of the mode of operation of the computer, The input equa-

tions may be written:

J@2 = T3 B M7
K@2 = T3 B W7
(1ha)
J@3 = T3 B ¢2
K@3 = T3 B g1 M7
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The operation of ¢l is more complex, A five position shorting switch

is used to control the mode changes.

S1 = Fine 5§ compubationsal mede
81 = Intermediate position

82 = Input mode
83" = Intermediate position

53 = Coarse B computational mode

The five position switch makes it possible to electrically separate the
logical gates used during these separate modes. However, it is necessary
to indicate to the computer that a mode change 1s gbout to occur. The
two intermediate switch positions meke this electrical separation possible.
By using all shorting connections, it is possible to isolate the
gates having (S1 or 83) or S2 controlling their operation. When the
switch is moved from a compute mode, however, contact is made with the
intermediate position before the computing contact is broken, With this
mutual contact, it is possible to set the phasing control ¢l to 1, which
commands recirculation as soon as the origin is regched, Thus partiel
computations are prevented, and the logical gates may be considered

separate entities.

]

JPL = T3 B @2

(14B)

KfL = (ST 752 +557) S84, + S8 54 + @2 ¢3 T3 B 58

During computation the three phase flip-flops operate as above, When it
is desired to change modes, ¢l is set to 1 at the origin. Returning to

a computational mode from a circulational one, 1 is again synchronized
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$o the origin and set to O as soon as it is certain that all contacts
on either Sl or S3 are masde, The switch signal Sh is used to preset
@1l to O as desired during marker insertion.

‘3. Marker Insertion:

There are two switches used to control the initial marker
insertion in the recirculating memory channel. 54 is used té erase the
~ initial contents of the drum during warm-up of the computer. Switching
Sk to the 1 state initiates the marker insertion and places the computer
in an operational state. S8 is used to separate the gates used during
marker insertion from the gates used on the same flip-flops during other
modes of operation. S8 = 1 during marker insertion, and 88 = 0 for the
remaining computer functions,

During marker insertion, 88 = 1. The markers are inserted

via the writing flip~flop M7, which reads the contents of flip-flop G.
JMT7 = 88(G C1L T% + ML sk&) (154)

Since only O's exist on the %track initially, and since it is necessary
to recirculate the markers after they are written, Ml is gated into JMT
as well., G and H are connected to form a counter, the contents of which

is read into MT as gbove,

JG = 88 8(TT + H) T3 B

KG = 88 (T3 B)

JH = 88 (¢ 73 B P1) (158)
KH = S8 (¢ 75 B)

Jc1l = 88 (G » sb)
KC1 = S8 (5Z)
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The time sequence in G and H generated by setting Skt = 1 is initiated

by the single bit entered into JG when Sk = 1 and C) remains O,

Cl is

used here to form this one bit at the start of the marker insertion.

count sequence is tabﬁlated below:

Time
sk =0
gh=1,c1=0
sh T3 8 =1
sh T3 B =1

(next bit) B = 1

sk T3 B

sk T3 B

(next bit) B = 1

sk 75 B
st 73 B

sh T3 B

(next vit) B = 1

1

n

1

1

1

1

g1

M7

The
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¢i is used cn JH to prevent its being reset to 1 after going through one
cycle,

Setting switch S8 = O then places the computer in the Operate mode.
However, to iﬁsure that the markers will recirculate during this éwitch-

ing operation, it is desirsble to write the input to M7 as follows:
JM7 = 88(C1 G T3 + ML sk) + (S1' + 83') gL ML

The markers cannot be inserted with the control switch S2 = 1 because
the memory channel cannot be recirculated under the control of_¢l alone
during the input mode, It is necessary to insert information into the
and £"(z) words otherwise marked by @1 for recirculation only. Thus the
computer is started with the mode switch in either of the two intermediate
positions S1' or S3',

4, Bit Insertion:

Switching the mode switch S2 = 1 and the marker switch 88 = O
prepares the computer to accept input information. Input is bit by bit.
Each new bit is entered most significent bit first into the word position
marked by the marker m2, The input bits must be biplexed in the way that
they are Lo appear in the word itself.

The four carry flip-flops of the arithmetic unit are used
to enter the input data. They have the following functionasl operation:

CR: Accepts the input bit. Upon receipt of a new

bit, the word marked by m2 is recirculated back
to the memory via C2. This precesses the word

contents by one bilt position and inserts the new
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bit in its proper place, Input is most
significant bit first,
Cl: Indicates when a new input bit has been
stored in G2,
C3: Is set to 1 to precess the marker m2 by one
word position,
C4: Controls the recirculation of Ml to M7
via C2 during the word marked by m2,
The marker delay function of C3 will be considered in the next
section,
During input, the recirculation path is controlled by C4,
M7 = S2/ ML ChL +C2C4 + ..e
This function is accomplished by setting C4 = 1 with m2:
Jo, = s2/ecam 3B/ <., .
During T3 B = 1, the reading flip flop Ml contains a 1 if the marker
m2 is present.. Cl = 1 only when a new bit has been placed'into cz2,
. Using a single input type flip-flop necessitates holding the
information until the and of the word:
364 = 82/C1 ML T3B +C4(T5 +B) + ... 7
In this fashion the 62 bits of each word are entered without affecting
the marker locations, The presence of one new bit is indicated by
setting G and Cl with the two input switches S5 and S6,
s2/G(s5 + s6)_/
S2 G4

JC1
KC1
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Similarly for G: JG = 82 C1 (S5 + S6)
KG = 52 85 56 .
Cl remains in the 1 position until 84 resets it, G prevents resetting
Cl until either S5 or Sé have been returned to their normal position,
The input bits are pléced in C2 using swithhes S5 and S6,
Jo2 =82/ CGi(S5 +S6 C2) +C4 ML+ ... /
S5 = 1 when depressed and places a 1 in C2, S6 = 1 when depressed and
. places a O in G2, C4 is used to allow the other bits in the marked
word to recirculate via C2,

5, Marker m2 Preeession.

The two switches S5 and S6 are three position lever switches,
Depressing either switch enters the indicated bit, The upper position
of switch S6 zets H and C3 to initiate precession of marker m2,

JC3 =52 H s6*

Note: S6% = 1 memas raising
KC3 = S2 C4 _
the switch s6, while
JH =32 C3 S6*
_ 56 = 1 means depressing it,

KH =382 86 _
The rest state of C4 during S2 = 1 is 0, This holds C3 in the 1 state
until C4 is activated. C4 is set to 1 at the end of the word following
the old m2 for one bit time. This bit is entered into M7 as the new
marker m2, C4 = 1 resets C3 to O, and it also resets C2 to O,

JC4 =852/C3C2M3B+0C4C3(T5+3B) +... J
C2 is set to 1 by the 0ld marker m2,

JM7 =82/ M1 GL(C3 + T3 +B) +C2 G4 /7

JC2 =S2/MLC3 T3 B + C2 G4(H + 88) + ... [
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6., Summary of Logical Equations.

Input Modes
JM7

Jel
KCl
Jc2
KC3
Jc3
JC4
JG
KG
JH
KH

Phase Controls
I
kgL
Jg2
kgl
g3
Xgf3

=

S8(CL G T3 + M1 84) + S2/ M1 C4(C3 + T3 + B) + 0204/
+(81" + 83y 11

S8 G 84 + S2 G(S5 + S6)

S8 8, + S2 04

82/ T4 S5 + C2 CA(H + 58) + M1 C4 + ML C3 T3 B /

S2 C4

S2 Hse* + (S1' +83') g1

S2/ CL ML T3 B + C3 C2 T3 B + C4 C3(T5 + B) /

s8/ T3 B(H + C1)84 / * 52/ C1(S5 + 86) /

S8 138 + S2 S5 56

88 F1GT3B + S2 C3S6*

S8 GT5B + S2 56

T3 B R
T g3 13B38 + S4BT +52 +53') + S8 54

T3 B M7
T3 B M7
T3 B g2
T3 B g1 M7
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JQl
KQL = P @

J@2 = PQl
KR = PRl + P Q3

Q3 = PRLQ
KQ3 = PQ2 + BPQ
B, Arjthmetic Compytation.

The mathematical technique utilized to evaluate the polynomial
is the repeated application of the truncated Taylor series, Equation (%),
There are several reasons for using this formulation, The compuiational
symmetry which enables each derivative to be approximated by the same
formula is perhaps the strongest reason for using this technique, Another
consideration is that the real and imaginary components are each treated
in a nearly identical fashion., The initial input to the computer is the
real and imaginary component of the polynomial and its n derivatives;

these components are evaluated manually at z = O for the initial inputs,



- 29 -

This computation places a minimum burden on the memory facilities necess=
ary for the internal computer operation. These considerations, the simple
Q selection rules, and the minimum requirements placed on the arithmetic
unit-gddition or subfraction, all combine to indicate that this is a
pracﬁical formulation for the problem in terms of a special purpose
machine implementation.

Finite difference methods could be used, and they would be exact
insofar as polynomials are concerned., If real variables were being used,
this exact method would be the way to solve the problem. However to
handle the differences for complex numbers would place a much greater
burden on the memory fgcilities of the computer., The selection of the
direction and the corresponding difference would be more difficult, end
the manual evaluation of the initial input quantities (the complex
differences) would be much more complex., To handle the accuracy problem,
the present computer uses long words and two values of the step 8. Thus
any desired accuracy can be obtained with the Taylor series approximation

used,
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The general block diagram of the computer is shown in Figure 6, The
contents of the computing channel on the drum are illustrated function-
ally. This channel océupies the entire circumferentisl length of the
drum; it is essentially a recirculating register with severai additional
reading stations. Thus one reading station is set to read the complex
value of f(z) while its adjacent station is reading g f’(z); Located
one word position further around the drum is the writing staticn which
is shown writing the value f(z + A) back onto the drum. Adjacent to this
writing station is another reading position to obtain the Yalue
g £'(z + A). PFigure 6 illustrates the memory orientation upon completion
of one drum revolution. Starting with the highest derivative, reading
and writing stations operate on a continucus basis; each lower order
derivative is evaluated with this technique according to equation (4).

The output from the reading stations is slways added:

5, =2 f(2) + 2z + )
or (16)

5 .n 5 .n
S =-§f(Z)+§f(Z+A)

This sum is placed into the Sequence Inverter, which does two things.
1) It places the proper biplexed bit sequence in.
synchronism with the output from the station
reading £{z). This sequence is determined
from Equations (5).
2) It provides the 1's complements of the sum

above when it is necessary to subtract according to Equations (5)
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The outputs from the sequence inverter and the £(z) reading station are
always added together and recorded back onto the drum,

The two special words, z and A, are used for the convenience of the
operator. They are described in the input discussion, Part A of this
section,

1. The Adders:

The derivative approximation (3) requires three numbers to
be added together. From (5) it is shown that this must be done on both
the real and the imaginary components. If the simple sum indicated by
(16) is always generated, it may be added or subtracted from the value
f£(z). Thus two adders are used sequentially; the first generates the
simple sum (16), and the second combines this output with £(z). Add-
subtract control is governed by the direction flip-flops G and H.

The outputs from G and H are interpreted as folloﬁs.

H=0 corresponds to A = s

H=1 corresponds to A = ¥ Jé

(17)
G =0 corresponds to A = =8 or -3d
G =1 corresponds to A = +3 or +jd

A truth table shows the sign conditions and the value of A required to

reduce the absolute value of £(z +4).
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TABIE IT
Sign of Flip~-Flop Opera- Sign of Flip-Flop Opera-
Components States: tion on: Components: States: tion on:
vut vv! A H G R I uu'vvl A H G R I
+ + o+ F -8 0 0O 5 8 + 4+ 4+ - -j&8 1 0 A 8
+ o+ - - -5 0 0 S S + o - - -jd& 1 O A S
- -+ + -3 0 O S 8 -+ + 4 -jd 1 O A S
- - - - -8 0 0 S 8 - - et -j8 1 O A B
+ - 4 - +3 0 1 A A + 4+ -+ +j6' 1 1 S A
R +& 0 1 A A + - +j6 1 1 S A
-4 ot - +8 0o 1 A A -t - - +3j& 1 1 S A
-+ -+ 48 0 1 A A - - += 438 1 1 S A
The operation column designstes whether addition or subtraction is to
occur on the real components (R) or on the imaginary components (I).
Hence for the real components,
TG+ HCT =1 commmn Addition
_ (18a)
HeG + HG = 1 wemmmm Subtraction
For the imsginary components:
G =1 ammmm= Addition
(188)
G =1 camman Subtraction

The sum (16) is alweys computed., The numbers resd into the sequence

inverter, however, are determined by Equations (18). Output from the
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sequence inverter is added to the value of f(z) and replaced on the drum,

Hence the only arithmetic operation performed in the computer is addition.
From Figure T,% £'(z) is read by magnetic head H3 and placed in

flip-flop M3. Similarly, -g-f' (z +A) is read by head H6 and placed in

flip-flop Mb6. Two carry flip-flops are used, Cl and C2. This is conven-

ient because there are two sets of numbers being added. Thelbasic adder

_ configuration is shown in Figure 7. The carry from each bit vosition and

for both components is genersted and placed in C2:

JC2 = M3.M6 + M3.Cl + M6.Cl

]

JCl = C2

H

Both C1l and C2 introduce delays of one bit time, Hence the corresponding

carries appear in Cl for addition with the outputs from M3 and Mé:
S = M3-M6.C1l + M3.M0-CL + M3.M6.CI + M3.MB.Cl

A similar adder is used for f(z) and the output from the sequence
inverter, This sum is placed in the writing flip-flop M7, in Figure 8,
The input to D2 is the modified information from the sequence inverter,

The sum here is formed exactly as that in Figure T.

JC4 = M1+D2 + ML.C3 + D2.C3
JC3 = ch

JM7 = ML.D2.C3 + M1.D2.C3 + MI.D2.C5 + Mi.D2.C3
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L
o of

Inputs . '
from drum S = %Sﬁfm +
5t'(z + a)
$f(z+a) +
> 3
H6 M6 (to Sequence
inverter)
C2 Cl

Baesic Adder for Biplexed Numbers

Figure 7

f(z)
HE —>—— mi S'= f(z) + S

Input

- from drum MT | D H7
Sum from D2 ) Output placed
Sequence — on drum
Inverter

| C4 Cc3

Second Adder

Figure 8
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2. Sequence Inverter:
The output from the first adder is placed in delay flip-flop
11, This flip-flop is used to facilitate check~out and to save diodes.,
The output from Il 1s the sum 3. Two flip-flops D1l and D2 are used for
the sequence inverter,

During computation with A = fa, the flow of binary informa-
- tion proceeds sequentiglly through D1 and D2 as shown in Figure 9. How-

ever, during computation with A = fj& » it is necessary to invert the bi«
plexed positions of the binary informstion. This inversion is done with
the inputs to D1 and D2 to provide the real and imaginary bits in their
exchanged positions when read from D2 in accordance with Equations (5)
and Figure 8.

The timing flip-flop B indicates which component, real or imag-
inary, is present at all times in M1, This is the flip-flop reasding the
value of £(z). B = O denotes the presence of a real bit in Ml, end B = 1
denotes an imaginary bit. Dl and D2 introduce a delsy of one bit time
apiece. The contents of D1 are one bit time shead of the corresponding
contents of ML,

During A= fjs the role of Dl is that of storing each real
bit for two clock pulse times. D2 reads the output from Il during B = 1
time to obtain the imaginary bit from I1l. This bit is to be added to the
real bit from Ml in the following clock time. During B = 0 time D2 reads
the stored contents of D1, Note that the resl bit always precedes the

corresponding imaginary bit in time sequence,
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The input equations to Il, D1, and D2 may now be written. Il re-
ceives the sum S:
JIl =8

D1 receives Il during H = O time and accepts only the real bits dﬁring

H =1 time {from E,uation 17).

JD1 = H+I1 + H.-I1.B + H-D1-B

i

H.I1 + I1-B + HeD1.B

The third term in this equation 1s added because Dl is a single input
flip-flop. This holding signal is used to retain the real bit read during
B time. The second delay flip-flop D2 must read alternately Il and D1

during H = 1 time:

JD2

[

H-Dl + H /[7I1-B + D1-B_]

H.D1 + H.I1.B + D1.B

These equations represent the basic functional operations of the
seguence inverter; However, there remain many subsidiary considerations,
One consideration is the effect of shifting the reading heads to
obtain the multiplication by %6. This shift means that_during portions

of each word time it is necessary to block the output from Il, This
prevents the shifted least significant part of the next word from being
added into the most significant part of the present word. The timing

signal T4 is used to indicate this blocking period, T4 also performs the

control task of indicating recirculation from D2 to DL.
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The problem arises of how to multiply negative numbers by shifting
the reading heads. With the algebraic sign shifted also, it is necessary
to insert additional 1's in the deleted bit positions. Thus to multipiy
- %-by 2-h one finds that the shifting operation must perform the‘follow-
ing steps:

- # I 1.11000000
. Shifting this by four binary places gives:
0.00011100

which is + %E-. The proper answer is:

@

1.131111100

1
T er

[ E 81

Shifting positive numbers is permissible since 0's are normally entered
in the deleted positions, The simplest technique to obtain thé correctly
shifted numbers is to enter the sign digit in each deleted bit position.
This is done in the computer by catching the two sign bits in D1 and D2
during the last bit time preceding the blocking period Th. The sign Dbits

are then circulated in D1 and D2 for the remainder of the word time.

JDl = T /"H-Il + I1+F + H°D1B_7 + Th-D2

Jp2 = TH-H-I1B + D1 /"4 + B + B 7

These equations would suffice if it were not necessary to subtract
as well as add. A simple way of subtracting is to add the O0's complement
of the subtrahend. In this computer an even simpler technigue is possible.

The 1's complement of the subtrahend may be added directly. This is due
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to the shift of the subtrahend. The O's complement is obtained from
the 1's complement by adding a carry 1 into the least significant
position, This least significant position is shifted by logz § bits
to the right by the reading head shift. Hence the error in using the
1's complement instead of the O's complement is negligible in comparison
to truncation and round off errors,
Whenever a subtraction is indicated by G and H, 11 is read by

- D1 and D2 instead of Il. Since the réal and the imaginary components
are handled differently, the control signals for addition and subtraction
must be derived in terms of B and B, For the input to Dl: .

B/GH+GH/ + BG = 1 = e-coce- - Subtmaction

B/GH+GH/ + BG = 1 cem=eees Addition .
Inserting these control signals in the inputs to D1 gives:

JDl =D2 T4 +HBT, Dl + T4(H + B)(I1 6 + 11 G) .
The control signals for use in the inputs to D2 are the same as those
for D1 except that the roles of B and B are exchanged.,

2 =DL(H +B+T4) + HBT4(ILG + I1 Q)

To make the addition of Figure 8 a little more elegant, round off
should be included to eliminate the propagation of error which occurs
upon repetitive addition of (~0) to (~0). (-0) is represented by a
word completely filled with 1l's, Mathematlically correct roundoff
is obtained for both positive and negative numbers by presetting the
carry flip-flop to the digit of the addend which just precedes the
least significant digit of the sugend. This should be done for both
the real and the imaginary components, The term addend refers to the

ghifted number, and the term augend refers to the unshifted number,



- 42 -

In order to obtain the two correct round off bits and still
retain the sign bits for the direction decision, one of several
alternatives is available, One of the simpler techniques is to
eliminate Il and reuse the same flip-flop as D3, D3 would be a
simple delay flip-flop reading D2, With this method, the sum logic
from M3 and M6 is used directly on the inputs to D1 and D2, This
necessitates a T4 signal that starts one bit sooner than the T4 now
used. The revised T4 must also stop one bit later than the T4
| shown in Figure 5, M7 reads D3 instead of D2 during normai
computations, The correct round off bits can then be read into
C4 during the normal T3 time: |

JC4 =M1 C3T3 + D2(ML + C3 + T3)
By retaining the general functions of Dl and D2 and by advancing these
opérations one bit time, the direction decision equations are modified
only by the new arrival times of the sign bits, and by the exchsnge of
D3 and D2 for the D2 and D1 terms now written in the inputs to G and H,

Although roundoff was not included in the computer itself, it is
felt that this is the first improvement to be made in the existing
machine, _

ihere are two timing sequences for T4 depending upon which value
of 8 is being used, Consider the bit times of each word to be
numbered starting with tl to denote the least significant bit,

With Hl reading the least significant bit during tl, H3 is reading
the (10 +2) bit of the real component - if there were no timing delays
inserted between D2 and H3, These numbers are for § = 2-10 and the
factor of % from Equation (3), Since Il, D1, and D2 each insert
a2 delay of one bit time, H3 must be shifted to read three bit times sooner.
As each word is biplexed, H3 reads the 23'rd binary position if no timing
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delays are inserted in the arithmetic unit. With a three bit delay,
H3 is shifted to read the 26'th binary digit of the biplexed word when
Hl is reading the least significant bit.

Since there are 62 bits of significance per word, T4 would bé set
to 1 after the sign bits had been read (if there were no other delays to
be considered). Th would be set immediately after t(1 + 62 - 26) = %(37).
However, three bit times are required for the proper sign bits to sppear
in D1 and D2. Thus Th is set to 1 after t(kO).

ing t(40). Hl and H? are separated by (64 + 1 - 26) = 39 bit positions,

For & = 2720 , B2 must be placed 20 bit positions ahead of H3. Thus H1

and H2 are separated by 19 bit positions. This configuration requires
that Th is set to 1 after t(20) for & = =20

during t(20), T(k0), t(60), t(62), t(6h).

; hence P pulses appear

At the end of each word time, T4 is reset to O after t(60). This
allows the round off digits to enter D1 and D2 by the blank digit time
T3.

While Hl ig reading the least significant bit, M7 is writing the
first blank bit between the words. Since the writing amplifier inserts
one additional bit delay, HT7 is set to write the last sign bit, Hence

the following head spacings:
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0.222 in, 0,234 in. 0.339 in, 0.b21 in,
«—19 bits-———)Té—-—- 20 bits—He—29 bits —I|<—36 bits ———>T
A H6

HL H2 H3 HT

FIGURE 10

With a five inch diameter drum and 134hk pulses, each bit requires
5(3.14) _ , . _ - |
= s 0.0117 inches., Thus the head spacings at the drum surface are
as shown sbove in Figure 10.

One remaining operation must be considered during the computational
phase. When ¢l = 1, the contents of M1 circulate to M7. The blank bits

occurring between words are also transferred directly from Ml td MT7.

These operations are described by modifying the inputs to MT:

JMT = (S1 + 83) /7(§1 + T3) + (ML-D2-C3 + M1-D2-C3) +

+ GL.T3(MI-D2.T5 + HI.D2.C3) + (g1 + T3) ML ]

1]

(sl + 83) /"M1L(D2-C3 + D2.C3 + T3 + #1) +

+ ML-F1.T3(pe-C3eD2-C3) 7

When switching the mode switches S1 or 83 to the input mode 52, it is
necessary to insure that all information is circulated unchanged from ML
to M7. During S1' or S3' this circulation is gutomatic, but during

S1' 82 = 1 or 83' 82 = 1, C3 and Ch must be set to O, With CLk initially
0 and ﬁith C2 and C% initially 1, ore drum revolution could elgpse
before C4 is set to 1 and C2 and C3 set to 0. In one additional word

time Ch is reset to 0. Hence about 16 milliseconds are required for
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81' or S3' and 82 to remain in mutusl contact,

C. Direction Decision

This is the most complicated logicel operation in the computer.
Table II of section B-1l indicates the exmct decision required. However,
to implement this precise decision would reguire more equipment than is
actually desired. To obtain a betiter pichture of the information avail-
able to make the direction decision, it is advisable to consider the
form in which the actual sign bits are available, This form is a func-
tion of the states of G and H during the preceding computation cycle,
Bquations (5) and Table IT may be used to restate the arithmetic

operations performed under the control signals from G and EH,

G H Arithmetic Operation Desired
0 0 u(z) - du'(z)
0 0 v(z) - dvi(z)
1 0 u(z) + du'(z)
1 0 v(z)} + &v'(z)
(20)
0 1 u(z) + du'(z)
0 1 v(z) - &' (z)
1 1 u(z) - &v'(z)
1 1 v(z) + sa'(z)

Thus the state of G and H at the end of a computation cycle indicates

the time sequence of the components present in the flip-flops D1 and D2.
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TABLE IIT

The signs of the modified components

Control flip-flops: held during TO in the flip-flops:

¢ = B | il D1 | D2
0 0 0 u(z) ~vt{z) -ut{z)
0 0 1 v(z) “u'(z) -v'(z)
1 0 0 u(z) v (z) 0 qut(z)
1 0 0 v(z) +u'(z) fv'(z)
0 1 0 u(z) ~u'(z) +vi{z)
0 1 1 v(z) +e (2) ' (z)
1 1 0 w(z) wi(z)  -v'(z)
1 1 1 v(z) -v*_(z) _ +u'(z)

The timing signal TO is derived from the phase control signal identifying
the word holding the value of f(z).

TO = T5-@2:@%
During the sign bit times of this word, the three flip-flops Mi, D1, D2
contain the modified signs shown in Table III. 3B is the biplexing timing

signal identifiying real or imaginary components in M1,
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The truth table of Table IV is used to derive the actual control
signals needed to actuate G and H, Column 1 holds the actusl signs of
the real and imaginary components; these are all the possible sign cases
which could arise during eny computation cycle. Columns 2, 4, 6, 8 list
the modified signs of each component, These signs are determined from
Column 1 and Table III. Columns 3y 55 T, 9 indicate the number of times
to change the state of G or H. This information is derived from Table II
which shows the final state required for both G and H as a function of
the sign conditions in Column 1 of Table IV.

Note should be taken of several items, Two successive changes of
state in a flip~-flop result in the same final state as zero changes, The
superscript 2 is used in Table IV to denote those cases where g flip-
flop changes state during both the time intervals B = 0 and B = 1.

From Table II it is possible to obtain a set of general rules gov-
erning the changes in G and H.

1) Any odd number of sign changes among u, u', v, v!

requires that the state of H be changed.

2) If H does not change, then G must change if:

a) Initial H = O and the signs of u and u!
change with respect to each other, This
is true also for v and v! with respect to
each other,.

b) Initial H = 1 and the signs of u and v?
change with respect to each other. This

is true for v and u' also.
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3) If h does change, G must change if:
a) Signs of the old u' and new v' are similar
vwhen the sign of u is unchanged.
b) Signs of old u' and new V' are dissimilar
when the sign of u changes.
c) (a) and (b) are true for initial H = 0, For
the case of H = 1, the roles of u' and v' are
exchanged.,
These rules are rather awkwerd., Hence it is simpler to derive the input
equations for G and H from Table IV.
One set of signals sufficient to change H would be:
(ML-D2 + MI.D2) TO
or the signsgls:
(M1.D2 + MIL.D2) TO
In either caée, both of these signals operate during the two bit times:
(TO-E + T0.B) = TO . H may be changed zero, one, or two times during
this interval. The numbers indicated below H in Table IV denote the
number of state changes that the signals asbove provide during any TO
period.

The signals required to change G are more complicated. From the
general rules gbove, it appears impossible to obtain the final correct
value for G without resorting to the use of another flip-flop for memory
purposes. If such a flip-flop were available, it could be used to store
the initial value of H, and the signals above would be used to modify

the state of the flip-flop H. The desired setting for G could then be
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found by changing the state of G whenever the following signal is 1:

(M1-D2 + MI-DZ) TO /7(D1.DZ + DI-D2) B + (D1.D2 + DI.DZ) B 7 Q3+

+ /7(D1-D2 + DI-D2) B + (D1.D2 + DI.D2) B_7 @3

An extra flip-flop €3 would be used here to state the initial value of H,

A compromise decision can be made. Q3 may be eliminated and a con-
siderable saving in diodes effected by allowing G and E to indicate a
wrong decision in ceritaln cases. These cases gre marked with an asterisk
in Table IV. This decision logic applied to the G inputs causes @ to

change state whenever the following signal is 1:
(M1.p2 + MI-D2) TO /7(D1.DZ + DI.D2) B + (D1.D2 + DI.DZ) B_]

The decision error introduced by using this equation forces the computer
to choose the opposite value of A from that required. Columms 7 and 9
show the decision error cccurring when the computer is mdving up or down
in the imaginary direction in the complex plane. In both of these cases
it is necessary to change to motion to the left or right in the real
direction of the complex plane. This is accomplished by changing H to
the O state. However, in the starred cases, G is set to the wrong value
by the equation above. If the computer is moving up in the imaginary
direction and 1f the sign conditions indicate motion to the right in the
real direction, the computer actually takes one step to the left in the
real direction. This opposite decision occurs for the cother three cases
indicated by an asterisk. However, after making one step in the wrong

direction, the correct decisions of Columns 2 and 4 select the true value
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‘of & , and the computer continues in the proper direction.
Summarizing, the input equations to the direction decision flip-
flops may be written as follows:
" JH = KH = (D2 M1 + D2 1) T0
JG = KG = (D2 ML+D2M)To/ (D1D2 + D1D2)E +
+ (D1 D2 + D1 D2)B_/
D. Equation Summary
The logieal design of the computer is summarized below by
presenting the complete Boolean equations for each flip-flop along
with brief comments on the flip-flop functions,
¥7 - Writing Flip-flop.

Ju7 = S8/ CLGT3 +MLS4/ + (S1' +83) /LM ) +
+82/ ML TH(C3 +T3 +B) + R G4/ +
+(S1+83)/M(D2063+D2C3 + T3 +#1) +

+ Wl @1 T3(p2 C3 + D2 C3)_/
1 - First Carry Flip-flop, This flip-flop: |
a) Acts as a one bit time delsy during computation,
b) Indicates when & new input bit has been inserted,

Jel S8 G S4 + S2 G(S5 + S6) + (S1 + 83)(2

KC1

S8 84 + 8204+ (S1+83)C2
G2 - Second carry flip-flep. This flip-flop:
a) Accepts the new input bits,
b) Writes the precessed marker m2,
¢) Forms the carry input to the first adder during

computation,
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Jo2 = 82/C, S5 +C2CL(H +36) +MLC4 +MLC3 T3 B/ +
+ (S1 +83)/ M3 M6 + M3 C1 + 46 C1_/

Third Carry Flip~-flop, This flip-flop:

a) Indicates when it is desired to precess the movable
marker-ﬁZ.

b) Presents the carry output to the second adder
during computation.

S2 Hse® + (S1t +831)F1 + (S1 + S3)C4

52 04 + (S1+83)C4

Fourth Carry Flip-Flop. This flip-flop:

JG3

KC3

a) Controls the circulation of Ml to M7 via C2 for
insertion of the desired input bit.

b) Writes the precessed marker bit m2,

¢) Generates roundoff during computation (if this
featurs is included).

d) Forms carry input to the second adder duriﬁg‘
computation,

Jo4, = S2/MIClT3B+ CC3T3B + C3 C4(T5 +B)_/ +

+ (51 +83) /D2(M1 +C3) + M1C3/

First Delay Flip-flop, This flip~flop is used only during

computation, It acts to:

a) Invert the biplexed sequence of real and imaginary bits,

b) Generate the 1l's complements for subtractions,

JD1L = D2 T, + DLBHTL, +T4(H +B)(I1 G + I1G)
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Second Flip-Flop in the Sequence Inverter. It has the

same general functions es D1,

D2 = DiI(H+B+T4) + HT,BI1G + HT,BI1G
Outfut Flip-Flop from the First Adder,

JI1 = W3M6CL + M3WGGL + W3 M6CL + W3 W6 Cl
Direction Control., This flip-flop indicates whether A is
plus or minus, During input, it is used to write the marker

bits ml and m2,

JG = S, S8 T3 B(H +Cl) + S2 Cl(S5 +86) +
+(81+83)/D1D2B+D1Dp2B +D1D2 B +D1D2 8/ IH/
KG = S8 T3B + S2 55 56

Direction Control, This flip-flop indicates whether A is
reel or imaginary, During input it is used to write the
marker bits ml and m2, ,

JE = S8FLT3BG + S2C3S6% + (S1 +53)(D2 ML + D2 MI)TO
KE = S8T5BG + S2856 + (S1+83)(JH)

Q1, @2, Q3 -~ General Timing, These outputs are grouped as follows:

™ = Q2 Q3
T, = Q1
75 = QLQ2 Q3 .

The inputs to these flip~-flops are specified below,

JQ1 = PQ Q381 + PQRQ + BPQR QO
KQL = P Q@

2 = FPQl

K2 = PQlL+ P Q3
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Q3 = Pl @
KQ3 = PQ + BP @
@l - Circulation Control, During computation the memory
circulates directly from M1 to M7 with @1 = 1,
= [ mm7
KL = R @P3T3BSE + S4(S1F +52 +S31) + S8 54

#2, g3 =~ Phase Control, These signals are used to identify ‘the
words holding £(z), Ao , z , £7(z).
JR = T3BW
R = 13EW
g3 = T3IEM
Kf3 = T3BALW
B =« Biplex Control, This flip-flop indicates the real or

imaginary bits as they are read from Mi,
B = C, P
KE = Gp
The following timing signals are formed separately:
T3 B
T3 B
The various switches used have the following significances
S1 - Computation with fine delta: & =220,
81' =~ Intermediate switch position separating S1 and S2,
S2 = Inpﬁt mode,
53' « Intermediate switch position separating S2 anmd S3,
83 - Computation with coarse delta: § =2710,
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Channel erase, This switch is ordinarily set to

J_ after the computer warm-up period.

Input bit, This switch inserts a 1_into the
computer when depressed during the input mode,

Input biﬁ. This switch inserts a Q into the
computer when depressed during the input mode,
Synchronization Selector for the output.

Marker Insert, The computer is started with S8 = 1
ard S4 = 0, Setting S4 = 1 initlates marker insertion;
setting S8 = 0 allows the computer to dnter the input
mode,

Output Selector,

Direction Control. Depressing this switch forces

an imaginary delta selection; raising this switch
forces a real delte selection. In the middle
position, the switch allows the computer to make

its own direction decision,

Direction Control, Depressing this swifch sets

G = 0,and raising this switch sets G =1, 1In
conjunction with S10 this switch determines the
direction in which the operator can force the

computer to move,
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IV. CIRCUIT DESIGN

The equipment and engineering techniques used to implement the
logical design of the.computer will be described in this section, The
major items used in constructing an operating computer are the flip-flops,
the diode matrix, and the magnetic drum circuitry., The actual éircuit
. details of the computer are presented in Appendix 3.

A. Flip-Flop Design

The circuit used to form the basic active component of the cowm-
puter is a bistable device often called an Eccles Jordan, a counter, &
toggle, or a flip-flop. Its essential mathematical properties are
described in Part IV, Table I. To obtain the performance corresponding
to that truth table, two triodes are connected as shown in Figure 11.
This is a d-c coupled circuit which can be designed to have the two states
of stable operation:

1) V1 conducting and V2 cut off.

2} V2 conducting and V1 cut off.

A circuit of this type is useful for several reasons, First, it
can be designed to have moderate amounts of power amplification. Second,
it will remain in either stable state once it has been set to that con-
figuration, This behavior is usually referred to as memory. Third,
since this circuit has d-c coupling between the two triodes, the flip-
flop can reverse or change states at any rate below the limiting
freguency. The limiting frequency is determined by the capacitance

effects in the associated circuitry and tubes. This low fregquency
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characteristic is valuable in checking out and maintaining any computing
circuit,

This section is included in order to emphasize the importance of the
design of a reliable flip-flop circuit., Most of the ideas relating to
the d-c stability of the flip-flop itself were developed by M. Phister(Lgl
The derivations of that discussion are summarized below, The design of
the flip-flop circuit used fbr the Root Extractor utilizes those results.

In Figure 11, the voltage notation is defined as follows:

0]
111

Grid voltage with respect to ground potential,

g
ep E Plate voltage with respect to ground potentisl.
egl = Grid voltage of V1 when it is conducting,
egl' = Grid voltage of V1 when it is cut off.
eP2 = Plate voltage of V2 when it is conducting.
epg' = Plate voltage of V2 when it is cub off.

The design procedure is simply that of insuring that:
Z
a) €a1 Z 0

b) e ,'£E

gl c
for all possible variations in resistor, tube, and power supply varia-
tions. Ec is the voltage below which the tube is always cut off under
any possible operating conditions, Phister's thesis considers three
cases; the Ideal, the Practical, and the Optimum Flip~-Flop. The
derivation for the Ideal case is summarized below. The results of the

Practical case are tabulated, and the Optimum flip-flop for the computer

is determined experimentally.
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1. Ideal Flip-Flop:
Two equations can be written determining the two voltages

r L3 r] »
€p2 and egl . These involve the plate current 1P2 drawn by V2 vhen it

is conducting.

B+ - e e -e !
i = p2 _ p2_ &l (21)
re Rl R2
- 1 T .7
eP2 egl egl B
B = —x (22)
2 3

Solving for egll from (22):

e R, +B R
e ' = pe > 2
gl R2+33

The first condition on the flip-flop is that this voltage be less than

E @
c

e R, +B R

B2 L s (23)
R, + R3 - "¢

This insures that V1 is always cut off when V2 is conducting.
To guarentee that V1 is always conducting when V2 is cut off, the
grid voltage €1 can be set greater than O.

+ -
B'R +B(R1+R2)

e, = 2
g Rl + R2 + 33
The second condition on the flip-flop is:
+ -
BR3+B (R1+R2)
20 (24)
R, + R, +R

1 2 3



Solving for RB:

> -B~

Ry Z "o (R, + Re) (25)

Solving for e _.' from (21} and (22} in terms of i_, gives:
k=)

1 2

B'R
e o 5
gl Rl + R2 + R5

+ B (Rl + R3) - ipg R, R3 S (26)

Since egl'é.Ec for cut off, (26) can be written using (2h):

. > -
1 RlR5 2 EC(Rl + R, + RB)

From (25) is derived:
+

. B
s B zZ -E(1-z) (27)

Solving (23) for the ratio RE/BB yields:

2 2 .
= 2 F ()
3 c

Substituting (25) into this result gives the ratio Rl/RE:

fex

+ | E ~-B
1 =B c
< B~ e - B -1 ' (29)
2 o] c

From (27), (28), (29), one can compute the three resistors of the voltage
divider for each tube of the flip-flop. Both tubes and both resistor
dividers are similar.

An ip and eP are selected from the tube characteristics. This

choice is limited by the power dissipation of the tube and the tolerance

given to possible emission losses from the published tube characteristics.
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It is usually desirable to have a flip-flop that switches between states
as rapidly as possible., This implies a low plate impedance and a high
transconductance. Generally speaking, it i1s advisable to have iP and

e as large as possible. The limits on e, can be computed from (29}

b
since the resistor ratio must be positive:

- {EC-B }-1
B ep - Ec

+
e < B +5 (1.5
P c B-

(30)

This voltage is a function cnly of the supply voltages and the tube cut
off voltage. Ec is generally chosen gs the cut off voltage corresponding
to the supply voltage Bt applied directly to the triode plate. The resis~
tors specified by the inequalities (27), (28), and (29) are chosen from
the standard values available commercially. |

2. Practical and Optimum Flip-Flops:

In designing a circuit to operate reliasbly, tolerances gre
usually given to all the components. The tube characteristics are de-
rated in terms of specilied power dissipation and emission.properties.
The resistors are given a tolerance : p%, and the supply voltages are
allowed changes of % g%, The combination of these tolerances which gives
the worst circuit conditions is used to compute the required component
values.

In that case when the grid voltage egl is supposed to be gregter

than O, the combination of tolerances which would cause the lowest grid
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voltage is:

2} The positive supply voltage BY is lowest:

B (1 - q)

b) The resistor R3 is smallest: 35(1 - p)

¢) The negative supply voltage is highest:

B7(1 + q)

d} The resistors R, and R, are largest: Rl(l + P},

1
R, (1 + p)
The equation for this case, which cocrresponds to equation (24) of the

ideal flipnfiop, ig derived by the same general technigues.

B" Ry(L - )1 - @) + B7(R + Ry)(1 + o)L + q)

(&, + BT + ) + R;(T - 7) 2 0 (31)

For the cut off case, the grid voltage egl' is the highest whens
o

a) BY is highest: BT(L + q)

b) R, is largest: Ri(l + p)

3
¢) B is lowest: B (1 - q)

a) R, and R, are smallest: Rl(l - D), 32(1 -p)

For egl‘ & Ec , these conditions give:

[“B+(l+q)-ipgRl(l-p)_7 R3(l+p)+B-(Rl+R2)(l-p)(l—q)
| (R + R )(I-p) + K, (1+p) c (32)

"
)

e 5 R5(1+p) + B Ry(1-p)(1-q)
2 Ry(1 - p) + 33(1 +p ) < E (33)
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From (31) one can compute the resistor ratio:

R. + R +
12, -B (L -pX1-gq)
R, {}7.+@)(1 T (54)
From (32) the pfoduct ipERl is found:
R, +R, . _
ipERl2 1 il-. j¢ {B+(l + Q) - Ec = :LR5 = %_ T g / E -B (l'Q)7}(35)

Substituting (3k) into (35) gives:

, | .
Lohy 2 (1) {1 B (1-p) (1-q)} ot 4(p+qg(l+13q) } (36)

B™(14p)*(1+q) (14p)°(1-p)(1+q)

Solving (%3) and (34) for the resistor ratio 15{2/35 gives the result:

(T+p J(T+q) R2 (e . - E Y 1+p)
P e (37)
14+ = 37 [ ~ B7(1~q)_7(1-p)

o

- (?_t){(l-p)(l-q)
=

which yields:

R, B1-pP(1-qE -3(1-0q
1L+ =—= & (38)

2 T B2+ )1 + a)E, - e )

A constant k is chosen to make (28) an equality. That is, the designer

selects R, from (36) and R, from (38) basing the choice on the standard

1 2

resistor values obtainable, This selection Fixes k:

31 -p)%(1 - @) [E-BT(1-q)7) B,

- (39)
B7(1+ ) (1 +a) [Bp-e 7 By + R
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The limits on the ratio R2/R5 are determined from (37):

B-37(1-a)1l-3) 53 E-37(1-g)(1-p)

k(e o= B N1 + p) 5 N2 5 (CpeBe)(a + p) (l@

The selection of the plate voltage e . is based on (38) since

P2
p .
Rl/Rz = O

(1 - )P - - - ‘
epo < Egl - 3221 - 3 [B, -3 - a)f+E, (1)

These formulae are applied to the design of a flip-flop using an
RCA double triode type 5963, Sevéral other types of tubes were studied,
and many dynamic tests were run on the flip-flops designed for each tube.
The 5963 was chosen because it gave a fast circuit and because it is a
computer tube designed to retain its emission capasbilities after long
periods of cut off operation.

The supply voltage tolerances used are I 10%, while fhe resistor
tolerances are t 5%. The cut off voltage Ec was chosen as =6 volts
corresponding to a plate supply voltage of +100 volts,

The first step in the design procedure is determining the upper

limit on the plate voltage. This maximum for e

02 is computed from (41)

using the tolerances above,

100(0.95)3(0.9) -5 -6
. <1oo(1.o5)2(1.l) /"6 + 100(0.9)_7

o epg € 50.3 volts

Equation (36) is used to compute the value for the product iPERlz
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100(0.95)%(0.9) 7 , 100 /- 1(:15)(1.005)
100(1.05)2(1.1)" = (1.05)3(.95)(1.1)"

iszl 2 bégﬁ'[l -

J.%§1263mua

Derating the emission properties of the tube is one technigue used
to accommodate variations in the tube parameters., For commefciél circuit
design, most tubes are derated to 50% of their nominal performance, How-
ever, since the 5963 is a tube selected for computer agpplications where
religbility and uniformity are at a premium, it is felt that derating the
tube to 80% of its nominal emission is adequate for a laboratory machine,
Figure 12 is a plot of the plate characteristics for the type 5963 double
triode. The thirty tubes tested and used in the computer equalled or
exceeded these nominal ratings when new,

The next step in the design procedure is selecting a working plate
voltage and plate current. This selection is made from the actual tube
characteristics; for practical circuits it is still an art to pick op-
timum values., Mény circuits are designed and evaluated before the opti=-
mum is found. The object of the design is to obtain a flip-flop that
will be set to the correct state when the input voltage is a small amount
€ above or below the midpoint value of the signal swing. The trigger
circuits used for the flip-flop are discussed in the next section,
and R, were

2 3

desirable using those triggering techniques. This is evident when it

However, it was found that fairly large values for R

is recognized that the impedsance seen at the grid determines the current

necessary to trigger the tube,
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Another general festure of the designs based on Phister's deriva-

tions is that one camnot select the precise voltage given by (4l) for

. R
the operating plate voltage. This would require ﬁi = 0 . Furthermore,
o ,
the closer one selects the operating plate voltage to the limiting value,
: R
the smaller the selection range for ﬁg as given by (L40). Using stan-
3 - .

dard resistor values, it is necessary to have an R2/R5 ratio gatisfying
(k0).

Within these general limitations, it is quite easy to select an
operating plate current and voltage leading to standard resistor values,
With a 20 kilohm plate resistor, Rl’ a plate current of 3.2 milliamperes
gives a plate voltage of 37 volts on the derated zero bias characteristic
of the type 5963 tube. This value is found to be a satisfactory opera-
ting point in terms of tube tolerances, resistor values, and Vaveform
rise times, This value for Rl glso allows the tube to degenerate to
one-half its nominal emission properties before losing its two stable
states. This is advantageous since the tube is the component most likely
to change its characteristics with age.

The grid dropping resistor R, is determined from the inequality

2

(38). Using the tolerances specified previously, the resistor ratio

Rl/R2 is computed as:

=)

L £ 0.31

2

or

R,2 3.2 R, = 64 kilohms (L2)

1
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The resistor ratio RE/RB is found from {(40).

R2
0.56 X 2 == 2 0.56 (43)
R
The resistor values chosen for the computer are tabulsted below,
Resistor Value Tolerance

Ry 20,000 ohms 5%

R2 . 220,000 ohms 5%

R5 330,000 ohms 5%

This provides a k = 0.67 satisfying (L43).
These resistors used with the single input trigger circuit of the
next section provide a very stable flip-flop. Two speed~up capacitors

are used shunting R.; their function is to hasten the transition from

o’
one state of the flip-flop to the other. Twenty micromicrofarad capa-
citors are used to provide equally fast rise and fall times fof the
plate voltages of about 0.7 microseconds. In most of the flip-flops
built and tested the plate voltage swings from +92 to +30 volts
spproximately, This causes the grids to swing from 0 to =25 volts in
general,

One of the difficulties encountered in designing circuits involving
tolerances is selecting the ideal component values and considering all
possible causes for failure. The technique described does not consider
several Tactors. OSome of these omissions are the triggering method,
the dynamic and nonlinear change of state, and the factors affecting

religbility over long periods of time. For example, the method used

designing the resistor dividers to provide reasonable tolerances in the
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resistors, in the supply voltages, and in the tube current emission capa-
bilities accomplishes this result by demanding fairly large plate voltage
swings., The usual result of a large plate swing is a large grid swing.
The difficulty with driving the grid far below cut off is that thé tube
then is hard to trigger back to conduction., One device used to remedy
this effect is to clamp the grid to a certain cut off voltage. That is,
a diode is connected to the grid to prevent the grid from swinging below
a certain value. This costs extra diodes per flip-flop. BSince the re-
sistor divider is designed to hold the grid below the clamp voltage,
current flows from the resistor divider through the clamp diode. The
triggering action in the flip-flop must supply this current before the
circuit can change state.

Most of the undetermined tolerances are factors affecting the state
changing process. A very thorough treatment of these general.prdblems
for transistor flip~flops appears in Scarborough(go). The optimum de-
sign for asny circuit should weight all tolerance assigmments with
reliable data concerning their probable occurrence and influence in
affecting the circuit performance., The ideal design could be considered
represented by a n dimensional surface, the interior of which designates
satisfactory operation of the circuit. The operating point would be
located within this surface in such a way that the variation in each
component contributes an equal probebility to the circuit failure.

3. Output Circuit:
A cathode follower output stage is used to provide

isolation and gain for the basic flip~flop., The circuit for the entire
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flip-flop is shown in Figure 13. The output from the cathode follower

swings from +3 to +18 volts, The single input flip-flop is reliably

set by any signsl above or below +10.5 volts. The reasons for using

g cathode follower oﬁtput are outlined below,

a)

b)

The extra stage of current gain provided by the caﬁhode
Tollower allows each flip-flop to supply current to a
large number of diode gates.

The isolation provided by the cathode follower between

the flip-flop and the diode gate load means that loading

. effects will not affect the logical operation of the

flip-flop. The resistor divider driving the cathode
follower grid is an excellent buffer isolating the
grid current effects that are generated if the cathodg
follower approaches zero bias.

The use of clamping diodes is eliminated with the
cathode follower and resistor divider. With the large
plate swing available at the flip-flop, the resistor
divider attenuates the voltage swing applied to the
cathode follower grids. The cathode follower output

is made considerably less dependent on the flip-flop
plate swing with this circuit. 1In general it is found
that the cathode follower is a cheaper item to construct
than clamp diodes with their associated power supplies.
High and low power cutput stages can be substituted

for each other by exchanging the tubes, However, for
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this laboratory model of the coupubter two different
.sets of cathode resistors are used for the two
different output stages. For the supply voltages
ugsed in this computer this is a more effective
utilization of the tube capabilities.
The two tube types used for the cathode follower stages are the
5687 and 12BH7 double triodés. The supply voltages of T100 volts were
chosen to enagble construction of a simple power supply having a very
low output impedance; but the power supply is unregulated, - The new
diffused Jjunction germanium power rectifiers were used for these power
supplies. BEach power supply has an output impedance of 10 ohms at
one ampere of rectified current, with a ripple of one volt, peak to
peak. The heaviest current drain appears from the cathode followers
which do not reflect the ripple voltage on their outputs. A maximum
load of 500 milliamperes is placed on the power supplieé in fhe heaviest
operating condition,
The 5687 cathode follower is designed with a 5,000 ohm cathode
resistor. For the 15 volt output swing desired at the cathode, this

tube will deliver the following performance.

Plate Current Cathode Follower Cathode Current
through Cathode Grid Voltage Voltage Load
Follower

1
20 ma. + E-volts +% volts C ma.
23 ma. +17 volts 418 volts 0 ma.,
5 ma. + %-volts + 5% volts ~15 ma.
28 ma. +17 volts +17L volts +5 na,

Ny
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This is a conservative utilization of a powerful tube. The maximum

plate dissipation is one-half the rated value, The current loads are

given'as positive or negative. Negative current is used to designate

the current absorbed by the cathode follower from an and gate when

the signal is low. When the signal is high the cathode follower supplies

positive output current to or gates. The gating techniques are des-

eribed in the next section. Maximum current loads of +4 milliamperes

and -13 milliamperes can exist on one or two flip-flops in the computer.
The 12BHT cathode follower is designed with a 10,000 ohm cathode

resistor to supply smaller current loads. The performance characterig-

tics for this output circuit are summarized below,

Plate Grid Cathode Current

Current Voltage Voltage Load

10 ma. +%lvolts + 3 volts 0 ma. -
12 ma. +17 volts +18 volts 0 ma.
2 ma. +%-volts +5%-volts -8 ma.
1k ma, 417 volts +17% volts +2 ma,

With this conservative use of the tube, the maximum plate dissipation

is less than one-~third the rated value.
required in the worst case is T0% of the
More efficient use could be made of
the cathode swing had been set between O
setting the swing above O was convenlent

trigger circuit,

(21

gating

rated value,

and ~15 volts,

Maximum cathode current

these cathode followers if

However,

in designing the single input

Pulse pedestal gabting is used on one grid; Nelson

) used on the other grid provides a simple flip-flop, the
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output of which follows the input in value but is delayed in time by
one clock pulse period.

Subsequent to the construction of all the operating circuitry a
new input gate was developed which has many practical advantages-for
the single Input type flip-flop. This circuit is explained briefly,
and it is presented in Figure 1Lk, This flip~flop requires énlj the
single input J. The trigger circuits on both grids are a=c cbupled.
The principle of operation of the trigger circuit on V2 is explained
in detail in the next section. This circuit shown on V2 in Figure 1L
is one of two trigger circuits used in the computer. In general, the
input signal J charges the capacitor. The negative clock pulse is
referenced to the high signal voltage, and it disconnects the input
if J is high, thereby pumping a negative pulse into the grid of V2
and shutting it off. With J low, no pulse is fed through the.input
capacitor,

The trigger circuit on V1 in Figure 1t is unique in that exactly
the opposite effect occurs. This circuit is not used in the computer
because it was developed after all the equipment had been built. The
circuit is mentioned because of its many advantages. In this case the
clock pulse is again negative, and it is referenced to the high voltage
state of the input J. Hence the clock pulse source holds the input
gate high between clock pulses., The agpplication of a negative clock
pulse disconnects the clock source from the gate. A high input signal
J holds the gate up and no pulse is fed into the grid of V1, With J

low, however, a current pulse 1s fed into the grid of V1 driving it
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negative. This circuit has three advantages over the circuit actually
used, First it is a-c coupled which eliminates much of the difficulty
experienced with pulse pedestal gates; this factor alone would permit
operating the cathode followers and the flip-flops at the optimum>d-c
voltage levels., Second, the clock pulse is applied to both grids through
diodes. This allows symmetrical current pulses and provides a ﬁuch more
reliable circuit. One additional advantage of the circuit driving V1 is
that all transient effects within the network are blocked out by the
holding action of the clock pulse diode during all time intervals bet-
ween clock pulses. This is a significant advantage where signal-to-
noise problems exist. If time permitted, the flip-flops would all be
converted to this type of trigger circuit. To make this possible, it

is necessary to rederive most of the logical equations of the computer.

B, Diode Matrix Design

l.. Trigger Circuits:

The basic flip-flop in the computer requires only one input.
It is necessary to provide current from the diode matrix. to this input;
the current must be adequate to support a 15 volt swing in approximately
ten microseconds. The gating circuit used for the one input flip-flop
is dreswn in Figure 15. The input J may be supplied either from an and
gate or an or gate. Each case will be considered separately.

For the Egg_gate input, J is generated as shown in Figure
16a; an or gate input is shown in Figure 16b, The flip-flop output
swing is from +3 to +18 volts. Hence the input swing is the same

voltage less the drop across the diodes. For practical purposes the
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forward drop across these gating diodes may be neglected,

In general, the flip-flops driving the gate must supply the charging
current for the input capacitor. The time required to charge theAinput
capacitor determines.the charging current., If it is desired to charge
the capacitor in Figure 17a to 13 volts in ten microseconds, the RC time
constant must be 5x10-6 sec, as shown above. This charging timé is

readily computed:

i

1 "¢ =¢s
i= el = El T if € = §£
Rol SR g
T (ome) =RCS(21+ I
RC
(el§ e) = El(l - e't/RC)
%‘;‘ o1 e-t/RC
oH/RC 0,135 - orge =2 .
RC = % = %9:3 = 5x10"6 sec.

The component values selected for the computer are:

fl

R 100,000 ohms

C 50 wuf

L]
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B

The charging current is simply §£ . Hence:
15 R
l = == = 0,150 nilliamperes.
105

This same current is required to charge the capacitor in Figure 1l7b,
When the input diodes are back biased, the gating resistors R in
Figure 16 must supply the charging current. If a single input flip-
flop is used, as in Figure 15, 0.3 milliamperes are required to charge
both capacitors. This determines the size of R in Figure 16 since the

supply voltege is fixed st 100 volts:

E

=%

-4 100
jxlO =-R——

R = 330,000 ohms

If a two input flip-flop is used, the gating resistor can be twice this
size.

In order to determine the exact value for the_input.resistor, the
voltage supply tolerances, the resistor tolerances, and the input vol-
tage swing must be considered.

In the case of the and gate input, the supply voltage may drop to
95 volts, the resistor has a 5% tolerance, and the input voltage swing
is from +18 to +3 volts. The input resistor R is calculated when the
input signal is at +18 volts and when the resistor has the largest value
within its tolerance., TFive percent resistors are used throughout the

gating matrices. Hence the value for the and gate input resistor is



computed as follows:

_ 95 - 18
3 = WY o050,

. 11 .
P Rl = W = 2)4-0 kilohms

For a two input flip-flop, 0.15 milliamperes are required, The input

~ gate resistor is found:

95 - 18
01> = T+ o050,
R2 = hTO kilohms.

The conditions for an or gate input are somewhat different from
those of the and gate. The voltage supply may be -95 volts, but the

input swings down to +3 volts., Hence for the single input flip-flop:

95 + 3

0.3 = e22—2<2
1.05 Rl

Rl = 300 kilolms.

The two input flip-flop uses:

32 = 620 kilohms.,

These resistor sizes are specilfied in terms of the RMA standards.
Table V summarizes the resistor sizes and current requirements on

the gating flip-flops as a function of the input gate.
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TABIE V
Current Reguirements

Input Fiip-Flop on the Driving

Gate Input Resistor Flip-Flops

And Single 240 K 0.3 + 0.42 + 0,05(i-1)ma.

or Single 300 K 0.3 + 0.4 + 0.05(i=1)ma.

And Two 470 X 0.15 + 0.16 + 0.05(i-1)ma.
or Two 620 K 0.15 + 0.16 + 0.05({i~1)ma.

The currents specified are the sum of ithe charging current required,
the d-c current drawn through the gating resistor, and the back currents
drawn through the back biased gating diocdes. The number i.denotes the
number of gating diodes on the input gate.

The large tolerances included above are assumed to encompass the
effects of capacitance and the veriations in the input qapacitors or
resistors,

2. Resistor Computation:

Since either an 522 gate or an or gate can be used with
the trigger circuit, two sets of computations are required to determine
the resistor sizes in the remaining gates. These derivations will be
given in terms of an aribtrary current requirement at the trigger cir-
cuit.

a) And gate input

The gate of Figure 16a may be driven from a second

diode gate. Ordinarily the second gate is an or gate similar to
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Figure 16b. The output of this or gate is connected to the input of
the and gate as shown in Figure 18. There may be i diodes connected

to thé first level gate and j diodes connected to the second level gate.
Q2l is shown as being supplied by the second level gate.

The most unfavorable load on the second level gate is when ey is
held at +3 volts by QBl and all other diodes are back biased. All the
second level inputs must be at +3 volts for this condition. to exist.

R2 must then absorb sll the current indicated in rows 1 or 3 of Table V.

It is computed as follows:

1.05 B, = 2>+ 2

The most unfavorable load for a flip-flop sz is when it is at +18

volts and all other second level inputs are at +3 volts,

0.95 B~ + 18 .
I3 = 553 R + 0.05(3 - 1)

AN 0.05(3 - 1)
R
2
The gating resistor for the third level is returned to BY . Here

the worst condition for the gating resistor is when all third level

inputs are at +18 volts; the resistor must then supply I2j H

95 - 18

1.05R, =
3 I,
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)

R, = =%

3 IEJ

95 -3
13K = ~O—.-9-—5—§; + 0.0s(K - l)

I =gi + 0.05(K - 1)

b) Or gate input
The gating matrix is developed in the same fashion
as Figure 18 except that the first level is an or gate. The wbrst load
for the.gating resistor of the second level exisﬁs when all inputs to
the second level are at +18 volts, The second level resistors and

current are found as follows:

1.05R, = --————95I' 18
1

R

HIS
(&}

1

95 - 3 .
I2J. = mg- + 0.0S(J - l)

+ 0.05(j - 1)

SUl\O
-3

3

The computations here correspond to those of part 1.
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Tabulating the results:

o’
1

_F__'JU
i
'l

=2 + 0.05(K - 1)

I, = %I +0.05( = 1)

3

Table VI summarizes these results.

TABLE VI
Pirst Level Gate
Registor
And
And R2= %2
1
T3
Or R,= ==
2 Il
Third Level Gate
Resistor Current Resistor
Ry = %2 L= & 27 4 0.05(k~1) R, = %2
2 5 3
R, = 2 I = 1-1—9- + 0.0S(K—].) Ry = 1-3—
37 I, 3 R5 4 13

Second Ievel Gate

Current
_ 19 :
I= =2 +0.05(j - 1)
2
1= %1 + 0.05(3-1)
2
Fourth level Gate
Current
I= 7= 19 4o, o5( -1)
3

1= 2L + 0.05( -1)
R,
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C. Memory Technigues

The memory provided for the computer is a rotating magnetic
drum. One circulating register and one timing track are placed on the
surface of the five inch diameter drum. The motor driving thé drum is
a hysﬁeresis synchronous motor, rotating at 3600 rpm. With 1344 pulses
spaced evenly around the drum circumference, the computer operating speed
. is 80,640 pulses per second,

The clock pulse track is used to generate pulses for synchron=-
izing all of the computer operations. The clock pulse generator is a
blocking oscillator triggered by the leading edge of the amplified sig-
nal read from the clock pulse channel. A second clock pulse is derived
from the falling edge of the amplified signal reead by the clock channel,
This is accomplished by inverting the triggering signal and applying it
to another blocking oscillator.

Thé recording system used is sometimes referred to as Manchester
recording because the technique was originally developed for the drums

used at Manchester University.(22)

The second clock pulse described
above is used in this recording process. In many ways the Manchester
process resembles conventional Return-to-Zero recording. The major
difference is in the way that the signsl is obtained. Figure 19 illus-
trates the general principles involved in the drum writing and reading
processes. It is interesting to observe that the signal held by the
reading flip-flop is delayed L%Abit times with respect to the signal

to be written. In & circulating register this is taken care of by

advancing the reading head around the drum circumference. The signal
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as read and amplified from the drum is used directly in dicde gating
circuits, if the flip-flops set by the diode gates use the trigger
circuit shown on tube V1 of Figure 18. The output from the Manchester
writing flip-flop is also used in diode gates under a similar resfric—

tion,
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V. OPERATIONAL INSTRUCTIONS

The polynomial is prepared for insertion in the computer by the
general techniques of section III-c, The radius which includes sll
roots of the polynomial is computed by (6); the new variable w is
found by (7); and the coefficients of the transformed polynomial are
. computed from (9). The n derivatives of the polynomisl are computed
at v = O and converted to binary numbers. These numbers are the quan-
tities to be entered into the computer.

The control panel for the computer is shown in Figure 20, The
steps taken in placing the computer in operation are given in numbered
sequence below, The initial switch configuration is depicted in the
Tigure.

1) Set' all switches to the initial positions shown in Figure 20.

2) Fiiaments are turned on and allowed to warm up for one minute,

3} Plate power supply is turned on.

4) Switch Sk is set to Operate.

5) Switch S8 is set to Compute.

6} Function switch is set to Input.

7) Input bits are inserted via S5 and S6. Depressing S5 places

a 1 in the computer; depressing S6 places a 0 in the computer
word position marked by the movable marker m2, Marker m2 is
automatically set to identify the word position holding A .
Only three digits are entered into this first word. These are

a O placed in both sign positions and a 1 placed in the most



8)

9)
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significant resl bit position. Input is always bit by bit,
most significant bit first. The real and imsginary bits

are entered sequentially with the real bit preceding_the
corresponding imaginary bit.

Marker is delayed by raising either 85 or S6. After filling
one word, the next word is prepared for accepting inputs by
marking this next word with the marker m2. The marker is
moved around the drum by delaying it one word at a time, The
number of word times that the marker is delayed after filling
the word is determined by the degree of the polynomial,

For a 16'th degree polynomial either S5 or S6 is raised twice.
This places the movable marker to identify the word which is
to hold the 16'th derivative. The word preceding the 16'th
derivative contains the value of z; initially z is zero and
requires no input data. Upon filling each comﬁlete word posi-
tion with the binary values for the real and imaginary compon-
ents for the designated derivative, S5 or S6 is raised to delay
the marker one word position. This prepares the computer to
receive input data for the next lower derivative.

Function switch is set to Coarse 6.

After all input information is entered, the computer is placed
in the coarse computational mode., When values of both x and y
cease changing as viewed on the oscilloscope, the computer has

found the root located closest to the origin.
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10) Function switch is set to Fine 8.
The root location is refined in this computational mode,
When a stable configuration for x and y is reached, the value
of the root is read out visually from the oscilloscope.

11) Function switch is reset to Coarse 8.

12) Direction Control is set to the direction in which it is
desired to look for the next root. The computer seeks the
root nearest the complex point at which the computer was
located when the Direction Control switch was released. This
sequence of operations is repeated until all roots are located.

The numbers read from the oscilloscope are least significant digit
first. Output provides either the real or imaginary component of the
word marked by the movable marker, The bits are read as a high voltage
representing a 1 and a low voltage representing_a 0. |

At present no indication is provided if the value of -any component
exceeds unity. This would be & useful signal, since it is possible to
force the computer to generate such numbers with the Direction Control
switch., Care must be exercised in searching for roots near the value

z = 1, If any number exceeds unity, the computer must be reprogrammed,
It would be best to utilize a larger value for R in (7) if a difficulty
of this type occurs. In general, when the operator is forcing the
search for a new root in the regions where any component is near unity,
the safe procedure is 1to use the fine 8 instead of the coarse & . This
allows the operator to exercise more control over the proximity of the

computer to unit value for the component in question,
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V1, CONCLUSIONS

Several observations result from the design, construction, and
test of the computer., The machine requires about one half the equip-
ment necessary for a medium speed general purpose computer of limited
memory capacity, Thé ease and speed of coding problems for the computer
and the relatively fast solution times provided by the Root Extractor.
~are distinet advantages of a special purpose machine, The binary
coding, bit by bit input and output, and the lack of any sistematic
method for finding successive roots are severe limitations on the
extensive use of the computer by other than acientific personnél.

One of the unexpected results of the experimental test routines
was the discovery that the compufer locates the saddle points as well
as the zeros of the complex polynomial.25

The reason that the computer homes on these saddle points.is that
the direction decision technique does not recognize a zero value for
any rumber as being different from any other positive, non-zero number,
When the computer makes a direction decision besed on a zero value for
a derivative, the step designated by this decision éan be in the wrong
direction, This is because the increment to be added to u(zo) is the
sums

38/ (z,) +u' (s, +8)_/
Since the direction decision for the step was based on the sign of
u'(z,), and since the value of u'(z, +4) is not known until the step

has been taken, it is possible for the computer to move back and forth
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between the two values of z: (3,) and (z, +8). The points for
which the signs of u'(z) and v'(2) can differ from the signs of

u'(z +0) and v'(z +A) are those where the first derivatives vanish;
that is, saddle points,

One solution to this problem is to recognize zero values for the
derivatives as numbers differing from all other numbers, The direction
decision logic must then be based on the signs of the non-zero
‘components u, u*, v, v, One difficulty with this approach is that
the saddle points can occur inside the finest mesh that the computer
can recognize, Hence "zero" must be defined as an absolute value less
than or equal to the smallest step.

Another solution to the problem of eliminating saddle points
is to compute the values of u,u',v,v' for each of the four possible
values of & , The direction decision in this case has several stages,

(1). After each of the four steps, the normal direction .
decision computation should be made based on the signs
of u(zy +4), u'(zo +4), v(z, +a), v (3, + a).

(2), If the direction indicated by (1) is the same as the
direction of the step, this is the correct direction
for the computer to move,

(3). If the direction indicated by (1) for each step does
not coincide with the direction of that step, then the
correct direction to move is that indicated by the
signs of u(zg), u'(ze), vlz))» v (z,).

Following these three rules, the computer would home only on zeros.
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There is always one direction in which the computer can move away
from a saddle point and still diminish the values of u(z, +8) and
or v(z, +4),

The two striking disadvantages of this technique are the
complicated decision precess and the extra time required to move in
any direction, The time requirement can be minimized by always
choosing as the first trial step the value of A as indicated by
" the signs of the components at the point Zye One advantage of this
technique is that it would provide a signal indicating that a root
had been found. Two consecutive failures to satisfy condition (2)
at 3; and then 2z; + A4 indicate a root in the immediaté vicinity.

Either of the two automatic saddle point elimination methods
could be built into the computer, In order to maintain the simplicity
of the experimental machine, neither technique has been implemented.
The operator must inspect the values of the first derivatives at any
homing point selected by the computer in order to distinguish ZeTos
from saddles, Similarly, the opérator muet force the computer away
from a saddle point using the same method deseribed to fimd
successive zeros,

A total of twenty flip-flops, 260 logical diodes, and 15 drum
amplifier and clock pulse tubes constitute the basic equipment of
the computer. This equipment could be reduced by eliminating the
reading flip~-flops and by constreining the computer to the use of
one value of & . Another simplifying techniqué is to recognize that
the value of z at each root is the velue:

z = go-1 - fn.1
n! an n a8,
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Msny of the logical design and eircuit techniques developed for
the root extractor are directly useful in other types of digital
devices. In addition to this, the computer has several other
possible functions,

The machine can be considered as a function generator of a
complex variable; it evaluates polynomials of high degree, Quite
complicated functions can be approximated by such polynomials, With
. the computer operating in this sense, the inputs could be any desired
x ard y. The internal programming would be set to approach the values
of the x and y inputs rather than to diminish the real and imaginary
components of the polynomial, Inputs in this case could also be
applied to the word position corresponding to any of the derivatives,

In the field of servomechanisms, the computer can be used to
obtain root locus plots. A curve plotter would be attachéd to ;ead
the z word position and some form of internal gating would be used to
indicate that a root had been located.

Many of the anslysis and synthesis techniques of medern network
and servomechanism practice require the zeros of complex polynomials,
Where there is need for its special purpose of polynomial factoring,
the readily available and easily programmed Root Extractor is a

valuable scientific tool,
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APPENDIX 1

Error Ahalysis

Two basic types of errors occur in the repeated evaluation of the
polynomial by means of a truncated Taylor series. The maximum error
due to the truncation of the Taylor series can be evaluated in terms
of the expansions used in the computer. The maximum error due to rep-
resenting each derivative of the polynomial by a digital number is a
direct function of the number of binary diglts in that number. One
object of an error investigation is the determination of the system
configuration that makes all errors the same order of magnitude.
Another object of an error study is the development of rapid techniques
for arriving at solutions of known accuracy.

The error due to the expansion used in the computer can be deter-
mined by ekpanding all functions in their Taylor series form. The
basic approximation formula used in the computer to evsluate all

derivatives is written:

£z +a) 2 g(z) + A El2), & afleen) | (1)
af(z+a )

are written:
dz

The Taylor expansions for f(z+6 ) and

f(z +8) = £(z) + &

ar(z) , A% a%e(z) 87 (), .
2.

'3 1
dz d22 3 dz5
m-1 m=-1
A a f(z)
+o0e 7 + R (2)
(m=1)1 dZm—l e m
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A n f(zl)dzl
R = -
m~ 2W3 (zl—z- A)(zl-z)m

ar(z+8) _ ar(z) ., a°(z) . A% &r(z) . A ()

= +A + R ()’)
dz dz dzz 2. d25 {m=1) a0 0m

— _.%.Ij. (n1) f(zl?dzl

m 2Wi (Zl"'z' A )(Zl-Z)m+l

Hence the approximation (1) can be written:

o) 2+ b, £ B8R L2 )
dz (%)
+£_'_r_ d5f§z) .. }
: dz

The error vetween (2) and (4) is:

3 .3 TR u
- = Ale a ng) BN QAL}. ! f‘iz) + LR R aAnT (m"z)dmeZ)-l- . .
% 4 - dzm

(5)

For the values of § used in the computer, and from the fact that the
absolute value of all derivatives is less than unity, it is reasonable

to state that the error in (1) is of the order of magnitude:

e 3.3
o(e) = %2_2.(_51 (6)

Thus for §= 510 , 0(e) = 2733,
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The error due to digital representation is of the order of 2-51
since thirty binary digits are used for each component of all deriva-
tives,

After a large number of applications of (1), the maximum error in

‘the polynomial is simply the product:

? €
where € is the maximum error at each step and f is the number of steps
(23) 0 ., .
. Hence, after the 2" steps necessary to cross the normalized

region in the complex plane, the maximum error in the polynomial is

found in the 21l'st binary digit:
210(2-31) _ 2-21

The probability that this maximum error will occur in the polynomial
10 : .
is 2"( ), even if it is assumed that the error at each step is a

maximum, This is a probability of one in 10501

To refine the location of the root after it has been located
. -10 ) ' -20 |
with the coarse § of 2 , a second value of § equal to 2 is used

with the simpler expansion formula:

Pz +8) 2 2(z) +a25(2) 1)

By changing to a smaller value of it is possible to stop the propagation

of the possible error at the 20'th binary position. With § = 2-20 the

b1

error due to (7) is of the order of 2 , and the error due to digital-

ization of the numbers is of the order of 2 - . Thus in arriving at
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the root location represented by the twenty most significant binary

numbers, it is necessary to take 2(210) = ot

steps. This places the
maximum possible error in each of the derivatives in the 20'th binary
position.

The advantages of using two values of ) may be summarized as
follows. First, for any given fixed magnitude of maximum possible
error, shorter digital words (fewer digits) can be used to obtain this
final error by providing two values of § . This effect in itself
usually mesns faster solutions and smaller memory requirements. Second,
solutions of the same accuracy are obtained much more rapidly by using
two values of § since far fewer steps need be taken. In the Root Extrac-
tor,.the use of two values for § makes the computer 1000 times faster

-20

than a corresponding computer using a S = 2 This is Dbecause

approximately 1000 fewer steps are taken in finding a given root. Since

20 in equation (7) would require forty

a single machine using § = 2~
digit numbers instead of thirty as utilized in the Root Extractor, one
could say that the two 8 computer is about 1300 times faster than a
single § computer. In terms of solution times, the Root Extractor
obtains one root every 16 seconds on the average. A single & computer
would obtain one root every 5%-hours, on the average.

This comparison is particularly valuable when it is realized that
an ordinary digital differential analyser can be programmed to find the
real roots of real polynomials, For twenty binary digit accuracy, the

digital differential analyser would require about six hours average time

to obtain one root. It would seem possible to program the digital

differential analyser to find complex roots,



-1 -

APPENDIX 2

Polynomial Preparation

The computer piaces-one major restriction on all numbers: their
absolute values must be less than uniﬁy. The direction control appara-
tus operates without reference to the value of each number and>can
force numbers to exceed unit value. Since there is no signal indicat-
ing overflow if any number exceeds one, it is convenient to normalize
the polynomial to include all rocts within a circular contour of unit
radius in the complex plane. The second operation performed on the
polynomial is insuring that the polynomial and its derivatives are
themselves all smaller than unity.

A simple equation is derived to give the radius of the circular
contour in the complex plane enclosing all n roots of an n'th degree
pelynomial. This derivation uses the theorem(eu) stating that if at

all points of a contour the following inequality is satisfied:

. _l )
\anzn\ > ‘ao +ajz ke an_lzn ‘ (1)

then all n roots lie within the contour. Dividing this inequality by

the absolute value of the largest coefficient a, of the polynomial and

K

modifying the inequality provides a simple relationship indicating the

radius of the contour enclosing all the roots.
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K
8,
+} n-1 n-l\
%k
where: z = feJO « Since the coefficients of r are all less than one,

the inequality can be simplified to a geometric series:

“n rnl > 1+ ‘rl + ]rel R lrn'l;

This series 1s summed:

& n ,rn’- 1
R

Dividing through by r? gives the result:

1
e
2|
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For polynomials in general, the radius of that circular contour enclos-

ing all roots of the polynomial is computed as:
K
n

'Stronger conditions can be derived, but in programming the Root Extrac-
tor it is convenient to employ the simplest possible manual computations
for preparing the polynomial coefficients.

Transforming the polynomial to the new variasble:

W =2-IT (3)
contracts all the roots of the polynomial in w to within the unit circle.
For this transformation it is convenient to use r as that power of elther
10 or 2 which satisfies (2).

The second modification applied to the polynomial is insuring that

all derivatives are less than one., It is convenient to keep this calcu=

lation simple.

n
£(z) = aZ + ¢ . +az+ e,
"nn n-1 n-1n
f(w) = alr v +a r W 2+ . - +2a, TV + ag (%)

K
In dividing through by the largest ccefficient, 2 aK;K , the follow-

ing statement can be made:

’%z;giﬁl-‘ £ na+1l

KI‘
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This is because )W‘ L 1, Similarly for the first derivative:

I
K

The largest number appearing as this upper limit for any derivative

is n! for the n'th derivative:

n
— W, (5)
K K n =

z.aK; dw

K
Dividing f£(w) by the quantity n!aK;KZ'Unu;insures that all derivatives

will be less than unity. The polynomial and its derivatives are finally

evaluated at w = 0 . These binary values are entered into the computer.
Pw) = 20 | (6)
ar nt ¢
) fE. Eﬁ o . a1 rn-l Wn-l .
T e K 2anT & &K In!
+ 8 r w + o)
relrs Ll
aKIé}K 2n ZaKrKnlz

Evaluated at w = O, the transformed polynomial and its derivatives

are summarized as follows:

P(0) e
—aaKrKn!E“
ot e
W
aaK; n!a
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iF (w) - 282
aw® (4 K 12%

Or(w) | . 2%
3 B K , 5K
dw 2 n! €
- ag*
O (w) - M8y
av e rinr 2X
w=0 aKr

k¢!
The quantity aK;Ka is the largest coefficient of the modified poly-

nomial (4).

The conditions (5) and (2) are mathematically weak criteria for
placing the bounds on z and the derivatives. It is possible that the
use of these formulae on high degree polynomials will result in a loss
of significance for certain root loci. 1In such situations the best
solution is to use (2) and (5) and obtain the approximate location of
all roots., Renormalizing the polynomial to various values of r which
are only a bit larger than each root will permit solutiohs yielding the

full significance of twenty binary places.
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APPENDIX 4
Typical Problem Solution

To illustrate the problem preparation end the computer opsration,
the following polynomial was prepared for insertion into the root extractor.
£(s) = (s - 8)(z ~364) (z + 1 + 1) (1)
=22+ (=7 - 363) + 2(56 + J440) - 512 + 512 (2)
The circular radius enclosing all roots of (2) is found from (2) of

Appendix 23
r > |2k = 22 =22,  (3)
a, 1 :

In polynomials having complex coefficients, it ia adequate to use the
larger of either the real or the imaginary pert of the largest coefficient
a8 &, in the formula, Transforming to the new variable defined by

(3) of Appendix 2:
Z2_ = _z

"2 210 ‘ (4)

£w) = w2 =W (7 %] 63)2"10 +w(7 + 355)2717
.o, 52-21 .

The largest coefficient of f(w) is that of w so that by (6) of Appendix

22
Fw) = fw . £ (9
23t 2

For convenience in programming, f{(w) is divided by the power of 2 just
greater than 12, Since this is 24 = 16, the polynomial to be entered

into the computer is written:
Flw) = 273 - w2(2714) (7 + 363) + w(7 + 155)2721 2725452723 ()
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The three derivatives of F(w) are:
Friw) =327 v - w(213)(7 + 363) + (7 + 355)2*1

F1(w)= 3270w - (7+ 363)2713 ()
P ()= 3(27) .

Evaluating these derivatives at w = 0 gives:

F0) = -2725 + 3275
F(0) = 7@ + j(s5)27%
Fio) = -7(2°1%) - j(e3)2™P ®
F™(0)= 3(73) ,
Converting these values to binary numbersgives:
F(0) = 1.111111111111111111111111100000 +
+  §0.000000000000000000000000100000
F'(0) = 0,000000000000000000111000000000  +
+ 3j0,000000000000000110111000000000 B )

F"(0) = 1,111111111100100000000000000000 +
+  §1,111111100000100000000000000000
EWM(0) = 0,011000000000000000000000000000 +
+ j0.,000000000000000000000000000000
These rumbers biplexed for entry into the computer read as follows,
F = 10.101010101010101010101010101020101010101010101010110000000000
F* = 00,000000000000000000000000000000010100111111000000000C00000000 (10)
F¥ = 11,1111111111111110101000001100000000000006000000000000000000000
F™ = 00,0010100000000000000000000000000000C000000000C000000000000000
= 00, 001000000000000000000000000000000000000000000000000000000000
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The bits from equations (10) are entered into the proper word
positions starting from the left or most significant end., Using the
cscilleoscope sweep to inspect these wvalues, each word appears on the
sweep in the inverted order. The most significant bits are on the #ight
hand end of the oscilloscope display.

In order to observe the path taken by the computer, it is
instructive to use the single step feature., Depressing the single
step switch causes the computer to teke one step B at a time, This
mode of operation permita the operator to inspect the valués of the
function and its derivatives at each step in the root searching cycle,

With the computer as now set up, the value of § is 2")9 rather
than 2.10. Also, the second value of &= 2-20 has not been
connected into the switching assembly so that only one value, § = 2°7,
is now available, Hence in single step operation, the computer is
seen to move between the two values of z:

g. = 0 + joO

0
3, = 0 + J1.1111111111100000000 +se »

(11)

Multiplying these values of z by 22 due to the marker convention gives
the two numbers:

"= 0 + jo

wl'= 0 - 12‘9 .
The values of the function oscillate between the value at the origin ands

F(-j8 ) = 0.000000000000000000000000010111 +
+ § 0,000000000000000000000000101001 . ()

On the oscilloscope display, these bits sppear in reversed order and are

biplexed, The reason that the computer oscillates between these values

of z is that the root nearest the origin ie at 3 = -2-10 + j(-2-10),
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Since b = 2"9, the values (11) are the closest indication of the
root location that is possible with the coarse § , Using a finer §
would _enable one to actually locate this root to much greater precision.

The second roét can be found by forcing the computer to move in
any specified direction, If one forces several step in the #x or +
direction, the computer will then move under its own accord to the
values:

z, = 0,000000001000000000000000000000 +

+ j 0,0000000 ...

3; = 0.000000001000000000000000000000 +

+ j 0,000000000010000000000000000000 (14)
F, = 1,111111111111111111111111111110 +

+ 3§ 1,111111111111111111111111310010
F, = 0.000000000000000000000001000000 +

+ 0.000000000000000000000000010001
Because of the marker convention, the root is located between:
w, = 277 + 30

2
'2' = 2-7

+ 2" .

The third root is found by forcing the computer to move at least
sixteen steps in the (#] §) direction and then releasing it,
Forcing the computer to move farther than this is all right as
long as an overflow does not occur (ie., fewer than 256 steps).

The computer will then converge to the following set of values,
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zZ, = 0.000000000010000,... *+ Jj 0.0000010000000...

35 = 0,000000000000000,... + Jj 0,0000010000000.,..

zg = 0,000000000000000,... + J 0.0000010000100.,.

3, = 0,000000000010000.... + J 0,0000010000100...
Hence the third set of values for z show that the third root is located
between: . 2_9 . s 2_4
'3' = 0 +* j 2.4
wu= 0+ §@% 279
'3m= 2'9 + ,‘](2-4 .,.#9)
Due to the lack of round off in the computer, it is not advisable to
allow continued circulation about the root. The round off errors
propagate in direct proportion to the number of steps the computer takes,

If a finer value of § were available, two other points could be
fourd about which the computer would oscillate. These two points are
the saddle points where the first derivative vanishes; |
| w, = (L2 j85)2"10

w, = (3.4~ 343)2710

Saddle points are readily recognized in the computer since the
first derivatives vanish while the value of the polynomial does not
vanish, In the solution of polynomials, the saddle polnts must be
jdentified and distinguished from the zeros, Successive solutions are
still found by forcing the computer away from the values toward which it
homes, Around saddle points however, it is necessary to force the
computer to take just one step in the right dirgction. After this

one step the computer homes on the nearest root,



For general reference, the rules of converting binary information

to decimal and back again are summerized below.

A, Conversion of Decimal to Binary,
1) Decimal numbers greater than unity,
Divide the decimal number by 2 and record thq
remainder, Repeating this operation, record the
binery digits obtained in this fashion as most
significant digit first. For example:

137 = 10010001 as obtained by -

#(137) = 68 + % thus Ry =1
3e8) = 34+0 R, =0
38 = 1o R, =0
i) = 8+% | R, =1
#8) = 4+0 Rs'z'o
¥4) = 240 Ry =0
#2) = 1-+0 . Ry =0
$1) = o+% Rg =1

2) Decimal numbers less than unity.
Multiply by 2 repeatedly;

Record the carry beyond the decimal
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point as most significant binary digit first. TFor
example:

0,137 E 0.00100011

.137x2 = .27k ¢, =0
27hx2 = 548 C, =0
.548x2 = ,096 Cg=1
.096x2 = ,192 Cy =0
J192x2 = 384 Cg = 0
.38kx2 = 768 Cg =0
L768x2 = ,536 Cr=1
.536x2 = 072 Cg =1 ete.

B. Conversion of Binary to Decimal.
The simplest technique is to weight each binary coefficient
with the power of two that corresponds to its binary position. Hence
for binary numbers greater than unity the conversibn is straightforward.
For binary numbers less than unity, the following example 1lllustrates

the general technigue.

5 0 .
0.00100011 corresponds to: 2” 4+ 2! + 2 _ 35 which
28 256

is approximstely 0C.137.



3)

b)

5)

6)

7)

&)

9)
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