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ABSTRACT 

The transverse spreading of a plume generated by a point 

source in a uniform open-channel flow is investigated. A neutrally

buoyant tracer was injected continuously at ambient velocity through 

a small round source at a point within the flow. Tracer concentra

tion was measured in situ at several points downstream of the source 

using conductivity probes. 

Tracer concentration was analyzed in two phases. 

In Phase I~ time-averaged concentration was evaluated, its 

distribution within the plume determined, and characteristic coef

ficients oi transverse mixing calculated. It was shown that the 

transverse mixing coefficient varied with the flow level and was 

highest near the water surface where the flow velocity was greatest. 

In contrast to previous speculation, the ratio of the depth-averaged 

coefficient of transverse mixing Dz to the product of the (bed) 

shear velocity ~ and the flow depth d was not a constant but 

depended on the aspect ratio A.= d/W, where W = flume width. 

For laboratory experiments Dz/u*d decreased from o. 24 to 0.093 

as A. increased from O. 015 to O. 200. 

In Phase II, the temporal fluctuation of tracer concentration 

was studied in three sections. In the first, the intermittency factor 

technique was used to delineate tf1.ree regions of the plume cross 

section: an inner core where tracer concentration c(t) was always 

greater than the background Cb; an intermittency region where 

c(t) was only inte rmittently greater than Cb; and the outer region 
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where cb was never exceeded. Dimensional analysis furnished 

universal curves for prediction of the geometric characteristics of 

the three regions .. In the second section, the entire plume, at a 

fixed station, was treated as a fluctuating cloud. Variances 

characterizing the fluctuation of the plume centroid and the variation 

of the plume width were calculated and compared. In the third 

section, the intensity and probability density of the concentration 

fluctuations at fixed points were calculated. The distribution of the 

peak-to-average ratio was also determineda 

Finally the results of the two phases of study were inter

related to evaluate their contributions to the transverse spreading 

of the plume. 
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CHAPTER 1 

INTRODUCTION 

This chapter is divided into two sections: the first summa-

rizes the objective of this investigation, the second describes the 

form of the presentation that follows. 

1.A~ OBJECTIVE OF STUDY 

This is an experimental investigation of the transverse mixing 

characteristics of a two-dimensional shear flowo It seeks to deter-

mine, through appropriate measurements and analysis of pertinent 

data, the parameters controlling the rate of transverse spreading of 

a tracer continuously injected at ambient velocity into an open-channel 

flow from a point source. Calculation of the transverse diffusion 

coefficient D which expresses the rate of the cross-wise mixing z 

is emphasized. 

Knowledge of the value and variation of D is a key to the 
z 

determination of the other mixing characteristics of the flow and an 

indispensable input in practically all pollution control analyses 

especially those involving mathematical modellingo The transverse 

mixing rate controls the rate of attenuation of the time-averaged peak 

concentration of a dispersanto For the instantaneous source, D is z 

inversely related to the coefficient of longitudinal <lispers ion in a 

manner demonstrated by Elder (1) and corroborated by Fischer (2). 

Simply stated this relationship implies that the faster the spread in 

the transverse direction, the slower the rate of elongation of the 



-2-

pollutant cloud parallel to the flow. Accurate prediction and repro-. 

ducibility of D would justify the use of the diffusion equation as a z 

tool in the analysis of turbulent mixing processes in a shear flow. 

Attempts to solve the conservation equation theoretically in 

an effort to predict the downstream concentration of a plume gener-

ated by a continuous point source have resulted mainly in providing 

qualitative results under very restrictive conditions. Smith {3), for 

example, determined that, for the diffusion of smoke in an isotropic, 

turbulent atmosphere, the cross-wise concentration profile is 

Gaussian only if u(y) and D grow as the i-power of y, where u(y) z 

is the flow velocity at height y above the ground. Analytical solutions 

for the more realistic logarithmic velocity profile are too complicated 

to yield meaningful results. In view of the apparent theoretical dead-

lock, an experimental study seems to be a "potential basis for further 

progress. 

In an open-channel flow of infinite width; the depth-averaged 

vertical diffusivity D can be determined theoretically by assuming 
y 

that the transfer of mass and momentum are analogous. Using the 

logarithmic velocity profile, the ratio Dy/u~:cd is :found to be K/6 

where u* is the shear velocity, d is the mean flow depth, and K 

the von Karman constant. Since K approximately equals 0. 40, 

D /u*d:::; O. 067. This value has been confirmed by measurements in y 

open-channel flows by Vanoni (4) and Al-Saffar (5). 

Theoretical evaluation of the depth-averaged transverse mix

ing coefficient D along similar lines is not possible because of 
z 

zero shear. Experimental values of the dimensionless coefficient 
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e = Dz/u~cd reported in the literature are always greater than D /u*d, y 

and exhibited larger scatter. For example Elder's (1) data, as cor-

rected by Sullivan (6), gave a value of S = 0.16 for mixing in a small 

laboratory flume. Fischer (7) calculated S = O. 24 for a canal flow, 

and Yotsukura et al. (8) reported S = O. 60 for mixing in the Missouri 

River. 

This experimental study seeks to determine more accurate 

values of e and to formulate a universal relationship for predicting 

S for various flow configurations. Detailed measurements of time-

averaged concentrations are made in order to establish both sectional 

and lateral distributions of tracer fluid within the plume. Such 

measurements, although reported for some wind-tunnel experiments, 

for example Davar (9), are virtually non-existent in open-channel 

flows. The attenuation of the axial concentration with diffusion time 

is also studied to check the power-law decay exponent of 0. 50 pre-

dieted by Fickian diffusion. Vertical variation of time-averaged 

characteristics of the mixing process is also investigated. 

A second and equally important objective of this study is to 

examine, in the Eulerian framework, the temporal variation of the 

tracer concentration as a factor in the transverse mixing phenomenon. 

In many pollution control problems especially where highly toxic or 

radio-active material is the pollutant, there is interest in not only 

the mean concentration values (at any given point) but also the duration 

and probability distribution of these values. Quantitative data on this 

problem for the open-channel flow are again scarce in the literature. 

Concentration fluctuations were analyzed in three sections. 
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In the first, the intermittency factor technique is used to compute the 

incidence and duration of concentrations above some threshold value t 

Ct. The intermittency factor If is defined as the fraction of time when 

the instantaneous concentration c exceeds Ct at a fixed point. Values 

of If are calculated for given stations at various points along a trans

verse line on a fixed level of the flow. By adopting analyses similar to 

those utilized for the growth of wakes behind cylinders (Townsend (10}, 

Corrsin and Kistler (11), and Demetriades (12)), or the development 

of boundary layers (Klebanoff (13), and Fielder and Head (14)), a region 

of intermittency where 0 < If< 1. 0 is determined. The geometric 

and temporal characteristics of this region are studied in an attempt 

to understand the mechanism of plume growth. 

In the second section, the plume is photographed rapidly from 

above the water surface at various stations from the source. The 

resulting record is analyzed according to the fluctuating plume model 

proposed by Gifford (16). The measurements are compared with 

theoretical predictions. 

In the third section, concentration values recorded at fixed 

points are subjected to the usual statistical analysis to determine 

the parameters: mean squares, rms, coefficients of variation, peak

to-average ratios 1 probability density and distribution functions and 

power spectra. Appropriate profiles are developed to verify theo

retical prediction of self- similarity of the transverse distribution of 

the mean square fluctuation by Csanady (15). Other profiles are 

presented. The results are compared to measurements made in 

atmospheric turbulence. Finally the relationship between the three 
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methods of analysis is discussed. 

1.B. STRUCTURE OF REPORT 

The presentation, in keeping with the aims of the study, falls 

naturally into two phases. Phase I deals with parameters derived 

from time-averaged concentrations. Phase II considers temporal 

variations of c within the plume. Rather than divide the report into 

two separate parts, the chapters are set up to identify the two phases 

distinctly and at the same time avoid redundancy and duplication. 

Chapter 2 summarizes the past studies, analytical investiga

tions, and the e)...rperimental objective relevant to phase Io Chapter 3 

is structured identically to Chapter 2 except that all considerations 

relate to concentration fluctuations, phase II. 

The e)...rperiments described in Chapter 4 cover phases I and II 

because the apparatus for experiments and the experimental procedure 

are generally the same for both phases. The distinction in methods of 

data analysis, however, is appropriately delineated. 

Chapter 5 contains experimental results and a discussion of 

these results for phase I only. Similarly, Chapter 6 presents results 

and their discussion for the study of concentration variations. 

An overall summary of the entire investigation is the subject of 

Chapter 7. It presents the principal conclusions drawn from this 

study as they relate to both time-mean concentration and concentration 

variations. 
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CHAPTER 2 

PAST STUDIES, ANALYTICAL INVESTIGATIONS, 

AND EXPERIMENTAL OBJECTIVE {Phase I) 

This chapter deals with the transverse distributions of the 

time-averaged concentration of a tracer injected continuously at am-

bient velocity. The source is essentially a point and the environment 

is a turbulent shear flow in a wide rectangular channel. Previous 

theoretical and experimental investigations are dis cu~ sed. The ex-

perimental objective of this phase of the study is also presented. 

2oA. PAST STUDIES 

2 . A. i o The Conservation of Mass Equation. The statement 

of mass conservation is a logical starting point for evaluating the 

distribution of a scalar quantity transported and diffused in a moving 

environment. By considering the convection of this quantity through 

an incremental control volume and applying ·mass balance, the follow-

ing mass conservation equation is derived: 

a(p¢) a { ,/,. _ a ( a(p¢)) 
at + -a - p ui"') - a- E a + R - s. u x. x . m x. 

l l l 

(2 .1) 

In Eq. 2o 1 t ¢ is the scalar concentration in mass of tracer per unit 

mass of solution; x. is the coordinate in the i th direction where 
l 

i = 1, 2, and 3; u. is the instantaneous fluid velocity in the direction 
l 

xi; p is the fluid density; E is the molecular diffusion coefficient; 
m . 

t is time; and R and S are the source and sink strengths per unit 
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volwne respectively. For example, sediment precipitation can be 

considered a source and bacterial die-off a sink if these processes 

occur within the flow fieldo 

Derivation of Eq. 2.1 involves no assumptions with regard to 

the mixing mechanism o Rather, it states that the re is an exact 

balance between mass flows through the control surface and the rate 

of change of mass within the control volumeo Eqo 2. 1 is therefore 

exact and forms the bas is for all phenomenological equations per

taining to turbulent (or indeed laminar) mixing processes. 

For an incompressible fl.ow, where ~p/p is small (see for 

example List ( 1 7)) 

&p - &p 
~t ---=O v ox. • 

l 

and thus. the continuity equation becomes approximately 

au. 
1 

axi = 0. 

{2o 2) 

(2. 3) 

Thus, if the flow is incompressible, the mass conservat.ion equation. 

for the solute reduces to 

a¢ + u a¢ = _a_ ( E a¢ ) + 1 (R - S) .. 
at i ox. ox. m oxi p 

1 1 

(2.4) 

If, further, there are no sources and sinks, 

(2. 5) 
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For the special case of turbulent flow, u. and <b can each be de-
1 

composed to a time-averaged value and a fluctuating element such 

that 

(2 .. 6a} 

and 

<b =<I>+¢' (2.6b} 

where the time averages are defined by 

(2. 7a) 

t +T 
1 so m 

<1> = ;y- <b (t) dt 
m t 

(2. 7b) 

0 

t is an arbitrary time base, T is the period of averaging, and 
o m 

I 
u. 

l 

and ¢' are the fluctuating components. The period T must be so 
m 

large that the mean quantities remain invariant for averages taken 

over longer periods. 

Averaging Eq. 2. 5 in the sense of Eqs. 2. 7, the fo°llowing 

result ensues: 

a<I> + u. a<I> = _a_ ( E a<Ii _ ··u.'¢'). at l ax. ax. m ax. i 
l l l 

(2. 8) 

This form applies for quasi- steady cases, i.e._ where o<i> /at reflects 

only the slow changes over periods much longer than T • 
m 

Further simplification of Eq. 2.8 requires expressiqn of the 
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-;-:t turbulent flux term, - u.'I' 
l 

into a form similar to the other terms of 

the equation. This is accomplished by the combination of the 

Boussinesq {18) approximation which relates flux to a local gradient 

and the Reynolds (19) analogy which states that the transfer coef-

ficient of mass is proportional to that of momentum.. The result is 

that the turbulent ma~s flux is related directly to the local gradient 

of the time-averaged concentration by means of the turbulent-

transport coefficient, E •• , such that 
lJ 

where €ij is either a constant or a second-order tensor with 

(2. 9) 

i,j = 1, 2, 3. Since E.. is hardly expected to remain constant in the 
lJ 

entire flow field, especially for anisotropic conditions, it is usually 

retained as a tensor. The physical implications of Eq. 2. 9 will be 

discussed further in a later section of this chapter. 

Combining Eqs. 2.8 and 2. 9 yields the relationship 

acI> + u a<I> = _a_ ( € a<I> + € ac1> ) (2 • 10) 
at i ax. ax. m ax. ij ax. 

1 1 1 J 

which states that the rates of local and convective change of <I> are 

balanced by the negative divergence of the flux of <I> due to molecular 

and turbulent diffusion. 

It has been recognized {see for example Batchelor and 

Townsend (20)) that even at a high Reynolds number the interaction 

between molecular and turbulent diffusion might substantially increas e 

molecular contribution to total mixing in a turbulent flow. Mickelsen 
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(21) found, however, that in an air stream accelerated molecular 

diffusion was negligible in comparison to eddy mixing--indicating 

that €i. >> E • J m 

The fluid particles in this study will be assumed "tagged" so 

that each "marked 11 particle is much larger than the molecular dimen-

sion but much smaller than the smallest length scale of turbulence. 

Molecular mixing is thus restricted to within each particle and the 

redistribution of the particles (or turbulent mixing) will be effected 

by eddies. The particles also occur at very low concentrations and 

are of the same density, p, as the fluid. 

If the "marked 11 -particle concentration is denoted by c, all 

operations performed on cf> can, similarly, be applied to c with 

the result: 

ac + u ac = _£__ (n ac ) 
at i ax. 8xi ij ax. 

l J 
(2. 11) 

where D.. represents the mass transfer coefficient characteristic of 
lJ 

the diffusion of the ''marked 11 particles in the turbulent environment, 

and C is the time-averaged concentration defined in the sense of 

Eq. 2. 7b. 

By assuming that the axes xi are oriented along the principal 

directions, D .. becomes a diagonal tensor for which D .. = 0 for -
~ . ~ 

i -=F j, and D .. = D .. for i = j. Dagan (22) has shown that this diago-
lJ ll 

nalization is valid in the flow regions away from boundary corners. 

Thus Eq. 2.11 becomes 
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ac ac _a_(n ac) 
at + u i ax. = ax. Hax. · 

l l l 

(2.12) 

This is frequently termed the convective-diffusion equation. 

2.A.2. Solutions of the Diffusion Equation. ~dopting carte-

sian coordinates oriented as shown in the definition sketch, Fig. "2.1, 

the diffusion equation takes the form 

ac+uac+vac+wac=l_(n ac)+i(n ac)+1-(n ac) 
at ox oy oz ox x ax oy y oy oz z az 

(2.13) 

where u, v, and w are, respectively, the time-averaged velocity 

components in the x, y, and z directions, and D , D , and D x y z 

are the mass transfer coefficients of the tracer particles in the 

respective directions x, y, and z o 

For the mixing of a plume from a continuous point source in a 

shear flow as is shown in Figure 2. 1, the following assumptions can be 

introduced: 

(i) v=w=O, (2.14) 

(ii) the plume is 11 slim'' (or the ''boundary-layer" approxima-

tion applies): 

1-(n oc)<<l-(n ac) ox x ox az z oz , 

a (n ac) _ o[a (n ac)0 
ay y oy - OZ Z OZ ~I 

(2.15) 

As a consequence, Eq. 2.13 (for the steady state: 8C/8t = 0) 

reduces to 
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{2. 16) 

The difficulty in solving Eq. 2. 16 arises mostly because the 

characteristics and variation of D , D , and u are either unknown 
y z 

or too complex to permit a functionally representable solution. To 

facilitate the solution, a conjugate power law, which relates u, D , 
y 

and Dz to powers of y, has been adopted by several investigations 

especially for atmospheric diffusion (Sutton (23}, Davies (24), Yih 

(25), and Smith {3)}. Smith (3), for example, in an attempt to solve 

Eq. 2. 16 for a continuous elevated point source in the atmosphere 

. 1-
assumed that u cc (y +h)µ, D = D ·= Dz(y +h) µ, where h = height 

y z 

of the source and µ and D 2 are constants. He applied the following 

boundary conditions: 

(i} c = Q o(y} o(z) 
s 

(2. 1 7) 

where o is the Dirac delta function and Q , the source strength 
s 

defined below, 

(ii) 

(iii) 

D ac = 0 at y = 0, 
Y ay 

C - 0 as y, jz I - oo. 

(2.18} 

(2. 19) 

Ignoring diffusive transport, material conservation requires that the 

source strength 

S 00 S 00 

uC dy dz = Q
5 

= constant. 
-oo 0 

(2. 20) 
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Smith found that, for µ = i, an exact solution could be de -

rived. For this case, the cross-wise concentration profiles were 

Gaussian. He also showed analytically that both the zeroth and sec-

ond moments of the transverse distribution of C were complicated 

functions of x, y, h, and µ from which qualitative relationship s 

could be derived. A significant contribution of Smith's analysis is 

that it provided a mathematical system for testing the sensitivity of 

the solutions to variations of the parameters h, D2 , and µ which, 

in turn, indicate the effects of sourc e height, the diffusion coefficients, 

and shear • . 

Another approach used for solution of the convective-diffusion 

equation is a form of the moment-integral method formally introduced 

by Aris (26) and extended by Saffman (2 7) ~o r the unsteady longitudinal 

distribution of C due to an instantaneous point source.. Basically 

the q th moment of C is evaluated by the relation 

M (x,y) = S 00 

zqC(x,y,z) dz·, 
q -oo 

(2.21) 

and then Mq is integrated over the fl.ow depth, and substituted 

into the diffusion equation to obtain solutions for the various moments 

usually zeroth, first, and second. 

Aris (26) applied this method to the <lispers ion of an instan-

taneous source in a pipe fl.ow and derived that the variance of the 

longitudinal distribution of the solute grows linearly with time. He 

also found that the asymptotic distribution for C(x,t) is Gaussian in 

x, where C i s averaged over the cross section, and the time t is 

large.,. 



-15-

Saffman (27-}, in analyzing the dispersion of a cloud of mate-

rial in the atmosphere, defined his moments by 

M (y,t) = S 00 S 00 

xpzqc dx dz, (p,q > 0) 
pq -oo -oo 

and, differentiating between a bounded and an rm bounded atmosphere~ 

developed solutions for the various moments., He asserted that the 

asymptotic solution is attained if the time 

dz 
t >> 2D 1 {2. 23) 

where y = d is the height below which the material is confined and D 

is a characteristic lateral diffusion coefficient. He obtained useful 

expressions for the centroid and variance of the longitudinal concen-

tration distribution. 

Altha ugh the moment approach of Aris and Saffman was used 

for material distribution of a slug in the direction of flow~ the method 

is useful for analysis of the transverse distribution of the continuous 

source plume as will be illustrated later. 

2.A. 3., Statistical Models for Turbulent Mixing.. The basis 

for statistical modelling in the analysis of turbulent diffusion is the 

classical paper by G. I. Taylor { 28), ''Diffusion by Continuous Move-

ments," a Lagrangian analysis in which the coordinate system moves 

with the mean particle velocity in the direction of flow o Taylor 

showed that the variance of the displacement of a fluid particle due 

to turbulent velocity fluctuations can be expressed completely in 
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terms of the mean square eddy velocity and the Lagrangian correla-

tion coefficient R(t') defined by 

= w'(t)w'(t+t') 
I . {2. 24) 

where w'(t) = eddy velocity of the fluid particle at time t, and 

w'(t +t 1) = the value of w' at time t + t' for the same particle. He 

deduced that i£ the turbulence is homogeneous and stationary a char-

acteristic coefficient D of lateral mixing can be deiined by z 

1 d<J2 
D =--z 2 dt 

valid for large time T such that 

T ,, = ST R(t 1
) dt' = constant. 

0 

(2. 25) 

In Eq. 2<> 25, cr2 = mean square of the lateral displacement of the 

fluid particle. 

Direct use of Eq. 2. 25 for the calculation of D has been z 

hampered by the fact that R(t') cannot be measured but only esti

mated (see for example Taylor {28), Van Driest (29), Kalinske and 

Pien (30), and Orlob (31,32)). For shear flows intercorrelations 

between eddy velocities in the y and z directions would have to be 

evaluated. These cannot, at present, be measured either. Never-

theless Taylor's theory laid the foundation for other statistical models 

which have immensely aided interpretation of turbulent diffusion pro-

cesses. 
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Batchelor (33) generalized Taylor's one particle analysis to 

the case of three dimensions for steady homogeneous turbulence, 

. establishing in the process, criteria for the existence of a diffusion 

coefficient. He defined the mean concentration for a finite volume of 

marked fluid by 

P(x,t) = S P~',O)q(x-~',t) dv(x') {2.26) 

where P~, t) is the probability that the point defined by the position 

vector l:E lies within the marked fluid at time t. The probability 

P(~, 0) is unity or zero according to whether x lies within or outside 

the volume V defined by 

V = S P(x, t) dv(~), (2. 2 7) 

where dv~) is a volume element, and q(~ - l:E', t) is the probability · 

density function (p°'d.f.) of the displacement x - x' at time t. Thus, 

the generalized dispersion dij is given by 

d .. (t} = d .. (O) + X.(t)X.(t) 
lJ lJ l J 

(2. 28) 

where X. (t) is the ith component of the fluid particle displacement 
l 

in time t and i, j take values 1, 2, 3 in the normal tensor notation. 

Assuming that X17 X2 , and X 3 are Gaussian both jointly and sepa-

rately, it can be shown by substitution that the probability P(x, t) 

described by the equation 

oP 32p(~,t) 
at (x, t} = D.. 8 8 - lJ xi xj 

(2.29) 
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is a solution of Eq. 2. 26 if 

1 an .. 
D --21 

ij = 2 at (2.30) 

where 

~xi -XzX1 X3X1 

0= X1Xz xi X3Xz {2. 31) 

- ,.,....._ 

x} X1X3 XzX3 

Thus, under the conditions specified, a general diffusion coefficient 

· D.. can be defined such that 
lJ 

1 dX.X. 
D 1 J 

ij = 2 dt 

This result is consistent with Taylor's one-dimensional relation, but 

while Eq. 2 .. 24 requires T * to be constant, existence of the coef

ficient Dij :for i = j = 3 requires only that Xi have a Gaussian 

p. d. f. 

Furthermore, it has been shown that if the coordinates of a 

diffusing particle are assumed to vary in time according to a Markov 

random process, the diffusion Eq .. 2. 13 (for v = w = 0) is a Fokker-

Planck equation for this random motion (Monin (34)). As such the 

mass transfer coefficients can be defined as in Eq<> 2. 25 for all t ... 

From these and other statistical models, the following deduc-

tions can be made: 

(i) a coefficient of turbulent mixing can be represented completely by 

the mean square of the velocity fluctuation and a Lagrangian correla-

tion coefficient, 
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(ii) the probability density function for the fluid particle displace-

ment X.(t) tends to a Gaussian function of the transverse coordinates 
l 

for large t as demonstrated by application of the Central Limit 

Theorem, and 

(iii) without recourse to a ''mixing length" approximation, a diffusion 

coefficient satisfying a Fickian type equation can be defined in the 

form of Eq. 2. 32 even for small t. 

2.A. 4. Measurements of the Transverse Mixing Coefficient. 

Table 2.1 summarizes measurements of the transverse mixing coef-

iicient made by several investigators in various fl.ow configurations. 

The result obtained by Elder (1) and used by Fischer (2, 7}, and 

Sayre and Chang (35) provided the stimulus for the present study. 

Elder assumed that the velocity distribution was logarithmic so that 

u* 
u=u +-1n11t max K 

(2.33) 

where in is the natural logarithm, u the maximum velocity, max 

11 = y/d, and d = mean fl.ow depth. For the linear shear distribution, 

T 2 - = (1 - 11)u = 
p * 

--v'u', (2. 34} 

where T =local shear. Assuming Reynolds analogy for vertical 

diffusivity within the entire flow field, 

- ac - au D = -v'c'/- = -v'u'/-. y · oy By 
(2. 3 5) 

Using Eqs. 2.33, 2.34, and 2.35, the depth-averaged value Dy of 



Table 2.1 0 Previous measurements of the transverse diffusion coefficient in open-channel flows 

Source Channel 

ii) (2) 

Channel 
Bottom 

Roughncfts 

(3) 

Trac e r 

(4) 

Injection 
Depth 

.,h 1 

(S) 

~r 11 J I laboratory I "•mooth---t--- p;;-;.;,.,anganate I 1. 0 I .. L I • • I n ., I . • I •. ' I L __ 

flume , I solution 

Fi•cher 121 

Glover (421 • 

Glover (421 

Kalinske and 
Pien (30) • 

Pien (41) • 

Patterson and 
Gloyi;ia (43) 

Sayre and 
Chang (3SJ • 

Suliivan 16) 

Yotsukura 
et al 181 

Engelund {40) I 
~" 

Orlob 10 I 
<31. n> I 

Sayre and 
Chamberlain 
(38) 

Sayre and 
Chang 135) 

NOTES: 

Atrisco Feeder 
Canal (N. M.) 

laboratory 
flume 

Columbia 
R iver 

laboratory 
flume 

Colorado River 
nr. Austin, Tex . 

laboratory 
flume 

laboratory 
flumt> 

Mi s souri River 
nr. Blair. Nebr. 

laboratory 
flume 

laboratory 
flume 

laboratory 
flume 

laboratory 
flume 

sand· bed 

s mooth 

sand~ be d 

emooth 

sand· bed 

wooden 
cleats 

smooth 

sand-bed 

sand 
roughness 

expanded 
metal screens 

•and bed 
(small dune• I 

wooden 
cleats 

Rhoda.mine 
WT dye 

salt solution 1 

radioieotope 
mixture 

HCI and 
alcohol 

mixture 

fluorescent dyes 

£h:.oresccnt dyes 

Gentian violet 
dvP 

Rhodaminc 
B dve 

9mm 
plastic ball 

polyethyle ne 
dl•c• 

poly e thylene 
particle• 

polyethylene 
particles 

~t. 0 

~1. 0 

0 . 67 

o. 39 

I. 0 

0. ZS 
o. so 

_0. 75 

over the 
entire d~fo 

I. 0 

I. 0 
I. 0 

I. 0 

I. 0 

I. 0 

(A) Dissolved tracers were introduced as continuous point sources. However. 
Elder {I) u s ed both dye drop• and contlnuouo point •ources. Sullivan (6)1 and 
Patterson and Gloyna (43) injected pul s e• of dye. 

(B) Floating particles were released eingly on the water surface at a point on the 
Oume center line. 

: ~h =.::Id where h=injection height above channel bottom and d=flow depth. 

0 = Dz/u•d for di ssolved tracers. 9p = D/u•d for floating particles. 
3 Depth-Integrated value. 

• A typical experiment has been chos en. 
1 The tr~c e r was heavier than the ambient water: thus producing a density flow. 
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the vertical diffusivity becomes 

(2. 36) 

Assuming that the depth-averaged transverse mixing coefficient, D 
z 

could be expressed in a form similar to Eq. 2. 3 6, Elder predicted 

that, for isotropic turbulence, 

D - _ z _ K 
e - u*d - 6 

(2. 3 7) 

since the von Karman constant, K ~ 0 0 40 o 

To evaluate D experimentally, Elder measured the depth
z 

integrated concentration distributions for both dye slugs and a fixed, 

continuous point source in an open-channel flow about 1. 0 cm deep. 

He calculated the lateral half-width W (lateral distance between 
z 

points where C equals one half of its peak value) at various distances 

from the source. From the growth of W2 with x, he calculated D z z 

using the modified Einstein equation: 

D 
z 

1 - dcr2 
=- u --2 dx ' 

(2. 38) 

where cr2 is the depth-averaged variance of the transverse distribu-

tion of the tracer concentrationo By his data, the dim ens ionle s s 

- - I t coefficient 8 = Dz u*d was 0 .. 16. 

t The value 0. 228 reported by Elder (1} has been shown to be in error 
by Sullivan (6). According to Sullivan (6), Elder assumed that 
W z = 2cr instead of the true value of 2. 36cr. The correct normalized 
value is thus 0.228(2/2.36) 2 = 0.16. 
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Sullivan (6) introduced pulses of dye over the flow depth in a 

flume 76 .. 3 cm wide. The working section was about 2 meters long. 

He photographed the slug at various downstream positions. Using a 

Joyce Microdensitometer, he developed depth-averaged cross-wise 

concentration profiles. His calculated values of 9 ranged from 

0. 108 to 0. 133 for normal depths 10. 19 cm to 7. 32 cm. 

Fischer (7) measured the transverse spread of Rhodamine WT 

dye tracer injected continuously into a canal 18. 3 meters wide in a 

flow 6 7 cm deep. He calculated variances cr2 directly from meas

ured concentration distributions across the channel at various stations. 

For both centerline and bank injections of the tracer, he found that 

.the normalized transverse mixing coefficient e = 0.24 .. 

In a similar experiment, Yotsukura et al. (8) measured the 

difiusion of Rhodamine B dye injected continuously on the surface of 

the Missouri River. The source was located at the river center line 

just downstream of the Blair (Neb.) bridge and measurements were 

made over a 10 km stretch of the river.. The transverse coefficient, 

determined from an Einstein-type equation was 9 ~ 0. 60. 

Other experiments designed to simulate diffusion in homo

geneous turbulence involve releasing slightly-buoyant particles on 

the water surface and observing their lateral distribution at various 

downstream stations. The idea was introduced by Or lob (31, 32) who 

released small polyethylene discs on the water surface of an open 

channel 122 cm wide. The particles were collected, at various dis

tances downstream of the release point, in 1-cm compartments of a 

collector extending the full width of the channel. He analyzed his 
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measurements by using Kolmogoroff's (36) theory of local similarity 

for very high Reynolds number ·flow and by assuming an analogy 

betw.een molecular and turbulent diffusion. He asserted that the 

transverse diffusion coefficient D for the particles could be repre
p 

sented by 

D = O. 0136 E 1/ 3L 4 / 3 
p z ' 

(2. 39} 

where E is the mean rate of energy dissipation per unit mass of 

fluid, and L a characteristic length scale which, according to 
z 

Orlob, is proportional to the 4/3-power of the flow depth. It is 

doubtful, however, that Eq .. 2 .. 39 applies to Orlob's experiments. 

Batchelor (3 7) has clearly shown that validity of such a relationship 

(i .. e. Eqo 2. 39)· requires that 0"
2 <<Ly, where L 1 is the largest 

eddy size effecting mixing.. Orlob 's experiments, in which the flow 

depth d ranged from 1 .. 6 cm to 10 .. 70 cm and the test reach was 

460 cm, were outside the prescribed limit. 

Sayre and Chang (35} studied, among other things, the lateral 

dispersion of both dissolved solute and floating particles in a flume 

238 cm wide and roughened at the bottom with wooden cleats o In 

experiments practically identical to those of Orlob, they determin.ed 

that D /u*d = O. 23 for floating polyethylene particles, and 
p ' 

Dz/u*d = 0 .. 17 for dissolved tracers .. When the same flume was 

roughened with sand, Sayre and Chamberlain (38} found that D /u*d = 
p 

O. 24 for floating polyethylene particles. 

Prych (39) obtained D p/u~:.:d = 0 o 20 for floatin.g particles and, 

on the average, D /u.,d = Oo 135 for dissolved tracers. Engelund (40) z .;r,< 
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released a 9 mm plastic ball at the speed of the water surface veloc-

ity and photographed its subsequent positions on a horizontal grid. 

Measurements were made for two depths of flow: 5. 4 cm and 17. 3 cm. 

He calculated D by assuming that the Eulerian correlation coefp 

ficient was similar to the Lagrangian coefficient and reported that for 

his data D /u*d = O. 20. p 

From these and other experiments listed in Table 2. 1, it is 

observed that, for dissolved tracers, the dimensionless mixing coef-

ficient S ranges from 0.083 measured by Pien (41) in a laboratory 

flume to O .. 73 measured by Glover (42) in the Columbia River. For 

floating particles, D /u, d is approximately O. 20 for the listed p >i< 

experiments all of which were performed in laboratory flumes. 

Further discussion of the measured values of S will be presented 

in Chapter 5. 

2.B. ANALYTICAL INVESTIGATIONS 

2. B. 1. The Concept of a Turbulent Mixing (or Exchange) 

Coefficient.. The turbulence transfer coefficient, which is basic to 

the diffusion equation, requires special attention. The exchange coef-

ficient concept states that the turbulent flux of material is directly 

proportional to the local mean gradient of the scalar distribution. 

The constant of proportionality is the turbulent mixing (or exchange)· 

coefficient E. . defined by 
lJ 

(
au. au.) 

~ = E _1 +____.:! 
- u. u. iJ. ax. ax. 

l J J l 
(2. 40) 
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where E .. , the eddy viscosity or the turbulent transfer coefficient 
lJ 

for momentum, is a second order tensor. 

Prandtl proposed the mixing-length theory as a physical 

explanation justifying Eq. 2.40. Prandtl's theory for the one-dimen-

sional case can be summarized as follows: 

(i) - OU 
- u Iv I = Ez a y ' (2.41) 

where u' and v' are velocity fluctuations in the x and y directions 

respectively and E 2 = turbulent "diffusion 11 coefficient in the y-

direction, 

(ii) E 2 o: i. v * (2~42) 

where .R. and v)~ are respectively a characteristic length and veloc-

ity of the eddies, and 

(iii) (2. 43) 

The limitations of Prandtl 1 s proposal become ' evident when 

postulates 2.41, 2.42, and 2.43 are compared to reality. Eq. 2.41, 

for example, assumes that turbulent transfer is affected by excur-

sions of length i.. 
1 

small in comparison to the characteristic width 

of the cloud of material being mixed. However 1 Batchelor (44) found, 

from velocity measurements of two-dimensional wakes and jets, 

that .£ was of the order of the flow dimensions o 

According to Batchelor (44), Prandtl 's theory predicts that 

? , v' 2 , and ? can be represented by a single curve which depends 

on (du/dy) 2 and becomes zero where du/dy = O. However, meas-

urements by Townsend (45) showed that there was no single repre-
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sentative curve and that turbulence intensities were appreciably 

greater than zero along the axis of a wake where the mean velocity 

gradj.ent was zero. Townsend's (4 5) measurements also showed that 

there were regions within the wake where ~ would be transferred 

up a gradient--a direct contradiction of Prandt' s theory .which re-

quires that transfer coefficients be positive. Furthermore Starr (46) 

has shown that, according to Eq. 2. 41, a wide range of fluid systems 

exhibit negative eddy viscosities. 

The mixing length theory also predicts that in the region of 

zero shear, the mixing coefficient .is also zero- -again a contradiction 

to the fact that transverse spread of material occurs even if the 

transverse velocity gradient is zero. Therefore neither the Reynolds 

analogy nor Prandtl's theory applies in the central region of a uniform 

open channel fl.ow where T ~ 0. 

The preceding objections thus preclude use of the exchange 

coefficient concept and Reynolds analogy to establish existence of the 

transverse turbulent mixing coefficient, D. 
z 

Rather Batchelor' s 

(33} mathematical result discussed in Section 2.A.3 will be applied. 

In a uniform open-channel fl.ow, turbulence is homogeneous in a 

plane parallel to the channel bottom. Thus if the cross-wise distri-

bution of tracer concentration on this plane is Gaussian, then there 

exists a characteristic transverse mixing coefficient D for that 
z 

plane . Under this condition use of Eqo 2. 16 is considered valid. 

2o B. 2. The Transverse Exchange Coefficient as Derived 

From the Convective-Diffusion Equation.. Since the present study is 

confined to the central region of a steady uniform flow in an open 
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channel (essentially away from the sidewall boundary layers), it will 

be assumed that both D and D are independent of z. Thus y z 

Eqo Ze 16 becomes 

( ) ac _ a (n < ) ac) + a (n ( ) ac) 
u y ax - 8y y y ay az z x 'y az (2., 44) 

where C = C(x,y,z). 

Applying the moment technique of Aris (26), an equation for 

the second moment of C can be derived by multiplying each term of 

Eqa 2o 44 by z 2 and integrating over z. For the left-hand side, 

S oo a c S oo a ( z C) 
2 ( ) d u(y) azx dz z u y ax z = 

-oo -oo 

a 500 

= u(y) ax z 2 C dz 
-oo 

8M = u(y) 1f;f 

where the second moment Mz =Sao z 2 C dz. 
-oo 

The first term of the 

right- hand side be comes 

(' 
00 

a ( ac) a S 00 a j z 2 a D a dz = - D - (z2 C) dz 
-oo Y Y Y . ay Y -oo ay 

= .!__ ( D 8Mz) 
ay . y ay a 

Setting 

S 
00 

a ( ac) III = z2 8z Dz 8z dz' 
-oo . 
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and integrating by parts twice, one obtains 

Asswning therefore that 

{i) the tails of the C-distribution are such that the material 

flux= D (8C/oz) = O as z - ± oo, z 

S 
00 8 

(ii) the integral Dz az {zC) dz converges so that C - 0 
-oo 

as z - ± oo, 

and 

(iii) D -:f:. D {z) , 
z z 

Eq. 2o47 reduces to 

{2. 48) 

where the zero moment M
0 

= S 00 

C dz is the total material at any 
-oo 

level, y of a given station. 

Thus , combining all terms 

( ) a Mz = ..!_ (n a Mz ) + 2 D M 
u y ax oy y oy z 0 

{2. 49) 

and if M
0 

=fa 0, the transverse exchange coefficient Dz can be calcu

lated by the relation 

D (x,y) = - - · u -- - - D --2 1 1 [ 8M2 8 ( 3M )] 
z 2 M 0 ax ay y ay 

This is the generalized transverse mixing coefficient D 
z 

{2. 50) 

expressed 

in terms of the moments of the cross-wise concentration distribution ... 
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2. B. 3. The Transverse Mixing Coefficient as a Function of 

Depth. From Eq. 2. 50, the dependence of Dz on depth at a given 

station can be derived if u(y), D {y) and the distributions of the y 

moments are known. It has been shown experimentally that D is 
y 

the parabola 

D 
__:t._ = KY) ( 1 - Y)) , 
u*d 

where the shear velocity u* is expressed as 

'TO =bottom shear stress, p =fluid density, r =the hydraulic 

radius, ri = y /d, and Sf = energy slope. 

(2. 51) 

(2. 52) 

Therefore substituting Eqs. 2. 51 and 2. 33 into Eq. 2. 50, the 

normalized transverse mixing coefficient becomes 

(2. 53a) 

1 l Ua 8M2n 1 8M2n 
= 2M - ac- + - .f n{eY)) ac--

O u* as K. as 

where u = depth integrated velocity at a given value of z, ; = x/d, 
a 

Mzn = M2 /d2 , and e = base of the natural logarithm. 

The right-hand side of E q.. 2. 53a or 2. 53b delineates the 
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contributions of longitudinal convection and shear to the transverse 

mixing coefficient. The first term in Eq. 2. 53a expresses the con-

tribution due to translation velocity. The value of 9 at any level 11 

must be computed by using the flow velocity u(11) at that level .. 

The combined effect of the vertical diffusivity D and the 
y 

vertical distribution of Mz is expressed in the last term of Eq. 2. 53a. 

It shows that as long as 8Mzn/811 =f:. 0, this combined effect can be a 

dominating factor in the determination of e. However for each of 

the three cases: 11 = 0, 11 = 1, and oMzn/811 = 0, 9 can be calculated 

without knowledge of the value of D o 

y 

Eqs. 2. 53 provide a framework for evaluating 8 as a function 

of 11 at any distance from the source. It requires only that the vari-

ations of Mz and M
0 

be known through measurements. The equa

tions also demonstrate that even at large distances where 8M;m/811 = 0, 

a is constant with depth only when 8Mzn/as varies with 11 in a 

manner that compensates for the shear effect. If :: aMzn/811 = 0, and 

8Mzn/8s = a constant at all 11, e at any section assumes the shape of 

the velocity profile at that station. 

2. B. 4. Method of Calculating the Transverse Mixing Coef

ficient. Eq. 2. 53a is the basis.for the determination of 9. For the 

general variation of 8, each term of the right side can be calculated 

numerically given the distributions of the pertinent functions M
0 

and 

Mzn• Numerical evaluation of the last term requires the calculation 

. of the second derivative 82 Mzn/a11z in which the errors might be 

unduly large if A 11 is not small enough. In the present study, a 



-31-

method of fitting polynomials by the least square to the ex-

perimental points was used to circumvent this problem. This is 

discussed further in Section 5. C. 

The depth integrated value of e can be evaluated from Eq. 

2. 53a by the operation 

If M 0 is differentiable at least once with respect to 11, the last term 

of Eq. 2. 54 is zero. Assuming further that "material" is uniform 

over the depth so that M
0 

::fo f{x,y), and that the rate of growth of the 

second moment with distance is also uniform with depth so that 

8M~m/ag ::fo g{y), then 

- 1 - a 
9 = Z Un as-

{2. 55) 

where . un = ua/u*, and er~ is the depth-mean variance of the cross

wise concentration distribution normalized by d2 • 

Eq. 2. 55 is similar to Taylor's (28) Eq. 2. 25 for mixing in a 

field of homogeneous turbulence. However, while Taylor's result 

was derived on the assumption of homogeneity of the entire flow fieldt 

Eq. 2. 55 maintains that indeed there is a depth variation of turbulence 

characteristics but that this variation can be erased by integration 

under the conditions specified. The errors accrued as a result of 

the assumptions leading to Eq. 2. 55 will be discussed with 
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reference to experimental measurements in Section 5. C. 2. 

2., B. 5 . The Combined Effect of Shear and Vertical Mixing on 

Initial Distributions. A characteristic feature of a plume mixing in a · 

turbul e nt s hea r flow is that near the source the vertical distribution 

of material within the plume is markedly skewed. This is due to the 

fact that D and u are nonuniform with depth. 
y 

The phenomenon is illustrated in Figure 2 ... 2. It is assumed 

that the velocity profile is logarithmic (as in Eq .. 2 .. 33) and that D 
. y 

varies as a parabolic function of Y) (as in Eq .. 2. 51) o The source is 

located at Y)h = 1/e.. Initially the tracer is concentrated at the source 

level and represented mathematically as a Dirac delta function. 

Immediately after release, the source material is stretched 

over some vertical distance by vertical mixing. Sine e D is para-
y .· 

bolically distributed as a consequence of shear and llh < 0 •. 5? , .' . 
vertical transport is more pronounced above than below the level of 

tracer release. The result is that a given amount of material will 

be spread out over a larger distance above than below Y)h. As a 

consequence, the level Y) of maximum material concentration a 
m . 

short distance downstream of the source is smaller than 11h the 

level of tracer injection. 

As s increases the process is repeated with the result that 

11 continues to decrease giving rise to a skewed material distribu
m 

tion shown in stage (i) of Figure, 2. 2(.b) ~ Eventually the level of peak 

material concentration reaches the bed and 11 = 0 at a characteris. m 

tic distance £
0

• The resulting distribution is shown in stage (ii) of 
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Figure. 2. 2(b). As s increases further, the forcing functions and the 

location of the source shown in Figure 2. 2{a) would require theoreti-

cally that 11 remain at the flow bed until material distribution is 
m 

uniform with depth as shown in stage (iv) of Figure 2. 2{b). In reality 

11 may recover from zero to a value which could even be greater 
m 

than 11h before stage (iv) is attained. This "bouncing" effect may 

be due to secondary current or other irregularities of the flow. 

The distributions shown in Figure 2. 2 are certainly dependent 

on the level of tracer injection 11h. If 11h is near unity 1 for example, 

11 will initially rise to the water surface before material becomes m 

uniformly distributed over the flow depth at large s. The "bouncing'' 

effect could again be measured. 

The initial distribution of material was numerically calcu-

lated at several s using the forcing functions of Figure 2. 2(a). 

Various values of rih were used. The theoretical results were com

pared with measurements in the flume as discussed in Section 5. E. 

2. C. EXPERIMENT AL OBJECTIVE 

2. C.1. General. All experiments relating to the first phase 

of this study were designed to calculate parameters derived from 

time-averaged values of tracer concentrations. In general, a tracer 

was continuously injected at ambient velocity from a small round 

injector into a uniform open-channel flow at a convenient depth at the 

flume centerline .. Tracer concentrations were measured in situ ~t 

selected stations downstream of source and at various fl.ow levels 

by conductivity probes. The output was conveniently stored on a 
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strip chart or magnetic tape for proper data retrieval and develop-

ment of concentration profiles. Time averaging of the concentration 

reco~d was accomplished either graphically or by numerical calcu-

lat ion. 

2. C. 2. Calculation of the Transverse Mixing Coefficient. A 

principal objective of the eXperiments was to determine the mixing 

coefficient D both as a depth-averaged value and as a space variz 

able. For calculating a a form of Eq. 2. 55 was used. The variance 

o:f the cross-wise concentration distribution was calculated by the 

relation 

crz.(x, y) = 

S 00 

z 2 C dz 
-oo 

S 00 

C dz 
-oo 

(2. 56) 

for given values of x and y. Then the depth average was deter-

mined by the summation: 

o-2- (x) 
1 

= J (2. 57) 

for a fixed x, where J is the number of levels where the cross-wise 

concentration profiles were established by measurement. The maxi

mum growth rate of a2 for large s was calculated from 'a plot of 

a2 versus x and e determined by the equation 

- 1 u do-2 

e = 2 u*d dx • (2. 58) 
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Values of e were then calculated for various uniform flow 

configurations in two separate laboratory flumes in an attempt to 

verify past measurements and to add more information to the meagre 

values reported in the literature. For one series of experiments, 

the turbulence was intensified by placing a layer of ston~s on the 

bottom of the flume. For the rest of the experiments the flume 

bottom was essentially hydraulically smooth. 

Determination of 9(s;11) as a function of s and 11 consisted 

in numerically evaluating each term of a modified form of Eq .. 2.53b. 

The variance · cr2 was calculated a~ fixed values of x and y. At a 

given station, cr2 was plotted against y and a curve fitted to the 

points. Thus for that station £1, for example, e was calculated by 

(2. 59) 

From these calculations, the general change in the shape of the depth 

variation of e with increasing s was developed~ 

2. C. 3o Determination of Other Parameter's. 

(a) Attenuation of peak concentration. The decay of the maximum 

mean tracer concentration C with s was measured at fixed levels 
max 

11. Owing to the nonuniform vertical distributions of the vertical 

diffusivity, flow velocity, and the transverse mixing coefficient with 

11, and the fact that the source is small, the decay rate of C with max 

s is vastly different at various 11 near the source. These rates 
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were established from measurements for four values of i)h, the 

injection level. 

At large values of ~, curves of C attenuation with £ at vari-
max 

ous levels essentially collapse into one. Thus if the transverse concen-

tration profiles are assumed identical at all levels, the mixing pro-

cess can be described as one-dimensional diffusion with a charac-

teristic transverse mixing coefficient D expressed according to 
z 

Eq. 2. 58. The fundamental solution is given by 

-z2 /2cr2 {x) 
C{x, z) = Cmax{x) e 

where C (x) is the peak value of C assumed located along 
max 

z = O. The source strength Q
8 

is defined by 

Qs = uCA 
0 0 0 

= soo sd u(y}C(x,y,z} dy dz 
-oo 0 

= constant, by continuity 

{2. 60) 

(2. 61) 

(2. 20) 

where u , C , and A are, respectively, the injection velocity of 
0 0 0 

the tracer, the initial tracer concentration, and the cross-sectional 

area of the injector. Thus by integration of Eq. 2. 20, it is found that 

where 0-(x) = J cr2 (x) , and it is assumed that u = u • Hence, 
a 

(2. 62) 

c (x) ,.., [ cr(x) r 1 
which predicts that if Taylor Is one-dimensional 

max 
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mixing indeed occurs, the maximum tracer concentration would 

attenuate as the (- 1 /2)-power of x. This relationship was verified 

by measurements in the present study. 

Eq. 2o 62 also offers a method of calculating the depth-

averaged coefficient D given a value of C at a known distance 
z max 

. downstream of the source and assuming a linear growth of the vari

ance. Such calculations were made and compared to D evaluated 
z 

by the moment method of Section 2. C. 2. 

(b) Tso-concentration maps. Concentration values were measured 

at sufficient points to permit comp~ete mapping of the plume on both 

cross-sectional and cross-wise planes .. The iso-concentration con-

tours developed were used to visualize the geometric feat1:1res of the . 

mixing process. Concentration maps were also constructed on the 

vertical plane through the plume axis. This provided a distribution 

of the areas of high concentration levels on the axial plane. 

{c) Other related parameters. From the experiments, the variation 

of M 0 with x and y was determined. 

Velocity measurements were made to verify the assumed 

logarithmic distribution in the vertical, to establish isovels within 

the flow and thus delineate zones of the wall boundary layer, and to 

calculate the discharge through various flume cross sections. 

2. Co 4o Summary of the Experimental Objective {Phase I) o 

A plume was generated by a continuous point source in an open-

channel flow. Time-averaged concentration values were measured 

at various levels of the flow for selected stations. From these~ 
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cross-wise concentration profiles were developed and e calculated 

both as a local variable and as a depth-averaged constant. Near 

source characteristics of the plume were measured and compared 

to theoretical predictions. Asymptotic plume behavior was also 

investigated. Iso-concentration contours were plotted on cross

sectional, transverse and axial planes. Material distribution within 

the plume was established and velocity measurements made" 



-40-

CHAPTER 3 

PAST STUDIES, ANALYTICAL INVESTIGATIONS, 

AND EXPERIMENTAL OBJECTIVE {Phase II} 

The second phase of this study deals with the temporal fluctu-

ations of tracer concentration at various points within the plume. 

Although some theoretical models have been proposed for describing 

this process, experimental verification is extremely scarce. This 

chapter reviews the pertinent work thus far reported · in the literature, 

presents some analytical ramifications, and outlines the experimental 

objective of phase IL 

3.A. PAST STUDIES 

3. Ao 1. Conservation Equation for Mean-Square Concentration 

Fluctuations (msf) o Using a method introduced by Csanady ( 15), a 

conservation equation is derived for the mean square concentration 

fluctuations (msf or ¢ '2 ) at a fixed point. Essentially the time mean 

conservation equation is subtracted from the instantaneous equation 

to obtain an expression for the fluctuations of velocity and concentra-

tion. Thus, subtracting Eq . 2. 8 from Eq. 2. 5 one obtains: 

a¢ I + u a <P I + u I a({) + u I 8 ¢ I - 2- ( u ~ .¢ I) = 
at i ax. i ax. i 8x. 8x. l 

(3. 1) 
l l l l 

where ¢' = fluctuation of scalar concentration from the mean value <1>. 

For an incompressible flow where 8U./8x. = 0, 
l . l 
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OU~ 
l 

-~- = o. ux. 
l 

(3. 2) 

If Eq. 3. 1 is multiplied by 2</>' and Eqo 3 o 2 applie,d, the resulting 

relationship can be averaged in the sense of Eqs. 2. 7 to give the 

following conservation equation for msf: 

0¢ 12 + u. 0¢'" : - zu:</> I 0f .+ -1_ ( € 0¢ 12 - U.</> 12) - w (3 • 3) at l ax. l ox. ox. m ax. l 
l l l l 

where W, the rate of dissipation of msf, is shown by Batchelor et al. 

(47) to be related to the molecular ?iffusivity, 

0¢ I 0¢ I 

'11 = - 2€ m ox. ax .. 
l 1 

€ by 
m 

(3. 4) 

Hinze (48) postulated that if velocity and concentration fluctuations 

are generated simultaneously at a grid of a wind tunnel, \JI can be 

expressed as 

12E 
W =--m-

A.7p 
(3. 5) 

where A.</> is a concentration micro scale. For this case, as in the 

decay of kinetic energy behind a grid, A.¢ ,.., Emt. Hence · 

= 3 p 2 -t-

where the time, t = x/u, is zero at the grid. 

(3. 6) 

For a continuous plume generated by a point source into a 

steady uniform flow Eq. 3. 3 reduces to 
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2 U 1q, I 0cp + ~ (€ a¢ 1i - Ul!c/> 1°2 ) - '1/ 
i ax. ax. m ox. 

l 1 1 

(3. 7) 

where u = U1 and U2 = U 3 = O. Thus assuming that (i) the gradient-

diffusion relationship is valid for the flux of concentration and of ms£, 

(ii) the marked-particle hypothesis can be applied (i.e. cf> is replaced 

by c), and (iii) the plume is "slim," the following equations result: 

~= _ n ac 
1 ox. ' (3. 8) 

l 

(3. 9) 

and 

u ~ = 2n [( a c )
2 

+ ( a c )
2 J + D ( az. s + o2 s) _ '11 ax oy oz s ay2 az2 (3. 1 O) 

where D and D are diffusivities for concentration and msf respec
s 

tively; s = 7i2 is the mean square of the marked-particle concentra-

tion fluctuation; C is time-averaged concentration; and the axes x, y, 

and z are oriented as shown in Figure 2. 1. 

Csanady postulated that '1r for the case of the continuous point 

source may be determined by the relation 

s 
W = T (3. 11) 

where T is a decay-time scale which can be estimated. Assuming 

self-similarity for s and C, and equating the diffusivities, he 

obtained a theoretical distribution for s for the case of radial sym-

metry where the C-distribution is Gaussian along the x and y 
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directions. There was fair agreement between his calculated curves 

and the experimental measurements made by Becker et al. {49) for a 

continuous plume in the core region of a fully developed pipe flow. The 

experimental data also showed that the transverse s-profiles were self-

similar at different values of x and that the decay rate o:f msf for the 

pipe flow was twice the rate for grid- generated turbulence. 

3.A.2. The Fluctuating Plume Model. The fluctuating plume 

model, presented by Gifford {16), is a statistical alternative for pre-

dieting the properties of point concentration fluctuations. This model, 

illustrated in Figure 3.1 for the one-dimensional case, essentially 

assumes that the plume emitted by a continuous point source in a 

uniform wind is a superposition of an infinite number of elementary 

disks as in Figure 3. 1 {b). Each element is allowed to grow in the z 

direction as diffusion time increases but the elemental thickness, dx 

is always constant and equals u dt thus assuming negligible diffusion 

in the longitudinal direction. The centroid of the material distribuiton 

within the disk wanders back and forth in the z direction in a random 

manner. 

Gifford represented the instantaneous concentration of material 

at any po int within the disk as 

{3. 12) 

where K ls the displacement of the centroid from the plume axis and 
z 

is a function of t, and Q is the amount of material in the disk which 
s 

is assumed to have originated at x = z = 0 and t = O. The concen ... 
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instantaneous 
plume boundary 

(a) Real plume 

plume 
elementary 
disk 

~ r- dx = udt 

---x 

-----x 

(b) Fluctuating plume model 

Fig. 3 .1. Gifford 1 s one-dimensional fluctuating plume model 
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tration has been integrated over the flow depth. Over many realiza-

tions, the mean of the instantaneous concentration distribution is·· 

given by 

c soo -0 = f(z - K ,t)g(K ) dK 
z z z s -oo 

(3. 13) 

where g(K ) is the frequency function describing the variation of K z z 

over the trials. 

If the functional form of f is fixed during the ensemble of 

trials, Eqo 3. 13 can be regarded as a convolution transform for which 

(J"2 = (J"2 + (J"2 
M f g {3. 14) 

where 2 2 
cr M , cr f , and are, respectively, the variances of the 

functions C/Q , £, and g. Assuming that the .transverse distribution 
s 

oi the mean conc'entration is Gaussian and that the fluctuation of the 

instantaneous concentration distribution is random so that g(K ) is 
z 

also Gaussian, Eq. 3.13 becomes a Weierstrass transform. For 

this relationship the inversion theorem predicts that f is also 

Gaussian. 

Utilizing the fluctuating plume model, Gifford predicted 

the expected frequency distribution of the concentration fluctuations 

at a fixed point within the cloud. He further established that along 

the plume axis, the peak-to-average ratio P is represented by 
a 

(3. 15) 

The "peak 11 refers to the maximum f experienced at a fixed point 

as the plume fluctuates back a·nd forth over a long interval of time. 
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3. A. 3 .. Previous Measurements of Point Concentration 

Fluctuation Parameters. Table 3. 1 summarizes the literature on 

measured parameters related to temporal fluctuations of a scalar 

property at a point within a turbulent flow field. Only the studies by 

Gibson and Schwarz (50) and Lee and Brodkey (51) were conducted 

in a water medium. No measurement in an open-channel shear flow 

has been reported. 

The scarcity of experimental (and in fact theoretical) infor

mation is due, not to the immateriality of these fluctuation parameters, 

but to tpe difficulty of defining and measuring meaningful parameters 

useful for practical purposes and then formulating pertinent equations. 

For example, it is extremely difficult to define a peak for a random 

variable without some qualification especially with regard to the 

length of the observation time.. In practice one usually specifies a 

"probable'' peak which is assumed to equal the mean value over an 

"adequate'' sampling period plus twice the standard deviation of the 

fluctuation both of which must then be determined. Even when the 

parameters are well-defined, pertinent equations are complicated by 

anisotropy and nonhomogeneity just as in the time-averaged relation

ships but with the added terms which account for interactions between 

velocity and scalar fluctuations, and for dissipation as shown in 

Eq. 3.3o 

There is also the problem of proper instrumentationo In 

measuring fluctuations, the frequency response curve of the detecting 

mechanism must be flat from zero to a point beyond the characteristic 

frequency of the fluctuation field where the spectral density is very 



Table 3o 1. Summary of previous measurements of concentration fluctuations affixed points 

Source 

!Lowry et al 
( S2) 

Smith ( 541 

Gosline' 

Gifford (16) 
jdata by Wanta 
'and Gartrell 

Gifford~ (53) 
[data by Hilst 

Environff\ent 

atmospheric 
turbulence 
Brookhaven 
National Lab. 

atmosphere 
under stable . 
unstable and 
transitional 
conditions 

atrnosphere 
at various 
stability 
conditions 

atmospheric . 
turbulence 

atm.ospheric 
turbulence 
(stable 
condition) 

I 
Source • Hci.:ht 
!above ~ round 

lev~l l 
Tracf!r 

108 . 2 I oil-fog 

Sa.mpling 
Frequency 

lio•mples/sec 

0. 1 

108. 2 I oil - fog continuous 
•erosol 1 a-.mpling 

collected on 

24. 4 

76. 2 

60. 0 

molecubr 
filters 

N~ 

N/A • 

~lour es cent 
pigment 

0. 1 

NIA 

NIA 

!Becker et al • 

(49) 

fully developed I source at pipq oil-fog 
air stream in centerline 

continuous 
record 

!Gibson and 
lschwarz (SOI 

a pipe 

water tunnel 
with grid
generated 
turbulence 

Lee and Brodkeyl turbulent 
(51) water flow 

in a 7.8-crn 
pipe 

NOTES: 

1 Reported by Gifford ( 16) 

• Not available . 

source over 
the entire 
grid section 

source at 
pipe 
centerline 

NaCl 

Gen ti a--. 
violet 

continuous 
record 

continuou s 
record on 
wave 
analyzer 

Te•t 
Re•ch 

Par a.:11ete r 
Inves t i ~ atec:! Result Comment 

1620 I -I 
Fea.k·to-avcragel' P decay! a s x 
r•ti o, Pa. •t a 
grour.d level 

no asymptotic value of P" wa• 

attained within the test re ac h. 

6200 

244 

5632 

200 

isolines of 
gro•Jnd-level 
cor.c en tr a ti on 

freqc:cnc y . f 
of vario:.u 
conc tn tration 
level s , c 

P" at ground 

level 

Pa at so•.irc e 

height 

2 to 12 I radial 
pipe di•tribution 

diameters o f ms!• 

decay of 
msf \l:ith 

(i) Decay of 
msf .... ..;th x 
(ii) radial 
distribution 
of rms 
value of c' 

I . I rr.ax1m~m concent-
r ation located at 
x = 0. S km 

£ decre-ases with 
; ir.creasc o( c 

P d e cays ini-
" -1 tially as x and 

then rerr.ai:i s 
con!tant after 
x ~ 3. 2 km 

I
P ~ 2. 0 for x 

v:iues be!" ... ·een SO 
SO m and 200 m 
from the source 

also found that P dee rcased 
with x a 

large scatter of data 

a•ymptotic value of Pa ~ 2. 0 

considerable scatter of data 

Pa values are considerably 

higher at ground levels for 

msf profiles are se lf-1 profiles deviated from the 
similar for various theoretical solutions by 
•tations C sanady (1967) near the 

pipe a-xis 

msf decays as 

x - 3 l 2 (equation III-6 
verified) 

(i) ms! decays 
exponentially ... .-ith x 
(ii) rms remains 
essentially constant 
within the core region 

both velocity and scalar 
fluctuations are gene r .ited 
at the grid 

Decayof msf is different 
from the -3 /2 power law 
for isotropic turbulence. 
Radial rms profiles are 
self - similar for various x. 

3 Other measurements of peak-to-mean co ncentration ratios are reported by Gifford (;31 

" Reported by C sanady ( 1 S) 

6 ms! is mean square concentration fluctuation. 

t Source focated at x = 0 . 0 m-

' tt:> 
....J 
I 
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small. Hence for very high Reynolds number flows, specially-

constructed probes {see for example Gibson and Schwarz (50)) must 

be used to detect the high frequency fluctuations. This is especially 

necessary if peak values are sought because the peaks are usually 

associated with the high frequency Fourier components of the signal. 

Most measurements made in the atmosphere relate to the 

peak-to-average concentration ratio, P , for elevated sources~ under 
a 

various atmospheric stability conditions. As expected, there is con-

siderable scatter in the data plots but some gross trends can be .. 

detected. Measurements by Lowry et al. (52) and Wanta and Gartrell 

(Gifford ( 16)), indicated that near the source P at ground level 
a 

-1 
decayed as x Data by Wanta and Gartrell also showed that p " a 

eventually attained an asymptotic value of 2o 0 beyond x = 3. 2 km 

from the sourceo Hilst' s measurements (Gifford (53)) showed that 

for x between 50 m and 200 m, P at source height was essentially 
. a 

constant and equal to 2. O. The measurements also demonstrated 

that for the same values of x, P was considerably larger at the 
a 

ground than at the source level. 

Experiments by Gibson and Schwarz { 50) confirmed Hinze 1 s 

hypothesis that msf decayed as x - 3 / 2 for isotropic turbulence where 

velocity and scalar fluctuations were generated at the same flow 
\ 

section. The measurements were made in a water tunnel within a 

test section 15 cm by 15 cm and 2 m long.. The sodium chloride 

tracer was introduced at th~ grid which also generated the turbulence. 

For turbulent shear flow in a pipe 7. 8 cm in diameter, Lee 

and Brodkey ( 51) experimentally demonstrated that msf decayed 
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eA'Ponentially with x and that at a fixed section the radial distribu-

tion of the rms for c' was flat-topped near the pipe axis. They also 

showed that the rms profiles were self-similar at various values of 

x. Pertinent details of this and other experiments are given in 

Table 3.1. 

3. A. 4. Summary of Previous Studies (Phase II). Relatively 

little work has been done in studying point concentration fluctuations 

in turbulent mixing problems. For theoretical analyses, ·two models 

for continuous plumes have been advanced: (i) a phenomenological 

model describing the conservation of the mean square fluctuations 

for concentration expressed in Eq. 3.10, and (ii) Gifford's fluctuating 

plume model illustrated in Figure 3. 1. 

Experimental verification is meagre and confined mainly to 

measurements of peak-to-average concentration ratios, P , in 
a 

tracer plumes in the atmosphere. These atmospheric observations 

-1 
show that near the source Pa cc x and far away, P attains an 

a 

asymptotic· value of about 2. O. One measurement in a water tunnel 

indicates that msf decays as x-3 / 2 :for grid-generated turbulence 

while another predicts that msf decays exponentially with x for 

pipe flows.. Experiments also show that for both air and water flows 

in a pipe, the radial distribution of msf is self-similar. 
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3.B. ANALYTICAL INVESTiGATIONS 

3. B. 1. Relationship Between Variances for the Generalized 

Fluctuating P rnme. A plume which varies with both y and z and 

fluctuates according to Gifford's model is considered. Let f(x1;y,z,t) 

be the instantaneous concentration distribution at the fixed station x1 

at the instant t. The centroid of f is located at z (x1 ;y, t) and its . 
c 

variance is ~(t) so that f is represented explicitly as 

(3.16) 

The centroid of f is calculated by . 

(3. 1 7} 

and the variance by 

(3. 18} 

For a large number of realizations, the ensemble average can be re-

placed by simple integration. Thus the mean concentration at fixed 

x 1 becomes 

1 \T 
C(x1;y, z} = lim T Jo f dt. 

T-oo 
(3. 19) 

The centroid z
0

(x1;y) and variance crk(x1;f) of C are represented 

by 

(3. 20) 

and 
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Therefore the variance of the centroidal oscillation. becomes 

1 ST o-2 = lim T ( z - z ) z d t. 
g T-oo 0 c 0 

Expanding Eq. 3. 21, one obtains 

where 

a2M(x1;y) = s oo 1 s T 
T f dt dz 

-oo 0 

F ( y, t) = S 00 

f dz , and z 
1 = z - z c • 

-oo 

Since z (x1;y) can also be calculated by 
0 

. 1 ST z (x1;y) = llm -T z dt, 
0 T-oo 0 c 

it follows that 

5,oo 1 ST 
T O 2z 1 (zc - z

0
)f .dt dz

1 = O .. 
-oo 

(3. 21) 

(3 . 22) 

(3. 23) 

Thus it is found by substitution into Eq. 3. 23 that at a given station 

downstream of the source , 
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ST F(y. t)~(t) dt 
0 S

T 
2 

F(y,t)[z (y,t) -z (t)] dt 
0 c 0 

cr~(y) = lim 
T .... oo s: F(y,t) dt 

If f(y, t) is invariant with time, 

+ T 

So F(y, t) at 

crM:{t) = o£<y, t) + ~(y) , 

(3. 24) 

(3. 25) 

where ~(y, t) is the ensemble average of the variance of the instan

taneous concentration distribution f at the level y taken over a 

large number of trials. 

Eq. 3. 25 demonstrates that the relationship between variances 

for the fluctuating plume which varies in both the transverse and 

vertical directions is similar to the relationship developed by Gifford 

for a plume which varies only in the transverse direction. In the 

more general case of two-dimensional variation, the variance of the 

instantaneous distribution does not have to be constant with time as 

Gifford's model assumed. The only requirement is that the total 

amount of material within the cloud at any given level, y, remain 

constant with time. 

This latter condition is realized physically if £ is defined as 

the depth-mean value of the instantaneous concentration distribution. 

Therefore F(y, t) may be replaced by Fi(t) defined by 

r 00 1 rd 
Fi{ t) = j d J f dy dz • 

-oo 0 
(3.26) 

For the continuous point source in a steady uniform channel flow, 

F 1 (t) = Q /ud. Mass conservation requires that Fi(t) be constant 
s 
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with time. Thus Eq. 3. 25 is exact as long as the lateral instantane

ous concentration distribution is averaged over the fl.ow depth. 

3. B. 2. The Concept and Application of the Intermitt ency 

Factor. The development in the preceding section shows that for 

proper use of the fluctuating plume model, the instantaneous concen

tration distribution should be integrated over the fl.ow depth. This 

is readily accomplished by rapidly photographing the plume from a 

level above the flume at a fairly high frequency {depending on the 

expected fluctuation frequency of the phune). This technique presents 

a monstrous design and data-reduction problem. First, each photo

frame must be analyzed, through appropriate calibration, to deter

mine the concentration distribution at each instant of exposure in 

order to calculate the variance of the distribution and to locate its 

centroid. Hundreds of frames must be similarly analyzed to obtain 

a representative ensemble. Secondly, the relatively low sensitivity 

of generally available photo surfaces to existing dyes seriously limits 

the range of x over which reliable measurements can be made. In 

the preliminary investigation of the present study, it was found that 

the plume boundaries were hardly discernible beyond x::::: 2 m. 

The concept of intermittency can be used to circumvent these 

problems and derive other parameters related to the fluctuating plume 

edge.. Each plume edge at a given flow level y is defined as a bound

ary line running in the direction of the x-axis, along which tracer 

cC?ncentration equals a selected threshold concentration Ct. At a 

given x, the plume edge, which can be characterized as a plume 
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front, oscillates back and forth in the transverse direction. There-

fore for fixed values of x and · y, there exists a section along the 

z-di.rection where the threshold concentration C is exceeded only 
. ' t 

during a fraction of the total time of observationo This section will be 

termed an '' intermittency region 11 (see for example Figure 3. 4) .. 

This idea was introduced by Townsend (10, 45) who, while 

attem~ting to verify Kolmogoroff's theory of local isotropy in the plane 

wake behind a cylinder, observed that away from the wake center the 

flow was only intermittently turbulent. He defined the intermittency 

factor, "(, as the fraction of time · during which the fl.ow was turbulent 

and calculated its value indirectly by measuring derivatives of velocity 

vectorso The concept has since been extended to axisymmetric jets 

and boundary layers by Corrsin and Kistler (11) who built a circuit 

which responded to vorticity and measured intermittency factors 

directly; to the plane jet by Bradbury ( 55) who determined "( both by 

direct measurements and from film recordings of hot-wire signals; 

and to an axisymmetric compressible wake by Demetriades (12) who 

used a modified version of Bradbury's circuit to directly measure y 

as it relates to compressibility. 

A complete list of i'Ylte"t7mittency measurements made in a 

variety of flows is shown in Table 3. 2 . Some pertinent expe:rimental 

details are also shown.. It is evident from the table that the technique 

has not been used for the diffusing plume and that all measurements 

were conducted in wind tunnels .. 

In this study, the intermittency factor, If~ at. a fixed z, is 

defined as the fraction of the total sampling time during which the 



TABLE 3. 2 SUMMARY OF PREVIO US ~lEASUREMEl':TS OF THE ll\:TERMITTE:--;cy FACTOR, 't 1 

Experim·ental Reach of 
Parameter 

Source Flow Investigated Arran ge m e n t Measurement 
Measured 

De termi nt a ti o n of 'i 

m 

Townsend (lOl plane wake a c ylinder 0. 953 cm I. 52 spatial derivatives of 't calcu l a ted fr o m the 
in an air stream of velocity flatte ni n1: fa c to r 
velocity 1280 cm/sec 

Townsend (45) .plane wake a cylinder 0. 159 cm I. 5 l o - si '~nal ::i direct eva lu at io n of 'i 
in an air stream of as th e ni.ea n va lu e of ' 
velocity 1280 cm/sec 

Klebanoff (13) turbulent boundary artificially thickened ni.casurements at velocity fluctuation 't calcu lated indirectly 
layer boundary layer in a only one section from the flatte n i n~ 

wind tunnel 3.21 m factor 
from channel 

entrance 

Corrsin and Kistler (a) turbulent boundary a wind tunnel w ith a 2.59 o - signal for 't determi ned directly 
(11) layer working section vorticity by a counte r 

(b) round jet 61 c m x 61 cm 
(c) plane wake 

Sandborn (57) turbulent boundary divergent wind tunnel 3. 56 velocity fluctuation 't calculated fr om 
layer with smooth walls flattenin g factor 

Bradbury (55) plane jet 38 - cm wide air jet 0.66 (i) velocity fluctuation 't obta ined directly by 
centrally placed in (ii) o - signal (i) visual examination 
a tunnel I. 22 m wide . of hot - wire si gnals, 

and (ii) inte g ration of 
the c - si ~ nal 

Gartshore ( 56) wall jet air jet blown from a 0. 92 (i) velocity fluctuation 't deterni.ined from hot-
O. 63 - cm slo t (ii) o - signal wire and ~ - si ; nals 
parallel to wall of a 
wind tunnel 

Fielder and Head ( 14) turbulent boundary wind tunnel with a not given o - signal using 't = mean value of : 
layers flexible upper wall (i) differentiating 

circuit, and (ii) photo-
probe 

Demetriades (12) axisymmetric 0. 396 cm diameter 0. 40 o - signal 't automatically calcul-
compressible wake rod in air stream ated by the electrical 

at Mach number 3 circuit 

NO TES: 
l In all investigations listed here , 'f is the ratio .of the duration of turbulent motion to the total sampling period at a fixed point. 

" a The o - signal is unity when m o tion is turbulent and zero \vhen it is non-turbulent. 

I 
lrl 
lrl 
I 
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threshold concentration is exceeded at that point. The intermittency 

factor may thus be considered to indicate the fraction of time that the 

plume front is on one side or the other of the position z. Thus If is 

a probability distribution function expressed as 

(3. 2 7) 

where Zf(t) is the instantaneous z-position of the front. 

-:µ--C.) 

Threshold 
ct 

Time, t 

Fig. 3. 2. Sketch of a typical concentration record at a 
fixed point as a function of time. 

If, as shown in Figure 3. 2, T 1 is the period during which 

c{t) > Ct, and Tz the period when c{t) :5 Ct at a point z, then follow

ing the arguments of Corrsin and Kistler (11), 

(3. 28) 

where 
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T 

Tz = lim S m TzPz(Tz) dTz , 
T -oo 0 m 

P1(T1) and P2(T2) are, respectively,. the probability densities 

(3. 29) 

(3. 30) 

for Ti and Ti, and T is the total sampling period. Therefore, 
m 

by defining an intermittency :function, h{z, t), :for the fixed point z 

such that · 

h(z, t) 
= ~ 1 , if c(z , t) > Ct 

O, i:f c (z, t) :S Ct, 

the intermittency factor becomes 

T 1Sm If(z) = lim T-" h(z, t) dt. 
T -oo m 0 

m 

(3. 31) 

{3. 3 2) 

Examples o:f the intermittency function, h(z, t) for selected values of 

the threshold concentration Ct are shown in Figure 3. 3 for a sinu

soidal signal, and a typical point concentration fluctuation. 

Eq. 3. 32 provides a method for directly calculating the inter-

mittency factor from in situ measurements using appropriate de-

tectors or probes. Unlike photography, this technique permits de-

tailed measurements within the plume and over a considerably longer 

reach of the flow.. If depth variation o:f plume parameters is negli-

gible, a rake of several probes could simultaneously measure the 

instantaneous plume much like photography and the data directly fed 
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into a computer for determination of any desired parameters. 

From intermittency measurements, the distribution of the 

intermittency factor across the plume is determined. As shown in 

Figure 3. 4, If(z) attains and remains at a value of unity over the 

central core of the plume, and then decreases to zero at the extreme 

limits of the plume front. Thus a typical plume section is charac-

terized by three regions: (i) a central core of continuous record 

above the threshold, Ce (ii) a region of intermittency, and (iii) an 

outer zone where the threshold concentration is never attained. It 

must be noted that the central core does not ahvays exist at all values 

of x. It should also be pointed out that If is not a function of z 

only, as Figures 3 • .3 and 3.4 imply. Rather, If= If(x,y,z.), and 

h = h(x , y , z; t) • 

The preceding treatment has considered both x and y fixed. 

In reality, therefore, one should replace If(z) by I{x1 , y 1 ;z), and 

h{z,t) by h(x1 ,y1;z,t), where x 1 and y 1 are fixed values of x and y 

respectively. 

Since If is a distribution function, then assuming it is dif

ferentiable, there exists a corresponding probability density function 

if for the position of the front such that 

{3.33) 

at the station x 1 and level y 1 • Thus the z-location of the mean 

position o:f the front of ct (for one side of the plume axis) becomes 
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and the corresponding variance, al of the intermittency region is 

expressed as 

(3.35} 

It is noted that, from the definition of If, 

(3. 3 6) 

if the central core of continuous record exists at the station under 

consideration. 

3 o B. 3 o Char acte ri stic s of the Region of Inte rmittency o If 

the distribution function characterizing the temporal variation of the 

plume front is self-similar (as one would suspect), then a description 

of the region of intermittency will be complete if the following param-

eters are specified: 

(i) the shape of Iiz} as a function of z, 

(ii) the me an position of the front, Z, 

(iii) a characteristic transverse lengthe 

Figure 3. 5 illustrates three examples of fluctuation models which 

could conceivably describe the motion of the plume front from the 
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edge of the inner core at z = 6, to the extreme limit, W f, of the 

front position. The front could propagate linearly from 6 to W f 

and back, or oscillate as a sinusoidal function of time, or fluctuate 

randomly within the intermittency region as shown in Figure 3. S(a}. 

For each model, the corresponding distribution of the intermittency 

factor (the distribution function} achieved as t becomes large is 

derived and plotted in Figure 3. 5(b). For the triangular oscillation, 

(3. 3 7} 

for the sinusoidal model, 

1 1 . -1(z-z) If(z} = 2 +-:;;: sm --y:- ; (3. 38) 

and for the normally distributed random fluctuation, 

(3. 39) 

where L is the characteristic half-width of intermittency region, 

er£ a = error function of a 

2 \a -xz 
=-:;;;Joe dx~ 

· l'd f \ZL- z \ _< 1. In all cases and the equations are va t or 

o. 0, 

o:::!zj:::6 

Jz I :::: wf 

(3. 40} 

{3. 41) 
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Thus if self-similarity of If(z) holds true, the shape of the inter

mittency function at every section will depend on the mode of the 

frontal oscillation. If this space-time motion is analytically repre

sentable, then so is the characteristic transverse distribution of the 

intermittency factor. 

The mean front position, Z essent!ally locates the region of 

intermittency at any station. If the frontal fluctuation is symmetrical 

about its mean position, then z coincides with the soth percentile 

where If = 0. 50. The width of the intermittency zone can be charac

terized by L as shown in Figure 3. 5{b). However, if the distribution 

function approaches its extremes asymptotically, the variance, er~ 

becomes a more appropriate length characteristic. In such a case, 

the limits z = ~, and z = W f would have to be determined experi

mentally or assumed to be located at some factor of the standard 

deviation <TI. 

3.C. EXPERIMENTAL OBJECTIVE 

3. C. 1. General. The second phase of this study differs from 

the first mainly in the method of data analysis. In general tracer 

concentration was continuously measured in situ by conductivity 

probes. The resulting signals were digitized at a selected rate and 

stored on magnetic tape for computer analysis. In the early experi

ments conducted in a flume 85 cm wide~ intermittency factor calcu

lations were made from analog records on strip charts by choosing a 

proper threshold concentration and directly reading off on the charts 

the periods when this value was exceeded. Analysis of other in situ 
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measurements for this second phase was done by computer program-

ming. 

A photo study was undertaken to verify the analytical results 

of the fluctuating plume model. A movie camera was mounted above 

the water surface and the plume photographed at several stations 

downstream of the source. The plume edges were located using a 

photo analyzer. The variances ~ and O"~ of the fluctuating plume 

model were determined by assuming that the instantaneous plume 

width at the instant t equaled 40"f(t), and that the instantaneous plume 

centroid was centered halfway between the observable plume edges. 

3. C. 2. Determination of the Characteristics of the Plume 

Front Oscillation. 

a. The intermittency factor, If(z}. As explained earlier, the plume 

front (for fixed x 1 , y 1) is the locus of the point along the z-direction 

where the concentration equals the threshold. All calculations relating 

to the space-time motion of the front were made by use of the intermit-

tency factor concept. Except where otherwise stated, the intermittency 

phenomenon will be ass urned symmetrical about the plume axis. There-

fore only one side of plume will be considered in the presentation that follows. 

From digitized data, the intermittency factor at the point z 

for fixed x 1 t y1 was calculated numerically by 

N 

Vzl = ~ l h(z, i) , {3. 42) 

i=1 

where h(z, i) is the value of the intermittency function at the ith time 
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digit and there are N samples within the sampli.ng period. By plac-

ing probes at other values of z, the z- distribution of Iiz) was 

established for the station x 1 and the flow level y 1 • 

b. Geometric parameters. The geometric characteristics of the 

plume front model were derived by the relationships below. The 

mean position of the front, Z was calculated by 

(3. 43) 

where M is the total number of points where If was measured. As · 

usual if the inner core of continuous record exists, 

M 

l (ti If) i = 1. 00., 

i=1 

By employing the definition of Eq. 3. 35 and the notation of 

Eq. 3. 43, the variance, al' of the intermittency .region was 

evaluated by the relation 

M 

l zJ, (ti If) i 

o-i = _i~,,_,,,_1 ___ _ 

l (t.If)i 

i=1 

_z 
- z .. (3. 44) 

The limit fl of the inner core was located at the point where 



-67-

If(z) began to decrease from unity as jz J increased. The outer 

extent W f of the front was the value of z at which If(z) first be

came zero with increasing I z j. 

The intermittency measurements and calculations were then 

made at other stations (keeping y 1 fixed) downstream of the source. 

Consequently the rates of growth of the geometric parameters Z, oi' 
~, and Wf with diffusion time were ascertained.. Universal growth 

rates for these functions were predicted for the smooth and rough 

bottom experiments from the ·experimental results. Similarly a rep re-

sentative curve for the distribution of If(z) at all values of x (a 

result of self-similarity) was developed .. 

c., Frequency of "zero occurrence. 11 Another useful characteristic 

of the frontal oscillation is the frequency at which the front sweeps 

by a given point. This is termed the frequency of zero occurrence 

or the zero frequency w0 (z) defined as the rate at which the inter

mittency function, h(z, t) at a po int z (for fixed .'x1 and y 1) varies 

from zero to unity or from unity to zero .. 

With a knowledge of w0 (z), the time mean period T 0(z) of the 

frontal oscillation at a fixed point z was calculated by 

(3.45) · 

The space mean values w0 (x) and T 0 (x) were asswned to occur 

where If(z) = 0. 50 and were termed,, respectively, the character-

. . istic frequency and period of the frontal oscillation at the particular 

station of measurement.. If a convective velocity at the point where 
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If = O. 50 is denoted by uc, then the characteristic longitudinal length 

scale Lf(x) for the oscillation becomes 

(3. 46) 

at the fixed level Yl• For a steady uniform flow in an essentially 

wide channel, uc is constant so that both Lf{x) and T 
0 

(x) would 

grow at the same rate. 

d. Probability densities P1 (T1), pz(T2). Eq .. 3. 28 offers an alternate 

method for calculating If{z). If the period over which Ct is ex

ceeded is denoted by T 1 as shown in Figure 3. 2 and termed the 

"duration of occurrence" (of excess) and T2 is the "duration of non

occurrence, " then Pl (Ti) and p 2 (T2 ) are the probability densities of 

occurrence and non-occurrence res p ectively. 

The interest here is not to use Eq. 3. 28 to evaluate If(z), but 

to determine the shapes of the probability densities pi(T1) and p 2 (T2) 

for a better understanding of the characteristics of the intermittency 

function, h{z, t). The periods of occurrence T 1j, and the periods of 

non-occurrence T 2j were determined from h(z ,t) (see for example 

Figure 6.1). Then convenient time intervals .6T1 for p 1(T1) and 

.6T2 for p 2 (T2 ) were selected. The number of occurrences of Ti 

within the period T lj + ~ T 1 was designated the density p1 (T1j) , and 

the occurrences of T2 within the period Tzj + .6 T 2 the density 

Pz(T2j}, as j = 1, 2, ••• , N1 (or Nz} , . where N1 (or Nz) is the total 

number of periods of occurrence {or non-occurrence). The densities 

·were plotted as histograms such that 
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!ii ~ 
2, pi{T1j)6T1 = l pz(Tzj)6T2 = 1.0 (3. 4 7) 

j=1 j= 1 

In another set of calculations., the probability density p(T) of 

both occurrence and non-occurrence was calculated by setting .6 T 1 = 
1 

.6Tz = .6T and the density p(Tj) = 2 [p1 (T 1j) +p2 (Tzj)] with T 11 = 

Tz1 = O. Thus 

N 

l p(Tj)6T = 1.0 

j=i 

where N is the total number of periods .. 

(3. 48) 

The probability densities p1 (T1), p 2 (T2), and p(T) were deter-

mined at various stations and for values of z where If~ 0.50. 

3. C. 3. Photo Analysis. The fluctuating plume model was 

studied by photographing the plume from an elevated point 2. 13 m 

above the water surface at a rate of 24 frames per second. Assuming 

that 

(i) the centroid of the instantaneous plume was located half- . 

way between the plume edges, 

(ii) the oscillation of the plume centroid was random, 

and (iii) the transverse distribution of the mean concentration was 

Gaussian, then mathematically the instantaneous cross-wise profile 

was also Gaussian, and the plume width, W(t),was essentially equal 

to 4cr-it) at any instant t. Thus by considering several frames, 

the following parameters were derived: 
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(3. 49) 

and, from Eq. 3. 22, 

n 

cr2 = l \ (z (i) - z )
2 

(3. 50) 
g n L c o 

i=1 

where n is the total number of frames analyzed. From Eq. 3. 25, 

the total variance cr2M was evaluated.. Ratios of the variances were 

thus calculated at various distances from the source. 

3. C. 4. Statistical Analysis of Point Concentration Variations. 

Concentration fluctuations at fixed points were also analyzed to deter-

mine the usual statistical variables and to relate calculated values to 

the variation of msf as outlined in Section 3. A. 1. All statistical 

analyses ·used only digitized information so that with c(t) set as c(i), 

the mean concentration c was determined by 

N 

c = ~ l c(i) (3. 51) 

i=i 

the deviation from the mean (or the temporal fluctuation} c '(i} by 

c'(i) = c(i) - C; (3. 52) 

the mean square (or intensity) of the concentration fluctuation s by 

N 

1 \ CI (i)z,,. 
s =NL 

i=i 

(3. 53) 
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the root mean square, er s , by 

1 

(f = s z {3. 54} 
s 

and the temporal coefficient of variation, Cv 
1 
by 

where N is the total number of digital points of the concentration 

signal recorded over the total sampling period. T and N is large. 
m 

The peak-to-average ratio P was calculated by the relation 
a 

P = c /c a p 
{3. 56) 

where c is the largest value of c{i). within the sampling period. 
p 

In some experiments, the frequency density, g(c 1), for the 

fluctuation, c' , was evaluated much like the probability densities 

pz(T 2). For g(c 1), c' was assumed to range from - 2cr 
s 

to + 2cr and the class interval was er /5 thus giving a total of 20 s s 

intervals for each function g(c '). From c 1 
1 the value of c' where 

m 

g(c ') was maximum1 and c:Ue , the location of the mean value of g{c '), 

the skewness factor, sk, for g(c ') was calculated by 

s = k 
(3. 5 7) 

where erk is the standard deviation of g{c')•, 

From the preceding calculations, the transverse variations of 

the parameters er , C , and P were determined and compared with 
s v a 

theoret ical pred ictions. The shape of the frequency density, g{c ') 1 
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revealed the nature of the plume front oscillation. Characteristic 

frequencies of the concentration fluctuation were also established by 

power spectral analysis. 

3. C .. 5. Summary of the Experimental Objective (Phase II). 

The experimental objective of the second phase of this study is to 

analyze the temporal variation of tracer concentration as due to each 

one of the following three physical models: 

(i) a fluctuating plume front, 

(ii) a fluctuating plume, 

and (iii) a random variation of po int concentration within the 

plume. Using appropriate techniques, each model is applied to 

experimental measurements and theoretical predictions are examined 

in the light of the experiments°' 
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CHAPTER 4 

LABORATORY EXPERIMENTS {Phases I and II) 

In this chapter, the details of the apparatus used for the 

laboratory experiments, the experimental procedure, and a reducticn 

of data are presented. For in situ measurements, the apparatus and · 

experimental procedure are the same for phases I and IL The differ

ences in data reduction will be appropriately shown in the text. 

4.A. APPARATUS FOR THE EXPERIMENTS 

4.A.1. Flumes--Gross Characteristics. The experiments 

were conducted in two recirculating flumes designated as 85-cm and 

110-cm flumes (the :figures refer to their widths). Both flumes are 

located in the sub-basement of the W. M. Keck Laboratory of 

Hydraulics and Water Resources and run in a south to north direction 

with water flowing from south to north. The subsections below de

scribe the gross characteristics of each flume and the roughening .of 

the 110-cm flume bottom. 

a<> The 85-cm flume. An overall view of the 85-cm flume is shown 

in Figure 4. L, The cross section of the rectangular channel measures 

30. 5 cm deep and 85 cm wide. The channel length is approximately 

18. 3 m. 

The channel, inlet box, and outlet tank are supported on a truss 

pivoted· at a point near the downstream end of the flume; such that 

the channel bottom slope could be varied by use of a single pair of 
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Fig. 4.1.. Overall view of the 85-cm flume looking upstream 
(adapted from Fischer (2)) .. 
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Fig. 4. 2, The instrument carriage with probes 
placed in flume Si during an experiment 

bulbs used for photography. 

As shown in Figure 4. 2, point gage and the probes are 

mounted on the instrum.ent carriage with gages equipped with verniers 

for measuring vertical displacements to within 0.1 mm.. Transverse 

positions were measured to the nearest millimeter. 

Two scales were use~ for measuring longitudinal distances: 

a steel tape fixed on top of the east channel wall, and a cloth tape 
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supported on two pairs of cross boards and maintained just above the 

water surface within the channel. Both tapes were calibrated to the 

nearest 0. 5 cm. The steel tape was used for establishing, carriage 

positions, and the cloth tape for scaling plume characteristics when 

the plume was photographed. 

b. The 110-cm flume. The 110-cm flume, shown sc;hematically in 

Figure 4. 3, is 40 m long with a rectangular cross section 110 cm 

wide and 61 cm deep.. A detailed description has been given by Vanoni 

et al. (58). 

The· flume rests on a central pivot and four pairs of screw 

jacks, two upstream and the other two downstream of the main pivot QI 

The jacks are driven by electric motors and thus allow continuous 

tilting of the flume. Flume slope was calculated from the vertical 

displacement of a vernier gage stationed about 1 7 m upstream oi the 

pivot. The vernier scale was read to the nearest 0. 001 inch {O. 0025 

cm). By using a still water surface as a reference £or calibration, 

it was found that the flume slope» S was related to the slope gage 
0 

displacement by 

S
0 

= (dv - 3 .. 023)/671. 7 (4. 1) 

where dv is the reading on the slope gage in inches .. 

The flume floor is made of hot rolled stainless steel plate j 

and the sides are glass except for a 3. 05 m section near the inlet and 

a 2.14 m section near the outlet where the sides are of stainless steel 

plate. As in the 85-cm flume~ an instrument carriage rests on steel 
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rails and supports an aluminum channel to which point gage and 

probe holder brackets are attached. 

The water is pumped to the inlet tank by a 10 H.P. variable 

speed pump through a return line of nominal diameter 8 inches. An 

8 X 4 inch venturi meter (laboratory code Q- 6) is installed in the line 

for discharge measurement. Water is released into the channel 

through horizontal wooden baffles in the inlet tank and a set of three 

vertical screens (about 3 mm mesh opening) placed just downstream 

of the inlet box. At th~ downstream end of the flume, the water flows 

over an adjustable sharp-crested weir into the outlet tanko 

To maximize the total volume of water used and thus minimize 

the rise in the tracer concentration of the background during an experi

ment, four reservoirs (identified as A, B, C, and D in Figure 4. 3) 

with a total capacity of about 63 m 3 are used essentially as dilution 

tanks. As shown in Figure 4. 3, the flume water flows from the outlet 

tank to reservoir A furthest from the flume. From there the water 

discharges into the other reservoirs through 10 inch pipe connections, 

and is pumped finally into the 8 inch return line which connects reser

voir D just under the outlet tank to the inlet tank. 

c. Roughening of the 110-cm flume bottom. The bottom of the 110-cm 

flume was roughened by placement of crushed white decorative rock 

of nominal size of 3/4 inch supplied by Sunburst Rock Inc., Irwindale, 

Califo rniao The size distribution by sieve analysis, shown in Figure 

4.4 was virtually Gaussian with a median size of O. 562 inch and a 

standard deviation of approximately 0. 168 inch. 
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Fig. 4. 5., Plan view of the rocks as placed on the flume bottom 

Fig. 4. 6. Perspective view 0£ the entire flume with the bottom 
cove red with rocks 
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The stones were first washed to remove the fines, and then 

hand placed on the flume bottom to a one-layer thickness. They were 

packed to such tightness that removal of a stone exposed a flume bot-

tom area equivalent to at most 100 per cent of the mean cross section 

of the stone. Figure 4. 5 shows a plan view of the stones as placed on 

the flume bottom. Figure 4. 6 is a perspective view of practically the 

entire flume bottom completely cove red with stones. 

The stone thickness at a point was determined by first record-

ing the J?Oint gage reading at which the point gage first touched a stone, 

and then subtracting from this value the reading corresponding to the 

flume bottom elevation at that point. From point gage measurements, 

the mean stone thickness d for the entire flume was found to be s 

1. 80 cm. For zero void ratio, d was calculated to be 1. 11 cm. 
s 

Flow depths were measured relative to the mean position of the top 

of the stones. 

4. A. 2. Concentration Detection Equipment. 

a. The overall system. The concentration detection system for in 

situ measurements is shown in Figure 4. 7. It consisted essentially 

of a conductivity probe which formed part of a Wheatstone bridge 

circuit. The other elements of the bridge were housed inside a 

grounded bridge box. Excitation of the bridge circuit was provided 

by a preamplifier-recorder system, which also amplified and re-

corded the output continuously on a strip chart, and simultaneously 

relayed it to an analog-to-digital (A/D) converter. The digitized 

information was recorded on magnetic tape by a synchronous tape 
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recorder. 

b. The conductivity probe. The conductivity probe used for in situ 

measurements is a modified version of the probes used by Fischer 

(2). It was designed to measure electrical conductivity {related to 

salt concentration) at the location of the probe electrodes. The 

design details of the probe are shown in Figure 4. 8 .. 

The probe, nominally 15 inches long, consisted of three. 

platinum plate electrodes firmly set into a 7052 kovar sealing which 

blended into Corning 3320 canary glass. This sealed the lower end 

of a stream-lined 7740 Pyrex glass casing which tapered off at the 

top where it was glued to an amphenol connector with Reziweld epoxy. 

The casing was 1/32-inch thicko 

Each electrode, 1 /8 inch by 1 /8 inch and 0. 00 5 inch thick, 

was spot-welded to a two-inch long pure platinum wire. The copper 

wires leading to the amphenol connector were each silver soldered 

to the platinum wires. The central wire was insulated from the outer 

two, and the three wires were enclosed in a continuous metallic shiel~. 

The center lead was soldered to the center pin of the amphenol con

nector and the outer leads to the connector base. 

The three electrodes were aligned such that the outer ones 

were 1/8 inch apart with the center plate exactly midway between 

them.. Thus the generated electric field was con.fined to a small 

region within the outer plates in contrast to the large field which a 

conventional two-plate system would have induced. The three-plate 

arrangement .therefore offered greater sensitivity and better response 
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to concentration variations at a point than a dual electrode configura

tion. 

Probe sensitivity was also enhanced by platinizing the elec

trodes in chloroplatinic acid and cleaning them frequently with 

chromic-sulphuric acid solution. During storage, the electrodes 

were immersed in distilled water. 

c. Bridge circuit. The probe was connected to the bridge circuit by 

a two-conductor shielded cable {Belden 8402 or 8422) leading from 

the amphenol connector to a two-prong connector which was plugged 

into but insulated from the metallic bridge box. As shown in the 

block diagram of Figure 4. 7, the recorder supplied the excitation 

voltage for the bridge and received the input signal of the probe via 

the bridge circuit. 

The details of the elements of the full-bridge circuit and the 

external connections to the recorder are shown in Figure 4. 9. The 

probe was connected across a 25-oh.~:i -. . r esistor which could be re

placed by a variable potentiometer in order to vary the probe sensi

tivity i£ desired. Increasing the potentiometer resistance at this 

point would decrease probe sensitivity, and vice versa. The 1K-ohm 

variable resistor on the opposite arm of the bridge offered immense 

flexibility in the initial balancing of the bridge circuit.. All fixed 

resistors were O. 1 % precision resistors having a low temperature 

coefficient. The potentiometers were Ohmite type AB. 

The bridge w a s connected to the recorder via the signal and 

excit ation circuits each of which was a two-conductor shielded cable. 
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The leads A, B and D, E of the bridge were connected to corre

sponding points within the signal input connector of the recorder 

shown as inset in Figure 4. 9. The bridge box and the shields were 

grounded at the guard shield which also formed the signal ground. 

When a probe was immersed in ionized water in a grounded 

flume, the potential difference between the flume and instrument 

grounds induced a current loopo Since the output of the recorder was 

single-ended (i.e. the output voltage was measured relative to the 

instrument ground potential), the ensuing loop voltage as well as the 

true signal was amplified, and the combined voltage erroneously 

recorded as the true output. In addition, when two or more probes 

were immersed in the water, cross loops developed between the 

probes. The result was signal coupling and interference between the 

probes. To eliminate the ground loop within each transducer circuit 

and the interference between pro bes, an isolation transformer was 

installed in the signal circuit of every bridge circuit as shown in 

Figure 4. 9. A United Transformer Corp. transformer No .. UTC A-18 

proved very effective, and was used in the present study$ 

d. Analog recording ~ystem. A transistorized Hewlett-Packard 

recording system (Series 7706A) operating in conjunction with a car

rier preamplifier (Series 8805A) was used,. The recorder had a 

capacity of six channels each of which was connected to a carrier 

preamplifier.. A single oscillator provided about 5 volts of excitation 

voltage output alternating at 2400 Hz for each preamplifier,. The 

amplifier also amplified 1 demodulated, and further amplified the 
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input signal from the bridge circuit. The output, which was within 

± 3 volts DC across 1000 ohms, was fed directly to the recorder. 

For ·each channel, a heated stylus was activated to simultaneously 

impress on a temperature sensitive paper (permapaper) a deflection 

proportional to the amplifier output.. The permapaper was driven by 

a motor at a selected constant speed, thus allowing the signal output 

to be continuously recorded on the strip chart. An averaging switch 

permitted the output to be continuously averaged over a 1-s ec period 

if desired. 

e. Analog-to-digital (A / D) data acquisition system.. In experiments 

where the analog information was digitized, the signal output was 

fed directly to an analog-to-digital (A/ D) data acquisition system 

from the output jack of the carrier preamplifier--thus completely by

passing the analog recorder. A photograph and a flow diagram of the 

A/D system are, respectively, shown in Figures 4 .. 10 and 4. 11. 

The A/D system (series 1103) manufactured by Digital Data 

Systems, Northridge, California, accepted eight channels of analog 

· voltages which ranged to a maximum of ± 10 volts. The channels 

were sampled by an analog multiplexer which scanned the eight chan

nels in about 4. 4 milliseconds. The sample-and-hold amplifier, 

receiving the sampled voltage, had an aperture of 0.1 7 micro

seconds. This represents the period over which the input voltage 

was digitized. Both the scanning rate and the aperture were constants 

for the system. 

However, the sampling rate,, which denotes the rate at which 
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the analog voltage was digitized, was selected by the operator by use 

of the BASE FREQ and DIVIDE BY controlso The maximum sampling 

rate was 1600 samples per second (s/sec) for one channelo Thus if 

eight channels were being used, the maximum rate was 200 s / sec per 

channelo 

Sampled voltage was fed to the A/D converter where it was 

converted to a binary signal and then to binary-coded-decimal (BCD) 0 

Meanwhile the header data received by the control logic were coded 

appropriatelyo The header data consisted of (i) identification info r

mation from the analog multiplexer, (ii) digital clock data, (iii) a 

four-digit number termed the header constant, and (iv) manual identi

fication inputs. The BCD of the converter and the header data from 

the control logic were received by a digital multiplexer and trans -

£erred to one of two memory units for storageo Each unit has a 

capacity of 1024 tape characterso 

Since the system utilized a synchronous tape transport, as 

opposed to an incremental recorder, data were first collected in one 

memory unit at the sampling rate, and then transferred to the tape 

at the maximum transport rate of the recorder. Meanwhile the other 

memory unit accepted data from the digital multiplexer while data in 

the full unit were being recorded. on . tap~. Thus no information was 

lost while digitized data were being record~d .on tape. 

Digitized information was packed on the magnetic tape in a 

language and format compatible with the IBM 360 /75 high speed com

puter. Data from a set of measurements, such as concentration 

monitored at a fixed point over a given length of time, were stored on 
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tape as a file. The files were separated from each other by END OF 

FILE marks. Each file was composed of records separated from 

one another by INTER RECORD GAPS. A record length was 1024 

tape characters, and comprised the storage of each memory unit. 

In each record, the first sixteen tape characters identified the header 

data from the control logic, the remaining 1008 characters were 

digitized datao Since voltages were recorded as 3-digit values, each 

sample consisted of three tape characters; thus 336 samples were 

stored in every recordo 

By use of appropriate subroutines, the recorded information 

was conveniently retrieved by the IBM 360 / 75 computer; thus digitized 

concentration data were available for reduction and. ana:lysis by the 

main computer program. 

4o A. 3 a Velocity Measuring Device. Water velocities were 

measured with a 1/8 inch {Oo.32 cm) diameter Prandtl pitot static 

tube with a dynamic head opening of O. 107 cmo The pressure differ

ence between the static and dynamic heads was measured by a pres

sure transducer built by the Pace Manufacturing Co., Los Angeles, 

California. The pressure difference deflected a O. 0102 cm diaphragm 

which in turn induced a voltage that was measured by a Sanborn analog 

recorder. 

The transducer was calibrated by inducing pressure differ

ences across the diaphragm, and measuring the pressure differential 

in manometer pots equipped with micrometer scales. Pressure heads 

were recorded to within O. 00025 cmo Calibrations made before and 
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at the end of an experiment agreed to within two per cent. 

The velocity was obtained by positioning the pitot tube at the 

· desired point within the flow field, and recording the output on the 

strip chart of the Sanborn recorder for about 30 seconds o Since the 

output was averaged over a one-second time constant by the recorder, 

variations about the mean value were generally less than 15% of the 

total stylus deflection from zeroo The mean deflection was obtained 

by placing a straight line on a transparent scale over the record, .. ·and 

estimating an average value by eye.,. 

4. A. 4. The Tracer Injection System.. Figure 4. 12 is a sketch 

of the tracer injection system... The tracer was a sodium chloride 

solution colored blue with dye primarily for visual effects., The solu

tion density was restored to approximately unity by addition of 

methanol. The tracer was stored in a five-gallon constant head tank 

placed on a support base about 2. 5 m above the flume bottom at the 

injection station. 

With a plug valve completely open, tracer flow rate was con

trolled by use of a metering valve, and measured by a precision flow

rator which used a floating ball as a flow rate indicator. The tracer 

flowed through a Poly-flo connector to a copper tube which was sol

dered to a stainless steel injector. The internal diameter of the in

jector was 0. 267 cmt and the tracer was injected at ambient velocity 

parallel to the water flow.. The vertical position of the injector was 

determined to within 0.001 ft (0.030 cm) by a vertical displacement 

scale mounted to the instrument carriage. The injector was always 
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located at the flume center line. 

The flowmeter was calibrated by keeping the plug valve wide 

open andt using the metering valve for control, recording tracer 

discharge for various flowrator readings. With the injector cross

sectional area known, the mean tracer flow velocity was calculated, 

and a curve of tracer velocity versus flowrator reading was developed. 

It was found that within the range of the change in tracer temperature 

experienced from one experiment to another and within the sensitivity 

of the flowmeter, a single calibration curve was adequate for a set of 

experimental runs. A new curve was developed only when any section 

of the injector system was alteredll 

During an experiment, the injection velocity, which closely 

equaled the local water flow velocity, was first determined. The cor

responding flowrator reading was then obtained from the calibration 

curve. With the injector set at the desired depth, and the plug valve 

wide open, the flowrator was set at the required reading using the 

metering valve. Tracer flow was subsequently controlled only by 

completely opening or closing the plug valve~ 

4oA. So Photo Analysis Equipment. The motion picture of 

the fluctuating plume was taken by a Bolex camera motorized to 

operate at exactly 24 frames per second. The developed negative 

was stored in reels each with 30. 5 m of film. 

The film was analyzed by projecting the picture on the screen 

of a film scoring viewer. The film could be projected automatically 

at a selected speed, or manually one frame at a time. With the 
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picture on the screen, a cross-hairline was manually used to deter

mine the crosswise positions of the edges of the plume at that parti

cular instant of exposure. A transverse scale located in the picture 

field was used to calibrate the scale on the screen. Transverse dis

placements in the flume were determined to within 1 mmo 

Since the motion picture studies were conducted in the 85-cm 

flume, the longitudinal tape located within the channel was used to 

measure values of Xo Elapsed time was measured either by a ten

second sweep clock in the camera view or by counting the film . 

frame so 

4.B .. . EXPERIMENTAL PROCEDURE · 

4o.B.1. Identification Code for Flumes and Experiments. 

Since experimental numbers will be used in this section as examples 

to illustrate typical measurements or operations, it is necessary that 

the code for identification of the flumes and the experiments be ex

plained. A summary of the classification is shown in Table 4.1. 

The flume identification code consists of a letter-figure com

bination with the letter referring to the roughness of the flume bottom, 

and the figure to a particular flumeo. The letter S indicates that the 

flume bottom was hydraulically smooth during the experiments, and 

R means that the flume bottom was roughened with rocks. The 85-cm 

flume is identified by the figure 1, and the 110-cm flume by 2. Thus, 

the code S2 refers to an experiment performed in the 110-cm flume 

with the flume bottom hydraulically smooth. 

All experiments were grouped in 11 series 11 each consisting of 



Table 4. 1, Classification of flumes and experiments 

Flume Flume Data 
SERIES Flume Bottom Identification Digitized? 

Roughness Code 

500 85-cm Smooth Si no 

600 85-cm Smooth Si no 

700 110-cm Smooth sz no 

800 110-cm Smooth sz yes 

900 110-cm Smooth sz yes 

400 110-cm Rough R2 yes 

300 85-cm Smooth Si no 

Mode of 
Analysis 

Time-averaged 
calculations only 

Time-averaged 
and intermittency 
analysis 

Same as in 
Series· 600 

Time-averaged , 
intermittency, and 
statistical analyses 
from digitized data 

Cross-correlation 
analyses 

Same as in 
Series 800 

Fluctuating plume 
studies using 
motion pic_t_ures 

I 

'° 00 
I 
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one or more experiments referred to as "runs.'' The first digit of a 

run number refers to the series, the second and third d igits to the 

experiment number within the series. For example, RUN 512 de

notes eA.'J)erirnent 12 in the 500 series. Each run, except in Series 

300, consisted of an entire experiment beginning with uniform fl.ow 

establishment and concluding with concentration measurements. 

If velocity measurements were also made and velocity contour 

maps subsequently developed, the letter V was affixed to the run 

number. For example, run numbers 506V, 708V, and 404V indicate 

that velocity maps were developed for the corresponding runs 506, 

708, and 404. 

Velocity contours were developed in Series 500 for the 85-cm 

flume with the smooth bottom, in Series 700 for the 110-cm flume 

also with smooth boundaries, and in Series 400 for the 110-cm flume 

with the bottom roughened with rocks. 

4. B. 2. Typical in situ Measurement 

a. Establishment of uniform flow and calculation of hydraulic param

eters. By adjusting discharge and flume slope, the water depth was set at 

a desired value. Uniform flow conditions were assumed to prevail 

when the flow depths at various stations agreed to within ± O. 02 cm. 

In the 85-cm flume the. energy slope Sf was determined by 

fitting a straight line to the plot of the difference between the still 

wat er level and the flowing water surface elevation versus x. The 

slope of this line was used as the energy slope. Since the deviations 

of the flow depth at various stations from the mean depth we re 
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generally small and random, corrections for differences in the veloc-

ity head did not significantly alter the value of Sf thus calculated. 

A typical energy slope determination is shown in Figure 4.13. In 

general sf was different from the flume bottom slope by between 

1 % and 10% .. 

The flume rails of the 110-cm flume were so precisely posi-

tioned that the slope of the rails was exactly the same as the flume 

slope S determined by Eq. 4.1. The value of S at the condition 
0 0 

of uniform flow was used as the energy slope. Velocity head cor-

rections were made for the smallest flow depths. 

The normal depth, d, used for subsequent calculations is the 

mean value of the flow depths measured at the various stations for the 

uniform flow condition. For experiments where the flume bottom 

was rough, the mean stone thickness used was 1. 66 cm, i.e. 92. 3% 

of the thickness calculated from point gage measurements. This cor-

rection was obtained from velocity measurements. The depth y = 

1. 66 cm above the flume bottom represented the average height at which 

flow velocity was effectively zero. 

The mean velocity, u was evaluated by the relation 

u = Q/A, (4. 2) 

where Q is the discharge, and A the flow cross-sectional area; 

the mean shear velocity 7 u* by 

u* = .,,/grSf , (4. 3) 

where r is the hydraulic radius; the friction factor,. f * by 
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f = 8(u*) 2 
)',c -

u 
(4.~ 4) 

the Froude nwnber, IF by 

IF= u 
Vgd 

(4. 5) 

the Reynolds number, m by 

(4. 6) 

where v is the kinematic viscosity at the measured water tempera-

ture for .the particular run; and the friction Reynolds nwnber, IR* by 

(4. 7) 

When velocity measurements were made, the von Karman constant, 

K was determined from the slope o£ the velocity profile by the rela-

tion 

log ll 
10 y 

K = 2. 30 u 1 

* Uz - U1 
(4. 8) 

where uz and u1 are the mean velocities at Yz and y 1 respectively.~ 

For experiments in the flume with the rough bottom, the bed shear 

velocity, u~:'b was calculated by the side-wall correction method 

of Vanoni and B.rooks (59). 

b. Tracer preparation. A tracer batch was made by dissolving 

approximately 613 gm salt (NaCl), 2 .. 58 kg methanol (Tech grade)~ 
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and 20.30 gm 7-K blue dye in 11.13 kg laboratory water. The re

sulting solution consisted of approximately 4.34% NaCl, 18. 32% 

methanol, and 0. 14% dye by weight. The sodium chloride was used 

as the primary ionizing agent, the methanol was added to restore 

the specific gravity of the tracer solution to approximately unity, and 

the dye was introduced essentially for visual observation. The tracer 

batch was usually immersed in a reservoir of flume water for at 

least 24 hours so that, during an experiment, tracer and flume water 

temperatures were approximately equal. It was found that generally 

the specific gravity of the flume water was slightly greater than that 

of the solution with a discrepancy of about O. 02% in most cases. 

Since tracer conductivity was the distinguishing property to be 

detected during the experiments, the conductivities of the constituents 

of the tracer solution were measured with one of the probes. Table 

4. 2 summaries the results. It is evident that the Tech grade methanol 

was essentially non-ionized, and that both the NaCl and the blue dye had 

the same order of specific conductivities (at 1 % solution about twenty 

times the value for the flume water). Since the amount of NaCl 

used in the tracer solution was 31 times that of the dye, and their 

conductivities were in the ratio of 3. 52 NaCl to 1 of dye, it meant 

that the conductivity, above the flume water background, measured 

during the experiments was due essentially to both NaCl and the dye 

in the ratio of 109 to 1. This ratio assumes that the turbulent mixing 

characteristics of NaCl and the dye were the same, and that there 

was a linear relationship between conductivity and concentration for 

each constituent. 
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Table 4. 2 

Relative Conductivi'.;ie s of the Constituents of the Tracer Solution 

Equivalent 
Concentration Conductivity 

Solute Solvent by weight, Relative to* 
% Zero Load 

Arbitrary Units 

None Distille~ 0 1. 0 
Water 

Natural City Water unknown -236 
Salts Supply 

NaCl Distilled 1 8. 88 x 10 3 

Water 

7-K Distilled 1 2.50 x 103 

blue dye Water 

Methanol Distilled 1 1. 7 
(Tech Grade) Water 

Notes: 
*Zero Load occurred when the probe was left in air with 
the electrodes dry" 

tThe distilled water was essentially de-ionized. 

Just prior to the beginning of experimental measurements~ the 

specific gravities and temperatures of the tracer solution and the 

flume water were measured. If these values agreed to within accept-

able limits, the tracer storage flask was set up as shown in Figure 

4.12. The solution was supplied to the injector at a constant rate 

from the constant head reservoir. 
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c. Calibration of probes. The purpose of the probe calibration was 

(i) to determine if, within the limits of the concentration values to be 

measured during the experiments, there was a consistent (and per

haps linear) relationship between NaCl concentration and recorder 

deflection (or conductivity), (ii) to evaluate the proportionality 

constant , for each probe, and (iii) to check for the existence of 

ground loops in the bridge circuits. The probes were separately 

immersed in standard solutions having known concentrations of NaCl. 

Corresponding deflections of the analog recorder were measured. 

Plots of recorder deflection versus NaCl concentration were developed 

as shown in Figure 4. 14 for RUN 70 9. The calibration curves for the 

various probes were linear and converged to a single point. 

The probes were also immersed separately into a glass beaker 

of a sample of flume water, and then together into the flume water in 

the flume, to check for ground loops and interactions between probes. 

There was no measurable difference between the recorder deflections 

for the flume water in the beaker and the same in the flume. This 

indicated complete elimination of ground loops by the isolation trans -

former. 

Calibration curves developed for various experiments were 

virtually identical for the same probes and preamplifiers. During 

any given experiment, the variation of flume water temperature was 

less than 1° C; thus a set of calibration plots recorded at the beginning 

of a run was used for measurements during the entire run. 
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do A tyPical runo A typical run in which data were recorded _,on ~the 

strip chart and also digitized by the A / D converter, will be outlined .. 

First the stations and the flow levels at which measurements would 

be made were determinedo In most experiments six stations and four 

levels located at y / d = Oo850, Oo632, 0 .. 368, and 0 .. 095 were used .. 

The tracer injector was placed usually at y /d = 1 /e (= 0 .. 368) 

and about 15 meters from the flume entrance for the 110-cm flume .. 

In the 85-cm flume, the injector was stationed approximately 9 m 

from the channel entrance.. The tracer injection velocity was set at 

the mean flow velocity, Uo 

The probes were calibrated and placed in the flume.. Usually 

three probes were used" If the flume water conductivity was exces

sive, the output voltage of the recorder was reduced to a convenient 

level with a zero suppression control.. A sine wave was always gen

erated by a function generator, observed on an oscilloscope during 

the entire run, and fed to the first channel of the A/D converter"' 

This offered a check on the integrity of the data recorded on the other 

channelso 

The probes were placed at the first level of measurement 

(usually the level of tracer injection) at the station nearest the tracer 

source.. They were then set at the desired values of z (transverse 

position) and the background concentration recorded for about 10 

seconds.. Then the tracer was injected continuously at the constant 

velocity, ; , and tracer concentration recorded for about 30 seconds 

after allowing an initial period of process establishment.. Tracer 

supply was then shut off, and the probes moved to the next set of z 
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values o The procedure was then repeated$ Adjacent probes were 

overlapped at one point as a check on the conversion constants used 

for inter- relating various probe measurementso 

After the measurements were completed at the first station, 

the probes were moved downstream to the next station until all 

stations were covered. The probes were then set at another level, 

and measurements made; this time moving upstream from one station 

to the nexto The process was then repeated moving downstream for 

the third level and upstream for the fourtho 

If the data were not digitized, an averaging switch was used 

to automatically average the signal recorded on the strip chart over 

a one-second periodo This essentially smoothed the record, and 

facilitated the measurement of the time-mean concentration which 

was obtained by simply laying a straight edge on the record, and 

averaging by eye. 

When data we·re digitized, all calculations were made from the 

magnetic tape, and the analog record, which was not averaged 1 pro

vided only a check on the digitized informationo At the end of the 

experiment, all the header data for the entire experiment~ including 

the number of records in every file, were first retrie.v.ed. The result 

was compared to a log which was drawn up during the experimento 

Then the mean value of the background concentration for each meas

urement was calculatedo With these values and the conversion 

factors for the probes now available, the entire experimental 

measurements were analyzed. 

For any fixed point, the instantaneous tracer concentration 9 
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c(i) due to the point source of tracer was computed by the relation 

(4. 9) 

where K, the conversion factor, is the ratio of slope of the calibra-

tion line for probe number 5 to that for the particular probe detecting 

the concentration, at is the attenuation value for the analog channel 

connected to the particular probe, Cb is the average background 

th 
concentration, and cd(i) is the i concentration value recorded on 

tape for the particular channel within the sampling period.. With 

Eq. 4. 9, therefore, concentration values for all probes were calcu-

lated relative to probe 5 set at attenuation 20 • thus giving a truncation 

level of approximately 0. 3 ppm equivalent conductivity of NaCl (i., e .. 

7 X 10 -
4 % of initial Na Cl cone ent ration). 

4.B.3. Photo Studies. The photo studies were conducted in 

the 85-cm flume for only one uniform flow deptht d = 171>0 cm. 

To photograph the fluctuating plume t the motion picture camera was 

mounted on the instrument carriage with the camera lens 2. 13 m 

above the water surface on the flume center line. The camera made 

24 exposures per second. 

The plume was photographed at eight stations located O .. 55, 

O. 70, O. 85, O. 95, 1. 10, 1. 28, 1 .. 46, and 1. 62 m downstream of the 

source., At each station, 33 seconds of data were collected. 

For each frame• the z values of the plume boundaries were 

measured, and the difference between them used as the plwne width 

at that instant of exposure~ Readings were made at an interval of 

4 frames (io e. 1/6-sec). This was considered adequate because 
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the expected characteristic frequency of the plume meander was of 

the order of one Hz. 

4. B. 4. Velocity Measurements and Results. Water fl.ow 

velocities were measured primarily to (i) obtain velocity profiles~ 

(ii) compute the von Karman constant~ Kt and (iii) develop velocity 

contours as a check on the two-dimensionality of the flow. As a 

secondary objective, velocity measurements were made to compute 

flow discharge by integration of the velocity distribution in the cross 

section. 

The velocity profiles were logarithmic, and of the form ex

pressed by Eq .. 2. 33. Examples of profiles measured during RUN 

706V for which d = 2. 75 cm are shown in Figure 4.15. The transverse 

positions z where the measurements were made and the values of 

the von Karman constant K are also included for the two stations 

x = 400 cm and x = 1900 cm. It is evident from Figure 4.15 and the 

summary of hydraulic data of Table 5.1 that 0.30 :SK :S 0.43. 

Velocity contours were plotted during RUN 506V in flume 

Si for d = 2. 95 cm, and during RUNS 706V and 708V in flume S2 

for the hydraulically smooth bottom with d = 2. 75 cm and 17 .31 cm 

respectively. With flume 2 roughened on the bottom with rocks, 

velocity contours were mapped during RUN 404V where d = 10. 36 cm. 

Contours obtained for RUNS 404V and 708V are shown in Figure 4.16 

with one station of each run selected as an example. 

Both Figures 4. 15 and 4. 16 indicate that within the central 

region of the flume where concentration measurements were confined, 
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the flow was essentially uniform across the flume except perhaps for 

RUN 708V where the aspect ratio, d/W was largest. In particular,, 

it was found that within the central 80% of the flume, the maximum 

deviation of u , the depth integrated velocity at a given z, from its 
a . 

cross-wise mean value was 3. 1, O. 7, 6.4, arrl 3. 5% for RUNS 506V, 

706V, 708V, and 404V respectively .. 

It was found that the discharge calculated by integration of 

velocities over fixed cross sections was always less than the metered 

discharge by less than 3%. This discrepancy was accrued in the 

integration of the velocity distribution near the flume walls o. The 

metered discharge was therefore considered a better measure of the 

mean flow and was used for calculation of.the mean velocity u as 

expressed in· Eq. 4. Zo 

4. Ba 5. Probe Response to High Frequency Loading.. To 

measure concentration fluctuations, it was necessary to determine 

probe response to a rapidly changing loado. Manufacturer specifica-

tions for the response of the recorder system could not be used 

·because the response of the conductivity probe depends on the trans-

ducer used and the cell volum.e surrounding the electrodes (see, for 

example, Gibson and Schwarz ( 50) , or Lamb, Manning, and Wilhelm 

(60)) .. For a given transducer,· the larger the electrodes, the slower 

is the responseQ 

In this study, the probe response was determined by subjecting 

the probes to a nearly instantaneous load, and recording the resulting 

transient response of each probe on the magnetic tape. The probes 
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were placed in a tank of salt water such that initially the lower tips 

of the electrodes were about 1 mm above the water surface with the 

probe axes inclined at about 73° to the horizontal. Using a labora

tory "tsunami generator," the water level was raised rapidly so that 

the electrodes were completely immersed in 6. 4 milliseconds. Once 

immersed, the electrodes were left in the water at least until the 

final deflection of the recorder was attained. Simultaneously the 

output of each probe was digitized at 800 samples/sec, and recorded 

on the magnetic tape. 

The transient response curves of the probes, as recorded on 

tape, are plotted in Figure 4. 1 7(a). The input (or excitation) which 

was approximately linear is also shown.. The relative amplitude of . 

the ordinate is the ratio of the concentration at any time to the final 

concentration value after an infinitely long time. Also included in 

Figure 4.17(a) is the rise time, rt' due to the excitation load. The 

rise time was defined as the time to attain final deflection, as meas

ured by the best straight-line approximation to the initial rise of the 

transient curve. Values of rt were 14. 9, 13. 2, and 11. 0 millisecs 

for probes 5, 4, and 6 respectively. 

The frequency response of the system is the relation between 

the relative amplitude of the output and the frequency of a cyclic 

loading imposed on the probe. Since this relationship could not be 

physically determined directly, it was calculated from the known 

input signal and the corresponding transient response curves shown 

in Figure 4o 17(a). A method proposed by Walters and Rea (61) was 

used. 
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The input and transient response functions were represented 

as Fourier series. A common fundamental period, T was chosen 
p 

for both functions such that the transient had damped to its final 

amplitude at a time less than T /2. The Fourier coefficients, I(n), . p 

of the input series and J(n) of the output series were then calculated, 

and the transfer .function R(n) eic/>{n) determined b.Y the relation 

R{ ) lc/>{n) _ J((n) 
n e - I n) , (4. 10) 

where R{n) ls the amplitude ratio and cf>{n), the phase shift 0£ the 

transfer function for the nth multiple of the fundamental frequency, 

wr and i.. is r-1. The multiple n takes values 0, ' ±1, ±2, •••• 

Thus R(w) and c/>(w) can be evaluated as functions o.f the real and 

imaginary parts 0£ J{n) and I(n) with w = nwf. 

Figure 4.1 7(b) shows the frequency response curves calculated 

·for the input signal and corresponding transients of Figure 4.17(a). 

For the three probes# the response was flat at R{w) = 1. 0 for the 

excitation frequency w :5 60 3 Hz. Beyond this point, the curves 

decre.ases monotonically such that the relative amplitude, R{w) was 

down about 3 decibels at approximately w = 30 Hz. Near w = 100 Hz• 

the curves became oscillatory"' 

· The limitations of the probes in measuring high frequency 

signals become apparente. The probes would respond to fluctuations 

up to a maximum frequency of 60 3 Hz without modulation of the ampli-

tude of the input signaL. For higher frequencies, the probe output 

would indicate a reading reduced according to the curves of Figure 
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4.1 7(b). Since the expected characteristic frequency of the concen

tration variations with time was in the order of 1 Hz (from prelimi

nary observations on the analog recorder), the probe response was 

considered adequate for the intermittency and statistical analyses of 

the concentration fluctuations. Data we re digitized at 60 ~amples /sec 

so that the cut-off frequency was 30 Hz. This provided a suitable 

sampling rate as will be shown in the next section .. 

4.C._ REDUCTION OF DATA 

4 .. C. 1. Recorded Concentration Data. Figure 4.18{a) shows 

examples of concentration measurements recorded on the strip chart 

of the analog recorder. Corresponding records digitized at 60 

samples/sec by the A/D converter are also plotted in Figure 4.18{b) 

for comparison. The mean background concentration was used as 

zero reference. The high frequency (30 Hz) fluctuation shown in the 

plot of the digitized record is a 0. 01-volt background noise. This 

noise is not apparent in the analog record because it was filtered off 

by the inertia of the recorder stylus. 

Comparison of the analog and digitized records reveals that 

all peak values indicated on the analog recorder were also recorded 

on tape. This was expected because the response of the stylus of the 

analog recorder was slower than the response at the output jack 

leading to the A/D converter. Thus, in general, the A/D converter, 

operating at 60 samples/ sec~ furnished an excellent record 0£ the 

variation of the tracer concentration. 
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4.C. 2. Effects of Sampling Period and Sampling Rate on 

Calculated Parameters. 

a. Effects on the time-mean concentration. The sampling period 

T is the total length of time over which concentration used for sub-m 

sequent analyses was measured at a fixed point. The time-mean 

concentration C is the average over the sampling period T • The 
m 

value of C is thus a function of the length of T , and theoretically 
m 

would approch a limiting value as T becomes iniinite. In practice t m . 

however, the samples must be truncated at a finite T such that for 
m 

periods longer than T , C is essentially invariant. Ogura (62) 
m 

showed that the deviation of C from the a,symptotic value increases 

with the size of the largest eddy effecting mixing. Thus the greater 

the flow depth the longer is- the sampling period required to obtain a 

representative value o:f C. 

Measurements were made to determine an appropriate value 

of T • RUN 804 for which d (:::; 10. 84 cm) was larger than most of 
m 

the other experiments was chosen. Concentration data digitized at 

60 samples/sec were . recorded for one minute, and C evaluated 

nwnerically with T increasing from 4 to 56 seconds. The result 
m 

is shown in Figure 4.19. The relationships were developed for 

x/d = 7.4, 16.6, 35.0, 71.9, and 108.8 at values of z where the 

intermittency factor If~ 0. 50 for each case. All points were located 

at 11 = 0. 368, the level of tracer injection. The intermittency factor 

was calculated with the threshold concentration equal to the mean 

background concentration. From Figure 4.19, it was concluded that 

for experiments where d < 1O.84 cm, T =approximately 25 seconds 
m 
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was adequate for determining C. 

Figure 4 . 20 illustrates the effect of sampling rate S on 
r 

computed C for the same values of x/d and z as in Figure 4.19. 

and T = 28 secs. The plots show that for this sampling period~ a 
m 

consistent value of C was obtained for Sr greater than 15 samples/ 

sec for all points investigated. 

b. Effects on the intermittency factor, If. Figure 4. 21 illustrates 

the effect of sampling period, T on the intermittency factor m 

at various x/d. The points chosen for analysis are exactly the same 

as in Figure 4. 19. The figure shows that a fairly stable value of If 

was achieved for T > 22 secs. As expected, the deviation from . m 

the mean value of If at large Tm was greatest at higher values of 

x/d where the signal-to-noise ratio was lowest. Indeed for x/d = 

108. 8, a constant value of If was not actually attained within 

Tm= 56 secs. This meant that a large scatter in the plots of If{z) 

versus z would be realized at large x/d unless longer records 

were utilized. 

The effect of sampling rate on If is shown in Figure 4. 22. 

The points analyzed are the same as those in Figure 4.19. The 

graphs show that for Tm= 28 secs~ an essentially constant If was 

achieved beyond S ::::: 18 samples/sec at all stations. 
r 

c. Choice of the sampling period and the sampling rate. The effects 

of T and S on other statistical parameters were determined 
m r 

for RUN 804. On the basis of the analyses, a sampling period of at 

least 28 secs for d::: 10.84 cm was used. For lower values of d, 
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T was set at 25 secs. In all experiments, S was 60 samples/sec. m r 

At this rate 1 all fluctuations with frequencies equal to or less than 

30 Hz would be recorded on tape. The maximum eddy size whose 

effects were measured would have a frequency of 1 /T (~ 1 /25 Hz). m 

4. C. 3. Choice of the Threshold Concentration Ct for 

Determination of the Intermittency Factor, If. It is immediately 

apparent from Figure 3. 3 that the value of If at any fixed point 

depends greatly on the threshold level Ct used. This is especially 

true in regions far from the source where the signal-to-noise ratio 

is smallest. To illustrate the influence of Ct on If at a fixed point, 

a 56-second record in RUN 804 was analyzed for x/d = 7.4, 16.6, 

35.0, 71.9, and 108.8, all at the level 1') = 0.368. For each station 

z was chosen such that the asymptotic value of If relative to the 

background concentration was approximately O. 5. At each point If 

was calculated for various ratios of the threshold concentration to 

the local time-mean concentration Ct/C. The result is shown in 

Figure 4. 23. For clarity., only three stations are plotted. It is 

observed that If rose suddenly to 1. 0 for Ct/C < O. 0, and decayed 

gradually as Ct/C increased beyond zero. At Ct/C = 0, the con

centration equalled the mean background concentration. 

The resulting modification of the transverse distribution 0£ If 

by the choice of Ct/C is shown in Figure 4 .. 24 for RUN 804 with 

x/d = 7 .. 4. The plots again indicate that substantial changes could be 

introduced without a proper choice 0£ ct. " 
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In the computer program used for calculating If, Ct was 

chosen to be slightly above the mean background to effectively elimi

nate ·the background noise. Thus in all calculations of If, the thresh

hold concentration was set essentially equal to the' background con

centration. 
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CHAPTER 5 

PRESENTATION AND DISCUSSION OF 

EXPERIMENTAL RESULTS (Phase I) 

This chapter summarizes the hydraulic data for all experi

ments and presents the results of mea~urements relating to time

averaged concentration. Each result (or set of results) is discussed 

according to the objectives outlined in Chapter 2. 

5.A. HYDRAULIC DATA 

Table 5. 1 is a complete summary of the hydraulic data for all 

experiments related to both Phases I and II. The experiments are 

grouped in an increasing order of flow depths which ranged from 1. 52 

to 21. 97 cmo 

Column 1 lists the experimental runs, and Column ,z the phase 

of the study undertaken: Phase I refers to time-averaged concentra

tion measurements, and Phase II to concentration fluctu~tion analyses. 

Column 3 identifies the flumes as explained in Table 4.1~ Columns 4: 

through 7 are explained as indicated. The shear velocities shown in 

Column 8 were calculated according to Eq. 4. 3. However, the "Qed 

shear velocity .was used for experiments conducted in the flume 

roughened with rocks. Friction .factors entered in Column 9 were 

determined using values of the shear velocity given in Column 8. 

·The von Karman constant K, tabulated . in Column 10, was 

calculated for only one run in each set of hydraulically similar experi-



Table 5.1. Summary of hydraulic data 

Phase Flume Normal Hydraulic .M ean Ene rgy Shear Friction von Kfrm£n Froude RUN of ! Identif. De pth Radius Velocity Slope, Velocity, .) Factor ~ Constant, i"umber Study Code 2 

u* =Jg r sf 
u ... \2 u d r ii sf f =8 ( :_· ; It F=-

• U I Jid 
cm cm cm/sec cm/sec 

(x 10 3) (xI0 2) 

1 2 3 4 5 6 7 8 9 10 II 

507 I 51 l. 52 l. 47 31. 2 3. 110 2. 12 3. 69 0.364 0. 808 
705 I 52 1. 69 1. 64 32.8 2. 467 1. 99 2.95 - 0. 805 
805 II 52 1. 69 1. 64 33.5 2.464 1. 99 2.83 - 0.828 

707 I 52 2.74 2.61 50.4 2. 735 2.65 2. 21 0. 347 o. 972 
706 I 52 2. 75 2.62 30.0 I. 063 I. 65 2.43 0. 408 o. 578 
807 I, II 52 2. 76 2.63 49. 5 2. 735 2.66 2.30 - 0.951 
806 I, II S2 2.77 2.64 29. 7 1. 064 l. 66 2. 50 - 0. 570 
506 I 51 2.95 2.76 27 . 1 0.910 1. 57 2.68 o. 374 0.504 

703 I 52 3.46 3.26 32.0 0.973 I. 76 2.43 - 0.549 
504 I SI 3.47 3. 21 29. 9 0. 631 I. 41 I. 78 o. 341 o. 5 I2 
505 I SI 3. 57 3.29 37 . 2 l. 040 1. 83 I. 94 o. 363 0.629 
503 I 51 3.93 3.60 33. l o. 779 I. 66 2. OI 0.381 o. 533 

501 I SI 4. 25 3.86 32.9 o. 8 I I I. 75 2.27 o. 375 0. 5 IO 

509 I SI 5. 25 4. 67 42.6 l. 110 2.26 2.24 - 0.594 
511 I SI 5.25 4.67 42.8 0.943 2.08 l. 89 - 0.596 
5I2 I SI 5.25 4.67 42.5 l. 030 2. I7 2.09 - 0. 592 
508 I Sl 5.26 4.68 41. 7 0. 990 2. I3 2.09 0. 375 0. 58 I 
510 I Sl 5.26 4.68 42.4 o. 978 2. I2 2.00 - o. 590 
600 II SI 5.26 4.68 42.3 I. 005 2. 15 2.06 - 0.589 
60 l II SI 5.26 4. 68 42.3 0. 990 2. 13 2.03 - 0.589 
802 I, II 52 5. 36 4.88 43. 7 o. 981 2. 17 I. 97 - 0.602 
702 I 52 5. 4 I 4.93 43. 5 0. 981 2. 18 2. 0 I 0.373 0.598 
701 I S2 5.53 5. 02 42.0 o. 98 I 2.20 2. I9 o. 372 0. 570 

405 I, II R2 6. 8I 6.06 35. 9 3. 837 5. 01 15. 61 - 0.439 

(Continued) 

Kinematic Re yno lds 
Viscosity, :\umber 

v R= 4ur 
v 

cm' /sec 

(x 102 ) (x I0- 4 ) 

12 13 

o. 992 l. 85 
o. 960 2.24 
0.980 2. 2-1 

o. 979 5. 37 
o. 980 3. 21 
0.978 5.32 
0.978 3.20 
o. 992 3. 0 I 

0. 96I 4.34 
0.980 3. 92 
0.975 5.03 
0.980 4.86 

0.975 5. 21 

0.992 8.03 
0.953 8.39 
0.960 8.27 
0. 992 7. 87 
l. 005 7.90 
o. 991 7. 99 
I. 011 7.83 
0.990 8.62 
0.982 8. 74 
o. 969 8. 7 I 

1. 007 8.64' 

Fr ict ion 
Reynolds 
:'\umb er.~ 

u ... d 
R ~, =---·-

v 

(x I o- 3 ) 

1-l 

0.325 
0. 351 
0. 343 

O.Hl 
0 .464 
o. 750 
0.470 
0.464 

{), 635 
0.499 
0. 67 l 
0. 665 

0 . 764 

1. 193 
1. 145 
l. 188 
I. 130 
l. 109 
1. 140 
I. 109 
I. 173 
l. 200 

. l. 2 54 

3.388 

Le vel of 
Tr acer 

Injectio n 

~ 

15 

0.368 
o. 368 
0. 500 

0. 368 
0. 368 
o. 368 
o. 368 
o. 368 

o. 368 
0. 368 
0.3 68 
0. 368 

o. 322 

o. 368 
0. 051 
0.850 
o. 368 
0.632 
'l. 368 
0.3 68 
0.368 
o. I2 9 
o. 39 I 

0.3 68 

I 
I 

I 

RU:--: 

I 

507 
705 
80? 

70 7 
70(, 
807 
806 
506 

703 
504 
505 
503 

50 I 

50 9 
511 
5I2 
508 
510 
600 
601 
802 
702 
701 

405 

....... 
vJ 
0 



Table 5.1 (Continued) 

Phase Flume l':ormal Hydraulic Mean Energy Shear Friction von Karman Froude Kinematic Reynolds Friction Leve l of 
RUN of Identif. Depth Radius Velocity Slope, Velocity, 3 Factor 4 Constant, Number Viscosity, :'\umber Reynolds Tracer RliN 

Study 1 Code ~ Number,"' Injecti on 

C'f F=_iL R= 4trr 
u ~d 

d r u sf u*=Jgr sf f.=8 _ ¥ I<. R ,,, =-T 'lh u ./id \) 

cm cm cm/sec cm/sec cm~ /sec 

(xl03) (x 10?) (x 102 1 Ix 10- 4 ) Ix I0- 3 l 
--

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 I 

407 I, II R2 8.66 7. 48 41. 0 3. 189 5. 12 12. 50 - 0.445 1. 018 12. 05 4. 356 o. 368 407 

404 I, II R2 10. 36 8. 72 42.8 2. 597 5. 05 11. 15 0.324 0.425 I. 052 14. 19 4.973 0. 368 404 
606 II Sl 10. 70 8. 55 42.6 0.454 l. 95 l. 68 - 0.416 0.945 15. 43 Z. 210 0.3 68 606 
607 I, II SI 10. 70 8.55 41. 8 0.429 1. 90 I. 65 o. 333 0.408 0.955 14. 95 2. 125 0.368 607 

704 I S2 10. 81 9.03 39.2 0.390 1. 86 1. 80 0.357 0.381 0.978 14. 58 2.055 0. 368 704 

804 II S2 10. 84 9.06 39.2 0.390 1. 86 1. 80 - 0.380 0. 996 14. 25 2.026 0. 368 804 

904 II S2 10. 84 9.06 39. 2 0.390 I. 86 1. 80 - o. 380 0.996 14.25 2.026 0. 368 904 

300 II Sl 17.00 12. 10 35.4 0.210 1. 58 1. 60 - o. 274 I. 020 16. 80 2.634 -1. 00 300 

406 I, II R2 17.07 13. 03 35.3 0.853 3.64 8.49 - 0.273 1. 087 16. 92 5. 716' o. 368 406 
708 I S2 17. 31 13. 17 34.9 0. 213 I. 66 1. 81 0.332 0.268 o. 961 19. 13 2.988 0.368 708 

I-'-

w 
>--'-

808 I, II S2 17. 32 13. 17 34. 9 0.213 1. 66 l. 81 0.332 0.268 0.978 18. 80 2.938 0. 368 808 
602 I, II Sl 17. 34 12.32 36 . 5 0.242 1. 71 ·-1. 75 - 0.280 0.978 18. 38 3.038 o. 368 602 
603 I, II Sl 17. 34 12. 32 36. 9 0.263 I. 75 1. 80 - 0.283 0.978 18. 59 3. 110 0.368 603 
604 II Sl 17. 34 12.32 36.9 0.263 1. 75 1. 80 0.388 0.283 0.953 19.07 3. 18 l 0.368 604 
605 I, II Sl 17. 34 12. 32 37.0 0.263 1. 75 l. 80 - 0.284 0. 963 18. 93 3. 155 0.850 605 

709 I S2 21. 97. 15. 70 30.5 o. 127 1. 40 1. 68 - 0.208 0.997 19. 21 3.082 o. 368 70 9 
809 I, II sz 21. 97 15. 70 30. 7 o. 126 I. 39 I. 65 - 0.209 0.978 19. 71 3. 140 0.368 809 

NOTES: 
l Phase I is related to time -aver aged concent_rati_on : phase II to temporal fluctuations of tracer concentration. 
:a For flume identification, Sand R denote smooth boundaries and rou,gh bottom respectively. Flume 1 is 85 cm wide, Flume 2 is 110 cm 'vi.de. 
3 For the 400 Series only, the listed values are for bed shear velocity calculated by a side-wall correction method: _g=gravitational acceleration. 

--... For the 400 Series only , f applies only to rough bed. 
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ments. For example, a K-value of O. 375 measured for RUN 508 

was used for RUNS 509, 510, 511, 512, 600, and 601 which were 

essentially identical to RUN 508. 

As indicated in Columns 11, 13, and 14, all flows were sub-

critical and turbulent. The Froude number varied from a high value 

of0.972for d==2.74cm toalowo£0.208for d=21.97cm. The 

Reynolds number lR was greater than 1.8 X 10
4 

in all experiments, 

and the minimum value of the friction Reynolds number lR* was 325. 

Column 15 lists the level i)h at which tracer was injected. 

For most experiments, T)h = 1/e = 0. 368, and the injection velocity 

was set at the mean water flow velocity. The injection level was 

specifically varied for the runs where the normal depth was approxi-

mately 5. 25 cm in order to determine the effect of T)h on initial 

distributions of tracer just downstream of the source. In this set of 

runs, the following values of 11h were used: 0.368, 0.632, 0.850~ 

and O. 051-. The injection velocity in each case was adjusted to 

approximately equal the local water flow velocity. 

5.B. TRANSVERSE DISTRIBUTIONS OF TIME-AVERAGED 
CONCENTRATION 

Typical transverse distributions of the time-averaged concen-

tration within the plume are shown in Figures 5.1, 5. 2, and 5. 3 for 

various normal depths. The runs shown were selected to cover 

measurements made at various levels of the flow with the flume 

bottom either smooth or roughened with rocks. 

In Figures 5. 1(a), (b), and (c), the measured concentration C 
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normalized by the maximum concentration C located at the mode 
max 

of the concentration distribution is plotted against the transverse 

distance, z. All measurements plotted in this set of figures were 

made during RUN 706 in flume S2. The flow depth was 2. 75 cm, the 

mean flow velocity 30. 0 cm/sec and the friction Reynolds number 

IR* = 464. Tracer was injected at 1lh = 0. 368. 

In each set of graphs shown in Figure 5. 1 (for example, 

Figure 5. 1 (a)), measurements made at a fixed level of the flow are 

plotted for various distances, £. The points shown are the measured 

values, and the fitted curves are Gaussian distributions each having 

a variance equal to that calculated numerically from the measured 

data, and a corresponding value of C • The legend explains the 
max 

plotting symbols: the distances s at which the measurements were 

made, the actual values of Cmax' and the transverse positions z at 

which C was located. Distributions at the levels 11 = 0.368~ 
max 

O. 800, and 0. 236 are shown in Figure 5.1 (a), 5.1 (b), and 5. 1 (c) 

respectively. 

To illustrate the form of the concentration distributions at 

higher values of TIC, the cumulative concentration, P , was plotted 
4 c 

against z on arithmetic probability scales for various s in Figure 

5.2 for RUN 708 where IR*= 2.988 X 103
, and in Figure 5.3 for RUN 

405 where the flume bottom was rough and IR*b = 3.388 X 103. The 

variable P was calculated by the relation 
c 



-137-

where x1 and Y1 are fixed values of x and y; z
0 

is the point 

beyond which, for increasing z, C first attains a non-zero value; 

zN+i is the largest value of z at which C first becomes zero; 

.6zi = z 1 +i - z 1, i = 0, 1, ••• , N+ 1; and j = 1, 2, ••• , N. In cases where 

.6z1 is small (about 1 cm) and constant, and N was large, Pc was 

calculated simply by 

(5. 1 b) 

Straight lines representing Gaussian distributions were fitted to the 

plots. A representative standard deviation o-p was determined for 

each distribution by the relation 

(5. 2) 

where z 84• 1 and z 15• 
9 

are, respectively, the values of z where 

the fitted Gaussian line intersects P = 84.1 and P = 15. 9. As will c c 

be pointed out in the next section, o-2 in general differed from the 
p 

variance~ o-2 , calculated directly from the measured data using Eq. 

5.3. 

The plots shown in Figures 5.1 through 5.3 demonstrate that 

the transverse distribution of the time-averaged concentration was 

very closely Gaussian at all levels of. measurements and for s 
extending from 4.0.to 610.8 regardless of whether the flume bottom 

was smooth or roughened with rocks. Deviations from the fitted 

normal distribution occurred only at large values of J z I /W where 
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the tails of the distributions were very near the flume wall. This is 

attributed primarily to the effects of the side-wall boundary layers 

generated next to the flume walls. Reflections from the side walls 

also contributed, to a lesser degree, to the deviations of measured 

C at the tails :from the Gaussian distribution. 

For a given experiment, the closeness of fit of experimental 

points to the normal distribution was not a function of either the 

distance downstream of source s or the level of concentration meas-

urement 11· The measured points appeared to fit best at the lowest 

and highest values of s,. as shown in Figures Soi through 5. 3. How-

ever, the deviations of the points from the Gaussian curve at inter-

mediate s were still generally insignificant. It is thus concluded that 

the transverse distribution of C is Gaussian both very near the 

source (s = 4. 0) and far away, and at all levels o:f the flow. 

S.C. VARIANCE OF THE TRANSVERSE CONCENTRATION 
DISTRIBUTION 

5. C., 1. Calculation of the Variance. The variance cr2 of the 

cross-wise distribution of tracer concentration for fixed x and y 

defined by Eq. 2. 56, was calculated numerically by 

(5. 3) 

where SM. and FM. are, respectively, the second and first moments 
. l l 

of the trapezoid formed by the concentration values C(z1), C(zi+i) and 

the points z i, zi +i, and Ai is the .trapezoidal area 
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In most experiments, values of C used in Eqo 5. 3 were the measured 

concentration valueso In some cases where the experimental data 

closely fitted a smooth curve, C was obtained as points on the ex-

perimental curve. 

The variance a2- calculated by the moment method of Eq .. Sa 3 

was compared with <rz determined from the arithmetic probability 
p 

plots and evaluated by Eqo 5. 2o The slopes of the straight lines, 

da2 /dx and d<r2 /dx, fitted to the plots of a2 and a2 versus x, were 
p p 

also comparedo The results are shown in Table 5. 2. Four depths 

of flow were chosen: 2. 75, 5 ... 53, 10. 70, and 17.31 cm with cor-

responding lR * == 464, 1254, 2125, and 29880 For each run a different 

level of measurement 11 was selected as an example. The compari-

son was made at various ~ ranging from 4. 0 to 611 o O .. 

As shown in the table the discrepancy between a-2- and cr2 
p 

was generally non-zero but within 14%, and tended to increase with 

increasing lR*a The errors between d<r2 /dx · and d~/dx were even 

smaller remaining within 8%0 The moment method (lo ea cr2) was used 

for the calculation of the mixing coefficients in all experiments except 

the 400 series where the probability method (Le. cr2 ) was used. 
p 

Table A.1 of the Appendix Usts the calculated values of the 

variance a2 for experiments in which concentration was measured 

at more than two levels of the fl.owo In RUN 705 where d = 1. 69 cm, 

the flow depth was too small to allow measurements at more than two 



RUN 

1 

706 

d=2. 75 cm 

R* = 464 

(TJ=O. 368) 

RUN 

1 

607 

d=lO. 70 cm 

R* = 2, 125 

(T) = 0~095) 

NOTE: 

Table 5. 2 Compariso n o f the varianc e a2 computed by the moment 

method and cr
2 

derived from the probability method p 

o:a :a 02 02 a Error 
i; 

p 
RUN s p 

:a 2 %* 2 2 cm cm cm cm 

2 3 4 5 l 2 3 4 

29. 1 2.95 2.89 -2.9 14. 5 4. 59 4. 71 
65.5 6. 11 6.25 +2.3 701 32. 5 12.89 13. 19 

138. 1 16.84 16.40 -2.6 68;7 29.88 29. 18 
247.5 36.06 36.00 -0.2 d=5. 53 cm 122.9 52. 16 51. 10 
393.0 59. 19 59.29 +0.2 213.3 94.85 90.25 
611. 0 90.76 92. 16 +l. 5 R*=l,254 303. 7 140.28 140.30 

da
2 (T)=O. 855) do

2 

dx = 0. 0566 cm 
+2.3 

dx = O. 0854 cm 

da
2 

do
2 

at = 0. 0579 cm at = O. 0826 cm 

2 02 2 02 a Error 0 

s p 
RUN s p 

2 2 % 2 · 2 
cm cm cm cm 

2 3 4 5 1 2 3 4 

4.0 2. 5 2.6 +4.0 4.6 5. 6 6.4 
8.7 9. 1 8.8 -3.3 708 10.4 26.0 26.0 

18. 0 15. 2 16. 4 +7.9 21. 9 64. 7 65.6 
36. 7 43.3 39.8 -5.8 d= 17. 31 cm 39.2 126.4 124. 3 
50.7 54.8 58.2 +6.2 62.4 195. 0 216. 1 
69.4 80.7 77. 8 -3.6 R* = 2,988 99.4 313.2 349.0 

-

da2 
(T) = o. 632) 

dcr
2 

dx =0.109cm 
0.0 

dx = O. 188 cm 

daa dcr2 

_E = 0. 109 cm er! = O. 203 cm dx 

* The variance o 2 is used as base. 

Error 
% * 

5 

+2.6 
+2.3 
-2.3 
-2.0 
-4. 8 
+0.0 

-3. 3 

Error 
% 

5 

+14.3 
- o. 0 
+ 1. 4 
- 1. 7 
+10. 8 
+11. 5 

+ -8.J? 

....,.. 

..,t. 
0 
I 
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levels. In the 400 series, where o-2 was calculated, concentration 
p 

was m easured only at 11 = O. 368 and O. 632. The depth-averaged 

varian ce, denoted by A VG in the table, was determined as a simple 

average of the non-zero values of the variance at the various levels 

of measuremento 

5. Co 2.. Growth of the Variance a- 2 With Distance x Down-

stream of Source. Figures 5.4 through 5. 7 are plots of the variance 

a2 versus x, developed for various levels of the flow 11· The bottom 

curve in each figure denoted as A VG is the plot of the depth-averaged 

variance cr2 versus x. The runs shown were selected as typical 

examples covering a wide range of flow depths and IR*. 

The plots of Figures 5. 4 t hrough 5. 7 show that the variance 

grew linearly with x both at various levels of the flow and as a depth 

average. For every level, straight lines could be fitted tp each plot 

for x > 70 cm provided tracer was detected at that station. Thus the 

plume width {estimated as a constant factor of o-} grew parabolically 

for x > 70 cm for all normal depths covered in this study. The para-

bolic growth is in accord w1th Taylor's (28} one-dimensional diffusion 

theory and is illustrated · by con cent ration contours plotted in Figure 5. 24. 

The line ar growth rates do-2 /dx, however, varied with levels 

of measurement 11 as shown in Figures 5.4 through 5. 7. The dis

crepancies e between do-2 /dx at various levels 11 and the growth 

rate d°? /dx. of the depth-averaged variance are listed in Table 5. 3 

for d := 2. 75, 5. 53, 10. 70, and 17 .. 31 cm. As indicated, the absolute 

value of the error varied from 0. 0% measured in RUN 70 6 whe r e 
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RUN 706 
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Fig. 5.4. Growth of the variance <r2 with distance x at 
various levels of the flow 11 and as a depth 
average; RUN 706 
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RUN 701 

d = 5.53 cm, u = 42.0 cm/sec 
u--= 2.20 cm/sec, T> = 0.368 • .,h 

lR = 1.254x1d' .. 

2 4 6 8 

SYM 

0 
~ 

e 
0 

10 12 

LEGEND 
dcr 2 

?] dX,cm 

0.368 0.0724 
0.095 0.0829 
0.850 0.0854 

AVG 0.0786 

14 16 

DISTANCE DOWNSTREAM OF SOURCE, x 11m 

Fig. 5. s. Growth of the variance o-2 with distance x at 
various levels of the £low 11 and. as a depth 
average; RUN 701 
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RUN 607 

d = 10.70 cm, a= 41.8 cm/sec 
u• = 1.90 cm I sec, 77h = 0.36 8 

CR = 2J25x10
3 

* 

.,.Q-

2 3 4 5 

0.632 

0.850 

AVG. 

LEGEND 

SYM 
dcl 

77 dX,cm 

0 0.368 0.118 
~ 0.095 0.122 
() 0.632 0.116 
e 0.850 0.112 
0 AVG 0.117 

6 7 8 

DISTANCE DOWNSTREAM OF SOURCE, x,m 
Fige 5. 6. Growth of the variance o- 2 with distance x at various 

levels oi the flow 11 and as a depth average; RUN 607 
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RUN 708 

d=l7.31 cm,u=34.9 cm/sec 
u = 1.66 cm /sec, 7'l = 0.368 • .,h 

fR =2.988Xla3 • 

2 4 6 8 

SYM 

0 
~ 

() 

e 
0 

10 12 

LEGEND 
dcr

2 

77 dX,cm 

0.368 0.204 
0.095 0.182 
0.632 0.188 
0.850 0.158 

AVG 0.187 

14 16 

DISTANCE DOWNSTREAM OF .SOURCE, ':<,m 

18 

Growth of the variance a2 with distance x at various 
levels of the fl.ow '11 and as a depth average; RUN 70 8 
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Table 5. 3 

Comparison of do-2 /dx at Various Levels 11 and d? /dx, the Rate of 

Growth of the Depth-Mean Variance 

do-z dcr2 

Error, Mean RUN d 11 dx dx 
€ I€ I 

cm cm cm % % 

706 2.75 0.368 0.0566 0. 0 528 +702 
0.236 000514 -2.6 
0.800 000528 o.o 3.3 

701 5.53 0.368 0.0724 0.0786 '-7. 9 
0.095 0.0829 +s .. s 
0.850 . 0.0854 +8.6 7.3 

607 10.70 0.368 Oo118 0.117 +1.0 
0.095 0.122 +4.3 
0.632 0.116 -1.0 
0.850 0.112 -4.3 3.5 

708 17.31 0.368 0.204 0.187 +9.1 
0.095 0.182 -2.7 
0.632 Oo188 +o. s 
0.850 0.158 -15.5 9.3 

In all cases the injection level T}h = o. 3680 

d = 2. 75 cm to a maximum of 15o5% evaluated in RUN 708 where 

d = 17. 31 cm. The mean value of the absolute error I€ I was about 

5%. 

5.D.. THE TRANSVERSE MIXING COEFFICIENT 

So D. 1. The Depth-Averaged Mixing Coefficient, nZCP 

a. Calculation of the depth-averaged mixing coefficient. It has been 

shown in subsection 2. B. 4 that if the varian,ce o-2 of the transverse 

distribution of tracer concentration is invariant with depth, the depth-
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averaged eddy coefficient of transverse mixing D can be calculated z 

by Eq. 2. 55. Without normalization, this equation reduces to 

D z {5. 5) 

where u is the average velocity in the cross section, and ? is the 

deptlraveraged value of a-2 • 

In this study, Eq. 5. 5 was used to calculate D • As shown 
z 

in Figure 5. 8 for six runs other than those already included in Figures 

5. 4 through 5 .. 7, plots of o-2 versus x were developed. Since ? 

grew linearly with x for x > 70 cm, straight lines were fitted to the 

plots and their slopes determined. Thus D was calculated by z 

Eq. 5. 5. 

RUN 509 differed from RUN 511 only in the height of tracer 

injection, 11h. For RUN 509, 11h = 0.368 an~ for RUN 511, 11h = 0.051 .. 

As shown in Figure 5.8, do-2 /d.x is virtually identical for both runs 

indicating that do-2 /dx and therefore D was not affected by the level 
z 

of tracer injection, 11h· 

Table 5.4 summarizes all calculated values of D including z 

other related parameters o In addition to the hydraulic data shown in 

Coiumns 1 through 5, the table lists: the aspect ratio A. = d/W in 

Column 6; the rate of growth of the · depth-averaged variance do-2 /dx 
in Column 7; the depth-mean coefficient D in Column 8; and the z 

normalized coefficient, e = Dz /u:i:,d in Column 9. For experiments 

in the flume with the rough bottom, u* was replaced by the bed shear 

velocity ut,cb in the normalization of Dz. 



-148-

80 

60 

40 

20 

(\I 

E 
(.) 

l"'b 40 
... 

w 
(_) 

0 z 
<! 
a:: 
~ 80 
0 
w 
(!) 
<! 0 a:: 
w 
~ 
I 40 

I 
t-
0.. 
w 20 0 

0 

20 

0 

40 

0 
2 3 4 5 6 7 8 9 

DISTANCE DOWNSTREAM. OF SOURCE,x ,m 
Fig. 5.8. Growth .of the depth-averaged variance? with distance x 

downstream of source for various normal depths; 
RUNS 707, 702, 704, 509, 511, 603 



-149-

b. Variation of e =Dz /u*d with the aspect ratio A. = d/W. A 

similarity approach was used to develop a representation of the depth'-

averaged mixing coefficient as a universal function of the hydraulic 

parameters. The pertinent variables chosen were Dz, u*' d, and W o. 

The choice of the independent variables, u*, d, and W was justified 

by the following reasoning: the transverse mixing coefficient depends 

on essentially two parameters ·--turbulence intensity and the size 

scale of the eddies. The shear velocity u* has been shown by 

measurements of Laufer (63) in a two-dimensional flow in a wind 

tunnel to equal approximately the rms value of the transverse velocity 

.fluctuation. The turbulence scale in flows with upper and lower 

boundaries and side-wall confinements is limited not only by the flow 

depth but also by the separation distance between the side walls.. A 

characteristic scale of the mixing process is, therefore, related to 

both d, the flow depth, and W, the flume width. 

The other variables of the flow are either intrinsically part of 

the variables already selected or insignificant in describing the mixing 

_process. For example, the mean velocity, u is important only in 

the transport of the marked fluid and has been utilized in the calcu

lation of D in Eq. 5. 5.. The friction factor falls within the deter-. z . . 

mination of u>',c.. Since the Reynolds number was very high in all 

experiments (minimum IR ~ 2 X 104) , the turbulent Schmidt nwnber 

S = D /v was also high--a typical value of S ~ 300. Thus the kine-
c z . c . 

matic viscosity will be considered important only in establishing that 

the fl.ow was indeed turbulent but will not be included as a variable. 
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With four variables: Dz, u*, d, and W, and two basic units: 

length and time, dimensional analysis yields the functional relation-

ship 

D z 
= 

u*d 
(5. 6a) 

which could be written as 

( 5. 6b) 

where -;I> is an unknown function, e = D /u*d, and A. = d/W is termed . z 

the aspect ratio. 

The results listed in Table 5o4 and plotted in Figure 5.9 sup- · 

po rt the preceding relationshipo For example S remained essentially 

unchanged when the mean flow velocity u was almost doubled between 

RUNS 706 and 707 while A. was kept constant. That e was independent 

of the friction Reynolds number IR* or the friction factor £* is vividly 

illustrated by several results. For example, when 1R* was raised 

from 2.06 X 10 3 (RUN 704) to 4.97 X 103 (RUN 404) while A. was essen

tially unchanged (:::::: +4% error), S increased by only 4%. Similarly 

when lR* was :i;nore than doubled between RUNS 708 and 406 while A. 

remained within 1 % of each other, the change in e was on1 y about 4%. 

However when lR* was virtually constant in RUNS 709 and 405 (error 

·of + 10% in 1R. *), but A. was dee reased by 70% i 1j was increased by 

about 32%. This clearly demonstrates a well defined sensitivity of S 

to A. and little relationship of e to JR*. 

Figure 5. 9 also shows that 6 is not dependent on the flow depth 

d but on the aspect ratio A.. Each pair of experiments with essentially 
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Table 5, 4 Summary of measured depth-averaged mixing coefficient D and related parameters. 
z 

-t 
Depth-

RUN Flume 
Normal Mean Shear Aspect d0'2 4veraged Normalized 

Depth Velocity Velocity Ratio § Mixing Coefficient,* 
dx Coefficient t -

D 
d ii u~, /...=d/W Dz (Eq. 5. 5) e=-z 

u,~d 
cm cm/sec cm/sec 

(102) 
cm cm2 I sec 

(x 1q2) 

l 2 3 4 5 6 7 8 9 

507 Sl 1. 52 31. 2 2. 12 l. 79 4.06 Q.63 o ~ I 97 
I 

705 S2 1. 69 32.8 1. 99 l. 53 4.82 0.79 0.235 

707 S2 2. 74 50.4 2.65 2.49 4.74 l. 19 o. 164 

706 S2 2. 75 30.0 1. 65 2.50 5.28 0.79 0. 174 

506 Sl 2. 95 27. 1 1. 57 3.47 5.80 0.79 o. 166 

703 S2 3.46 32.0 1. 76 3, 15 5.35 0.86 o. 142 

509 Sl 5. 25 42.6 2.26 6 . 17 6.25 l. 33 o. 112 

511 Sl 5.25 42.8 2.08 6. 17 6.20 1. 33 o. 122 

512 Sl 5.25 42.5 2. 17 6. 17 6. 72 1. 43 o. 126 

508 Sl 5.26 41. 7 2. 13 6. 19 5.80' 1. 21 o. 108 

510 Sl 5.26 42.4 2. 12 6. 19 6. 87 1. 45 o. 130 

702 S2 5, 41 43.5 2. 18 4. 92 
J 

7·. 46 ' 1. 62 o. 137 

701 S2 5. 53 42.0 2.20 5.03 7.86 1. 65 o. 135 

405 R2 6.81 35.9 5. 0 l 6. 19 26.8 4. 8 1 o. 141 

407 R2 8 . 66 41. 0 5. 12 7. 87 29.4 6.03 o. 136 

404 R2 10. 36 42.8 5. 05 9.42 35. 0 7. 49 o. 143 

607 SI 10. 70 41. 8 I. 90 12. 58 11. 7 2.09 o. 103 

704 S2 10. 81 39.2 1. 86 9. 83 I 14. 2 2.78 o. 138 

406 . R2 17. 07 35.3 3.64 15. 52 38.2 6. 74 o. 108 

708 s2· 17. 31 34. 9 1. 66 15.73 18. 7 3. 26 o. 113 

603 Sl 17;34 36.9 1. 75 20.39 15. 5 2.86 0.094 

709 S2 21.97 30,5 1. 40 19. 97 _?.I. 4 3.26 0 •• 101 

NOTES: 

* Bed shear velocity was used for experiments in the 400 Series. 

§ W = flume width. 

t For the 400 Series, measurements were made at two levels: 
11= O. 368 and 0. 632; ~ is the depth-averaged variance of the 
transverse distribution of tracer concentration. 

-
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404 
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704 

406 

708 

I 603 

709 
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equal flow depths but performed in separate flumes are marked a, b, 

c, d, and e. As shown in the plots, e for each pair was always 

lower for the higher Ao 

That Dz/u*d should decrease with d/W may be explained as 

follows. The larger the turbulence scale in the lateral direction, the 

greater is the transverse spreading of material cloud. Thus if the 

flow depth · d is constant, D/u~:cd increases as W increases since 

the lateral scale can increase further yeto. Therefore, Dz/u,..cd in

creases with decreasing A.= d/W, and decreases with increasing A.. 

As A. - 1, the analysis is no longer applicable because the 

flow becomes strongly three dimensionalo As A. - 0, the flume width, 

W, is no longer the characteristic transverse length and the dimension

less transverse coefficient a would be expected to approach a constant 

valueo. For all cases where measurements were made in this study, 

S was always greater than K/6, the value of D /u*d. y 

c<> Dependence of S on A. for experiments performed by other inves

tigators o Figure So 10 is a plot of S == D /u "d v.ersus A.= d/W for - . z >,. 

both the present study and the measurements made by other investiga-

tors. All experiments performed in the laboratory and reported by 

Prych (39), Sullivan (6), Elder (1), and Kalinske and Pien (30) lie very 

close to the curve ~(A.) except in the range Oo 07 < A.< 0.11 where 

measured values of e plot above g?(A.).,. No apparent reason could be 

found for this discrepancy. For experiments perforrne d in the field 
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and reported by Yotsukura et al. (8), Fischer (7), and Glover (42), 

S is approximately twice the value that '1>(A.) predicts. Indeed the 

field experiments tend to lie on a higher curve ~ iA.) which also 

decreases with A.. 

The difference between laboratory and field experiments is 

due to accentuated mixing caused by the large secondary currents and 

strong lateral gradients in velocities generated by bends and non-

uniform cross sections in natural streams. Fischer (64) showed 

experimentally that a. short bend in a laboratory flume could increase 

e on the average about six times above the value in an identical 

straight channel. Further field measurements, however, are needed 

for a more complete understanding of irregular channels. 

The present experiments agree with previous results but cover 

a wider range of the aspect ratio A.. In addition this study confirms 

the dependence of Dz/u*d on A.. 

So D. 2. Variation of the Transverse Mixing Coefficient With 

Depth Caused by Shear and the Non- Uniform Distribution of the 

Vertical Diffusivity With Depth. As a result of shear and the variation 

of the vertical diffusivity D with depth, the transverse mixing coefy 

ficient D varies with depth within the flow. Two methods were used 
z 

to determine this variation. 

The first utilized Batchelor' s (33) result outlined in Chapter 2. 

Stated for the one-dimensional case, this proposition asserts that if 

on a plane of homogeneous turbulence, tracer distribution is Gaussian, 

then a mixing coefficient D can be defined such that 
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1 dcr2 
D=zdt' (5. 7) 

where o-2 is the variance of the tracer distribution and t is time. 

For the uniform open-channel flow every transverse plane parallel to 

the flume bottom is a level of homogeneous turbulence. Measure-

ments shown in Figures 5. 1 through 5. 3 demonstrate that at each 

level of measurement ri, the transverse distribution of tracer con-

centration is Gaussian for all Xo Therefore at each level one can 

define a transverse coefficient D expressed as z 

(5. 8) 

where o-2 is now the variance of the transverse distribution of C at 

level 11. Thus assuming that a space-time transformation is valid, 

Eq. 5. 8 can be written as 

(5. 9) 

where u{11) is the flow velocity at the level 11· By calculating u(11) 

dcr2 
and dx (11} at various 11, a dimensionless coefficient 

(5. 1 O} 

is evaluated o 

Figure 5 .. 11 shows distributions of 01 (11) for RUNS 511, 704, 

and 512.. As shown in the legend, the injection levels, 11h, were 

respectively 0.051, 0.368, and 0.850 for RUNS 511, 704, and 512. 

The maximum variation of 01 (11) from its depth mean value was 24%, 
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21%, and more than 35% for RUNS 511, 704, 512 respectively. The 

large discrepancy in RUN 512 is due to the fact that when tracer is 

injected near the water surface where the flow velocity is high, both 

dcrz · 
u{11) and dx {11) are high at large 11. Thus ei(11) is much higher 

at large 11 than at the lower levels of the flow. 

The second method for calculating the variation of D with z 

depth is based on Eq. 2 .. 59. This method considers the effects of 

both shear and the vertical variations· of o-2 and of ·the diffusivity D y 

on D • As stated in Chapter 2, numerical calculation of the derivz 

atives of o- 2 at a fixed 11 by incremental approximation was inade-

quate because of the generation of large numerical errors. There-

fore, an analytical method was used .. 

First cr2 was determined for various level,s of measurement 

11 and distances s from the straight lines fitted to the crz versus x 

plots {for example, Figure 5. 6). At each s, cr2 was plotted against 

11· Using the plotted points a representative curve of cr2 as a function 

of 11 was drawn. Then utilizing the method of least squares, poly-

nomials of various degrees were fitted to points on this curve until 

the chi-square error was small (about O. 02). The resulting poly-

nomial was used to represent the variation of cr2 with . 11 at the 

particular £. As further verification of the goodness of fit, cr2 was 

re-calculated using the fitted polynomial and compared with the data 

points. Agreement was within 2% (for most points the error was 

zero). 

A third degree polynomial was found adequate for the runs 

investigated and at all s.. Thus cr2 was expressed as 
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(5. 11) 

where"the coefficients a 0 , ai, a 2 , a 3 were determined for each s. 
Eq. 2. 59 was then written in the form 

Ku* ao-2 , azo-2 J} 
- C1 [ ( 1 - z 11) a 

71 
( s) + c 11 - 112 

) a~ ( £) • (5.12) 

Substituting Eq. 5. 11 into Eq. 5.12 and normalizing by_ u*d, it was 

found that at a given £ 

D 
S(71) - _z 

- u*d 

1 [- u* J do-2 = -2 d u +-K .fn (e71) dx (71) 
u* 

Therefore, 

(5. 13) 

Hence 9(11) is composed of two parts: · the first, S1(1l), due to shear 

and the second due to the interaction of the vertical distributions of 

the variance o-2 and vertical diffusivity, D • y 

Figures 5. 12 and 5. 13 show the measured distributions of 

o-2(71) and the corresponding 9(71) calculated by Eq. 5.14 at several 



(a) 

_J 
w 

I ! = \8.2 \ 11. 1 \36.8 155.8 174.9 > 1103.4 w 
_J 

~ 0.4 
0 

oJ 1 1 I J I I I I RUN 511 _J 
LL Flume SI 

d = 5.25crn 
77h = 0.051 

o.ol l l 1l z l ,! [ I I I 

.Q 10 20 30 40 50 

VARIANCE, a- 2 , cm2 

(b) I 

8.2 ~ 17.7 \ 36.8 155.8 174.9 I B0= 
/ 103.4 

~ 
\ 0.129 0.126 A 0.119 0.122 0 0.123 0.123 

_J • 
w 
> w I I I \ I I I I 8= 0.122 _J 

3: · o 
_J 
LL 

0.15 0.05 0.15 0.05 0.15 0.05 0.15 0.05 0.15 0.05 0.15 0.05 0.15 0.05 

NORMALIZED TRANSVERSE MIXING COEFFICIENT, 8 

. Fig. 5.12. Depth .variation of the normalized transverse mixing coefficient 8 
· due to shear and the interaction between the vertical distributions 

of the variance <r2 and of the vertical diffusivity Dy; RUN 511 

....... 
O" 
0 
I 



i.ol\-T--1----.--~---.-------~-------

(a) 

0.8 

~ 

_J 

~ 0.6 

_J 

~ 0.4 
0 
_J 
lL 

0.2 

7.4 I 16.7 35.1 62.9 100.0 

0
·
0o . 50 100 150 200 

· VARIANCE, er 2 , cm2 

155.2 

RUN 704 
Flume $2 

d = 10.81 cm 
77h= 0. 368 

250 

1.0~~~~~~--.,--~~~~.,.-~~~~-..--~~~~~~~~~~~~~~~~~~~~-, 

0.8 

~ 

Ld 0.6 

~ 
_J 

~ 0.4 
g 
LL 

0.2 

7.4 

0.138 

16.7 

0.136 

35.1 

0.137 

62.9 

0.138 

(b) 

0.145 

B=0.138 

0.0.__.___,_~__.._._~....._~~---o.~......_~_.____..__.__~_.__.____.___..___,_~___..~~....._~___._~~-'--~~ 

. 0.05 0.15 0.05 0.15 0.05 0.15 0.05 0.15 0.05 0.15 0.05 0.15 0.25 

NORMALIZED TRANSVERSE MIXING COEFFICIENT, 8 

Fig. 5.13. Depth variation of the normalized transverse mixing coefficient 9 
due to shear and the interaction between the vertical distributions 
o:f the variance cr2 and of the vertical diffusivity D ; RUN 704 y 

....... 
O' 
....... 
I 



-162-

s. In Figure 5. 12, the results for RUN 511 are shown. The flow 

depth was 5. 25 cm and the injection level 11h = O. 05 {i.e. very close 

to the flume bottom). Although cr2 (11) was similar at all g, the shape 

of 9(11) varied with ;.· Figure 5. 12{b) shows that as s increased, 

9(11) successively grew larger at higher values of 'l and decreased 

at low T} with the position of maximwn 9(11) increasing from 

'l = 0. 63 2 at s = 8. 2 to 11 = 1 • 0 at s = 41. 5. This was due to the 

fact that the curvature of cr2 (11) decreased with increasing ;. Hence 

· as the curvature diminished, the shear effect 91 dominated over the 

second term of Eq. 5.14. Consequently at high 11 where 91 was 

large, 9 was also large, while at small 11 where 91 was small 

e was also small. 

In Figure 5.13 where the flow depth was 10. 81 cm and the 

injection level rih = 0.368, the distributions of 9(11} were essentially 

similar at all g except at s = 155. 2. This similarity was achieved 

because 0"
2 (11) was approximately uniform with depth for all £ 

except at s = 155. 2. The highest value of e was located around 

11 = O. 72 at all £. For £ = 155. 2~ however, maximum a occurred 

at 11 = O. 632 where the curvature of 0"
2 (71) was greatest. 

The mean value of 9(11) denoted by e was determined from a 

the calculated 9 at each £. The results are shown in Figures 5. 12{b) 

and 5. 13(b}. These were compared to the depth-averaged coefficient 

e (also shown in the figures) evaluated for the particular runs by use 

of Eq. 5. 5. Agreement between e at various s and a was within a 

So/oforall s. 
As a summary, therefore, it is noted that the variation of the 
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transverse mixing coefficient with depth can be considered as due to 

either shear only or a combination of shear and the interaction of 

the vertical distributions of the variance o-2 and vertical diffusivity 

D Cl In the first case a single distribution 81(11) can be determined y 

for any given experiment using Eq. 5.10.. In the second, 0(11) is 

evaluated for each S using Eq. 5.14. In general the shape of 0(11) 

varies with S depending on the vertical distribution of o-2 (11) at 

corresponding £. However, if the variation of cr2 (11) with depth la 

similar at all s, then with successive increment in S, 8(11) in-

creases at high values of 11 and diminishes at low 11. Indeed 8 can 

attain a negative value which would mean that at the particular g 

the interaction between D and o-2(11) has dominated the effect of 
y 

shear, and there is a resultant transfer of material vertically to adja-

cent layers. The depth mean value of a calculated at each s agreed 

closely with 9 determined for the entire run using Eq. 5. 5. 

5.E. NEAR-SOURCE VERTICAL DISTRIBUTION OF TRACER DUE 
TO SHEAR AND THE VERTICAL DIFFUSIVITY 

As outlined in Chapter 2 and illustrated in Figure 2o 2, the 

vertical distribution of material within the · plume is strongly skewed 

very near the source. This is due to the non-uniform vertical distri-

butions of the flow velocity u, and of the vertical diffusivity D s y 

To evaluate the resultant vertical distribution of the tracer concen-

tration along any vertical plane parallel to the plume axis, one must 

solve Eq. 2. 44. As explained earlier analytical solutions have 

proved· inadequate., 
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* A numerical solution, however 1 has been performed for the 

case of a continuous line source placed la~erally at any selected 

depth, T}h. Since the line source is a superposition of an infinite 

number of point sources along a lateral line, this solution is equiva-

lent to the solution of Eqo 2. 44 integrated with respect to z. The 

. result is an elimination of the effect 0£ D with Eq. 2. 44 reduced to 
z 

(5.15) 

where M0 = S 00 

C dz. Eq. 5.15 was solved numerically with the 
-oo 

logarithmic velocity distribution of Eq. 2. 33, and the parabolic 

variation of D expressed in the form of Eq$ 2. 51. The initial 
y 

condition was: 

(5.16) 

and the boundary conditions, 

(5.1 7) 

and 

8M0 ail (£,1) = 0 0 (-5.18) 

*coudert, J. F., "A Numerical Solution of the Two-Dimensional 
Diffusion Equation in a Shear Flow with Variable Diffusion Coeffi
cient--Cas e of a Steady Line Source in a Streamt 11 W. M. Keck Lab. 
of Hyd. and Water Res., Techca Memo. 70- 7 l) · California Institute 
of Technology, Pasadena, California 1 1970. 
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The numerical program has been applied to RUNS 509 and 510 where 

the injection levels 1lh were, respectively, 0.368 and 0.632. Using 

the experimental values of 1lh' u, u*, K, and d for each run, 

theoretical values oi 

(5. 19) 

were calculated for values of £ where measurements were made. 

From continuity, 

(5. 20) 

The results of numerical calculations and the measurements are 

plotted. in Figure 5. 14. For each run the forcing functions D (11) /u. d y )j( 

and u{11)/u*, and the theoretical distributions of M 0{S,11) are drawn 

for successive distances £ = 1.0, 8.2, 17.7, 36~7, 55.9~ 75.1, 

102. 7, and 144.1. For comparison, points determined from experi-

ments are plotted for the values of s where measurements were 

made. 

Agreement between the numerical solut.ion and the experimen-

tal measurements was very close. Both showed that the vertical distri-

bution of M
0

(s,11) was skewed for 0 < g :5 1 7. 7, with the level of 

maximum M
0
(s,ri) rising with increasing g for RUN 510 where 

11h:: 1 - 1/ e = O. 632, and falling with increasing s for RUN 509 

where 11h = 1/e = 0.368. Beyond s :: 35. 7, there was very little 

vertical variation 0£ M
0

(s,11) (mean deviation~ 5%), and material 
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distribution was essentially uniform with depth for both runs. 

Figure 5. 15 shows the plots of curves describing the levels 

of maximum M 0 (s, 11) as calculated by the numerical analysis for 

four levels of tracer injection. Theoretically the point of maxi-

mum M 0 (s,11) reached the water surface at s:;:; 9.0 for 11h = 0.850, 

and at s ~ 31. 0 . . for 11h = 0. 632, and fell to the .flume bottom at 

£ = 5.0 for 11h = 0.095, and at s = 19.0 for 1lh = 0.368. Thus the 

point of maximwn M
0

(s,11) arrived at the flow bottom for small 11 

faster than it rose to the water surface at high 1lo This is of cou.rse 

due to the fact that near the flume bottom, shearing is strong and 

u(11) decreases rapidly with decreasing 71. Thu·s near the bed both 

shear and the variation in vertical diffusivity combine to accelerate the 

fall in the center of mass of the plume. Near the water surface, 

however, u(71) is nearly uniform with depth and the contribution ~:!ue 

to shear is substantially reduced. 

Figure 5.15 also shows plots of experimentally determined 

levels o:f maximum M 0 (s ,11) for corresponding runs. It is evident 

that indeed there was a general trend in the direction predicted by 

theory. However after the locus of maximum values 'of M 0 {s,11) 

reached the free surface or the lower solid boundary, it seemed to 

"bounce" back into the flow interior. This phenomenon was meas-

ured :for all runs except RUN 512 (11h = O. 850) where the level of 

maximum M 0 (s ,11) rose at a rate slower than theoretically pre

dicted but once reaching the water surface remained there for 

larger ;. The apparent bounce back feature is probably a result 
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of secondary current which at large £ is strong enough to overcome 

the gradient aM0/a11 which approaches zero with increasing s. The 

phenomenon was also measured by Davar (9) for a plume generated by 

a point source of gas es within the wall boundary layer of a wind tunnel. 

5.Fe DISTRIBUTION OF THE TRACER CONCENTRATION C(s,11,0) 
ALONG THE AXIAL PLANE 

F. So 1 o Vertical Distribution of G (s, 71, O} at Various ~. Since 

the concentration of tracer along the plume axis was generally equal 

to the ma:ximum value of the time-averaged concentration C, it will 

be assumed that 

C(s,11,0) = C (£,11,~) max 
(5. 21) 

where C = maximum value of C at s and 71 ', and ~ = z/d. A max 

dimensionless variable })(s, 11) is defined such that 

(5. 22) 

To visualize the depth variation of tracer concentration on the 

vertical axial plane, values of '3 calculated from measurements 

were plotted as functions of 11 at several s. In contrast to the close 

agreement between the experimental and theoretical distributions of 

M
0

(s,11) shown in Figure 5.14, curves fitted to measured '3(£, 11} at 

low s, were generally different from those of M 0 {s,11) . predicted by 

theory. This is, of course, a reflection o:f the difference in the rates 

of transverse mixing at various levels of the flow. Since measure-

ments have demonstrated that the transverse distribution of C is 
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Gaussian at all s and 11 (see for example Figure 5.1), combination 

of Eqs. 5.19 and 5. 22 and the Gaussian distribution of C results 1 

for given S and 11, in the relationship 

(5. 23) 

where cr(s, 11) = standard deviation of the transverse distribution of 

C at the given s and 11· Vertical profiles of {3(s, 11) are, therefore 1 

the same as those of M 0 (s,11) modified by the variation of O"(S, 11). 

It was found that regardless of the modification of M 0(s, 11) 

due to cr(s, 11), the level of maximum f3(s, 11) also rose or fell 

exactly as in the measured values of M 0 (s,11) shown in Figure 5.15. 

The "bouncing" phenomenon was also measured at identical stations. 

So F. 2. Longitudinal Attenuation of the Tracer Concentration 

Along the Plume Axis o Figures 5. 16 through 5. 19 sho~ the attenuation 

of tracer concentration, expressed as {3(s ~ 11), along .the plume axis 

and at different levels of the flow for the injection level 11h = O. 850, 

0.632, 0.368, and 0.051 respectively. The curves are extrapolated 

beyond s = 8. 2 for s - O. O. The plots show that very near the 

source 1 the decay rates were vastly different at various levels 0£ the 

flow~ At all levels except 11h, {3(s, 11) initially increased with s and 

then diminished with further increase of s. At dista~ces. greater 

than a critical value denoted as s , the concentration decayed at a . 

a constant power of s at all values of 11 for any given .experiment. 

Therefore the depth-averaged value °i3(s) was expr'essed as 
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(5. 24) 

where a = constant. Figures 5.16 through 5.19 show, as expected, 

that S was smallest when the source was located near the flow a 

mid'.""depth. 

To evaluate the asymptotic decay rate, the depth mean value 

of f3(s, 11), designated as f3(s) t was calculatt:rd at various distances 

£. A log-log plot of ~(s) versus s was developed and for each 

experiment, the slope of the straight line fitted to the points equalled 

ao To estimate s t an imaginary line was drawn at a tangent to the a 

fitted straight line to the first point, in the neighborhood of £ = 0, 

which deviated more than 20% from the fitted asymptote,. The value 

of £ at the po int of tangency was used as s . a 

Figure 5. 20 shows plots of ~ versus s for RUNS 512, 704, 

511 and 510. In the accompanying legend the flow depths d, levels 

of tracer injection 11h, and exponents of the decay curve a are 

showno Points of s are indicated on the plots. It is evident that 
a 

the points plotted very close to the fitted straight lines and that s 
a 

is relatively small regardless of the flow depth or the level of tracer 

injection. 

Table 5. 5 summarizes the values of s and a for the a 

twenty experiments where measurements were made at two or more 

levels of the flow. The flow depths covered ranged from 1 • 69 to 

21. 97 cm. The table includes hydraulic data tabulated in Columns 1 

through 3, the level of tracer injection in Column 6 and in Column 7, 
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Table 5. 5 Summary of measured parameters .related to the 

decay of tracer concentration along z=O. 

Flume Flow Tracer § t Decay Identif. Injection St sa RUN Code ~:~ 
Depth Level Exponent RUN 

d ~ at 
cm 

1 2 3 4 5 6 7 1 

705 S2 1. 69 0.368 60.0 55. 1 0.452 705 

706 S2 2.75 0.368 14.5 25.4 0.519 706 

707 S2 2.74 0.368 0.0 24.8 0.472 ·707 

506 Sl 2.95 0.368 o.o 40.7 0.414 506 

703 S2 3.46 0.368 o. 0 39. 0 0.506 703 

509 Sl 5.25 0.368 o. 0 18. 0 0.545 509 

511 51 5.25 0. 051 5.3 14. 8 0.554 511 

512 51 5. 25 0.850 6. 3 14. 5 0.465 512 

508 51 5.26 0.368 0.0 15. 2 0.447 508 

510 51 5.26 0.632 3.4 . 11. 9 0.530 510 

702 S2 5. 41 o. 129 8. 1 18. 1 0.536 702 

701 52 5. 53 o. 391 9. 0 9.8 0.563 701 

607 Sl 10. 70 0.368 7. 8 8.7 0.480 607 

704 S2 . I 0. 81 0.368 0. 0 12. 9 0.526 704 

708 52 17. 31 0.368 2.9 4.7 0.526 708 

603 51 17. 34 0.368 2.2 3. 7 0.602 603 

709 S2 21. 97 0.368 3. 5 3. 6 0.650 709 

407 R2 8.66 0.368 8. 1 11. 5 0.601 407 

404 R2 10.36 0.368 5. 8 15. 5 . 0.610 404 

406 R2 17.07 0.368 o. 0 8.8 : Oo676 406 

NOTES: 
~:< S=smooth; R=rough; 1=85-cm flume; 2= 110-cm flume. 

§ S.e, =value of s beyond which?"" grows linearly with i;. 

t s =value of s beyond which S{f;) decays at a constant rate. 
a - -a 

For S ~ S , 13(S)"'S • a 
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the normalized distance si beyond which ? grew linearly with ;. 

In all cases s a was greater than s i. , with s i. = 0. 0 in several 

experiments. The average value of s 1 for d ~ 2. 75 cm was 4. 1. 

For d = 1. 69 cm, s1 = 60. O. The average value of s was 18. 3 
. a 

decreasing from a high of 55.1 for the lowest depth to a low of 3. 6 

for the deepest flow where d = 21. 97 cm. For a given flow, s . a 

was generally smaller when tracer was injected near the mid-depth 

than when 11h was near the water surface or the bottom boundary·~ 

The rate of attenuation of °j3( s) , in gen~ral, was highe,st when 

d was greatest. Where the flow depth was about 2 cm, a ~ 0. 46. 

However when d ~ 20 cm, a~ O. 60. The decay rate was also high 

when the flume bottom was roughened with rocks. Thus for RUNS 

404 and 704 where the flow depths were 10.36 cm and 10.81 cm 

respectively, a was 0.610 for RUN 404 with the rough bottom and 

O~ 526 for RUN 704 for the flume with hydraulically smooth boundaries. 

The average value of a for all experiments was 0. 534 indicating a 

decay rate of {3(£) slightly greater than the (-il-power predicted by 

Eq. 2. 62 for one-dimensional transverse mi.xing. 

This means that although cr2 grew linearly with x (since 

sa > s1), the depth mean concentration along z = o decayed at a 

rate controlled by both transverse and vertical mixinge For a 

two-dimensional model in which concentration distribution is Gaussian 

in both lateral and vertical directions with y = z = 0 coincident with 

the mode of the distribution, the continuity equation predicts that 
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where D , D are the mi.xing coefficients in the y and z directions 
y z 

respectively. Thus if both D and D are constant, ~(g) a: s- 1• 
y z 

This means that mixing in the two directions causes a decay rate . 

exponent of g twice that for one-dimensional mixing(O As the 

vertical distribution of tracer varies from uniform to Gaussian, a 

increases from O. 50 to 1. 00. Realization of a value of a greater 

than 0. 50 is believed therefore to be a result of the two-dimension-

ality of the mixing process. Thus the greater the flow depth the 

larger is a as indicated in Table 5. 5. Roughening of the flume 

bottom intensified mixing and accelerated the decay in the concen

tration along the plume axis. Hence a is larger when the flume 

bottom was roughened with rocks than when it was smooth. 

To estimate the error involved in the use of Eq. 2. 62 for com-

putation of the transverse mixing co efficient 1 RUN 70 2 for which 

a = O. 536 was selected • . This run was chosen because its measured 

value of a was very close to the mean value for all experiments 

which was 0. 534. Using the value of {3(£) measured at g = 200, 

-0 50 and asswning that ~(s),.., s • , a depth-averaged cross-wise 

mixing coefficient was calculated by use of Eq. 2. 62 and f6und to be 

1 .. 58 cmz /sec,. As expected this was less than the value of 1. 62 

cm2 /sec determined from the linear gro.wth of the depth-averaged 

variance expressed in Eq. 5. 5. The error incurred, however, was 

only -2.5%. Thus for an increase in a from 0.500 to 0.536 (a change 

of about 7%), the error involved in predicting D by the one-dimen-z 

· sional model was only -2.5%. 
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5. G. ISO-CONCENTRATION MAPS 

5. G.1. Tracer Distribution on Cross-sectional Planes. 

Figures 5. 21, 5. 22, and 5. 23 show the distribution of tracer on 

cross-sectional planes for the injection levels l'}h = 0.051 9 0 0 368, 

and O. 850 respectively. The flow depth d was 5. 25 cm for the three 

cases. The iso-concentration contours were obtained from 

curves of C versus z measured at four levels of the flow and six 

or seven stations from the source. The crosses shown on the plots 

are points where tracer concentration was measured. Concen-

tration values shown on the contour lines are in ar.bitrary units. 

Multiplication of these values by a , also given for each figure, 
c 

reduces them to d~mensionless values of the form expressed in 

Eq. s. 22. 

The iso-concentration maps clearly demonstrate the effect 

of l'}h in the concentration distribution within the plume. In Figure 

5.21 where l'}h = 0.051, the core of maximum concentration _quickly 

dropped to the flume bottom. As x > 543 cm, tracer distribution 

became approximately uniform with depth and the level of maximum 

concentration was no longer easily discernible. When l'}h = O. 850, 

however, the peak concent.ration rose to the water surface generating 

basin- shaped contours which persisted for large x. As shown in 

Figure 5. 23, concentration distribution was non-uniform even for 

x = 743 cm. As expected, injection of tracer near the mid-depth 

enhanced the attainment of uniform distribution with depth. Thus in 

Figure 5. 22 where l'}h = O. 368 the zone of maximUm concentration 

initially sank to the flume bottom but then rebounded to near mid-
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RUN 50 9 
Flume SI 
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Injection Level "7h =0.368 

+ 
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Fig. 5.22. Iso-concentration contours on cross-sectional 
planes.. Crosses show points where tracer was 
detected. Concentration values on the contour 
lines are rendered dimensionless (as in Eq" 
5. 22) when multiplied by 1. 56; RUN 509 1 

11h = o. 368 
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depth. Meanwhile the tracer mixed quickly over the flow depth 

giving rise to essentially vertical contour lines for x ~ 543 cm. 

The iso-concentration contours of Figures 5. 21 through 5. 23, 

therefore, conform with the variation of M
0

(s,11) discussed in 

Section 5. E. They also show that, on a given cross-sectional plane, 

the principal axes of the cloud are directed along the y and z axes. 

This indicates that at a fixed x, the z and y axes chosen in Chapter 

2 for the description of the mixing process are indeed generally 

oriented in the principal directions. Consequently the mixing coef-

ficient tensor can be diagonalized as stated in Chapter 2. 

5. G. Zo Tracer Distribution on Lateral Planes Parallel to the 

Flume Bottom.. Isa-concentration contours were dso constructed at 

planes parallel to the flume bottom, and located at the levels of the 

flume where tracer concentration was measured. Figure 5. 24 shows 

a typical set of maps developed for RUN 512 at the four levels 

11 = 0.850, 0.632, 0.368, and 0.095. The flow depth d = 5.25 cm, 

the flume width W = 85 cm, and the source was located at the flume 

center at the level 11h = O. 850. The conversion factor a for the 
c 

concentration units shown on the contour lines is 2.11. 

Figure 5. 24 shows that, on each plane, iso-lines progressed 

from an elliptical distribution in the plume interior to near parabolic 

at the boundary as C decreased.. At the level of tracer injection, 

the extreme contour line (in this case C ::: O .. 5) was wedge-shaped for 

x ::i 100 cm, becoming parabolic for larger x. At other levels, how-

ever, the plume edge (i.e. C = 0.50) were essentially parabolic 
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RUN 512 
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Iso-concentration contours plotted on transverse 
planes {parallel to the flume bottom) at four levels 
of the flow. Concentration values on the contour 
line·s are rendered dimensionless (as in Eq. 5. 22) 
when multiplied by 2.11; RUN 512, 1lh = O. 850 
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for x :.S 743 cm. It should be m e ntioned that all iso-lines of C > 0 

will eventually revert to the plume axis at large x. 

Further examination of Figure 5. 24 reveals that the value of 

x at which tracer concentration was maximum on a given transverse 

plane increased from x = 0 for the plane 11:: 11h = O. 850 to approxi

mately x = 243 cm for T) = Oo095o If this distance is normalized by 

d and represented as s , then for a given 11, g varies with the 
m m 

height of tracer injection 11h o Values of £ were evaluated by inter-
m 

polation from iso-concentration contours such as those shown in 

Figure 5. 24. The results for three levels of tracer injection 

11h = 0.850, Oo368, and 0.095, are plotted in Figure 5.25. 

5.H. SUMMARY 

This chapter has presented the results related to time-

averaged concentration measurements. It has been shown that the 

transverse distribution of tracer for the continuous point source in 

a shear flow is Gaussian for s extending from 4 to 611. The 

variance of the distribution grows linearly with x both on fixed 

transverse plan es and as a depth averageo A coefficient of trans-

verse mixing was calculated for various levels of the flow 11 and as a 

depth-integrated value D • z Measurer.nents showed that Dz/u~:cd 

is a decaying function of the aspect ratio of the flow, A. = d/W. Near 

source behavior of the plume agrees with theoretical prediction. 

Detailed distribution of tracer within the plume was illustrated with 

iso-concentration maps on cross-sectional and transverse planes. 
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The next step is to examine the contribution of the temporal 

variations of tracer concentration and of plume boundaries to the 

overall transverse mixing. Results of this phase are presented in 

the next chapter. 
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CHAPTER 6 

PRESENTATION AND DISCUSSION OF 

EXPERIMENTAL RESUL TS (Phase II) 

This chapter summarizes the experimental investigation of the 

temporal fluctuations of concentration,_ as outlined in Chapter 3.__ First 

the fluctuating plume front model is assumed and the motion of the 

plume front was studied by use of the intermittency factor concept. 

Then the fluctuating plume model proposed by Gifford ( 16) was applied 

to the photo studies and the variances characterizing the motion of the 

plume centroid and the instantaneous concentration distributions were 

calculated. Finally the results of the statistical analyses of the vari-

ation of tracer cone entration at fixed points within the plume are pre-

sented. A discussion of the results is included wherever appropriate. 

6.A. PARAMETERS ASSOCIATED WITH THE PLUME FRONT 
OSCILLATION MODEL 

6.A. 1. The Transverse Distribution of the Intermittency 

Factor. The intermittency factor, as defined by Eqo 3. 32, indicates 

the fraction of the total sampling time that a fixed point is within a 

fluctuating plume. It is obtained by integrating the intermittency 

function h(z, t) which is related to the concentration c(z, t) as follows: 

{ 

1 , c (z, t) > Ct 
h(z,t) = 

0, c (z, t) :S Ct 
(3. 31) 

where c(z, t) is the instantaneous concentration at the point z, and 



&. 200 
Q. -~ 
u 
c 
.2 
-e c 
Cl> 
0 8 100 
u 
~ 
0 
0 

~ 

s 
.s::. 
c 
.2 
0 
c: 
~ 
>. 
0 
c: 
~ ·e ... 
~ 
..6 

0 

l.O 

11 

O.OL~ 
0 

Fig. 6. 1. 

-fJi/°- T2j'-1 

2 4 6 8 

Time, secs 

RUN 804 

d=I0.84cm,u=39.2 cm/sec 
{=7.36,17 =0.368, ~= -0.552 

1,=0.433 

.I Threshold l L Conce~trafion L 

~ , . . 

II I 
II I Ii . I 

I ~iLJ I ~ i' 
1

1 !Iii ,I. 
i~ Jiil___ __ 

10 12 

Plots of digitized concentratton data c(t) and the corresponding intermittency 
function,, h(t). Sampling rate = 60 samples/sec. Typical periods of 
"occurrence" T1j and 11 non-occurrence" Tzj are shown on H(t}; RUN 804. 

I 
....... 
co 
co 
I 



-189-

Ct is the threshold concentration. The threshold was chosen 

-4 
slightly (about 7 X 10 % of initial tracer concentration) above the 

mean background concentration to eliminate background noise and 

reduce the ·contribution due to the tails of the signals--a result of the 

finite response frequency of the detection system. 

Figure 6. 1 shows plots of a measured concentration a ignal c(t) 

recorded at a point within the plume. The corresponding intermittency 

function h{t) calculated for the same signal using Eq. 3. 31 is shown 

directly below c(t). The intermittency factor If determined from 

22 seconds of the data shown was 0. 433. Also shown on the plot of 

h(t) are typical values of the period of occurrence T1j, and the period 

of non-occurrence Tzj used for the calculation of probability densities 

pi(T1) and pz{T2) respectively .. 

Figure 6. 2 illustrates the transverse distribution of If for 

three flow depths: d = 5. 36, 10. 84, and 17. 07 cm corresponding to 

RUNS 802 l' 804, and 406 respectively. For each run the measurements 

were made on the lateral plane T) = 11h = O. 368, and at dis~ances 

x = 80 i' 180, 380 p 780, 1180, and 1580 cm from the sourc ·e~ In general 

the plots were restricted to one side of the flow (z < 0) except for 

x = 80 cm where If was calculated for - oo < z < oo in RUNS 802 and 

804 ·to demonstrate the symmetry of I/z) about z = Oe It is immedi

ately evident that the If(z)-distribution was similar for all normal depths, 

and at all stations. The region of intermittency {O < If(z) < 1. O) at a 

given distance from the source, however, increased with increasing 

depth, d" 

That the fluctuation of the plume edge was accentuated by an 
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increase in d is also illustrated by the photographs of Figure 6. 3. 

The pictures were taken in flume Si and the source was located at 

Station 42. 0 m (flume entrance is Station 33. 50 m). Conductivity 

probes are shown just downstream of Station 45. 0 m. The photographs 

show that as d increased from d = 2 .• 01 cm to d = 17.34 cm, the 

plume varied from an essentially straight ribbon to one with extensively 

fluctuating edges. It should be pointe.d out that the plume edge as 

measured by the probes extends substantially beyond the apparent 

limits in the photographs. 

The intermittency factor distributions plotted in Figure 6. 2 

were determined only at the level of tracer injection. To investigate 

the variation of the If distribution with depth, measurements were 

made at four levels of the fl.ow: 11:: 0.095, 0.368, Oo632, and 0.850 
. 

for RUN 808 where IR>:c = 2. 938 X 103 , and d = 11·.32 cm. The result-

ing distributions are shown in Figure 6.4. Injection level 11h = 0.368, 

and the measuring station was located 'at x = 380 cm. The distribution 

of I/z) at 11:: 0.095 and 0.368 were virtually identical. However .~ as 

11 increased the core of continuous record !:::. decreased owing to ·-the 

decrease in the plume width as compared to the fluctuation of the plume 

edge. At l')._, = O. 850, the plume half-width was smaller than the width 

of the region of intermittency--thus If< 1. 00 even at z = 0.. The dis

tributions 1 however, were similar and the intermittenc;y region 1 W f- 6 1 

was essentially constant for all levels 11· Therefore the location of 

If= O. 50 approached t; = 0 as 11 - 1.0. From Figure 6.4 it was con-· 

eluded that the distribution at the flow level 11 = 'llh = 0. 368 best 

typified the fluctuation of the plume front. Therefore further 
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measurements of If were confined to this level. 

To establish self- similarity of the transverse distribution of 

the inte rmittency factor, If was calculated, for RUN 808, at four 

stations: x = 80, 180, 380, and 780 cm. The result shown in 

Figure 6.4 was replotted in Figure 6. 5 as functions of the normalized 

transverse distance (z -Z)/ cr
1
• The mean position of the plume front 

Z and the variance of the intermittency distribution er~ were calcu

lated numerically by Eqs. 3.43 and 3.44 respectively. Figure. 6. 5 

shows that all points plotted closely on the universal curve: 

(6. 1) 

where 

This indicates that the transverse position of the plume front 

was a normally distributed random variable because the intermittency 

factor distribution is equivalent to the cumulative probability distribu~ 

tion of the position of the plume front. This distribution is similar to 

those obtained by Klebanoff (13) for the laminar-turbulent interface of 

.the boundary layer, by Townsend (45) for the plane wake, by Corr~in 

and Kistler (11) for the round jet, and by Demetriades (12) for the 

axisymmetric compressible wake,. By comparing Eqs. 6.1 and 3. 39, 

it is found that the characteristic half-width of the zone of intermittency 

L is given by 



'0-

H 

"" er 
~ 
(.) 

Lt 
>-
(.) 
z w 
I-
I-
~ 
n:: 
w 
I-
z 

1.0 
RUN 808 
Flume S2 

0.8 d=l7.32 cm,u=;4.9 cm/~ec 

I= l(l+erf ~1 ) 
(R = 2.938XIO, 77h = 0.368 

* 
f 2 -

z-Z 
LEGEND where ~ = ./2C£ 

0.6 

. I I 
SYM x,cm 'fJ 

80 0.368 I 0 

0 180 0.368 
380 0.095 

0.4 

() 

() 380 0.368 
0.2 e 380 0.632 

Q 380 0.850 
® 780 0.368 

O' 6 ~~ I I I I I I I 

-3 --2 ..,I 0 I 2 3 4 

NORMALIZED TRANSVERSE DISTANCE, z;;_Z 
. I 

Fige · 6. 5.. Representation of the transverse distribution of the lnterinittency 
factor on a universal curve. Measurements were made at four 
stations and four levels at one station; RUN 808. 

I 
,...... 

'° U1 
I 



-196-

(6. 2) 

Thus the width of the inte rmittency region is 2L = 5. 64 o-r From 

Eqs. 6. 1 and 3. 33, the probability density function, if' for the 

position of the plume front becomes 

'(6. 3) 

a representation symmetrical about the mean position of the plume 

-front z = z. It should be noted that Eqs. 6.1, 6. 2, and 6.3 are 

universal relationships but bot~ Z and cr
1

. are functions of x. 

6 o Ao 2 o Growth of the Geometric Parameters W f, Z, A, and 

crj of the Intermittency Region with 'distance x. 

a. Overall characteristics. Figure 6. 6 shows for RUN 802 the growth 

with distance x of the maximum limit of the intermittency zone, 
·' 

l.z I = W f' the limit of the central core, I z I = A, and the mean position 

of the plume front, I z I = Z. Both W f and A w~re deter mined 

directly from curves of the Ii distribution (such as thos~ in Figu~e 

6. 2) as the values of I z I where If first attained the value of zero 

and unity respectively. The mean position Z of the frc;>nt was calcu-

lated numerically using Eq. 3.43. In all cases the origin of the z-'axis 

was modified slightly to coincide with the point where C = C • max 

It was found that, within the reach of the measurements 

{x :S 15. 8 m) j W f and A grew at different rates. This characteristic 

will be discussed further in later sections. As evident from Figure 

6. 6, Z ::::: -!CA.+ W f} indicating that the if distribution was symmetrical 
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,.., 

about Z as implied by Eqs. 6.1 and 6. 3. To further verify this 
,.., 

symmetry, Z was compared to . z
0

• 
5 

which denoted the value of 

/ z / where If = O. SO. The comparison is shown in Table 6.1 for 

RUNS 804 and 808~ The deviation, E, of z 0 • 5 fro~· Z was within 

O. 6 cm for all cases. The average value of I€ I was 0.4 cm which 

corresponded to a mean value of J € J /z = 2. 7%. It was therefore 
,.., 

concluded that z 0 • 5 essentially coincided with Z and that Wi and 
,.., 

A were equidistant from Z. Thus once W i and Z were known 1 

A could be deduced by A = 2Z - W r 

Table 6 .. 1 

""'t :J: Comparison Between Z and z 0 • 5 
,.., 

€§ 
,.., 

x z z0.5 z z0.5 € 

m cm cm cm cm cm cm 

RUN 804 {d = 10. 84 cm) RUN 808 (d = 17. 34 cm) 

0.80 6.2 5.9 -0.3 4.5 4.2 -0.3 

1. 80 10. 6 10.1 -0.5 9.5 9.4 -0.1 

3.80 14.3 14.1 -0.2 18.0 18.4 0.4 

7.80 25.2 25.4 0.2 25.7 25.1 -0.6 

11.80 35.8 36.4 0.6 

15.80 43.1 43.6 0.5 

t ...., 
Z = mean position of the plume front 

i 
z0• 5 = value of lz I where If= 0.50 

§ ,.., 

€ = zo·. 5 - z 
I 
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To analyze the rates of growth of W f' Z, and A, it was 

necessary to define a virtual origin, xv' of Wf as the value of x 

where W f = 0. Since, as demonstrated by Figure 6. 6, the region 

of intermittency extended to the plume axis near x = 0; A attained 

a zero value at a distance x
1 

downstream of the source. Values of 

"'! and xv were determined for all experiments: the former by 

extrapolating curves fitted to me_asured limits of the central core to 

the point on the x-axis where A = 0, the latter by fitting parabolas 

to plotted values of Wf versus x by the least square method. The 

result is listed in Table 6. 2. 

Table 6. 2 

Values of x and XI Determined for Various Experiments v 

Flow Shear Friction 
Reynolds ; RUN Flume Depth Velocity Numbert x v d u* 1R_,:c 

x § 
I 

cm cm/sec (X 10-3) cm cm 

802 S2 5.36 2.17 1.17 8 

804 sz 10.84 1.86 2~03 27 

808 S2 17.32 1.66 2.94 41 

405 R2 6.81 5.01 3.39 -66 

404 R2 10.36 5.05 4.97 "".'10 

406 R2 17.07 3964 5.72 -5 

t The bed shear velocity u>'i<b was used in RUNS 405, 404 ~ and 406 

:i: x =position at which Wf{x ) = 0 by extrapolation 
v v 

§ ~ = value of x where the limit of the central core intersects the 

plume axis 

37 

25 

148 

15 

35 

12.5 



-200-

It is observed from the table that for experiments performed 

in the flume with smooth boundaries x > 0. When the flume bottom v 

was roughened with rocks x < O. The significant point, however, v 

was not the sign of x but the fact that in each set of experiments v 

(rough versus smoo.th), x increased with the fl.ow depth d. It was 
v 

found that, for the smooth boundary experiments, x could be rep rev 

sented empirically by 

1 

Cv )' = 0.37(~ - 16.85). (6.4) 

where f* =friction factoro According to 'rable 6. 2, x
1 

depended on 

the flow depth increasing from xr~ 30 cm for d ~ 10 c~ to a maximum 

value of 148 cm for d = 17.32 cm, regardless of whether the flume 

bottom was smooth or roughe 

b. Prediction of the extreme limit of the plume boundary, W f• Dimen

sional analysis was used to develop a universal curve representing all 

experimental measurements of W r The variables selected were W £' 

the extreme limit of the plume boundary; X = x - x , the value of x v 

corrected for the virtual origin xv; u* (or u*b)' the (bed) shear 

velocity; and u, d, and v, the mean fl.ow velocity. the flow depth, and 

the kinematic viscosity respectlvely. Thus 

(6. 5) ' 

where g represents an unknown function. Similarity argument then 

predicts that 
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(6. 6) 

where g1 is still an unknown function. Since both ud/v and u*d/v 

were large in all experiments and the flow was thus fully turbulent, 

it was reasoned that W f/ d depended on the roughness of the fl.ow 

boundaries but not on the value of the Reynolds numbers. The . 

characteristic variable needed was therefore a frictional paranieter 

which could be derived from Eq. 6. 6 as the ratio of the Reynolds 

numbers. Hence 

(6. 7) 

For a given experiment (L. e"' u*/ u = constant), measured 

values of Wf/d were plotted against x /d on log-log scales. It was 

found that 

(6. 8) 

1 where the constant exponent 'Yl = z. To incorporate the 

f rictlonal parameter 1 (W f/d) 2 was plotted against (x /d) (u*b I u) 
using u~:c for the smooth and u*b for the rough bottom experiments. 

As shown in Figure 61> 7, the points fell on two well-defined parallel 

lines: A, for the smooth bottom experiments, and B for the experi-

ments performed when the flume bottom was roughened with rocks. 

By multiplying (x /d)(u~:~b/ u) by a factor Rw, however I lines A and 

B collapsed into one and, as shown in Figure 6. 8, all points plotted 

on the universal curve 
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Fig. 6., 8. Universal representation of the growth of the extreme 
· limit W f of the plume boundary (where If= O. 0) for all 
experiments; RUNS 808, 804, 802, 406, 404; 405~ 
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(6. 9) 

where 

R = (f /£ ) 1 /4 
w s r 1 (6.10) 

f , f are, respectively, the mean values of the bed friction factors for s r 

the smooth boundary and rough bottom experiments. For the smooth 

boundary, the bed shear velocity u*b becomes the shear velocity u* 

and R = 1. 0. Thus the R correction is necessary only for the w w 

hydraulically rough boundary flows. With Eq. 6. 9, the extreme limit 

W f of the fluctuating plume front can be predicted for given normal 

flow conditions .. 

c. Prediction of the mean position Z of the plume edge. From 

dimensional and physical reasoning similar to the arguments in the 

-last section, a universal curve was established for the growth of Z 

with distance from the source. Log-log plots of Z/d versus x/d 
for various experiments yielded a representative relationship 

(6. 11) 

where the exponent 'Yz = 2/3., This value of "{z was compared with 

those previously reported in the literature for other flows. The results 

are shown in Table 6. 3 .. 

From the table it is evident that -Yz varied from 1. 0 for the 

round jet to 1 /3 for the axisymmetric compressible wake. The value 

of -y2 obtained in the present study was essentially equal to that 
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Table 6.3 

Values of the Exponents Yz and ''3 for Different Flows 

t + :i: Method of 
Source Kind of Flow y "{3 Determination 

z of Yz and y 3 

1 2 3 4 5 

Towsend 
Two-

dimensional 1/2 ~ 1/2 Experimental 
(45) wake 

0.65 0.70 
Theoretical 

Growth of 
approximation 

the 
turbulent 
boundary 

layer 0.63±0.1 0.61±0.1 Experimental 

Corrsin 
and 

Kistler 
( 11) 1. 0 1.0 Theo retie al 

Round 
jet 

0.88±0.05 1. 06±0. 05 Experimental 

Demetriades 
Axisymmetric 

( 12) 
compressible 1/3 1/3 Experimental 

wake 

Transverse 

Present growth of 
2/3 Study 

a plume in a 1/3 Experimental 
turbulent 
shear flow 

t All measurements listed, except in the present study, were made for 
air flow in a wind tunnel 

i(~) «ot; n)«H-t 
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postulated and measured by Corrsin and Kistler (11) for the growth of 

a turbulent boundary layer next to the wall of a wind tunnel. A strong 

similarity between the two processes was again indicated. The first 

indication of this similarity was the fact that the transverse distribu

tions of the intermittency factor measured by Klebanoff (13), and 

Corrsin and Kistler (11) for the boundary layer were virtually identical 

to those calculated for the plume front fluctuation in 'the present study. 

To develop a universal curve, Z/d was plotted against 

2/3 - . 
(x /d) (u*b/ u) on log-log scales. Two parallel lines were again 

found to fit the measurements; one for the smooth boundary experiments, 

the other for the rough bottom. ]further calculations showed that the 

two lines merged into one represented by 

z ( )2/3(u*b) d = 3.31 Rz t -=- , 
u 

( 6. 12) 

where 

(6.13) 

When the flume was smooth, u*b = u*, and Rz = 1. 

Measured values of Z for both smooth boundary and rough 

bottom experiments are plotted in Figure 6. 9. It is evident that all 

points closely fitted the universal curve of Eqo 6. 12. For large X rt 

however, experimental points increas~ngly deviated from Eq. 6.12 

showing a growth rate slower than the equation would predicte There 

was a strong indication that very far from the source, Z/d grew as a 

parabolic function of (x /d) just as W £/d did. The present measure-
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ments in the flume, however, did not extend to distances far enough 

from the source to conclusively verify this tendency. 

Eq. 6. 12 can therefore be used to calculate Z given a uniform 

flow condition. From Eq. 6. 9, W f can al~o be p~redicted. Thus the 

outer limit of the central core t:,,. may be derived: from the relation 

d. Growth of the variance o1 of the region of intermittency. The 

variance a1]: of the transverse distribution of the position of the plume 

front was calculated numerically by Eq. 3.44. ,By appropriate plots, 

it was established that for each experiment (smooth boundary or rough 

bottom), er I initially grew according to the relation: 

(6. 14) 

where the exponent y3 = 1 /3. This value of y3 was again compared 

to those obtained for other flows. The comparison is presented in 

Table 6.3. It shows tl~at y2 = -y 3 for other flows previously reported · ~ 

in the literature but, in the present study, Yz = 2y3• 

For all experiments in the flume, it was :found that expression 

6. 14 could be more explicitly written as 

where
1 

for the smooth boundary runs~ Ki= 0.23, 0.16, and Oo 11 for 

JR = 2938, 2026, and 1173 respectively. For the rough bottom bound
* 

ary, K1 = 0.23, 0.10g and 0.04 for 1R*b = 5716, 4973, and 3388 
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respectively. The power law relationship of Eq. 6. 15 was valid only 

as long as (cr1/d)< 0.4. A 0 (x/d) increased beyond this point, cr
1
/d 

began to taper off and in some cases cr
1
/d actually decreased with 

increasing X /d. Thus if the amplitude of the plume front oscillation 

{along z for fixed x and y) is characterized by 2a-
1

, the maximum 

relative amplitude attained in all experiments: 

( 2da-I) ~ Oo 8. (6.16) 
max 

The variance er~ was also compared to the total variance cr2 

of the transverse distribution of the mean tracer concentration calcu-

lated by Eqo 5. 3. The ratio (a-
1

/0")
2 

was plotted against x/d for each 

experiment. As expected the ratio decreased with increasing X /d 

according to the power law 

{ 6. 1 7) 

The constant of proportionality K in Eq. 60 17 again decreased with 

decreasing friction Reynolds number. 

6 0 A.3 o Temporal Characteristics of the Plume Front Oscillation. 

a 0 Frequency of rrzero occurrence " w~ The rate at which the 

intermittency function h(z, t' changed from zero to unity at 

a fixed point was denoted as w
0 

(z), the frequency of zero occurrence 

at the point z. From the definitions of Iiz) and w0 (z}, it was rea-

soned that 
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{

If= O. 0 
= 0 for 

If = 1. 0 
( 6. 18) 

and that as If - O. 50, w0 (z) approached a maximum value. Since the 

oscillation of the plume front has been shown by the distribution of 

If(z) illustrated in Figure 6. 5 to be a normally distributed random 

function, it is expected that the distribution of w
0 

(z) should also be 

normal. From a theory postulated by Rice (65), it was deduced that 

w0 (z) could be represented by 

a distribution similar to the density function if. The mean value w
0 

corresponds to the zero-frequency at the mean position of the plume 

front Z where If= O. 50. 

The zero-frequency w
0

(z) at a fixed point z was computed 

from the digitized record by first counting the total number-of times 

that h(z, t) on consecutive time digits, changed from zero . to unityo 

Then this value was divided by the total sampling time to give w0 (z) 

in Hz. It is thus evident that w0 (z) is extremely sensitive to the 

signal to noise ratio. At stations near the source where this ratio 

was high, w
0 

(z) was readily evaluated with reasonable reliability • .. 

For large x, however» tracer concentration was low and so were the 

signal to noise ratio and the attenuation of the recorder" Thus» the 

calculated w
0 

{z) was distorted by the background noise giving rise to 

unreasonably high values· especially in the neighborhood of If~ O. 0" 

In general, only those values of w0{z) measured near the source or in 
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the neighborhood of If= O. 50 were considered reliable and usable for 

further calculations. 

The transverse distribution of the zero-frequency was studied 

by plotting the cumulative values of w0 (z) on arithmetic probability 

scales. Examples are shown in Figure 6.10 for RUN 404. The plotted 

points closely fitted the Gaussian lines drawn for each value of x. The 

standard deviations of the fitted Gaussian lines were 2. 20, 2.,7 5, and 

3. 75 cm for x = 80, 180, and 380 cm respectively. The corresponding 

crI calculated from If distributions were 2. 34, 3.17,. and 3. 88 cm. 

This indicated that w0 (z) was closely represented by Eq •. 6.19. Typical 

values of w0 evaluated at If:::::: O. 50 and shown in Figure 6.10 were 

approximately 4.4 Hz and essentially constant for all x. 

To verify if w
0 

(x) was due to the Karman vortex street 

generated by the tracer injector 1 the vortex shedding frequency, n., 
l 

was computed for the hydraulic conditions of RUN 404 as an example. 

Using the mean flow velocity u = 42.8 cm/sec, the outside diameter 

of the tracer injector di = 3 .1 75 mm, and the kinematic viscosity 

v = 1.052 X 10-
2 

cm2 /sec, the Strouhal number was found to be 

Thus the frequency of vortex shedding by the injector n
1 
= 28.4 Hz. 

However, the values of w
0 

(x) for plume fluctuations determined for 

RUN 404 were, respectively 4. 33 g 4. 77 ~ 4.19 and 4. 4 7 Hz for x = 80 ~ 

180 j 380 ~ and 780 cm. Similarly for other experiments, the vortex 

shedding frequency greatly exceede.d the plume oscillation frequency"' 

As further verification, the tracer was injected on the water surface 
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without the injector touching or penetrating the flow. Even then plume 

edge fluctuation was observed. 

It was thought, therefore, that the weak perio.dicity exhibited 
I 

by the plume front oscillation was not a response to .the vortices shed 

by the tracer injector. This and the fact that if(z) was Gaussian 

strongly suggested that the fluctuation of the plume front was a result 

of a diffusion process generally characteristic o:f turbulent mixing. 

b. Characteristic period, wave. length and amplitude o:f the frontal 

oscillation. The fluctuation o:f the plume front exhibited a weak peri

odicity. Thus a characteristic period T 
0

(x) was defined such that 

(6. 20) 

From Eq. 3.46, a characteristic longitudinal length scale or wave 

length Lf(x) was defined by 

(3.46) . 

where u is a convective velocity in the longitudinal direction. Since 
c 

tracer was injected at llh = O. 368 and the level o:f concentration meas-

urements, 11 = 0. 368, u was essentially equal to the mean flow c . 

velocity u. Theref<?re the normalized (or relative) wave length 

Lf(x) /d was evaluated by the relation 

(6.21) 

Table 6. 4 lists the calculated values of Lf{x) /d (at several 

distances x) for several runs. As indicated, Lf(x)/d was essentially 
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Table 6.4 

Relative Wave Length of Lf(x) /d of the Plume Front Oscillation 

x, cm 
Flow Average 

RUN Flume Depth 80 180 380 780 
Lf/d d, cm 

I 1 2 3 4 5 
I 

802 S2 5o36 L49 1. 55 1.04 1.39 

804 S2 10.84 1.46 0.79 1. 14 1.06 1. 11 

808 S2 17.32 o. 58 0.91 0.61 o~ 10 

1405 R2 6.81 1.13 0086 1.00 

404 R2 10.36 0.96 0.86 0.98 0.92 0.93 

406 R2 17.07 0.32 a.so 0.36 0.39 

invariant with x for any given experiment°' ·rt is evident from Column 5, 

that for comparable flow depths, the average value of the relative wave 

length, . Lf/d, is smaller fo·r the rough .than for the smooth boundary 

experiments~ This indicates that the characteristic transverse scale 

decreases with intensification of turbulence. One can speculate that 

accentuation of turbulence intensity effectively breaks up the larger 

eddies. 

The amplitude of the plume front oscillation was represented 

by 2crl" As stated in subsection 6.A. 2. d, 2cr1 grew with increasing x 

reaching a maximum value of 0. 8 d for the same experiments shown 

in Table 604. Thus the maximum steepness of the oscillating plume 
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front expressed as (2o-1)max/ Lf was approximately unity for all 

experiments. For a given experiment, therefore, the characteristic 

width of the region of intermittency increased with x until the fluctu

ation amplitude 2<r1 was nearly equal to the characteristic wave length 

of the plume front. As x increased further, the width of the inter

mittency region decreased with x. 

c. Probability densities pi(T1), pz(Tz), and p(T) of the intermittency 

function h(z, t) at a fixed point. The probability densities p 1(T 1) for the 

duration of occurrence T 1 {when c(t) > Ct), and pz(Tz) for the dura

tion of non-occurrence T 2 (when c(t) ~ Ct) of the intermittency 

function h(z, t) were determined according to the method ·outlined in 

Chapter 3. Typical values of T 1 and Tz are shown in Figure 6. 1 ~ 

The densities pi(T1), pz{T2) calculated for RUN 904 at g = 7. 4, 16. 6 

71.9, and 108.9 are plotted in Figure 6.11. For g = 7.4 and 16.6, 

56 seconds (3360 samples) were analyzed, and for g = 71. 9 and 108.9, 

24. 3 seconds (1456 samples). Histograms representing Pl (T1) are 

shown as solid lines. For pz(T2) the lines are dotted. Experimental 

curves- -solid for Pi (Ti) and dotted for pz(Tz)- -were fitted to the 

histograms. The ordinates were normalized according to Eq. 3.47. 

The time scale of the abscissa is in the units of 1/60 sec. Maxi

mum values of T1 were 1.18, 2.55, 1.30, and 0~84 sec for S = 7.4, 

16. 6 1 71. 9 11 and 1OS.9 respectively. 

The probability density p(T) for the combined occurrence and 

non-occurrence periods is plotted in Figure 6. 12 for the same points 

shown in Figure 6.11. The time scale is in units of 1/60-sec and 
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p(T) was normalized for each £ in accordance with Eq. 3.48. 

Representative curves were fitted to each histogram as in Figure 6 ... 11. 

Figures 6.11 and 6.12 show that the shape of each of the distri-

butions of pi(T1), pz(Tz), and p(T) was essentially invariant with£. In 

general the short periods dominated long pulse lengths. The result 

was a positively skewed distribution with more than 50% occurrence 

within a period of 0. 067 sec for s :S 16. 6.. As s increased, the 

distributions broadened as larger pulses became increasingly more 

important. Since p(T) was normalized according to Eqe 3.48, the 

broadening of the density distributions caused an attenuation of the peak 

of p(T) with increasing £. 

The overall shapes of the p1 (T1) and pz(T2) distributions were 

similar to those calculated by Corrsin and Kistler (1/1) for the fluctu

ation of the edge of the turbulent boundary layer. This again indicates 

a similarity between the growth of the wall boundary layer and the 

transverse spread of a plume in a turbulent shear flow. 

d. Cross-correlation analysis of h(z ,t) for two points located at 
,..., 

z = Z and z = - z. A cross-correlation analysis of the intermittency 

function was made at five stations. At each station, the two points 
,,.., 

compared were located at z ~ Z and z . ~ - Z where If~ O. 5 and at 

the same flow level. 

The procedure consisted in first determining the two points at a 

given station where, for 11 = 11h, If~ O. 50. A probe was then placed 

at each of the points and the tracer concentration at both locations were 

monitored simultaneously, digitized at 60 samples/sec, and stored on 
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two separate channels of the magnetic tape. 
,..,, ,.., 

The intermittency functions hi{-Z, t) and h2 (Z, t) were com-
...., ...., 

puted respectively for the probes located at z = - Z and z = Z for 

the particular station. The two. functions h1 and h2 were then com-

pared at identical times t at intervals of 1 /60-sec and the result 

recorded according to the following designations: 

(i) ON-ON, if hi =h2 = 1.0 

(ii) OFF-OFF, i£ h1 = hz = O. 0 

(iii) ON-OFF, if h1 = 1. 0, and hz = o .. 0 

{iv) OFF-ON, if h1 = O .. 0, and hz = .o 

The ratio of the total number of ON-ON and OFF-OFF cases to the 

total number of samples within the sampling period was termed 

INSTABILITY; the rest of the sampling period was called MEANDER. 

Measurements for the cross-correlation analysis were made in 

RUN 904. · The flow depth was 1 O. 84 cm, the mean flow velocity 

u = 39. 2 cm/sec j and the level of tracer injection 11 h = O. 3.68. For 

the analysis, 3360 samples were used for s = 7. 4, 16. 6, and 35. 0. 

For s = 7L. 9 and 108. 9, 1456 samples were analyzed. The results 

of the calculations are summarized in Table 641 5. 
...., ,..,, 

Column 1 identifies the positions of the probes: Z and - z. 

Column 2 lists the values of If at each ·point. Although these values 

were slightly greater or less than O. 50, they were considered suffi

ciently close to O. 50 for the purposes of the analysis. The slope of the 

transverse distribution of If was very steep near If= 0~50 {especially for 

small s).. Thus a slight deviation of If from O .. 50 caused negligible 

errors in the estimation of the mean front position. If, for a particular 
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w

0
,Hz BILITY 

-,. 
3 4 5 6 7 8 9 

g = 7. 4 

3.86 872 841 913 734 500 98 49002 

3.00 
-

g = 16. 6 

2 .. 54 642 825 1018 875 43066 56034 

3.41 
" " "··· ·· -

s= 3500 
.. -.~ ... -

4o82 1120 524 750 966 48093 51. 07 

4.07 

s = 71. 9 

4.77 438 247 320 451 47.05 52 .. 95 

4.98 

s= 108.9 

4.98 370 376 367 343 51.24 48.76 

6.29 
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probe, If > 0. 50, the number of ON events would be increased and the 

OFF events decreased for that probe. When If< O. 50, the reverse 

would be true. 

The frequency of zero occurrence w
0 

calculated from the inter°'." 

mittency function is tabulated in Column 3. The total number of ON-ON, 

OFF-OFF, ON-OFF, and OFF-ON events is listed respectively in 

Columns 4, 5, 6, and 7. The fraction of INSTABILITY and that of 

MEANDER both expressed in per cent are entered in Columns 8 and 9 

respectively. 

Cross-correlation analysis was undertaken-to verify which of 

two hypotheses governed the fluctuation of the plume front. The first 

is the instability (or equilibrium) hypothesis, described by Townsend 

(66). It postulates that the indentatio~s of the plume edge result from 

a growth-decay cycle of the large eddies which effect plume spreading 

and macroscale mixing. Thus the region of intermittency would be a 

consequence of a pulsating motion of the plume boundaries transverse 

to the flow direction. If mixing is due, entirely, to this hypothesis, 

then the parameter INSTABILITY of Table 6. 5 would be nearly 100%.,. 

and MEANDER would have a value nea·r zero. 

The second hypothesis, advanced by Gifford (16), assumes that, 

at any given s (expecially for large s)'g the plume width is essentially 

constantQ Fluctuation of the plu·me edges is therefore due to the 

meandering of the entire plume with the plume centroid wandering 

randomly along a transverse line normal to the flow. This model has 

been discussed in Chapter 3 and illustrated in .Figure 3.1. If the plume 

front variation is completely due to this reasoning, MEANDER of 
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Table 60 5 would be 100% and INSTABILITY zero0 

A careful scrutiny of Table 6. 5, however, reveals that at all ~, 

INSTABILITY~ MEANDER~ O. 50, (6. 22) 

indicating that pulsating and meandering motions contributed to the 

wrinkle of the plume edge. Thus for ~ > 7. 4 neither hypothesis 

seemed to dominate the other. Further examination of the table shows 

that, for each £, there was a fairly uniform distribution of events 

in the ON-ON, OFF-OFF, ON-OFF, and OFF-ON slots. The closer 

the values of If for h1 and hz were near 0. 50 (for example at 

; = 1080 9), the better was the uniformityo This meant, therefore, 

that the opposite edges of the plume also fluctuated independently of 

each other and that this test could not distinguish plume edge fluctu

ation from a purely random process. 

From the results of Table 60 5 and the transverse distribution 

of the intermittency factor shown in Figure 6. 5, it is concluded that 

the fluctuation of plume edge for S > 7. 4 seems to be a random motion 

with a Gaussian distribution about the mean front position. The fluctu

ation is due to both the meandering of the plume centroid and the 

growth- decay cycle of the overall plume width.. However, if the chan

nel alignment is not straight or the fl.ow cross section is not uniform, 

strong lateral gradients of velocity would intensify plume meandering. 

This would thus dominate the growth-decay cycle as the principal 

mixing mechanism and indeed increase the overall width of the plume 

and eventually the transverse mixing coefficient. 
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6.B. ANALYSIS OF PLUME VARIATION USING THE FLUCTUATING 
PLUME MODEL · · 

Figure 6. 13 shows the temporal variation of the instantaneous 

plume boundaries at fixed stations. The data were obtained during 

RUN 300 from the motion picture study described in Chapter 3. In 

Figure 6.13, the points are plotted at intervals of 1/6-sec and at each 

station, five seconds of data is shown as illustration. Calculations 

were made at£ = 3.2, 4.1, 5.0, 5.7, 6.5, 7.5, 8.6, and 9.5 with the ~:· 

flow depth d = 17.00 cm. As explained earlier, plume boundaries 

became indistinct at greater distances from the source. 

A casual observation of Figure 6.13 seemed to indicate that 

plume meandering completely dominated the variation of the plume 

width. This was certainly true for £ :$ 6. 5, where the mean size of 

the plume width was still small . compared to the flow depth. However, 

as g increased further, plume width variation became increasingly 

important. This is illustrated in Figure 6. 14 which shows the temporal 

variation of the instantaneous plume width at fixed stations for the same 

plume boundaries shown in Figure 6. 13.. Figure 6.14 clearly demon

strates that the variation of the plume width was certainly not small 

compared to the oscillation of the plume centroid for 7. 5 ~ s ~ 9. 5, 

and that, for all s, the variation was weakly periodic suggesting a 

cyclic phenomenon characteristic of the instability hypothesis" 

From data similar to those plotted in Figure 60 13, various 

parameters associated with the fluctuating plume and described in 

Chapter 3 were calculated. Table 6. 6 lists the results. The mean 

width W of the instantaneous plume tabulated in Column ,i , was 
a 
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Table 6. 6 

Parameters Associated With the Fluctuation Plume (RUN 300) 

t w i § tt ++ §§ O" 2 O" 2 

g w a er 2 ? er 2 ()"2 ~ 
w 

a d w f g M ;;:-z-
M g 

cm cm2 cm2 cm2 cm2 

1 2 3 4 5 6 7 8 

3.2 3.28 0.19 0.48 0.70 1. 65 2.35 o. 70 0.29 

4.1 3.62 0.21 0.96 0.88 2.14 3.02 0.71 0.45 

5.0 4. 96 0.29 1. 51 1. 63 2.71 4.34 0.62 0.56 

5.7 5.44 0.32 1. 83 1. 97 3.51 5.48 0.64 0.52 

6. 5 5.60 0.33 2.48 2.12 ·3. 71 5.83 0.63 0.67 

7. 5 5.70 0.34 3. 18 2.23 3.20 5.43 o. 59 0.99 

8.6 7.98 . o. 47 8.12 4.49 8.32 12.81 0.65 0.98 

9.5 7.92 0.47 6.68 4.33 10.17 1·4. 50 o. 70 0.66 

t W = mean plume width (Eq. .6. 23) 
a 

+ Flow depth d=17.00cm 

§ 
(J"' z = variance of the plume width (Eq. 6. 24) 

w 
tt~ = mean variance of the instantaneous conc'entration distribution 

(J" f 
(Eq. 3. 49) 

++ a- ·2 = variance of the fluctuation of the plume centroid (Eq • . 3. 50) 
g 

§ § «r~ =variance of the mean concentration distribution (Eqt> 3. 25) 
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N 

W = _!_ \ W(i) 
a NL 

i=1 

(6.23) 

where W(i) = instantaneous plume width at the ith time interval, and 

N = total number of picture frames analyzed. In general, N was near 

100, and the time interval was 1/6-sec. Column 2 shows the plume 

width W /d relative to the flow depth. The variance o-2 of the plume 
a w 

width was evaluated by 

N 

()2 = .! \ wz ( i) - wz • 
. w NL a 

i=1 

Values of o-2 are listed in Column 3. 
w 

(6. 24) 

The variances ~ of the instantaneous concentration distribu-

tion, o-2g of the plume centroid, and o-~ of the mean concentration 

distribution calculated, respectively, by Eqs. 3.49, 3. 50, and 3.14 

are tabulated in Columns 4, 5, and 60 The ratios of the variances 

o-2 /o-2M and o- 2 /o-2 are entered in Columns 7 and 8. It should be men-g w g 

tioned that o-~ = 7, the depth-averaged variance of the transverse 

dis-tr.ibution of the mean tracer concentration calculated in 

Phase Io 

Table 60 6 shows that the mean width of the instantaneous plume 

and all variances tabulated generally increased with£. The variance 

o-2 due to the fluctuation of the plume centroid was consistently greater 
g 

than the mean variance''CJ1 of the instantaneous cross-wise distribution 

of the tracer concentration at all £. Hence the ratio of cr2 to the total 
g 

variance o-2M was always greater than O. 50 {an average value of O. 66). 
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Therefore for £ < 9. 5 (i.e. x =s 161. 5 cm), approximately 66% of 

the cross-wise mixing coefficient was due solely to the transverse 

oscillation of the plume centroid. 

That the plume width variation became increasingly significant' 

with increasing s is illustrated by the values of the ratio of the vari.:. 

ances o-2 and CT
2 listed in Column 8. As s increased from 3. 2 to w g . 

B.6SI ~ /CT
2 steadily grew from 0.29 to Oo98. This indicated that, w g 

except very near the source, temporal variation. of the plume width · at ·-

a fixed station was significantly effective in determining the overall 

size of the plume. 

The fluctuating plume analysis therefore shows that near the 

source 11 transverse oscillation of the plume centroid is the dominating 

motion of the plume. As x increases however, plume width variation 

becomes increasingly important such that near x/d = 8, the v~riances 

of the plume width and the centroidal motion are approximately equal. 

6. C. CONCENTRATION VARIATIONS AT FIXED POINTS WITHIN 
THE PLUME 

6. C.1. Transverse Distribution of the Inten~ity of Concentration 

Variation. Figure 6. 15 shows the transverse distr~bution of the rms 

a- of the concentration variation at various distances from the source. 
8 

RUN 804 is used as an example, and all measurements were made at 

the level of tracer injection 11h = 0.368. All distributions were assumed 

symmetric about the plume axis ·t = O. 

It is evident that at a fixed distance s from the source~ each 

distribution was flat-topped with CT remaining at a fairly constant value 
s . . 
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near the plume axis and then dropping off at larger distances from the 

axis. The value of jl;J = Jz/dj where CT began to decrease increased 
B 

with distance from the source. At £ = 145.8, CT increased slightly 
B 

with increasing J z;, J before decreasing at large distances from the plume 

axis. The CT distributions of Figure 6. 15 are similar to those measured s 

by Lee and Brodkey (51) for a continuous point source in a pipe flow. 

Along the plume axis z = 0, CT decayed as a power of £ such 
s 

that CT {O) ex: g-l. 5 • Thus the mean square fluctuation (msf) would s 

decay as 

(6. 25) 

-3 0 . 
This compares with s(O} ex: s • measured by Becker et al. and re-

ported by Csanady (15) for a continuous point source in an air stream 

of a pipe flow. Measurements by Lee and Brodkey (51) for a continu-

ous point source in a turbulent water flow in a pipe indicated an attenu

ation rate s(O) ex: s- 1 • 9• For grid-generated turbulence, sex: g-3/z. 

Transverse distributions of the coefficient of variation C = rr /C . v s 

were also developed. Typical plots are shown in Figure 6.16. Again 

the measurements we re made in RUN 804 at the level of tr,ac~r injection 

T)h = O. 368. The plots show that at a givens, Cv was minimum but non

zero {about 1. 0 or less) at or very near the plume axis, and increased 

with the transverse distance from the plume axis. The minimum value 

of C near or along the plume axis was denoted as Vie A maximum 
v 

value V2 of C was attained near the edge of the plume at a point W v c 

from the point of minimum non-zero C • As j s I increased further, C · v v 

decreased--very sharply near the source and less distinctly far away. 
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The relative effective width W /d of the C distribution c v 

grew with S· As shown in the inset of Figure 6.16, this growth 

was parabolic--an indication that V2 probably occurred at a fixed 

position relative to the transverse distribution of the intermittency 

factor~ Ii" Further investigation revealed that for all g, Cv = Vz 

where If= Oe OS ct From Figure 6. 5, this corresponds to the point 

where 

z - z 
(J"I 

= - 1.s ., ~ 

which is a position near the extreme outer edge of the plume. 

6. C. 2. Distribution of the .Peak-to-Average Rati0' 1 . Pa•· 

(6. 26) 

Figure 6.1 7 shows the transverse distribution of the peak-to-average 

ratio P for {, .S 0 at s = 7.4, 16. 6, 35.0, 71.9, 108.9f and 14508 a . . 

as calculated in RUN 804. The flow depth was 10. 84 cm and all 

measurements were made at the level of tracer injection 11h = 0. 368. 

The distributions were very closely similar to those of C shown . v 

in Figure 6.16. At a given s, P increased from a low value P1 . a . 

(about 5.0 at s = 7.4 for RUN 804) at or very near the plume axis to 

a maximum P 2 (about 126 for s = 7.4 for RUN 804) near the plume 

edge. 

The effective width W of the P distribution measured as the 
p a 

transverse distance between the points of Pi and Pz increased with 

distance from the source. As shown in the inset of Figure 6. 1 7, the 

growth rate was parabolic--such that at a given s t ·w ~ W • As a p c 

result of the close similarity between the two sets oi distributions, 
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points of maximum and minimum P coincided with those of C • 
a v 

This means therefore that within the plume, the region of high {or low) 

peak values relative to the mean concentration C is coincident with 

the region of high (or low) msf relative to C. 

It was found that the peak-to-average ratios P 1 (along s = 0) 

and P2 {along ~ = W /d), attenuated with distance from the source. 
p . 

As shown in Figu.re 6.18, both V1 an,d V2 decayed approximately as 

the (-0. 80)-power of s. The peak-to-average ratios P 1 and P 2 also 

-o 80 
decayed as s • but P1 approached an asymptotic value fairly 

rapidly. In the present study P 1 - 1.10 usually for £ > 100. Theo

retically the ultimate asymptote of P is 1. 0 as · s - oo. 
a 

Comparison o.f the preceding results with the summary shown 

in Table 3.1 reveals that P decayed .more rapidly in atmospheric 
a 

turbulence than in the present flume measurements. In the atmospl).ere, 

P o: ;-
1• 0 • Along s = O, C(=C ) ex: g-i.o. Hence the · iJ;lsta~-

a max , 
t-2.0 taneous peak concentration along the plume axis varies as s .• 

t-0.80 t-0.53 
From the present study, P1 o: s and C o: s • Therefore 

max 

the instantaneous peak concentration along ~ = 0 varies approximately 

t-1.33 i d as s • The accelerated decay rate in the atmospl).ere s ue to 

both three-dimensionality and the. enormous range of eddy sizes found 

in the atmosphere. 

For mixing in the atmosphere, the plume size is such that the 

eddies effecting the mixing are within the inertial subrange. Thus 

t-1 using Eq. 3.15 proposed by Gifford (16, 53), Pao: s since 

~'\ 2 ~ 
crf +erg a: s2 and CT{ o: £3 {see for example Okubo (67)) .. At large 

s, the plume size is so large that both er} +"o-2g and Gj are propor-
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p - 1.0. a 
In the flume, the plume 

width is of the same order as the flow dimensions and hence of the 

scale of trubulence. Again as s - oo, P - 1. 0. But the range of 
. a 

s where eddies are within the inertial subrang.e is very small (very 

close to the source). Hence the range 0£ g over which measurements 

were made in the flume is intermediate between P 2 o:: g-l. O and 

0 . 
P 2 o:: s , as the present results indicate. 

6. C. 3. Probability Density Functions of Concentration Vari

ations. The probability density function g{c ') for concentration fluctu-

ations at fixed points was determ.ined as outlined in Chapter 3. It w.as 

found that a more adequate analysis required a higher samplin~ rate 

and greater probe sensitivity than were used during the experiments. 

Nevertheless, some broad conclusions could be drawn from the 

present study. It was discovered~ for example, that various forms of 

g(c ') prevailed at different parts of the plume. Very near the source, 

g(c ') was strongly skewed and Rayleigh type indicating a dominance of 

low concentration levels at points where er was high. Farther away s 

from the source and within the plume interior 1. g(c ') was generally 

symmetrical about c 1 = 0, and was either bimodal or weakly Gaussian. 

Along the plume edges both near the source and far away i g{c 1) was 

again strongly skewed. 

In view of the complicated nature of the fluctuations, it was felt 

that a more sensitive detection system be used for further detailed 

study of the probability density of the fluctuation of concentration. 
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6. D. SUMMARY DISCUSSION (Phase II) 

The temporal variation of tracer concentration was analyzed 

using three models. The first was a fluctuating plume front model 

which utilized the concept of intermittency to distinguish three regions 

of the plume cross section: 

a. a central core of continuous record above the threshold 

concentration, 

bo an intermediate region where tracer concentration was only 

intermittently above the threshold, 

c. an outer region where the threshold was never exceeded. 

The second model considered the entire plume as fluctuating back and 

forth transverse to the direction of flow. The variances of the 

instantaneous~ transverse concentration distribution ~, of the fluctu
I 

ation of the plume centroid cr2 , and of the instantaneous plume width 
g 

variation o-2' were determined and related to each other .. 
w 

The third model determined the intensity and probability density 

of concentration variation at fixed points within the plume. The rms-

value and the temporal coefficient of variation were determined. Peak-

to-average values were calculated. 

At any given level of the flow, a plume cross section could, 

therefore, be characterized by four parameters: (i) the mean tracer 

concentration C above the threshold, Ct' (ii) the intermittency factor If 

which denotes the fraction of the total time that tracer concentration 

exceeds Ct, (iii) the rms-value er s which indicates the intensity of 

concentration fluctuations about the mean C, and (iv) the frequency of 

zero occurrence w0 which is the frequency at which the front C = Ct 
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sweeps by a fixed point in one direction only. Typical transverse 

distributions of these v~riables normalized by their maximum values 

at the fixed station and level of flow are plotted in Figure 6.19. All 

values were measured in RUN 804 at the level of tracer injection and 

at a distance x/ d = 16 • . 6 from the source. 

Figure 60 19 s~ows the relative positions of the various dis-

tributions from each other. The curve of the rms distribution <J (s) 
s 

lay between those of the mean concentration C(s) and the intermit-

tency factor If(s).. The 50% intermittency factor occurred at a point 

where the rms-value was 32% and the mean tracer concentration only 

12% of their respective maximum values along the plume axis. The 

point of maximum w0 was usually close to its theoretical point of 

occurrence: If= O. SOo 

The intermittency factor concept was found to be a very useful 

tool for analyzing concentration fluctuationo It not only furnished 

values of the duration and frequency of occurrence of concentration 

above the threshold but also provided a link between the fluctuation 

studies of Phase II and the analysis of the mean concentration of 

Phase I.. Since the extreme limit, W f' of the plume boundary where 

If= 0 and the standard deviation <J of the transverse distribution of 

the mean tracer concentration grew parabolically, the two parameters 

were related as simple ratios. It was found that for the smooth-

boundary experiments 1 

(6. 2 7) 

and for the rough- bottom flume, 
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(6. 28) 

The intermittency factor analysis, however, could not dis-

tinguish the transverse fluctuation of the plume front from a purely 

random phenomenon. It showed nevertheless that for x/d > 7" 4, 

the motion of the opposite edges of the plume was not predominantly 

due to either of two hypotheses: the meandering of the entire plume 

or the pulsation of the plume width. 

The fluctuating plume model showed that near the source. 

{x/d .::5 9. 5), the fluctuation of the plume centroid contributed sub-

stantially to the overall width of the plume at any fixed station with 

u2 /?'::::.0<166. The temporal variation of the plume width became g 

incre~singly important with distance from .the source such that as x/d 

increased from 3. 2 to 8. 6, <T
2 

/ ;z increased from o. 29 to O. 98. 
w 

Statistical analysis. revealed that at a given station, the fluctu-

ation intensity of tracer concentration was greater near the plume 

axis and decreased at large transverse distances z from the axis 

(i. ee near the plume edges)~ The result was a flat top distribution 

illustrated in Figures 6. 15 and 6. i 9. Thus the coefficient of variation 

C was low near the plume axis, increased to a maximum V2 near v 

the plume edges and then dropped off for further increase in z. Simi-

larly the peak-to-average ratio P at a given station was small a , 

(= P 1) near or at z = 0, increased to a maximum Pz near the plume 

edges and dec~eased as z increased further. It was found that both 

V2 and P2 occurred where If= Oo 05. 

It should also be noted that near the source (x = 80 cm for 
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example) P 1 ~ 7. 0 and Pz could be as high as 200. Both P1 and 

P 2 attenuated as the (-0.8)-power of x, and at large x P1 ap

proached an asymptotic value of approximately 1. 10. 
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CHAPTER 7 

SUMMARY AND CONCLUSIONS 

A set of experiments was performed in an open-channel to 

establish the characteristics of transverse mixing in a turbulent shear 

flow~ A neutrally-buoyant tracer was continuously injected at ambient 

velocity at a point within the fl.ow~- Injection was parallel to the flowC) 

Tracer concentrations were measured at various locations down-

stream of the source and analyzed in two phases. In Phase I, distri

butions of the time-averaged concentration were studied. In Phase II, 

concentration variations were analyz·ed" A summary of the principal 

results is given below. 

7.Ao RESULTS RELATED TO PHASE I 

1 o The transverse distribution of the time-averaged tracer 

concentration C was Gaussian at all levels of the flow. This self

similarity was preserved at all distances x downstream of the source 

(extending from 4 to 611 times the depth) regardless of whether the 

flow boundaries were hydraulically smooth or rough. (Figures 5 4 1, 

5~2 1 and 5e3). 

2~ The variance a-2 of the transverse distribution of C 

(evaluated numerically by Eq .. 5 .. 3) grew linearly with x at all levels 

of the fl.ow o The depth-mean value 7 of the variance also grew as a 

linear function of x. ' (Figures 5. 4 through 5. 8). 

3. A depth-averaged coefficient of transverse mixing Dz was 
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defined and calculated by the relation 

(5. 5) 

where u = mean flow velocity at a flume cross section. A generalized 

form of the transverse mixing coefficient was derived from the con-

vective-diffusion equation and evaluated by 

(7. 1) 

where u is the flow velocity at the flow level y, and D is the verti
y 

cal diffusivity. Since the transverse distribution of C was Gaussian 

at a given flow level y, a mixing coefficient could be defined for that 

level (of homogeneous turbulence) by 

(5. 9) 

41> The normalized depth~averaged transverse mixing coefficient 

e = Dz/u*d was found to depend on the aspect ratio, /\. = d/W, where 

d = flow depth, W = flume widthg and u* = (bed) shear velo~ity$ . The 

dimensionless coefficient e decrease'd with increasing A. ~anging 

from O. 24 at A.= O. 015 to O. 093 at A.= O. 200. Comparis.on of the 

present results with measurements by past investigators showed that at 

a given Ag a for field experiments was about twice the value measured 

in laboratory flumesQ · (Figures 54 9 and 5@ 10)" 

5~ The transverse mixing coefficient D evaluated by either z 

Eq11 7.1 or Eq. 5. 9 varied over the depth tending to be greatest near 
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the water surface where the flow velocity was highest. {Figures 5. 11 

through 5. 13). 

6. Near source behavior of the plume was studied by calculation 

of the depth variation of material within the plume. Numerical solu

tion of the convective-diffusion equation assuming that the vertical 

distribution of D was parabolic agreed very closely with experimental y . 

measurements for various levels of tracer injection T)h. This in-

directly confirms that the vertical profile of D is indeed parabolic. y 

(Figures 5.14 and 5.15). 

7. The vertical distribution of the. normalized concentration 

{3 along the plume axis was skewed because of the vertic~J. variations 

of u? D , and D • The po int of maximum {3 initially rose to the 
y z 

water surface when tracer was injected at levels 1lh > O. 632, and 

dropped to the flume bottom for T}h ~ O. 50~ On attaini~g the limiting 

level (11 = 1.0 or O. 0), the point of maximum 13 °reboW1ded" into the 

flow interior" 

8. The maximum mean concentration C(x,y,O) along the plume 

axis., attenuated, for a given experiment, as a power of x at all levels 

of the fl.ow. The attenuation for x/d > 18. 3, could be represented by 

-a 
C(x,y,O) o:: x • The exponent a approached 0.50 for low aspect 

ratios A. and increased with increasing A.. The attenuation rate was 

accentuated by flume boundary roughness with et~ O. 61 when the flume 

bottom was roughened with rocks. (Figures 5. 16 through 5. ZO; 

Table 5. 5) «> 

9 • . Iso-concentration maps developed on cross-sectional and 

lateral planes (parallel to the flume bottom) were used to . establish 
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detailed distribution of material within the plume, and to locate zones 

of high tracer concentration. (Figures 5. 21 through 5. 25). 

7.B. RESULTS RELATED TO PHASE II 

The temporal variation of concentration was analyzed by three 

methods. The first is the intermittency factor model which defined an 

intermittency factor If as the fraction of the total time that tracer 

concentration exceeded the threshold Ct {or background) concentration 

at a given point. The second characterized the entire plume as a cloud 

fluctuating across the flow direction. Motion pictures of the plume 

were taken from above the water surface and the plume boundaries 

used to compute different variances. In the third method, fluctuations 

of the tracer concentration at fixed points were analyzed by the usual 

statistical method. The principal results of all analyses are sum

marized below. 

L~ By utilizing the intermittency factor technique, the plume 

cross section was characterized by three regions: a central core where 

tracer concentration was always greater than the threshold Ct (If= 1.0),. 

an intermediate region of l.ntermittency where concentration was only 

intermittently above Ct (O < If< 1. 0), and an outer zone where the 

threshold was never exceeded. (Figure 3. 4). 

2.. At given distance x downstream of the source and level of 

fl.ow y ~ the transverse distribution of the intermittency factor was 

self-similar and could be represented universally by the error function 

relationship: 
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(6.1) 

where 
,..., 

z - z 
l;I = . r- , 

v2 <TI 

Z = mean position of the plwne front (or plume edge where the concen-

tration equalled Ct) calculated by Eq. ;3. 43, and er I = standard devi

ation of the If-distribution calculated by Eq. 3.44. · Eq. 6.1 indicates 

therefore that the position of the plume front is normally distributed. 

(Figure 6. 5) .. 

3. The geometric characteristics of the plwne front fluctuation 

were studied. The extreme limit of the intermittency region where 

If = 0. 0 was denoted by W f; the outer edge of the inner co re of con

tinuous record by A; the mean position of the plume front where / 

If~ O. 50 by Z; and the variance of the If-distrib.ition by rrl; 'Since 

the fluctuations of the plume fronts were assumed symmetric about 

the plume axis z = 0, measurements were made only on one side and 
,..., 

Wf! A, and Z were measured from z = O. From dimensional analysis 

it was found that measured values of Wf closely fitted· the curve: 

(6. 9) 

where R = (£ /f ) i/4 , and f , £ are, respectively, the mean values 
w s r s r . 

of the bed friction factors for the smooth boundary and rough bottom 

experiments, x = value of x corrected slightly for the virtual origin 

o:f Wf 1 and u*b =bed shear velocity.. For the smooth boundary, u*b 
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becomes u* and Rw = 1. O. 

Dimensional analysis also showed that the mean position of the 

plume front could be represented by 

(6012) 

where R = (£ /f ) 
1 

/
3

• Since Z was half-way between the outer edge z s r 

of the central core A and Wf' A could be calculated by A= 2Z - wf. 

The variance <r~ of the If-distribution initially grew as the 

2/3-power of X /d and attained a maximum value 2<rr/d ~ Oo Bo 

(Figures 606, 6.7, 6.8, and 6.9) .. 

4. The frequency at which the plume front sweeps by a point 

was denoted as the frequency of "zero occurrence" w0 .. It was found 

that w
0 

(z) was normally distributed about z = Z attaining a maximum 

value w0 at z = Z and becoming zero at If= 0 and If= 1 o O. 

Calculations showed that this frequency was unrelated to the vortex 

shedding of the tracer injecfor but that plume front oscillation was a 

result of a diffusive type process characteristic of turbulent mixing. 

The characteristic wave length of the front oscillation was approxi-

mately equal to the flow depth. (Figure 6. 1 O; Table 6. 4). 

5. The intermittency factor measurements were linked to 

Phase I of this study by the fact that W f could be related to the 

standard deviation <r of the transverse distribution of the mean con-

centrationo For the smooth-boundary experiments, 
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and for the rough-bottom flume 

wf 
-2 = 1..61 • er ( 6. 28) 

6. A cross-correlation analysis was made of the opposite 

edges of the plume by comparing the ON (when c > C ) and OFF {when 
t 

c ::S Ct) events of the two points where z = Z and z = -Z. This was 

done to test if plume front oscillation was a result of a pulsating motion 

of the plume width or a meandering of the entire plumeo The test could 

not distinguish the plume front fluctuation from a purely random be-

havior, and indicated that neither motion dominated the other for 

x/d>7.4 .. (Table6.5}. 

7 o From analysis of the motion pictures of the plume, the 

second method of analysis showed however that very near the source 

{x/d< 605), oscillation of the plume centroid was a dominating contri-

butor to the total variance of the cross-wise mean concentration 

distribution. But as x increased, plume width variation became 

increasingly important so that at about x/d = 10. 0, the variance <rz 
w 

due to plume width variation was approximately equal to the variance 

a2 of the oscillation of the plume centroid. For x/d :S 10, cr2 /a2 was g g 

approximately 0.66. (Figures 6.13, 6~J4; Tables 6.5, 6.6}. 

8. Statistical analysis revealed that the transverse distribution 

of the rms-value <r of the concentration fluctuation was roughly self-sirni
s 

lar at all Xo The rms-value was highest near the plume axis and decayed 

near the edges--giving rise to a "flat topu distribution. The msf along 

the plume. axis decayed as the (-3)-power of x as compared to the 
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(-3/2)-power measured for grid-generated turbulence. (Figure 6.15). 

The transverse distribution of the coeificient of variation 

C = CT /C was very similar to that of the peak-to-average ratio P v s a 

with each variable increasing from a low value near the plume axis 

to a maximum near the plume edgeso Maximum P (denoted as P 2) 
a ., 

and maximum Cv (denoted as Vz) occurred where If = O. 05. The 

low values of Pa and Cv near or along the plume axis were designated 

P1 and V2 respectively. It was found that P1 ~ P 2 , V1 ~ and V2 

attenuated approximately as the (-0. 8)-power of x with P 1 approach-

ing an asymptotic value of 1 o 10. Near the source P 1 could be as 

large as 10 and P 2 as 2000 (Figures 6. 16 i> 6.1 7, and 6. i 8). 

9. Statistical analysis also showed that various forms of the 

probability density function g(c ') could be measured at different parts 

of the plume. In most sections of the plume, g(c ') was strongly 

skewed and it was only very near the plume axis that g(c ~) became 

moderately symmetric about c i = O. Better instrurjientation and 

further study are, however, recommended. 

10. Typical transverse distributions and the relative positions 

of the mean concentration C, the rms-value er , the intermittency 
8 . . 

factor If, and the zero frequencY:' w0 are summarized by the plots 

shown in Figure 6.19. 
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LIST OF SYMBOLS 

attenuation values on analog recorder 

cross-sectional area of tracer injector 

instantaneous tracer concentration 

time mean value of the tracer concentration 

c-C: concentration fluctuation 

background concentration 

peak value of C at given x and y 

initial tracer concentration at injection 

threshold concentration 

<r /C: coefficient of variation s 

normal depth 

generalized dispersion; Eq. 2. 28 

characteristic lateral mixing coefficient 

transverse mixing coefficient for floating particles 

diffusion coefficient for msf 

mass transfer coefficient tensor 

turbulent mixing coefficient in the x, y, and z direc
tions respectively 

depth-averaged values of Dy; and Dz respectively 

2.718 ••• 

mean rate of energy dissipation per unit mass of fluid 

eddy viscosity tensor 

instantaneous concentration distribution at fixed station x1 

mean friction factor for smooth flume boundaries 
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bed friction factor 

mean value of the friction factor for smooth-boundary 
experiments in Phase II 

mean value of the friction factor for rough.;.bottom 
experiments in Phase II · 

Froude number 

Soo f(x1;y, z, t) dz 
-oo 

acceleration due to gravity 

frequency density of the concentratiol'l: fluctuation 

intermittency function at a fixed point z defined by 
Eq. 3. 31 
arf(z) 
oz : probability density function 

inte rmittency factor defined as the function of the total 
time that a threshold concentration is exceeded at a 
point z 

Fourier coefficients 

a constant 

displacement of the plume centroid in the z-direction 

characteristic length scales 

characteristic half-width of the intermittency region 

longitudinal length scale of the oscillation of the plume 
front 

mean value of Lf 

th 
q moment of the transverse distribution of C 
(p = 0 , 1 g 2 , ••• ) ; E q. 2. 21 

Mz/d2 

M
0

{s,11) /(Q
8

/ ud) ; Eq. 5. 19 

frequency of vortex shedding 

probability density of both '!occurrence" and "non
occurrence 11 of the intermittency function 
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probability that a point defined by position vector x 
lies within a marked fluid at time t 

peak-to-average ratio 

cumulative value 0£ the mean concentration; Eq. 5. 1 

peak-to-average ratio along the plume axis 

maximum value of P at given x and y a 

probability density of the 0 occurrenceu pulse lengths 

probability density of the vrnon-occurrence '' pulse lengths 

flow discharge 

source strength for tracer; Eq. 2. 61 

hydraulic radius 

rise time of the probes 

source strengh/unit volume 

Reynolds number 

Lagrangian correlation coefficient; Eq. z. 24 

amplitude ratio of excitation frequency w 

lR* friction Reynolds number defined by Eq~ 4. 7 

,R (f /f ) 1/ 4 
w s r 

R (£ /f ) 1/3 
z s r 

s c 12 , mean square fluctuation 

skewness factor 

sink strength/wiit volume 

energy slope 

flume slope 

time 

·arbitrary time base 
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sampling period or period of averaging; Eq. 2. 7 

pulse length (of ''occurrence") when the threshold is 
exceeded 

pulse length (of "non-occurrence'') when the threshpld 
is not exceeded 

period of the plume front oscillation at point z 

mean value of T 0(z) 

time-averaged velocity components in the x, y, and z 
directions respectively 

mean velocity through flume cross section 

V'T o/P : shear velocity 

depth-integrated flow velocity at a lateral position z 

bed shear velocity 

instantaneous fluid velocity in the x
1 

direction, i = 1, 2, 3 

fluctuating component of u
1 

ff 1 = 1 , 2, 3 

ua/u* 

injection velocity of tracer 

maximum velocity at the water surface 

time-mean velocity in the xi direction; i = 1, 2., 3 

a characteristic velocity 

coefficient of variation along the plume axis 

maximum value of C at given x and y 
v 

flume width 

time-averaged value of the instantaneous plwne width 

extreme limit of the plume boundary where If= Oe O; 
Fig<P 3.5 . 

effective width of the transverse distribution of concen
tration at the instant i 
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Cartesian coordinate in the direction of flow 

coordinate in the ith direction for i = 1, Z, 3 

point where the inner core of continuous record 
(If = 1. 0) intersects the plume axis 

value of x at the virtual origin of W f , 

th 
i component of the fluid particle displacement in 
time t 

Cartesian coordinate in the vertical direction 

Cartesian coordinate transverse to flow 

centroid of the time-mean concentration distribution 
at stat ion xi 

value of z where If = O. 50 

centroid of the instantaneous concentration distribution 
at station X1 

z-value of the mean position of the plume front at a 
given station and flow level; Fig. 3. 5 

z-position of the plume edge (front) at the instant t 

exponent of s for attenuation of the ,mean concentration 
along plume axis; Eqo 5. 24 

c{s,,,, o) /{o / ud), normalized concentration along. the 
plume axis;

8 Eq. 5. 22 . 

depth-averaged value of '3(~, 11) 

inte rmittency factor as it relates to turbulent or non
turbulent motion 

exponent: Z o: x 'Yz 

exponent: CT oc X'{3 
I 

o{ ) Diract delta function 

A outer edge of the inner core of continuous record 
{where If= 1.0);Figfi 3.5 

error 
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€ ij turbulent transport coefficient :for a scalar 

Em molecular diffusivity 

{, z/d: dimensionless transverse distance from plume 
axis 

11H 

T}m 

a 

a 

K 

v 

11' 

p 

y /d: dimensionless vertical distance from flume 
bottom 

dimensionless height of tracer injection from flume 
bottom 

value of 11 where, for a given station, M
0 

is maximum 

Dz/u*d: dimensionless transverse mixing coefficient 

depth-averaged value of 0 for entire reach of measure
ment 

D /u,,,d p ~., 

depth-averaged value of a at a given station x 

dimensionless transverse mixing coefficient due to 
shear only; Eq. 5. 10 

von Karman constant 

d/W: the aspect ratio 

concentration micros cale 

kinematic viscosity 

x/d: dimensionless or normalized distance from the 
source 

value of s beyond which °l3(s) decays at a constant 
power of s 
value of s beyond which 0"

2 grows linearly with s 
3.14159ege 

fluid density 

variance of the transverse distribution of the mean 
tracer concentration; Eqe 2e 56 

depth-averaged value of· 0"
2 
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variance of the instantaneous transverse concentration 
distribution 

variance of the transverse fluctuation of the plume 
centroid 

variance of the distribution of the in,'termlttency 
factor; Eq. 3. 44 

of: + a2g 

cr 2/d2 : normalized variance 

variance of the transverse distribution determined 
by use of the probability method; Eq. , 5. 2 

root-mean- square value of the concentration fluctuation 

variance of the plume width variation 

local shear stress 

mean bottom shear stress 

scalar concentration 

time mean value of <f> 

curve fitted to plot of e versus ~ for field experiments 

phase shift of excitation frequency w 

curve fitted to plot of e versus ~ for laboratory 
experiments 

x-x : value of x corrected for the virtual origin of 
the v W f(x) distribution 

rate of dissipation of mean square concentration 
fluctuation · 

excitation frequency 

frequency of zero occurrence at point z 

value of w
0 

where the intermitten'~y factor = O. 50 
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Table A. l Variances cr
2 

(cm2
) of the transverse concentration 

distributions at various distances S and flow levels T) ; : 

all experiments included .. 

RUN 

T1* s 61. l 94. l 159.9 22508 324. l 455Q 1 
(d, cm) 

507 0.368 4.98 6. 45 14.70 14.03 17.23 38.92 
( 1. 52) 

s 47.4 106. 5 224.9 402.4 639. 1 994. 1 
T) 

705 0.368 2.0 6. 6 14. 3 32.2 51 •. 4 67. 8 ' 
(1.69) o. 750 3. 2 7.8 15. 1 31. 3 50.0 70.2 

AVGt 2. 6 7. 2 14. 7 31. 8 50.7 69.0 

s 29. 1 65. 5 138.2 247.3 392.7 610.9 
T) 

706 0.368 2. 95 6. 11 16. 84 36.06 59. 19 90.76 
(2. 7 5) 0.236 3. 52 8. 02 18. 72 35. 66 49.86 85.8 5 

0.800 3.68 9. 77 20.05 34.47 54.09 87.42 
AVG 3.38 7. 97 18. 54 35.40 54.38 88.01 

707 0.368 3.82 8.52 15.92 30. 59 52 .. 41 79.94 
(2. 7 5) 0.250 3. l 0 7.45 16.33 30. 58 47.71 74.82 

0.750 3 .. 28 7.93 16. 36 36.29 51. 85 82.37 
AVG 3.40 7.97 16.20 32.49 50.66 79.04 

s . 31. 9 65.4 99.3 184. 0 252.0 
T) 

506 0.30 5. 59 10.43 15. 50 40. 18 41. 49 
(2. 95) 0.89 6.55 12. 59 16. 19 25.42 44.40 

AVG 6.06 11. 51 15.85 32.80 42.95 

~ 23. 1 52.0 109.8 196. 5 312. 1 485.5 
T) 

703 0 .. 368 3. 40 9.34 20.52 35. 16 53 .. 38 90.77 
(3. 46) 0.095 3.66 8. 73 20.81 36.71 58.37 90.06 

0.632 3.84 8.69 19 .. 90 35.90 54. 79 87.89 
0.860 3 .. 65 10 .. 44 20 .. 85 33.88 56. 19 95. 10 
AVG 3.64 9 .. 30 20 .. 52 35.41 55.68 90 .. 96 
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Table A. 1 (Continued) 

RUN 

(d, cm) s 8.2 1 7. 7 36.8 55.8 74.9 103.4 14L 5 
T"l 

509 0.368 5.43 12. 51 18. 07 23.46 36.47 38.42 
(5. 25) 0.095 7.78 13.67 17.97 27.60 350 25 38.56 

0.290 8.33 12.49 18.49 25.24 30. 67 39. 73 
0.480 8.50 16. 31 17.60 26.44 34.07 47.50 
0.760 7.40 11. 40 19.32 26.27 39. 10 47.58 
AVG 7.49 13.28 18.29 25 .. 80 35. 11 42 .. 36 

511 0.095 1. 49 5.23 12.69 16.68 20.27 36089 37.68 
(5.25) 0.368 1. 59 6.40 13.28 19.74 23.27 34.62 44.39 

i 

0.632 2.40 5. 21 12.34 19.06 22.71 31. 33 42. 12 
0.850 0 3.68 12.08 14.49 24.90 33.99 48. 73 
AVG 1. 37 5. 13 12.60 17. 49 '22. 79 34.20 43.23 

512 0.850 1. 30 4.72 14.37 29.70 47.86 58.34 
(5. 25) 0.0 95 0 6.38 13.20 25. 25 29. 03 48.88 

0.368 2.29 4. 72 10. 3 7 22.45 35. 13 37.40 
0.632 1. 56 4.28 11. 82 24.09 41. 82 39.27 
AVG 1. 29 5.03 12.44 25.37 38.46 45. 9r 

508 0.368 5. 21 13.43 18.43 31. 62 31. 79 
(5. 26) o. 190 5.70 11. 99 18.47 30.62 44.90 

0.855 4.91 15. 11 17.40 29.48 41. 70 
AVG 5.27 13. 51 18. 10 30.57 39.46 

510 0.632 1. 82 5.02 13. 91 20.86 22.62 31. 10 43. 16 
(5.26) 0.095 1. 63 5. 53 13. 74 16.04 20.69 31. 45 49.55 

0.368 1. 61 6.52 11. 29 28.90 23. 41 36. 75 61. 00 
0.850 1. 42 5.22 13. 14 22. 19 22. 15 42.96 54.76 
AVG l. 62 5.57 13.02 22.00 22.22 35.57 52. 12 

~ 

702 s 14.8 33.3 70.2 125.7 199.6 310; 5 
(5.41) T"l 

o. 129 4. 10 13. 09 27.,85 5 7. 14 82.72 128.95 
o. 391 4.82 14.45 28.29 47.62 76. 10 126.74 
0.663 5. 26 13. 48 27.92 51.94 84.67 123.49 
0.855 4. 94 1 L 67 26.52 48.43 78.04 131. 91 
AVG 4. 7 8 13. 1 7 27.65 SL 28 80.38 127.27 
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Table A. l (Continued) 

RUN 
s 14. 5 32.5 68.7 122.9 213.3 303.7 

(d, cm) '11 

701 0. 391 5. 10 13. 52 25.84 48.67 84.81 121. 20 
(5. 53) o. 128 4.79 0 28.37 0 92.01 137024 

0.855 4.59 12.83 29. 88 52. 16 94.85 140.38 
AVG 4o83 13.21 28.03 50.42 90056 132.91 

s 9. 2 20.8 43 .. 8 90.0 136. 1 
'11 

407 0.368 21. 2 57.8 100.0 207.4 354.0 
(8. 66) 0.632 21. 2 49. 0 84.6 210.3 3 76. 1 

AVG 21. 2 53 .. 4 92.3 208.9 365.0 

s 7. 7 17" 4 36. 7 75. 2 113.9 
'11 

404 0.368 23.2 70. 5 105.2 262. l 421.0 
(10. 36) 0.632 20.3 60.8 121. 0 228.0 396.0 

AVG 21. 8 65.7 113. 1 245. 1 409.0 

s 4. 0 8. 7 18. 0 36. 7 50.7 69.4 
'11 

607 0.368 2.78 6.25 19. 10 44.36 61. 53 83.86 
(10. 70) 0.095 2.47 9.06 15. 24 43.25 54.76 80.65 

0. 632 2.29 6. 03 18. 11 48.05 59. 13 78.31 
0.850 0 2. 51 13.44 33.83 55. 13 82.38 
AVG 2. 51 5. 96 16.47 42.37 57.64 81. 30 

s 7.4 .16. 7 35. 1 62.9 100.0 155.2 
'11 

704 0.368 8.65 23.47 46.20 79.39 133.89 24L 07 
(10081) o .. 095 7.70 24. 11 57 .. 84 100.73 147.11 224.09 

o .. 632 7 .. 32 24. 53 48.84 98.30 157 .. 30 252.45 
0.850 5 .. 54 25.56 54.20 99.90 155.24 239.83 
AVG 7 .. 30 24.42 51. 77 94.58 148.39 239.36 
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Table A. 1 (Continued) 

RUN 

{d, cm) s 4. 7 1 o. 6 22.3 45. 7 63.3 
n 

406 0.368 26.0 64.0 149.0 303.0 420.0 
(17.07) 0.632 33.6 64.0 154. 0 289.0 396.0 

AVG 29.8 64.0 151. 5 296.0 408.0 

s 4.6 1 o. 4 21. 9 39.2 62.4 99.4 
il 

708 0.368 8.08 33.21 79.64 102.28 231. 94 336.46 
(17.31) 0.095 6. 30 26. 15 68.50 120.30 222.51 306.63 

0. 632 5.47 26.03 64.68 126.39 194.95 313.21 
0.850 0 0 62.62 100.63 161. 81 257.80 
AVG 6. 61 28.46 68.86 112. 40 202.80 303.53 

s 2.5 5. 4 11. 1 22.7 31. 3 42.8 
n 

603 0.368 3. 15 9.34 25. 65 43.78 64.58 95. 75 I 

(17.34) 0.095 0 7. 57 27.03 54.90 89.74 
I 

124.40 ' 
o. 632 0 8.63 29.80 58.66 87.52 124.86 
0.850 Q 0 25.65 49. 19 74.58 105.49 
AVG 3. 15 6.39 27.03 51. 63 79. 11 112.63 

s 3.6 8.2 1 7. 3 31. 0 49.2 
n 

709 0.368 7.91 27. 16 75. 60 149.09 189.29 I 
I (21. 9 7) 0.095 0 26. 71 69.60 131. 89 216.42 

0.850 0 0 57. 18 141. 00 198.70 
AVG 7. 91 26.94 67.46 140.66 201. 47 

NOTES: 
,,~ The first value of il listed is the level of injection ilh· For ... , 

RUN 511, ilh = 0. 051. 

t 2 A VG = averages of the non-zero values of a • 
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Table A. 2. Reference guide to Experiments and Figures 

RUN Flume Normal Figures. Where Corresponding Ident1 Depth Experiment is Pages 
Code d Cited 

cm 

507 Si 1.52 5. 9 152 
705 S2 1.69 s.·9 152 

707 S2 2.74 s. 8, s. 9 148, 152 
706 S2 2.75 5.1,5.4,5.9 133, 142, 152 
706V S2 .2. 75 4. 15 111 
806 S2 2. 77 4.18 118 
506 Si 2. 95 5. 9 152 

703 S2 3.46 5.9,5.25 152, 185 

509 Si 5.25 5.8,5 ... 9,5.14, 148, 152, 166 t 

5.15,5.22 168, 180 
511 Si 5.25 5" 8, 5. 9, 5. 11 , 148, 152,. 157, 

5. 12, 5 0. 15, 5. 19, 160, 168, 172, 
5. 20' 5. 21J5. 25 174, 149, 185 

512 Si 5.25 s .. 9, 5. 11 , 5. 15 1 152,. 157 t 168, 
5. 16, 5. 20, 5. 23, 171, 174~ 181, 
5.24,5.25 183, 185 

508 Si 5. 26 4 •. 13,5.9 101, 152 
510 Si 5. 26 5. 9' 5. 14, 5.15, 152, 166, 168, 

5.17,5.20 171, 174 
802 S2 5.36 60 2' 6. 6, 6. 7, 190, 197 ~ 202 

6.8,6.9 203 t 207 702 . S2 5.41 s. 8, 5 .. 9 148, 152 
701 S2 5.53 5. 5 J 5. 8' 5. 9 143) 148, 152 

405 R2 6.81 5.3,6.7,6.811 135, 202t 203, 
6. 9 207 

407 R2 8 .. 66 s. 9 152 

404 S2 10.,36 5.9,6.7,6~8, 152, 202, 203'P 
6.9,6.10 207, 212 

404V R2 10.36 4.16 112 
607 Si 10.70 SCI 6, 5. 9 144, 152 
704 S2 10.81 5.8,5.11, 148, 157 t 

s. 13 1 5. 18' 5. 20 161, 172, 174 
804 S2 10~84 4. 24, 6. 1 , 6. 2' 127, 188, 190, 

6. 7, 6. 8, 6. 9, 202, 203, 207, 
6. 15, 6. 16, 6. 1 7 rl 229, 231, 2331 
6.18,6.19 235t 239 
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Table A. 2. (Continued) 

RUN Flume Normal Figures Where Corresponding 
Identf Depth Experiment is Pages 
Code d Cited 

cm 

904 S2 10.84 4.19,4.20,4.21, 120, 121, 123, 
4 .. 22,4.23,6.11, 124, 126, 216, 
6.12 217 

300 Si 1 7.00 6.13,6.14 224, 225 

406 R2 17.07 5. 9' 6. 2 '6. 7' 152, 190, 202 
6. 8' 6. 9 203, 207 

708 S2 170 31 5. 2' 5. 7 '5. 9 134, 145, 152 
708V sz 17 .. 31 4.16 112 
808 S2 17.32 6.4,6.5,6.7, 193, 195, 202 

6.8,6.9 203, 207 
603 Si 17.34 So 8, 5. 9 1481 152 

709 S2 21.97 4.14,5.9 106, 152 

t For flume identification, S denotes smooth bormdaries and R 
rough bottom. Flume 1 is 85-cm sidet Flume 2 110-cm.,. 


