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ABSTRACT

We measured the sputtering yields of ice films by !°F ions in the elec-
tronic stopping power energy regime. The yield was a function of the
incident energy and charge state of the F beam, but did not vary for tar-
get thicknesses ranging from about 30-70x10'®H,0/ cm?, or substrate tem-

peratures from 10-60°K.

The energy dependence of the yield demonstrates that the sputtering
mechanism is related to Lhé electronic stopping power of the incident ion
in the ice film. The detailed nature of this dependence is not understood.
Predictions of thermal models and ion explosion models are compared to

the experimental results.

Our F data on ice is compared to H and He sputtering of ice. We also
review results from the literature where sputtering of other dielectric
targets with ions in the electronic stopping power regime have been stu-

died.

Possible connections with nuclear track formation in dielectrics and
laser annealing are discﬁssed. We also briefly mention the applications of
enhanced sputtering of dielectrics; for example, in non-destructive
desorption of large biomolecules and in astrophysical enviornments

where frozen gas surfaces are bombarded by energetic ion fluxes.
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1. Introduction and Theoretical Background
A. General Introduction

Sputtering of solid targets by ion bombardment is the process by
which target atoms are ejected from the surface of the target after being
excited by the passage of an incident ion. The experiments described in
this dissertation were designed to investigate a very specific type of
sputtering which occurs following bombardment of insulating materials

by ions in the electronic stopping power regime.

An energetic ion travelling through solid matter loses energy con-
tinuously to the atoms and electrons of the solid, and eventually comes to
rest at some depth in the solid. Let z be the distance travelled by the ion
after it enters the target (z =0 represents the surface of the target). The
amount of energy transferred per unit distance travelled by the ion is
referred to as the stopping power, dE/dx, which is not necessarily a sim-
ple function of z. The energy is transferred by one of several mechan-
istns, the choice of which is governed largely by the velocity of the
incident ion at a given depth in the target. Energy lost by the ion is
transferred to excitation and kinetic energy of the atoms and electrons
of the solid. After passage of the ion, if the solid remains permanently
altered from its steady state configuration, we say that it is radiation
damaged. Sputtering is one manifestation of the radiation damage pro-
cess. There are other related phenomena, such as the formation of

tracks or dislocations in solids.

A general schematic of the energy loss per unit path length, dE/dx,
of energetic ions travelling through matter is shown in figure 1a (Sigmund
1977). There are two broad peaks in a graph of dE/dx as a function of the

energy of the incident ion. These can be divided into two distinct curves



-

which describe two very different mechanisms for energy loss. The curve
which reaches its maximum at lower energies (~1keV/amu) is referred to
as the nuclear stopping power, while that which peaks at the higher ener-
gies (~0.5 MeV/amu) is the electronic stopping power. The sputtering
process under investigation here pertains to ions in the energy range
spanning the peak of the electronic stopping power curve. Most of the
previous work on sputtering, both theoretical and experimental, was per-
formed with ions of relatively low energy (~1-100 keV/amu) incident on
metal and semiconductor targets. This type of sputtering, which is
related to the nuclear stopping power, is referred to as Sigmund sputter-
ing. The Sigmund theory (Sigmund 1969, 1972b) has been quite success-
fully applied to explaining experimental results.

In this chapter, some of the theoretical concepts of high energy
sputtering of dielectrics are introduced. First, however, it is instructive
to briefly review the major features of the Sigmund model of sputtering.
In this picture, sputtering is an obvious consequence of the energy loss
mechanism for low energy ions in matter. This connection between
energy loss and sputtering becomes much less obvious for high energy

ions in dielectric materials.
B. Energy Loss and Sputtering by Low Energy lons

When an ion of relatively low energy (1-100 keV/amu) enters a target,
it undergoes a series of elastic or quasi-elastic collisions with the target
atoms. This mechanism for energy loss per unit length is referred to as
the nuclear stopping power. Nuclear stopping has been calculated by Sig-
mund (1972a) from classical scattering theory using the Thomas-Fermi
model of interacting atoms. In this theory, the incident ion undergoes

screened Rutherford collisions with the target atoms. In each collision,
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the ion suffers an energy loss coupled with an angular deflection. The
atom recoils with an energy equal to that lost by the incident ion, minus
the lattice binding energy of the solid. The incident ion continues to
travel through the solid losing energy to the target atoms, until it eventu-

ally comes to rest.

As the target atoms recoil from their initial collisions with the
incident ion (these atoms are called the primary recoils), they in turn
transfer energy to their neighboring atoms (which become secondary
recoils) via elastic or quasi-elastic collisions. By colliding with their own
neighboring atoms, these secondary recoils continue to dissipate the
energy lost by the incident ion. This process continues 'until, in some
region of the target surrounding the path of the incident ion, atoms of
the solid are set in motion with isotropically directed trajectories. This

region is referred to as a collision cascade.

The radius and lifetime of the cascade will be determined by the
amount of energy lost by the incident ion, AE, per unit path length in the
solid (or the nuclear stopping power). The collision cascade develops as
the atoms of the solid share the deposited energy AE. When the trajec-
tory of an atom in the cascade is directed through the target surface,
this atom will leave the solid as a sputtered atom provided it has enough
energy to overcome the surface binding energy of the solid. At some
point, after several recoil collisions have occurred, an individual recoil is
unable to transfer enough energy to a neighboring atom to overcome its
lattice binding energy. When this is the case for most of the recoiling

atoms, the cascade dies, and sputtering stops.

The Sigmund sputtering yield, S=(target atoms removed)/(incident

ion), is proportional to the nuclear stopping power, and inversely
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proportional to the surface binding energy of the target.

0.042a5S,, (E)

S(E)= 7

where S, is the nuclear stopping power as calculated by Lindhard et al.
(1968), U, is the surface binding potential, and a is a constant that

depends on the ion mass (Sigmund 19689).

For ions incident on metal surfaces, absolute sputtering yields range
between 107® and 10 atoms/ion, depending on the particular ion target
combination. The highest yields are obtained with the heaviest ions (high
nuclear stopping power) bombarding materials with the lowest surface
binding energies (Sigmund 1977).

C. Energy Loss and Sputtering by High Energy Ions

The connection between sputtering and the energy loss processes for
low energy ions in solids is conceptually straightforward. In nuclear stop-
ping, energy is transferred directly from kinetic energy of the ion to

kinetic energy of the target atoms via quasi-elastic collisions.

Now consider the case of high energy ions (MeV/amu) incident on
insulating target materials. Sputtering yields have been measured which
are two to three orders of magnitude larger than those found or expected
from Sigmund sputtering. For ions with MeV energies, nuclear stopping
contributes very little to the total stopping power of the incident ion. In
this regime the ion loses energy to the solid via the electronic stopping
power. That is, on its passage through the solid, it scatters from atomic
electrons, and leaves a track of excited atoms or ions. Since we observe
sputtered particles, we know that eventually some fraction of the energy

deposited by the ion must end up as kinetic energy of the target atoms.
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The major problem in developing a model for high energy dielectric
sputtering is to explain how the energy is transferred from the excited
electrons to the target atoms. There have been several attempts to

explain thls phenomenon.

In the next section, we present an outline of some of the models that
have been proposed to account for dielectric sputtering. A more
thorough discussion is reserved for chapter V where we present the

models in some detail and compare them with experimental results.
D. Models for Dielectric Sputtering by High Energy Ions

The first two models discussed here are the thermal spike model
(Sigmund et al. 1980, Macfarlane et al. 1978a, Ollerhead et al. 1962) and
the ion explosion model (Haff 1976, Brown et al 1980a, Stiegler et al
1962) of dielectric sputtering. They were chosen because they represent
two extreme pictures of the events which occur in the solid after passage
of the high energy ion. In both models, the sputtering process is initiated
by the trail of ions and electronically excited atoms left behind by the
incident ion. For every ion created, there is also a free electron which
has been given some kinetic energy by the incident ion. In the thermal
spike model, the events immediately following the passage of the ion have
to do mostly with subsequent collisions of the excited free electrons. In
the ion explosion model, on the other hand, these electrons, once freed
from the atoms, are no longer of principal importance to the sputtering
process. The energy available for sputtering is dissipated in a series of
events initiated by Coulomb repulsion of the neighboring ions created

along the path of the incident ion.

The third model discussed here was developed by Seiberling ef al
(1980) to explain experimental results they found by sputtering UF, (an
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insulator) with high energy F ions. This model combines ideas from the
thermal spike model and the ion explosion model and will be referred to

as the thermalized ion explosion model.

These models are useful as a framework in which to organize the data
and plan future experiments. However, it will be seen in chapter five that
the sputtering process is sufficiently complicated that a simple model
will meet with only limited success when applied to experimental data. A
comprehensive treatment of the sputtering process is very difficult. Work
along these lines has been begun by C. C. Watson (1981). Some of his
ideas will be discussed briefly as well.

1. Thermal spike sputtering

In this model, the incident beam particle creates a path of ions along
its trajectory through the solid. The associated electrons are pulled off
the ions and travel through the solid with a kinetic energy imparted to
them during the ionization event. The assumption is made that these
electrons do not get trapped in the solid, but are free to move about.
They oscillate back and forth through a region centered on the positive
track of ions left by the beam particle. Through a series of collisions with
the atoms in this cylindrical region, they transfer some fraction of their
energy to kinetic energy of these atoms. This effectively raises the tem-
perature of the solid in this cylinder, which is referred to as the hot
spike. (A cylinder is chosen only because of the cylindrical geometry of
the problem). Since the temperature in the hot spike is elevated, the
vapor pressure of the solid is enhanced, and atoms will evaporate through
the intersection of this cylinder with the surface of the target, until the
surrounding solid has cooled the hot spike by heat conduction. The

atoms escaping from the surface should represent a thermal spectrum
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for the spike temperature, T, which is characteristic of the particular

target used.

There are some problems with this model. For example, it requires
that the free electrons are able to move through the solid without getting
trapped. A further complication (see chapter V), is that the time scales
involved in transferring energy from the elecirons to the solid atoms, via
collisions, is much longer than the time it would take the rest of the solid
to conduct heat out of the spike region (a time which is governed by the

thermal diffusivity of the target material).
2. Ion explosion sputtering

Consider now the ion explosion model of sputtering in dielectric
materials. This idea was first proposed by Haff (19786), and was motivated
by arguments put forth by Fleischer et al (1965) to explain the produc-

tion of nuclear tracks by ionizing particles in dielectric media.

The sputtering process is initiated in this model, as in the thermal
spike model, by ionization produced along the trajectory of the incident
ion. The basic assumption is that ion pairs are produced on neighboring
atomic sites in the solid. These ions subsequently recoil under their
mutual Coulomb repulsion. These recoiling ions collide with neighboring
atoms in the solid, and'generate a collision cascade very similar to the
collision cascade of Sigmund sputtering. Some of these recoils near the
surface are able to escape as sputtered particles, provided their trajec-
tories and energies are such that they are able to overcome the surface
binding and leave the target. Haff argues that the sputtering yield will
reflect the total energy released to the ion pairs in the solid, which is pro-
portional to the square of the average number of e~ removed per atom

along the ion trajectory. This, he argues, is proportional to the square of
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the primary ionization rate, dJ/dx, a quantity which gives the number of
ionizations produced per unit path length of the ion in the solid. The pri-
mary ionization rate is related to the electronic stopping power, but does
not weight the free electrons by their energy. It also does not take into
account the component of dE/dx that goes into electronic excitation of
the solid atoms rather than ionization. Haff's arguments lead to the
prediction that S«(dJ/dx)?. The spectrum of sputtered particles will
represent the energy distribution in the cascade set up by the Coulomb
repulsion of the neighboring ions. Detailed calculations using this model
are difficult to perform Since dJ/dx is not a well understood quantity (see

chapter V).

Brown et al (1980a) have also proposed a model which invokes
Coulomb repulsion. Their model requires that the free e~ can be trapped
at some distance a from the positive ion track. They envision that the
situation established will be a positive line charge centered in a negative
cylindrical sheath of radius a. They argue that this cylindrical space
charge region will exert strong forces on the ions, with a net component
in the direction of the surface normal. This force will eject ions, within
one mean free path of the surface, as sputtered atoms. In this case one
might expect a large fraction of charged, ions in the sputtered flux. In
their treatment, they predict a (dE/ dx)? dependence for S. Following the
arguments of Haff (1976), it would be more appropriate to use (dJ/dx)?

rather than (dE/ dx)? for a Coulomb repulsion mechanism.
3. Thermalized ion explosion sputtering

The thermalized ion explosion model was proposed by Seiberling et
al. (1980) to explain some experimental results obtained by sputtering
UF, (an insulator) with high energy F ions (Griffith et al. 1980). In one of
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these experiments, the velocity spectrum of the sputtered U was meas-
ured using time of flight. It was found to have a Maxwell-Boltzmann shape
characteristic of the velocity distribution expected from a gas of U in
thermal equilibrium at ~3620°K. This implies that the atoms of the solid
were heated to a temperature which exceeded the melting point of the
solid (1309°K for UF,), and target atoms evaporated from the hot spike
region until the spike was cooled by heat diffusion to the rest of the solid
(Seiberling et al. 1980).

In this picture, as opposed to thermal spike sputtering, one does not
have to wait for the electrons to transfer their energy to the atoms by
collisions. Instead, the heating occurs by successive collisions of the tar-
_get atoms themselves, initiated by Coulemb repulsion of the initial ions
left by the passage of the incident ion. Seiberling et al. claim that for a
lattice spacing in UF, of 4.3 angstroms, a triply ionized pair of adjacent
atoms will gain a kinetic energy of 10.2 eV as they recoil from one to
three lattice spacings. The claim is, that in each collision of these recoil-
ing atoms with neighboring atoms, the recoils will, on the average,
transfer half of their energy per collision. They then calculate the time it
takes a 1 eV U atom to travel one lattice spacing and find that this time is
tas=4.8x10713 sec. This is to be compared to t,,=1.3x107'? sec they get by
calculating tn.=(r§/4)(Cp/ k) for UF,. t, is the characteristic time one
gets in solving the heat diffusion equation in cylindrical geometry starting
from a line heat source. It represents the time scale on which heat con-
duction from a cylinder of radius r, will occur in a solid with mass demnsity
p, heat capacity C, and thermal conductivity x. Seiberling et al argue
that the U atoms have time to undergo several collisions, and create a

region of local thermal equilibrium in the solid before heat conduction
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quenches the hot region.

The assumption is, then, that local thermal equilibrium is established
inside the cylinder by collisions of recoiling atoms. Target atoms eva-
porate through the surface of the taget until the hot spike is quenched by
heat diffusing to the rest of the solid during a time t,;. They assume that
for t<t,,, the atoms are in thermal equilibrium at some elevated tem-
perature T. This implies that the atoms inside the cylinder have a

Maxwell-Boltzmann velocity distribution given by

8/2
_ M 2 . |_ M2
F(v)dv "n[ﬁ'f] 4amu exp[ kT dv

where v is the magnitude of the velocity, n is the number density of the
target particles, each of which has a mass M, k is Boltzmann's constant,

and T is the equilibrium temperature of the cylinder.

Let v' be the velocity of the atom outside the target, and 8 the angle
between v'(vector) and the normal to the target surface. The flux of

atoms sputtered into solid angle d(1 for a given (v' ,v' +dv') is

: a2 "
(v . Q)dv'd) = n[éﬁ—‘zT] exp[—‘gz—y,]cosﬂv’szh}‘d()

The characteristic time for conducting heat from the hot region in a solid
with mass density p, heat capacity C, thermal conductivity «, and a hot
spike of radius r, is t,, =(Cor2/4x)=(r/4K). K is the thermal diffusivity
x/ Cp.

The number of atoms sputtered into solid angle dQ and ¥ with velo-
city (v,dv) is found by multiplying the sputtered flux ¢(v',Q) by t,. and the
cross sectional area of the hot cylinder. This gives S(v,Q)dvd(} equal to
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The total sputtering yield S is given by

4 /2
S=f[S(v.Q)dudQ = n[%—?—”%} expl‘f—;,-]

The temperature and radius of the spike are expected to depend on
the primary ionization rate dJ/dx. Seiberling et al. derive an energy per

atom in the spike, E, , due to the incident ion

2
B, « [dJ/dzl
TO

which gives for the spike temperature, T,

dJ/ dz

To

kT=D[

where D is a constant and T, is the ambient target temperature.

It remains to calculate the dependence of r, on dJ/dx. They consider
two cases.

In case I they assume that the spike temperature is independent of
dJ/dx and that the spike radius expands or contracts to accomodate
changes in dJ/dx. They argue that this would hold if the spike tempera-
ture were determined only by physical and chemical properties of the

target. In this case, the sputtering yield has the following functional form

fgf

In case I they assume that the spike radius is determined by properties
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of the target, while the spike temperature varies as (dJ/dx)2. Here they

dJ Eyrd
S -
* dzeXp[ D(dJ/ d.z)zl

where D is a normalization factor for dJ/dx and E, is the surface binding

get for S,

energy of the target.

That neither of these extreme cases holds exactly is provided by sub-
sequent work in which UF, was sputtered by 13 MeV 35Cl ions. Again the
energy spectrum had the Maxwell-Boltzman form, but with T=5240°K.
(Seiberling et al. 1981) dJ/dx has increased by a factor of 2, but T has

increased only by ~(dJ/ dx)%.
| A potential problem with this model is that the electrons removed
from the ions along the path of the incident ion are required to leave the
vicinity of the track, and remain trapped until the ions have had a chance
to respond to their mutual Coulomb repulsion. The holes left behind by
the incident ion must remain near the track long enough for the ions to
recoil at least one lattice spacing (see below). Another difficulty is that
very little is known about the primary ionization rate, dJ/dx. This makes
it difficult to distinguish between models on the basis of experimental

results.
4. Other possibilities

The models mentioned above require that following ionization by the
incident ion, the electrons and ions remain spatially separated for the
duration of the sputtering event. C.C. Watson (1981) points out that this
may be unreasonable. He argues that if the spike radius is indeed on the

order of ~20 angstroms, the energy deposited into the electronic system
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is enough to elevate one e~ on every atom in this region by several eV.
With a region of highly excited electromns, it is not clear why some of these
excited electrons do not migrate toward the ions along the initial track.
This causes the holes left by the incident ion to migrate away from each
other to the walls of the cylinder. Watson is proposing a mode! in which
charge separation is not crucial. He treats the electronic excitations as a
Fermi gas at elevated temperature. Clearly, as the electronic states of
the solid are excited, the potential field seen by the solid atoms is altered
from the equilibrium state of the undisturbed lattice. He proposes that
the atoms of the solid gain kinetic energy by responding to this change in
potential. This idea is attractive because it removes specific restrictions,
such as long-lived, immobile ionic states. There are, however, no numeri-
cal results available yet. These ideas are similar to ones proposed by Van
Vechten (1980a, 1980b) to explain certain phenomena seen in laser

annealing.

Two final models which will be mentioned briefly here, and discussed
in more detail in chapter V are an electron plasma desorption model sug-
gested by Krueger (1977), and a thermal pulse model suggested by Sig-

mund and Claussen (1980).

Krueger proposes a model in which molecular ions are polar bound to
the surface of the solid. The fast heavy ion induces polarization in the
electron plasma which breaks these polar bonds and induces descrption
of the molecular ion. This mechanism is capable of desorbing large

molecular ions without exciting their internal degrees of freedom.

The thermal pulse model of Sigmund and Claussen predicts the for-
mation of a hot spike region in the solid after passage of the high energy

ion. Atoms of the solid are evaporated from this hot spike. Their
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expression for the sputtering yield, Y, says that Y=F§ where Fj is related
to dE/dx. By making some further assumptions (see chapter V), one gets

the result that Y«=(dE/ dx)? for a thermal model.
E. Applications of High Energy Sputtering in Dielectrics

We mention here that the results of these high energy sputtering
yields are of interest in certain applications. Most notably, so far, are
areas of astrophysics where it is desirable to know sputtering yields from
high energy bombardment of frozen gas surfaces (Tombrello 1981, Haff et
al 1981, Lanzerotti et al.1978b, et al 1979, et al. 1978, Draine 1977, John-
son et al. 1981, Lanzerotti et al. 1978a), and in biophysics, where high
energy sputtering has been used to desorb large biomolecules nondes-
tructively (Macfarlane et al. 1976b, Hakansson et al. 19814, 1981b, 1981c,
Duck et al 1980a, 1980b, Furstenau et al. 1977). These, and other, appli-

cations will be discussed in chapter VI.
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II. Experimental Apparatus

A. General Requirements and Description of Apparatus

The experiments described in this thesis were designed to investigate

the sputtering of frozen water ice by high energy ion beams.

Ice targets were prepared and sputtered in an ultra-high vacuum
(UHV) chamber with a base pressure of 1 x107® torr. Water ice was vapor
deposited onto a cold Be target substrate located at the center of the
chamber. After target formation, the pressure was typically 1-2 x107°
torr. The ice was sputtered with °F beams at energies ranging from 1.8
MeV to 25 MeV. These energies were chosen to include regions on either
side of the peak of the electronic stopping power for F in HgO ice. Ice
thicknesses before and after sputtering were measured by Rutherford

backscattering of 1.5MeV *He particles.

The Be substrate for ice target formation was mounted at the tip of a
liquid He transfer line. Target temperature was adjustable from 4.2 to
300°K. A cold (~20 to 30°K ) copper radiation shield attached to the cold
finger shielded the target from the 300°K chamber walls. During target
formation, water vapor was directed onto the cold Be substrate through a

differentially pumped target formation line.

Much care was taken in the collimation and integration of the
analysis and sputtering beams. Both beams were Rutherford backscat-
tered at 180° into an annular surface barrier detector. The number of
sputtered waler molecules was calculated using backscattering spectra
from the He analysis runs. Charge integration of the sputtering beam
was a particular problem for targets exhibiting high sputtering yields. To
solve this problem backscattering spectra accumulated during the

sputiering runs were used to calculate the number of ®F particles
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incident on the target.

B. Hardware
1. Beams

During each run, a ¥F beam was used for sputtering, and a *He beam
was used to measure ice thicknesses before and after sputtering. The
high energy '°F beams were obtained from the negative ion duoplasma-
tron source on the HVEC 8MeV EN tandem accelerator in Kellogg Lab.
Energies and charge states were chosen using an Alpha Scientific, Inc.
Model 3193 NMR Gaussmeter at the 90° magnet downstream of the high
energy end of the tandem. Energy selection is reported to be good to a
few keV. When a higher charge state than that produced in normal opera-
tion of the accelerator was desired, a foil stripper was used just upstream

of the 90° magnet.

The analysis beam used to profile the target before and after sputter-
ing was always a 1.5MeV *He beam. These beams were obtained from the
1.5MeV JN van de Grafi. Positive beams were extracted from the RF oscil-
lator source of the JN, and neutralized before injection into the tandem.
Once inside the tandem tank, the particles were stripped at the terminal

and energy selected at the 90° magnet.

After energy selection, the beams were deflected by a switching mag-
net into a diffusion pumped beam line with a base pressure of approxi-
mately 2 x1077 torr. The beam line was equipped with a magnetic quadru-
pole for focusing, and magnetic deflectors for steering the beam. Finally
the beamn passed into the experimental chamber. The 10™® torr vacuum
in the chamber was isolated from the relatively poor vacuum in the beam
line by an in-line cold trap which consisted of a 1cm 1.D. diameter tube,

40 cm long, held at liquid nitrogen temperatures (see figure 2a).
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Once delivered to the experimental chamber, the beams had to be
collimated in order to sputter and measure well defined spots on the ice
target. Before describing the beam collimation procedure, some time
should be spent describing the vacuum chamber and target related

apparatus.
2. Experimental chamber

The experimental vacuum chamber was a 6" diameter stainless steel
UHV chamber with several access ports sealed by Conflat flanges with
OFHC copper gaskets. It was equipped with an Ion Equipment Corp. Model
COV-500 combination titanium sublimation pump (500 1/sec pumping
speed for N, ) and 25 1/sec noble ion pump. In order to avoid contamina-
tion of the target suriace with titanium, the sublimation pump was never
used. All valves associated with the chamber were UHV stainless steel
metal-sealed valves. The chamber pressure was read using an Ion Equip-

ment Corp. Model PS-150 ion pump power supply (see figure 2b).
3. Cold finger

An open cycle liquid He transfer line extended through one of the
large ports in the chamber. The Be target substrate was mounted on the
tip of the cold finger, which positioned the Be at the center of the
chamber. The transfer line was an Air Products and Chemicals, Inc.
Model Lt-3B-110 HELI-TRAN (referred to hereafter as the cold finger; see
figure 2c). The target and cold finger were cooled by flowing liquid He
from a dewar, through the center of an evacuated transfer line, onto the
tip of the cold finger. He flow was achieved by pressurizing the dewar
with He gas at 5 to 10 psi. This pressure had to be maintained throughout
the entire run in order to achieve temperature stability at the target.

Upon reaching the target end of the cold finger, the He flowed back, in
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gaseous form, along the space between the walls and inner tube of the
cold finger. Part of the cold He gas was vented into the atmosphere at
the far end of the cold finger (outside the vacuum,; see figure 2d). A ther-
mostatically controlled heater kept this end of the transfer line from
freezing up. The rest of the cold returning He gas flowed back, as a cool-
ing counter flow, along ithe walls of the vacuum jacket surrounding the

center tube of the liquid He transfer line.

Liquid He flow to the target was controlled by two methods. One was
to adjust the needle valve through which liquid He flowed onto the tip of
the cold finger. The other was to adjust the amount of flow through the
transfer line either by restricting the vent gas outlets, or by adjusting the

He gas pressure at the dewar.

A given temperature, at the target, was achieved by flowing He onto
the cold tip, and simultaneously introducing a heat flow to the cold tip.
The heat was supplied by a resistance heater located near the target end
of the cold finger. The heater was constructed for operation in ultra-high
vacuum. It consisted of a 1"0.D., 5/8" long, pyrex tube which had slots
perpendicular to its axis. Resistance wire (25 Q/ft) was wrapped helically
around the slois in the pyrex tube. The pyrex tube was coupled to the
cold finger through a copper shim which was corrugated and pressed
tightly between the tube and the cold finger. The total resistance of the
heatler was ~55(. The heater was used not only to provide control of the

rget temperature, but also to return the cold finger to room tempera-

ture at the end of a run (see figure 2e).

Temperature at the target end of the cold finger was measured using
a calibrated thermocouple [Au(.07% Fe) vs Chromel (APC); reference

junction 273.2 ° K] supplied by Air Products and Chemicals, Inc. (see
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figure 2f). The thermocouple was soldered into the target end of the cold
finger with an indium alloy solder. Measured values for the thermocouple
voltage at room temperature (~295° K ) and at ~4.2°K were +.000475V and
~—0052:0V. In comparison, the calibration data for +.000475V and

-.005210V are, respectively, 292°K and 10°K.

Both the heater and thermocouple wires were brought out along the
length of the cold finger through a mini-conflat electrical feedthrough
located at the warm end. The wires were electrically isolated with pyrex
beads. Current to the resistance heater was supplied by a 0-40V DC, 0-1
amp Lambda Electronics Corp. Model LPD 422FM regulated power supply.
A John Fluke MFG Co. Model 885AB DC differential voltmeter was used to

monitor the voltage across the thermocouple (see figure 2c).
4. Target assembly and target electron suppression system

The target assembly was located on the end of the cold finger. It con-
sisted of a threaded OFHC copper block screwed into the copper end of
the cold finger. For good thermal contact, an acid etched indium gasket
was compressed between the acid etched copper mating surfaces of the
cold tip and the copper block. The copper block extended past the
center of the chamber. It served as a heat sink for the Be target sub-
strate, and positioned the target such that the center of the Be disk coin-
cided with the line of direction of the beam. The surface of the copper
block which faced the beam was angled so that its normal was 30° from
the direction defined by the beam. This angled surface had three
threaded holes through which to anchor the Be substrate. This substrate
was a 1/16" by 3/4" disk of Be (98% pure by weight-supplied by L.A. Cauge
Co, Inc.) A thin layer of Au (~7.9ug cm™ )was evaporated onto the surface

of the Be to provide a heavy marker for the backscatiering runs. The Be
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disk was electrically isolated, but thermally coupled to the copper block
by a 374" by 1/16" quartz disk. Acid etched indium gaskets compressed
between the acid eiched surfaces of the copper, quartz, and Be provided

thermal contact at Lthe copper-quartz and Be quartiz interfaces.

The target assembly was a stack consisting of; copper block, indium,
quartz, indium, Be (see figure 2e). A small stainless steel plate was put as
a final layer on top of this stack. The plate had a large central hole to
admit the beam, and clearance holes for insulated stainless steel screws
which mated with the threaded holes in the copper block. Tightening
these screws held the target stack in place, and compressed the indium
gaskets for good thermal contact. Beam was integrated directly off the
stainless steel plate which was in electrical contact with the Be-Au sur-
face. The beam integration wire was brought out along the cold finger,
and through a mini-confiat electrical feedthrough located at the warm

end.

During normal running conditions, the target assembly was the cold-
est surface in the chamber. A 1 1/2" O0.D. copper radiation shield, in
thermal contact with the cold finger, surrounded the target to shield it
from contaminants, and from the surrounding room temperature
chamber walls. It enclosed the target entirely, except for apertures to
let the beam in, backscattered particles out, and Hz0 vapor in during tar-
get formationn. With liquid He flowing, and the tip heater off, the radiation

shield was about 20° warmer than the target (see figure 2e).

To provide the secondary and tertiary electron suppression neces-
sary for accurate integration of high energy heavy ion beams, the target
was surrounded by a ~1 1/4" O0.D. copper wire suppression cage. It was

estimatled to be ~95% transmitling to backscattered beam particles and
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electrons. Care was taken to ensure that no direct beam could come into
contact with the cage. The cage was supported on insulating ceramic
rings which slip fit inside the radiation shield. It was biased to large
negative voltages, typically -2000V, during the runs (see figure 2e).

5. Heat loads on the cold finger, beam heating of the target

With a liquid He flow rate of 0.7 liters per hour, the refrigeration
capacity of the cold finger was 500 mwatts at 4.2° K, 3 watts at 20° K, and
7 watts at 50° K. This capacity was adjustable from 0 to 250% by changing
the He flow rate.

Comnsider first the heat deposited by the sputtering beam in the Be
target substrate. A typical sputtering beam was a few particle nanoamps

of 15MeV ®F . This represented a power load of
(5%x107°C/sec)(e/ 1.6 x1071°C)(15 x10% V)=4.69 x10'7e V/ sec

(4.69 x107eV/ sec )(1.6 x1071%J / e V)=.075watts

Other heat loads to the cold finger were introduced by the wires run-
ning from the room temperature mini-conflat feedthroughs to the target
end of the cold finger. The tip heater, cage bias, and beam integration
wires were all made of constantan, which has a low thermal conductivity.
The thermocouple wires were Fe doped Au and chromel. The estimated
heat load due to conduction through these wires was ~75 mwatts. An esti-
mate for the heat Ioad on the cold finger due to radiation is less than 10

mwatts.

A typical liquid He consumption rate was ~1 1/hr. At this flow rate
the refrigeration capacity of the cold finger was in excess of 500 mwatts,

which was adequate to handle these heat loads.
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It is of interest to know whether the heat conductivity through the
quartz disk was adequate to handle the thermal load introduced to the Be
by the sputtering beam. It is estimated that with the copper target block
at ~10°K , and a beam depositing ~75 mwatts into the Be disk, the tem-
perature rise at the Be across the fused quartz disk was on the order of
2—4°K.

6. Target formation line

Ice targets were formed by directing water vapor (or any other gas)

through a target formation line onto the cold Be substrate.

The far end of the line was a pyrex vessel filled with water and water
vapor in equilibrium (17.54 torr for 20° C ). Rough flow control was pro-
vided by a leak valve which restricted access to the rest of the line.
Between the waler vessel and the chamber was a line leading to a
mechanical roughing pump. A final valve isolated the line from the UHV
chamber. When this valve was opened, water vapor flowed into the
chamber through a 1/4" copper tube. The tip of the copper tube was
~3/4" from the Be disk, and pointed normal to the Be-Au surface. The
water vessel and roughing pump could each be independently valved off

(see figures 2g and Rh).

The roughing pump was separated {rom the line by a copper coil
which, during target formation, was immersed in liquid nitrogen. The
purpose of the roughing pump was to evacuate the line before the valve
to the water vessel was opened, and to reduce the pressure of the water
vapor in the line during target formation. The coil provided some pump-

ing action of its own, and isolated the pump oils from the water vapor.

The target formation line was made of stainless steel, pyrex, and

Kovar parts welded together or coupled with copper gasket Cajon fittings.
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There was one Viton O-ring in the needle valve.

After the UHV isolation valve, entry into the chamber was made
through a 1/4" stainless steel tube welded into the conflat flange bolted
to the chamber. Inside the chamber, the stainless steel tube was joined
to the twisted copper line, used to direct water vapor onto the Be, by a
stainless steel Swagelok connection. The copper tube was equipped with
a ~45{) heater to be used in the event that ice accumulated inside the tip
of the copper tube. This heater was similar to the one used on the cold
finger. It consisted of a resistance wire wrapped around a pyrex tube,
and coupled to the line with copper shim. The electrical leads for this
heater were brought out through an electrical feedthrough bolted to one

of the access ports on the chamber (see figure 2g).

The rest of this chapter deals with the collimation and integration of
the beam, detection of backscattered particles, and the processing of sig-

nals produced by the surface barrier detector.
7. Delector

The detector used to measure the backscattered beams was located
close to the chamber wall between the beam line and the target (see
figure 2g). It was an Ortec TC-017-100-100 annular surface barrier detec-
tor with ~ 100 pF capacitance. The +50V detector bias was supplied by an
Ortec Model 210 0-1000V power supply, which was also used to monitor
the detector’s leakage current. The detector had a 100mm sensitive sur-
face area, and a depletion depth of 100 um. A depletion depth of 100 um
was quite adequate to handle the beams in question here. The ranges in Si
of 1.5 MeV He and 2MeV/amu 60 are, respectively, 4 um (according to a
data sheet from EG&G Ortec) and 20 um (data quoted in the Ortec Silicon

Charged Particle Radiation Detectors Instruction Manual). The ranges of
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the F sputtering beams were similar to that quoted for the O beam.
8. Beam collimation and integration

The detector was supported by an aluminum holder, which in turn,
was attached to a Huntington Model VF-172-2 UHV vernier manipulator
feedthrough with 2" vertical motion. The collimators used to define the
beam and suppress electron production were also attached to this alumi-

num holder (see figure 2i).

There were basically two configurations of detector and collimators
which the beam could have encountered upon entering the chamber. One
was with the 2" manipulator positioned such that beam passed through
the annular detector on its way to the target. The other was with the 2"
manipulator raised to such a position that beam passed through a set of

collimators below below the alurminum target holder (see figure 2j).

First examine the situation where the beam passed through ‘the
detector. In this configuration, beam could be scattered at 180° from
several spots on a single ice target by moving the detector up and down

in the vertical line of the beam (see figure 2j).

Upon entering the vacuum chamber, the beam first encountered an
electrically isolated collimator with a hole 0.041" in diameter. This colli-
mator was a 0.010" thick tantalum sheet mounted on the back of the
aluminum detector holder, and positively biased at +300V to suppress
electron production. Beam f{falling on this aperture could be sent to a

current integrator.

The collimated beamn then passed through a 0.020" thick, 0.080"
diameter Ta collimator mounted directly on the grounded casing of the
detector. It travelled next through a thin walled stainless steel (.081" 1.D.)
tube mounted through the hole in the annular detector. This tube
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protected the back side of the Si wafer from scattered beam. It also pro-
vided support for a collimator mounted in front of the detector used to
block backscattered beam from reaching the ragged edges of the
detector's sensitive Au layer, where incomplete charge collection could
occur. This collimator and the tube were both grounded to the detector’s
casing. Another larger collimator, also located in front of the detector
shielded the outer ragged edge of the sensitive Au layer, and the epoxy
layer of the Si wafer, from backscattered particles. These two collimators
defined the solid angle subtended by the detector in the backscattered
beam. The smaller of the two (see figure 2j) was a 0.200" 0.D. stainless
steel hat with a hole to let beam through. The larger one was a 0.010" Ta
collimator with a .377" hole. These collimators sat ~1/8" in front of the
sensitive surface of the detector, and 2.055 £~,080" from the target sur-
face. For particles backscattered from the target, they defined a solid

angle of 1.90x107® sr which was accurate to ~10%.

Now consider the configuration in which the detector was moved up
out of the way, so that beam passed below the aluminum holder and
never through the detector (see figure 2i). This configuration had the
advantage that beam never travelled through the 0.081" I.D. tube extend-
ing through the hole in the detector. This tube could cause electron pro-
duction problemys if the beam was slightly misaligned. This second
configuration provided a useful cross check on the beam integration pro-

cedure.

After entering the chamber, the beam first passed through an electr-
ically isolated collimator with a 0.082" by 0.161", biased at +300V (part of
the same +300V collimator mentioned above}. The collimated and

suppressed beam then travelled directly between the pole faces of a



- 26 -

small 750-800 Gauss horseshoe magnet. The purpose of this magnet was
to deflect any electrons travelling through the aperture with the beam.
The beam then passed through another Ta aperture located on the side of
the aluminum holder which faced the target. This aperture was a .010"
thick Ta sheet with a 1/4" x 1/4" hole. It was also electrically isolated
and was usually biased at -800V. Any scattered beam could be read off
this aperture to a current integrator. The -800V turned back any elec-

trons deflected toward the target by the horseshoe magnet.

Electrical connections to these collimators and to the detector were
made using bare copper wire, indium solder, crimp connections, and
pyrex beads. The wires were connected to an electrical feedthrough

bolted to the top flange of the chamber (see figure 2g).

In order to minimize the production of scattered beam by the colli-
mator system, the collimators and UHV chamber were aligned with a tele-
scope mounted at the switching magnet of the accelerator. This ensured
that beam that had passed through the center of the beam line quadru-
pole magnets would be aligned properly with respect to the collimators in
the UHV system. Furthermore, beam that had passed through the colli-
mators would fall on the center line of the Be-Au target, after passing
symmetrically through the aperture in the radiation shield. Note that
the hole in the radiation shield (0.5" by 1.25") was elongated in the verti-
cal direction so that as the beam was steered vertically to go through the
collimators, backscattered beam into the detector’s solid angle had a

clear path from the target to the detector at all times.

Sputtering measurements were made by depositing an ice target,
measuring several spots on the ice targeti, sputtering several of these

measured spots, and then scanning the whole target with the analysis
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beam to measure the remaining ice. While it was desirable to have
motion of the detector in the vertical direction, it was necessary to keep
the horizontal position of the detector fixed as rigidly as possible. A 1/4"
stainless steel ball bushing was attached to the side of the aluminum
detector holder. As the detector was moved up and down during the
sputtering and measurement runs, this ball bushing ran up and down
along a 1/4" stainless sleel rod fixed relative (and perpendicular) to the
top flange of the chamber (see figure 2i). To avoid uncertainties, due to
backlash, in repositioning the manipulator between sputtering and
analysis runs, the manipulator was always turned down below the desired

value, and brought back up into position.
8. Electronics

Since the experimental chamber was at ulira high vacuum, care had
to be taken in making a shielded coaxial cable to transmit the output sig-
nal of the detector. Pulses from the detector travelled through a bare,
copper wire. One end of the wire was crimp connected to a Au plated pin
compatible with the detector’s output connector. The other end of the
wire was attached to an electrical feedthrough on the top of the chamber.
The signal wire was electrically shielded along its entire length by a
grounded copper braid sheath. Pyrex beads strung along the central wire
insulated it from the copper braid. As signal travelled through the pin of
the elecirical feedthrough, it was electrically shielded by the chamber
walls. Finally, connection to the preamplifier was made outside the
vacuum by connecting the signal pin of the electrical feedthrough to the
input of the preamplifier with a 930/ft coaxial cable. The grounded
sheath of this cable connected the ground of the preamplifier casing to a

second pin on the electrical feedthrough. Inside the vacuum, this pin was
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attached directly to the detector’'s casing.

The signal from the detector was fed to a Canberra 808 charge-
sensitive preamplifier. The input impedance of the preamplifier was
lowered to 1.14 M) to minimize the voltage drop due to rather large leak-
age currents from the detector{ ~.2uA) The signal was then fed to one of
two amplifiers, both Canberra 2010’s. One was used to amplify the signal
from backscattered He particles, the other for backscattered F particles.
At the beginning of every run, the gain, pole zero, variable threshold, and
DC level adjustments on each of the amplifiers were made. A 1-2 usec
shaping constant, and symmetric, medium restorer settings were chosen
to give the best resolution for Si detectors at the typical count rates we
used (usually well below 1 kHz). The unipolar output signal from the Can-
berra 2010 was fed to the DC coupled input of a Nuclear Data, Inc GEN II
100 MHz ADC. The ADC signal was then fed to a Nuclear Data ND4420 MCA
with a video display. The bipolar output pulses from the 2010 were mc;nj-

tored with an oscilloscope during the run.

It was essential that the gain of the amplifier system remain constant
throughout the run. Gain stability was monitored by feeding a pulser sig-
nal into the test input of the Canberra 808. Pulses for this purpose were
obtained from a Berkeley Nucleonics Corp. Model BNC DB-2 pulser. The
resolution of the pulser peak was approximately a factor of twc worse
than it should have been. The noise, however, 'Was Gaussian, and there-
fore not expected to have any eflect on the backscattered peak cen-

troids.

This same pulser was used to check the linearity of the system. A
cross check on linearity was run by backscattering *He particles of 1.0,

1.5, and 2.0 MeV energv from the Be-Au surface and observing the
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position of the backscattered Au peak.

The detector had a .5 usec time constant. The 808 accepted a charge
pulse from the semiconductor detector and produced an output pulse
+4V with a rise time of .150 usec, and a fall timme of 50 usec. The Canberra
2010 accepted 12V, with a rise time less than or equal to the shaping
time constant (in our case 1-2 usec). Its output unipolar pulses were
+10V meaximum Gaussian pulses, with time to peak of 2.2 x 2 usec. The

ADC accepted 0 to +8V DC pulses with rise times greater than 0.2 usec.

During the runs, the beam current impinging on the Be-Au target
(biased at +300V) was fed to a Brookhaven Nuclear Instr. Model 1000
current integrator. Digital pulses from the Brookhaven integrator were
sent to two destinations. The first was a homemade (Mann 1975) preset
charge collector. Accurmnulation of a spectrum was begun by starting the
preset collector as beam was put on target. When a given preset charge
had accumulated on target, the ADC was gated from accepting any more
pulses. At this time, beamn was taken off the target. The second destina-
tion for the digital output pulses from the Brookhaven current integrator
was to the input of a pair of master-slave Tennelec TC 550P scalers.
These scalers were used to moniter the dead time of the ADC in the fol-
lowing sense. The master and slave scalers received pulses from the digi-
tal output of the Brookhaven. The master was gated by the preset charge
collector. Therefore, digital pulses were counted in both scalers from the
start of a run until the preset charge was reached. The slave scaler was
also gated by the busy output of the ADC. The total number of counts in
the two scalers were used to calculate the fraction of time that the ADC
was busy during accurmnulation of a spectrum. Typical differences between

the two scalers were on the order of 1%. A general schematic of the
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electronics used to accumulate spectra is shown in figure 2k.
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III. Experimental Procedure

This chapter describes the procedure used to measure and calcu-
late the sputtering yields of frozen ice targets bombarded with high
energy °F beams. The chapter is divided into two parts. Section A
describes the experimental procedure used to acquire backscattering
spectra with the '°F and *He beams. Section B describes how to calculate

the sputtering yields from these spectra.
A. Measurements

The sequence of measurements made in a typical run will be outlined
first. This will be followed by a more detailed account of particular

aspects of the measurement procedure.

The first step in any run was to cool the target down to liquid He tem-
peratures and apply operating biases to the detector, collimators,
suppression cage, and target. Using a tail pulse generator, varying ampli-
tude pulses introduced at the test input of the preamplifier were sent
through each of the two amplifiers to check linearity. The pulse ampli-
tudes were chosen to cover the same range of pulse amplitudes produced

by the beams.

A collimated beam of ®F was then scattered at 1B0° from four spots
on the bare target. These spots were spaced at 0.100" intervals. Following
these runs, the detector was raised to its uppermost position so that the
beam passed through the lower set of collimators and scattered back up
into the detector (see figure 2j). The backscattering angles subtended by
the detector in this latter position ranged from 145° to 183°. A 1.5 MeV
‘He beamn was then obtained and scattered from the bare target using the
same manipulator settings as the F beam. Recall that the bare target

was a thick disk of Be with a thin Au marker evaporated onto its surface.
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The purpose of these bare target runs was to measure the number of par-
ticles backscattered from the Au layer for a given preset charge. These
numbers were used later to calculate charge collected on target during
the spullering rums, and to check the beam integration procedure. The
positions of the Be edge and Au peaks from these bare target spectra
were used to calculate the energy calibration of the amplifier systemn. A
pulser peak of fixed amplitude was recorded in these and all subsequent

spectra. Iis position was monitered to check gain stability.

The detector was repositioned so that beam incident on target
passed through the hole in the annular detector (see figure 2j). Beams of
1.0, 1.5, and 2.0 MeV *He were scattered at 180° from the bare Be-Au tar-
get. The position of the Au peak was used as a second check (in addition

to the pulser method) on system linearity.

At this point bias was removed from the detector and an ice target

was formed. Details on this procedure will be given later.

When the vacuum in the experimental chamber recovered after ice
target formation, bias was again applied to the detector. The 1.5MeV “4He
beam was scattered at 180° from seven spots on the ice térget which were
spaced at 0.050" intervals. Four of these spots coincided with the loca-
tions of the bare target He spectra. Ice thicknesses were calculated by
comparing these two sets of spectra. These four spots were also the
same target locations used in the sputtering runs. The other three ice
target measurements were spaced to fall evenly between the four
sputiering locations. These intermediate spots were used later to moni-
tor stability of the unsputtered ice layer in the vacuum chamber. One
measurement of the ice targel was made with the detector in its upper-

most position. This spectrum was used later io cross-check the beam
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integration procedure.

Before the sputtering runs, the target temperature was brought to
the desired value by adjusting the flow of liquid He to the tip, and, if
necessary, simultaneously introducing heat from the resistance heater
described in chapter II. During the sputtering runs, one at each of the
four spots mentioned above, a predetermined number of F particles were

deposited on the ice target.

If the target temperature had been changed for the sputtering runs
it was now returned to liquid He temperature. The 1.5MeV *He beam was
brought back to measure the same seven spots as those measured on the
fresh ice target. Four of these spectra were used to calculate the amount
of ice removed during the sputtering runs. The other three were used to
calculate how much ice, if any, had been deposited or sublimed from the

unsputiered part of the target.

After finishing the measurements, detector bias was removed, and

the target temperature returned to =273° using the tip heater.

It is now necessary to give a more detailed account of parts of this
experimental procedure. Consider first the formation of the ice layer.
Ice films were deposited in a fairly reproducible way using the following
procedure. The target substrate was lowered to ~10° K. A roughing pump
(isolated by a LN; coil) was used to evacuate the water line and water
vessel (see figure 2h). The leak valve was opened fully and the fore pump
allowed to pump on the liquid HpzO for 10 min. At this time, the leak valve
was adjusted to a nearly closed position. Finally, the ice layer was depo-
sited by opening the valve isolating the watler line from the UHV chamber
for a time on the order of 70 sec. During this time pressure in the

chamber rose to ~B5ua (~2.5 x1077). Upon closing the isolation valve, the
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pressure dropped almost immediately to <10ua, and was down to <iua
(~1 x107%orr) within a few minutes. (Pressure in torr ~3x107% x current
in ion pump.)

One method of calculating the sputtering yield relied on knowing the
absolute areas of the peaks formed when 1.5MeV He scattered from the
ice layer. This required that the number of *He particles impinging on
the target during the analysis runs be accurately known. Since this was a
particularly difficult problem, some time will be spent describing the pro-

cedure here.

Recall that the detector holder supported two distinct sets of colli-
mators (see figure Ili). In one configuration (see chapter 2, section B-8,
alsc see figure 2j). beam passed first through a 0.041" diameter Ta colli-
mator, biased to +300V. The maximum energy which can be transferred
in a head on collision, with mass M at energy E incident on mass m, is
(4m/M)E. For a !°F ion incident on an electron, this maximum
transferred energy is 1.15x107° E. Therefore, a 2Q0MeV °F could transfer
up to a few hundred eV to a target electron. It was assumed that +300V
was sufficient to trap most of these electrons produced when beam

struck the Ta collimator.

The beam next encountered a grounded 0.080" collimator and a
0.081" 1.D. tube extending through the detector. If this collimator and
tube were properly aligned with the first collimator, beam scattered at
the 0.041" aperture was blocked by the 0.080" aperture, and well col-
limated beam passed through the 0.080" aperture and tube without
scattering or producing any electrons. There was, however, the possibil-
ity that some high energy e~ had escaped the +300V bias and travelled

down to the target with the beam. Any such e~ would presumably be
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turned away by the -2000V bias on the target suppression cage (see figure
2j). Once the beam struck the target, it produced secondary e~, and
backscattered ions and neutrals. The e~ were largely trapped by the vol-
tage drop of +2300V from the cage to the target. Some of the high
energy backscatiered ions and neutrals, however, were able to reach the
radiation shield and chamber walls where they produced tertiary e~.
(Matteson et al. 1979) The -2000V bias on the suppression cage prevented

these e™ from returning to the positively biased target.

Suppose, now, that the .041" collimator was not well aligned with the
.080" collimator and tube, and beamn was able to strike to walls of the
tube were it could make e”. Recall that by using the second configuration
of collimators, beam could reach the target without ever having to pass

through the detector (see figures 2i and 2j).

In this configuration, the beam first encountered a +300V, 0.062" by
0.181" collimator. Again, the +300V was to trap secondary e~ produced
by the beamm. The beam then travelled directly between the pole faces of
a 750-800 Gauss horseshoe magnet. Any e~ that had escaped the +300V
were deflected by this magnetic field ( the radius of curvature of the tra-
jectory of a 1 keV e~ in a 750 gauss field is 0.14 cm). Finally, the beam
passed through a 0.250" by 0.250" collimator biased at -600V. Presum-
ably, any e~ deflected towards the target by the B field were stopped by
this -600V. The integration of the beam upon reaching the target was the

same for this configuration of collimators as for the first one.

Even with the precautions taken to integrate the beams accurately,
this technique could not be relied upon to be accurate during the
sputtering runs with high energy *F. Additional problems arose because

of very high sputtering yields. As many as 1500 H,O molecules were
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removed per incident beam particle. If 1% of the sputtered particles
were positively ionized, 15 positive ions would leave the target for every F
that arrived. Furthermore, these positive ions would have been
accelerated by the +300V on the target and the -2000V on the cage. If
any of these ioms, or sputiered neutrals, struck the suppression cage
itself and produced e”, these e™ would have been collected back on the
target. These problems ruled out the possibility of using a standard
current integrator. For the sputtering runs, integrated doses of F parti-
cles were calculated from the number of !°F ions backscattered from the

Au on the target.

Another problem arose during the final 1.5MeV #He analysis runs. To
make these measurements, the detector had to be positioned precisely
over the sputtered crater on the ice target. Uncertainties associated
with moving the detector meant that the ice target was not always being
measured at the same spot where it had been sputtered. One contribu—
tion to this problem was backlash in the 2" vertical motion feedthrough.
To minimize this effect, the detector was always lowered to a point below
the desired position, and then raised back up to the correct position.
This did not, however, remove the problem entirely. There were still
occasional unexplained shifts in the detector’s position. This made it
necessary to scan the analysis beam across the vicinity of each of the
sputtered spots on the target. Recall that the aperture defining the
beam was 0.041". For the analysis of a given spot, the detector was
lowered ~0.015" below the expected location of the sputtered crater.
Sequential analysis runs were taken raising the detector .005" each time.
The number of runs taken was determined by the shape of the sputtered

spot. It was evident from the backscattering spectra which runs
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corresponded to the location of the sputtered crater. These runs were

used in calculating the sputtering yields.
B. Analysis

All meazuremernis of ice thicknesses, before and after sputtering,
were made by scattering He beams Irom the ice target. Therefore, no
information was obtained on the molecular structure of the sputtered
material. It was assumed in the following outline of the data analysis that
H and O were removed stoichiometrically from the target. The validity of

this assumption will be discussed further in chapter IV.

Before outlining the analysis of the data, a brief review of Rutherford
backscattering will be given. (Chu et al. 1978) The laboratory differential

scattering cross section, do/dQ, is given by

do _[2:2:2)° 4 {1 - (M) Mp)sin®)? ¥ + cosOf?

d0 " { 4F | sin®*® [1 = ((M,/ M3)sin®)?]#

where

Z, = atomic number of the projectile

M, = alomic mass of the projectile

Zy = atomic number of the target atom

M, = atomic mass of the target atom

e = charge on the electron = 4.8 x107° esu

C) = laboratory scattering angle

E = energy of the projectile immediately before scattering
For M, << M

2
do  [2,Z.¢%)",
dQ 4 )¢

Sin~4(8/ 2)—2(M,/ Mp)%+...]
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Another useful quantity is the kinematic factor K=E£'/ EF where F is
the projectile energy immediately before scattering, and £’ is the projec-

tile energy immediately after scatiering.

14— (M,/ M;)?sin@) + (M,/ M;)cos® 12

s 1+(M1/M2) J

For 6 = 1B0O°

M—M;

For experimental conditions in which a uniform beam impinges at

normal incidence on a uniform target that is larger than the area of the

beam
A=00Q Q Nt
where
A = the total number of detected particles
o = (1/0) fa(do/dQ) dQ
Q = tolal number of incident particles
Nt = number of target atoms per unit area

for small 3, o-+do/d}

There are iwo independent ways to calculate the sputtering yield
from the spectra obtained by backscattering 1.5MeV “He from the ice tar-
gel before and after the sputterihg runs. One is to monitor the position
of the Au centroid, which will vary as a function of ice thickness. The
other is to monitor the number of counts in the O peak. In order to calcu-

late these yields, several quantities of interest must be extracted from
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the data (see figure 3a).

The position of the Au peak will depend on the energy calibration of
the backscattering spectrum, g = keV/channel. The value of g is deter-
mined using the position of the Au centroid irom the bare target rumns,
and the leading edge of the thick O peak from the fresh ice target rumns.
Possible sources of error in these numbers arise from the difficulty of
finding the edge or centroid of a peak from a target which is not quite a
thick target, and not exactly a delta function (see chapter IV, section C-

12).

g = [ K(He —Au) — K(He —0) 1 E(He) keV
B ch(AuC) — ch(Oedge) ch

where
E(He) = incident energy of the He beam
K{He —~#u )= kinematic factor for scattering He from Au at 1B0°
K(He —0)= kinematic factor for scattering He from O at 180°
ch(A4C)= channel number of Au centroid

ch{Oedge)= channel number of the half height of the high energy
edge of the O peak

Another way to calculate g is to use the spectra obtained from

scattering 1.0, 1.5, and 2.0 MeV *He from the Be-Au target.

_ E\K{He—Au) — E,K(He —Au)
g= ch,(4uC) — cha(AuC)

where



-40 -

E, E; = energy of incident *He
K(He —4u)= kinematic factor for backscattering He from Au at 180°

ch,(4uC),ch(AuC)= channel number of Au centroid obtained by

scattering £, £, He from Au.

Another quantity of interest for the analysis is the effzctive stopping
power for backscatiering *He particles from the Au layer through a thin
film of ice. The formula used here is referred to by Chu et al (1978) as
the "thin film approximation”. In chapter IV, section C-4, the validity of

using this approximation will be discussed.
Eouy = [ Eny — (dE/ dZ) g 611K — (dE/ dx) gz 6,

Eouz = [ Eing — (dE/ dZ ) gy 62)K — (dE/ dz)gz 62

where
0; = thickness of initial ice layer
P = thickness of final ice layer
K = kinematic factor for scattering He from Au at 180°

Eg=FE5.= incident energy of He

E,.. = energy of He after scattering from the Au through an ice
layer of thickness 6,
Epni» = energy of He after scattering from the Au through an ice

layer of thickness 6,
(dE/dzx)g, = stopping power for *He of energy E, in Hg0

The efieclive stopping power, &, for He backscattering from Au through a

thin ice layer is given by

& = (Eputz—Fous1)/ (6261
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= —(dE/dz)pn K — (dE/ dz ) kg

Since the sputtering yield is defined as (#Ho0 removed/ #F incident),
the number of F incident on the target during the sputtering run must be
calculated. If the beam integration was done correctly, accurate Au peak
areas were are obtained upon scattering a known number of F' atoms Quare
(measured using the current integrator) from the bare Be-Au target.
Then the integrated dose of F, Qgqu:, accumulated during the sputtering
runs, may be calculated using the formula

_ (ZAU)sputt Qbm 1_
Gt = (i Ypee 7 0

where

(EAu)spus = area of the peak from scattering !°F at 180° from the ice

covered Au target

(S4u)pare= area of the peak from scattering '°F at 180° from the bare
Au target
@.ee = Iintegrated ®F charge deposited on the bare Au target,

measured using the current integrator

q = charge state of the incident *F on the bare Au layer
o represents the correction to the peak area caused by the change in

do/ d() as the F lost energy passing through the ice layer. This quan-

=)

tily is approximated by

where
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E = energy of incident *F beam
E, = energy of '°F after passing through initial ice thickness ¢,
E, = energy of !°F after passing through the final ice thickness
after sputtering, 4,
and

E, = E — (dE/ dz) g6,

(dE/ dz)r is the stopping power of '°F at energy E in ice. Peak areas,

(£4u) and (£0), are calculated from the backscattering spectra by

c+1

The standard deviation, o, is given by

c+1

[ 1 zb—l 2d %
0=lm+4012m+022m
a

where
N = number of counts in channel i
b.c = channel numbers bracketing peak

a,b—1 = channel numbers bracketing background below peak
c+1,d = channel numbers bracketing background above peak

c, = (c=b)/(b-1-a)
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co = (c-b)/(d—c-1)
Now the formulae for calculating the sputtering yields may be writ-

ten down. First, using the position of the Au centroid (see figure 3a, also,

see Appendix A )

s = (M) (B) (1/¢) (4)
(Qpurs/ 9) (1/e)

AAuC = shift in Au centroid before and after sputtering, channels

B = energy calibration, eV/ch
/& = 10 (Hp0/cm?) /111 eV
A = area of beam defining collimators, cm?

Q@ = integrated charge of '°F during sputtering, Coulombs

q = charge state of !°F used in sputtering

e electronic charge = 1.6 x107!® Coulombs

The biggest uncertainty in this method is the accuracy with which
dE/dx for He in H0 ice is known. This problem is discussed in chapter IV,

section C-2.

The second method for calculating the sputtering yield is to compare
the areas of the O peaks from the ice layers before and after sputtering
(see figure 3a). For this calculation, it is necessary to relate the O peak
areas to ice thicknesses. See figure j for specira before and after

sputtering runs and with the bare target.

(Nt)o _ 1
(},0) ~ (do/d0)p 0 Q

where
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(Nt)o #0 atoms / cm® in the ice layer
(Z0) = peak area of He scattered from the O in the ice layer

(do/dQ)p= partial differential cross section for 1B0° scattering of He

from 0, em? /sr
0 = solid angle of detection
Q = integrated charge of *He*
Then the sputtering yield, S, is given by

< - (BT0) (o) 0) (4)
(@pute /) (17 €)

(AZ0) = change in area of O peak before and after sputtering
(Ntg/20)= # Hz0/ cm?

A = area of sputtering beam collimators, cm?

CQspust

q

integrated charge of !°F sputtering beam

charge state of 1®F used in sputtering

e electronic charge = 1.6 x107'® Coulombs

The biggest uncertainty in this technique is that it is difficult to know
the solid angle, Q, of the detector accurately. The detector’s acceptance
area is large, and the detector is relatively close to the target. An esti-
mate of the errors made in calculating Q will be given in chapter IV, sec-

tion C-8.
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IV. Experimental Results

The results of several experiments designed to measure the sputter-
ing yields of frozen water ice by !°F beams are presented in this chapter.
The discussion is divided into four sections. In section A, general con-
siderations periaining to all of the experiments are discussed. The
sputtering yield of ice with '°F beams was measured as a function of the
beam energy, incident charge state, beamn current density, substrate
temperature, and target thickness. In section B, the data are presented
in such a way as to show how the yields vary as a function of these param-
eters. One measurement of the sputtering of ice by 1.5 MeV %*He was
taken. This result is also presented in section B. Care was taken to
account for sources of error in both the execution of the experiment and
the analysis of the results. These problems are discussed in section C.
Finally, section D briefly presents results of other experiments which are
important to consider in comparison and contrast with the '°F on H0
(solid) results. All of the sections will refer to table A, which is a general
presentation of the results and experimental parameters of the F on ice

sputtering runs.
A. General Experimental Results

An important step in all of the experiments was the formation of the
ice targets. Typical ice layers were ~6x:i0'7 H,0/cm? (~1B00 angstroms).
Typical deposition rates were ~B.7x10'® Hz0/cmP®sec = 9.4x107% g/ cmPhr.
According to Olander and Rice (1972), water vapor deposited at tempera-
tures below 55°K and at rates =107®g/cm?hr, will form amorphous ice

layers.

The thirteen different ice targets used in these experiments were

measured to determine their thicknesses. A profile of any individual ice
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film showed that it was not uniform across the surface of the Be-Au disk
where the sputtering measurements were made. Typical thicknesses
were found to range from 5.2x10'H,0/ cm? at the lowest detector position,
to 6.8x10'7H;0/ cm? at the uppermost position. The variation in thickness

was aboul 25% of the average depth across the film (see figure 4a).
B. Results of *F and *He Erosion Measurements of H;0(solid) Films

The sputtering yields of ice films were measured as a function of
several experimental parameters. This section is divided into six parts,

each of which shows the dependence of S on a given parameter.
1. Sputtering yield vs ®F incident energy

These experiments on the sputtering of ice were undertaken, in large
part, to investigate the role of the electronic stopping power on ion beam
sputtering of insulating targets. In a series of experiments, the energy of
the !'°F beam was varied across a wide enough range of energies to incor-
porate the maximum possible variation of the electronic stopping power
for ®F in Hz0 (solid). The energies chosen for the °F beams were 1.6, 5.0,
6.0, 7.5, 10.0, 15.0, 20.0, and 25.0 MeV. The sputtering yields measured in
these experiments are given in figure 4b. Also shown in the figure is a
curve of dE/dx for ®F on H;O solid which was obtained from the Zeigler

(1980) compilation of heavy ion stopping powers.

The incident charge staies of the F beams used for these runs were,
in order, +2, +2, +3, +3, +3, +4, +4, and +5. These particular charge
states were chosen since they were readily available in normal operation
of the tandem. The relationship of these charge states to the equilibrium

charge states of ®F on H;0 (Ziegler 1980) is shown in figure 4c.

At any given energy, the points shown in figure 4b represent the

mean value of all the measurements taken with a given set of
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experimental parameters. The error bars indicate experimental reprodu-
cibility. Let Sgy be the mean of a set of individual sputtering measure-

ments, S;. If Nis the number of measurements taken,

Recall that in any given experiment, S is calculated by two different
methods described in chapter III (monitoring the position of a gold
marker, and summing the counts in the oxygen peak). The values of S
obtained by these two methods are shown separately in figure 4b. Com-
ments on why they differ from one another are given in section C of this

chapter.

Sawy Was obtained for each energy by averaging the runs listed in
table A as follows: 1.6 MeV (a), 5.0 MeV (b), 6.0 MeV (c), 7.5 MeV (d), 10.0
MeV (e,g, first two of i--.760 .860 first two of h--.760 .860), 15.0 MeV (3),
20.0 MeV (first two of k--.760 .860), 25.0 MeV (1).

2. Sputtering yield vs incident charge state of the F ions

The sputtering yields were measured as a function of the incident
charge state of the F beam for a given energy. As a means of comparison,
we calculated the equ'ﬂibrium charge state of the F ions in Hy0(solid) for
the same energy. Figure 4c shows this calculation of equilibrium charge
states (see section C-2 of this chapter). The solid curve is calculated

from a formula given by Ziegler (1980).

The charge states for the runs listed in part 1 above are all well below
this equilibrium curve. There were three runs in which the F charge state
was increased to a value that exceeded the equilibrium value. These were

at 10.0 MeV (43, +4, +8), 20.0 MeV (+4, +8), and 25.0 MeV (+5, +8). The
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two +8B runs at 20.0 MeV are lower limits on the sputtering yield. The
analysis runs on these points showed that the ice was completely eroded

away from parts of the Be-Au target surface.

The data, including charge state information, are plotted in figure 4d
which is identical to 4b except that the variations in charge states of the
F beam are included. Also shown in this plot are the equilibrium charge
states (taken from the solid curve in figure 4c) at each °F energy used in

the sputtering runs.
3. Sputtering yield vs substrate temperature

The sputtering yield was measured as a function of the substrate
temperature. This was done, as described in chapter II, by introducing a
heat flow to the cold tip using a resistance heater. The heat fiow was bal-
anced with the liquid He flow to achieve a given temperature, which was

monitored using the thermocouple, also mentioned in chapter II.

All of the temperature dependent runs were done with 10.0 MeV 19F*3
at 2-3 na of current. The results are shown in figure 4e. There seems to
be no significant effect up to ~60°Kk. There are no error bars shown
because each of the points was only taken once. The points shown are
from runs f and h of table A. A run was attempted at 78°K, but there were
problems with the analysis runs because the sputtered crater was not a
well defined spot. The center seemed to be spread out over a much
larger area than expected, which may have been due to the elevated tem-
perature of the substrate, or to an unidentified experimental problem.
This point is not shown in figure 4e because we do not understand the

result yet.

Since all of our other data were taken at temperatures well below

80°K, these results indicate that there will be a negligible effect on the
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data from small temperature differences.
4. Sputtering yield vs beam current intensity

In several of the sets of sputtering runs, the beam current density
was varied to determine whether the target was being macroscopically
heated by the F beam. Beam current demnsities ranged from 0.15 - 4.7
particle nanoamps/mm? where the term particle nanoamps is defined by
(beamn current in nanoamps)/(charge state of the incident ion). The

beam currents used are listed in table A.

The data show no convincing evidence of a beam current heating
effect over the range of current densities chosen. Only run g (see table
A) shows a noticeable effect, the magnitude of which is comparable to the

standard deviation of the data.
5. Sputtering yield vs ice thickness

As has been mentioned in section A of this chapter (see figure 4a),
the ice layers deposited on the Be-Au substrate were not of uniform
depth across their width. The magnitude of the effect was about 25% of
the total thickness of the ice layer. There are no significant trends in the
data which would indicate that there is a dependence of S from a 25%

variation in the initial ice layer thickness.

There were two sets of measurements taken at the same F energy
and charge state, but for an initial ice thickness that differed by a factor

of ~2 (see run g in table A, to be compared with run e).

For an average initial ice thickness of 67.77 x10'6 H,0/ cm?, run e gives
S(AuC) = 978 (0=191), S( 0) = 804 (¢ = 183), and run g gives S(AuC) = 888
(c=118), S(Z0)= 777 (¢ = 170) for an average initial ice thickness of

28.98 x10'® H,0/ cm® Within the reproducibility of the measurements, no
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significant effect can be claimed.
6. Measurement of 1.5 MeV *He sputtering of H,0

Upon completion of the F sputtering measurements in run f (see
lable 4), we measured the sputtering yield of the ice at detector position
.910 with 1.5MeV *He ions. The sputtering beam current was 8 na. The
yield measured by the gold centroid method was 8.1, and with the oxygen

peak method, 9.1.
C. Analysis of Uncertainties

There were many potential sources of error to be considered, both in
the execution and analysis of the experiments. These will be discussed in
some detail in this section. Most of them turned out to be insignificant at
the level of 10% or better. The data were actually very reproducible. Our

experimental reproducibility was usually well below +10% (see section 16).
1. Stability of ice films

One obviocus potential source of error in the experiment is instability
of the ice film in the vacuum chamber. One must consider the rate of
deposition of material from the vacuum onto the ice surface, and the rate

of loss, due to sublimation, from the ice surface to the vacuum.

The base pressure in the chamber was ~1x107® torr or lower during
the course of the runs. This pressure was achieved upon cooling the cold
finger to liquid He temperatures. Using the ideal gas law, one can calcu-
late the timme required for monclayer formation at these pressures.
According to Roth (1976), at 107® torr this time is ~ 1 hr. The pressure in
the immediate vicinity of the target is probably less than this because of
the radiation shield surrounding the ice target (see chapter II). Only par-

ticles with a direct line of sight to the target are able to condense out on
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its surface. Consider the worst case, however, where the monolayer for-
mation time is one hour. If the elapsed timne between ice deposition and
the final analysis runs is 10 hr, 10 monolayers will have deposited on the
target surface from the vacuum. This would correspond to a shift of
approximately 0.5 channels of the gold centroid. Typical shifts due to
sputtering were on the order of 10-15 channels, with reproducibility of a
few tenths of a channel. Therefore, deposition from the vacuum of ~107°

torr is a small effect (<<5%).

Now consider the question of sublimation of the ice film in the
vacuum. The rate of sublimation, gy =H;0/ cmP®sec, was calculated using

(Kelly 1979)

1

Lt ap(ZﬂchT)”
o = 1= sticking coeflicient
P = equilibrium vapor pressure

m = 3.01x107%%g
T =°K
k

1.881x1078erg /°K

The vapor pressure curve for H,0 was obtained from Roth (1976).

The results of a calculation of ¢y vs T is given in table B. To get an
idea of the effect of sublimation on the ice films, assume that the target
was raised to 90°K for 10 hr. At 90°K, ¢ =0.122 H,0/ cm®sec. The loss of
H,0 from the area of the analysis beam (B.33x10%cm?®) is
(0.122 Hz0/ cm®sec)(3.6x10* sec)(B.33x1073 cm®)= 837 H;0. For a sputtering
yield of 200 and a F dose of 2x10'%?, the loss of Hz0 over the same area, due

to sputtering, would be (200 H0)(2x10'F)=4x10'* H,0. Clearly, according
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to these calculations, sublimation of the ice film at these temperatures is
not a problem. All of the sputtering experiments were performed at tem-
peratures well below 90°K. Most of the measurements were made at 10°K.
Even during the itemperature dependent runs, all analysis was done
~10°K. The target temperature was elevated only for the actual sputter-

ing runs, which lasted approximately one hour.

During the course of every experiment, unsputtered spots on the tar-
get were monitered to keep track of ice stability experimentally. Typical
shifts of the gold centroids at the unsputtered spots were on the order of
1-5% of the centroid shift measured due to sputtering, which confirms our
estimates that buildup and sublimation are unimportant in these experi-

ments.
2. Electromnic stopping power of F in Hz0, He in H;0

Two curves which are crucial in the analysis of the data and interpre-
tation of the results are the electronic stopping power, dE/dx, of ®F and
“He in Hg0. Finding reliable curves for the quantities has proved to be

something of a problem.

First consider the stopping of *He in Hz0. There are several compila-
tions of stopping power data in the literature. In figure 4f, five of these
curves are shown. The crosses are taken from Northcliffe and Schilling
(1970) where data are given explicitly for He incident on Hz0. Two of the
other curves are calculated from the Ziegler compilation of He stopping
power data (Ziegler 1977). These latter curves in figure 4f are calculated
using Bragg’'s rule on data for gas and solid H and O targets bombarded
with He beams. The other two curves in figure 4f are from experimental
data for He on Hz0 ice and vapor given by Matteson et al. (1977). The

value of dE/dx used in analyzing the data were taken from the Matteson
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curve for solid Hz0. These values differ by ~ 10% from the values of dE/dx
on Hz0(solid) calculated using the Ziegler tables.

One might try to compare compilations of stopping power data with
theoretical calculations. However, the physics of energy loss at inter-
mediate energies (.2 MeV-3MeV He) is very complicated. At higher ener-
gies, the impulse approximation calculations predict stopping cross sec-
tions to within a few percent. For very low energies, the adiabatic
approximation has been applied with varied success. In the region where
ion velocities are similar to orbital electron velocities (near the peak of
the electronic stopping power ~0.5MeV/amu), the physics of the stopping

power problem is less simple to approximate in calculations.

Another problem in using dE/dx tables arises when one is required to
use Bragg's rule to compute the energy loss in a material composed of
several different elements. ( Bragg's rule says that the stopping power of
a compound A, C,, is equal to, dE/dx( A, C,,) = n[dE/dx(A)] + m[dE /dx(B)]
where dE/dx is expressed in units of eV/Hy;0/cm?®). According to Chu et
al (1978), for high velocity protons (v>> v,, the velocity of the electron in
a Bohr orbit), Bragg’s rule is valid to 1%. For 1-2 MeV He, while Bragg's
rule gives good agreement in metallic alloys and compounds, departures
on the order of 10% arise in using Bragg’s rule on oxides, and nitrides, or
other compounds in which one element is gaseous in elemental form
where dE/dx is measured (Ziegler et al. 1975). Gas solid differences are

higher for low Z elements than high Z ones.

The Ziegler compilations have drawn together all existing measure-
ments of dE/dx in various elements. Where data are not available, extra-
polations from nearby values of Z were performed. Ziegler and coworkers

first calculated master stopping curves valid for all ions in a single target
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element. They constructed master effective charge curves by least
squares fitting to fractional effective charges of nearest neighbors which
had experimentally determined stopping powers. The procedure was
done independently for two different theoretical models (local oscillator
model, free-eleciron gas model). These results were compared with
experimental data. The effeclive charge was calculated, using both H and
He experimentally determined data for its evaluation. The stopping
power was then calculated from these effective charge curves (Ziegler

1977).

Ziegler (1977) and coworkers calculated master stopping curves fer
ion energies between 10 keV - 10 MeV for gas and solid targets separately.
They caution that for low atomic number targets we cannot expect these
values to be very accurate. It has been shown by Matteson et al. (1976)
that various forms of solid carbon can have quite different stopping
powers. A further caution is that while separate curves for solid and
gaseous O targets are shown, the predicted solid curve is expected to be
less accurate than the gaseous O; experimental curve (Ziegler 1977). All
of these points must be remembered when calculating dE/dx for H,0

from H and O (solid) curves.

The problem of delermining dE/dx for heavy ions is also not a simple
problem. Figure 4g shows two different curves of !®F on Hp0 (Northcliffe
el al 1870, Ziegler 1980). Again, Ziegler (1980) and coworkers use
theoretical models to calculate the stopping cross sections. Effective
charges are calculaled by comparing theoretical curves to actual experi-
mental ion stopping data. They use the following formula to calculate the
equilibrium charge states, Zg;, of heavy ions with energy E, mass M, in

matter. Zj is the equilibrium charge state of a proton at the same
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Zar
Zg

=1-e4[1.034~.1777ezp (—.081142Z))]

A =FEB +.0378sin(rB/2)

_ BBB{E/ (RsM by
- 212/3

where E is in keV, and ¥, is amu. This equation is considered to be good
to 5% for ions with Z=6-92 in solids with Z=4-79 for E >0.2 MeV/amu.

% - 2
» F “ -5 E
=1- - 1 443x1
Zy=1-exp [D.2[—]M +.00 z[ﬁ, 1.443x10 [—-}Ml l

1) 11

where E is in keV and ¥, is in amu.

The curve obtained by applying Bragg's rule to Ziegler's stopping
curves for F on H (solid) and O (solid) is the one used in the analysis and

interpretation of the data.
3. Angular acceptance of the detector

The collimators placed in front of the detector define the solid angle
into which the beam is scattered (see chapter II). Because of the inner
collimator and hole through the annular detector, none of the beam is
scatlered exactly at 1B0°. However, suppose it is assumed that all beam
scatters al 1B0°. The most widely deflected particles which can scatter
into the detector are at 174.7°. In order to estimate the errors made by
assuming 180° deflection, compare the Rutherford differential scattering

cross sections for these two angles.

do _ 24,2
a0 - 14.37x107**cm*~/ sr
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for 1.5 MeV He on Au scattered at 180°.

= 14.43x107%4cm?/ st

SH:H
Dla

for 1.5 MeV He on Au scatiered at 174.7°. These differ by 0.4%.

38

9 = 0.1290x10~%#cm?/ sr

Q.
o]

for 1.5MeV He on O scattered at 1B0°

Q

9 - 0.1297x10"%cm?2/ sr

K
o]

for 1.5MeV He on O scattered at 174.7°. These differ by 0.5%. Thus the

approximation of 180° scattering is a good one.
4. Validity of the thin film approximation

The thin film approximation (Chu et al 1878) is only valid for small
enough ice film thicknesses (see chapter III) such that dE/dx is essen-
tially constant during the entire passage of the ion through the ice. This
requires that (dE/dx) 6§ << Bguw, Where 6 is the thickness of the ice

layer, and B,y is the energy of the incident beam.

To see if this is true, assume an ice thickness of 80x10'® H,0/ cm?.
Use the value of dE/dx for He on HyO obtained from Matteson (1976)
experimental values. Recall that in calculating the effective stopping
power, &, for the thin film approximation (see chapter III), the energy of
the He beam going into the ice layer was assumed to be 1.5 MeV, and
after scattering from the gold marker, this energy was assumed to be
constant at 1.383 MeV (the incident energy of the beam times the
kinematic factor for He scattering from gold at 180°). dE/dx (1.5MeV He
on Hp0)= 56.8 eV/ 10'%H,0/ cm? The He ion loses 34 keV passing through
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such an ice film. dE/dx for 1.466 MeV He on H,0 is approximately 57.2
This is an 0.7% change from the value of dE/dx at 1.5 MeV. For 1.383 MeV
He, dE/dx in Hy0 is 58.5 eV/ 10¥H,0/cm? Going through the ice layer,
the He loses 35 keV. dE/dx for 1.348 MeV He on HgO is about 58. This is
an 0.8% change. This tells us ihat the thin film approximation is a very
good approximation for ice films of the thicknesses we have used in these

experiments.
5. Deviations from Rutherford scattering of 1.5 MeV He on oxygen

The assumption was made, in analyzing the data, that the cross sec-
tion for scattering 1.5MeV *He at 180° from oxygen was purely Rutherford.
This was checked by scattering *He at energies of 1.3, 1.4, 1.5, 1.6, and 1.7
MeV al 1B0®° from an ice film. If the scattering is indeed Rutherford, the
area of the oxygen peaks should scale as 1/E? The results of these runs
are shown in figure 4h. Deviations from a straight line are on the order of
a few percent, thus there is no evidence of deviations from Coulomb

scallering.
6. The contribution to sputtering by the He analysis beam

The sputtering yield of 1.5 MeV *He was measured, and fcund to be
S(AuC)=8.1, and S(£0)=9.1. During a typical analysis run, the He dose on
target was 3.75x10'® He. This represents a total number of H,0 removed
of (B.1) x(3.75x10'%)=3.04x10!® H,0. These were removed from the area of
the analysis beam which was 0.85 mm®. The removed layer is then
8.04x10'H,0/0.85mm® = 3.58x10'3H,0/ mm?® = 3.58x10'"Hz0/cm? This
represents a shift in the gold centroid of approximately 0.4keV which
corresponds to a shift of 0.2 channels. Typical shifts due to F sputtering
were one the order of 15 channels. Thus, even when the sputtered crater

was scanned by several analysis beams, the contribution to sputtering by
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the He analysis beam was fairly small.

7. Statistical uncertainties

The formula for calculating the error and standard deviation of the

peak areas was given in chapter II.

A= i‘m -%{clbilm + Czim]
c a el

where n; is the number of counts in channel i of the spectrum. The first
term in this equation represents the number of counts in the peak
between channels b and c¢. The second and third term are the low and
high energy backgrounds summed between channels a and (b-1), and
(c+1) and d. The constants ¢, and c; weight the backgrounds according
to the width of the spectrum over which the backgrounds were measured.
[ ¢;=(c-b)/(b-1-a), and cp=(c-b)/(d-c-1) ] The standard deviation of the
peak area, A, is given by o.

[ _ %
o= l?n. + l@??mﬂ%fm)}

c+l1

N

Typical ice layers in the runs before and after sputtering have 2000-
8000 counts in the oxygen peak. Backgrounds vary from 300 to 900
counts. This means that o is a few percent of the area of the peak, which
is much smaller than the experimental reproducibility in measuring the

area of a given peak.

The quantlity we have been referring to as the centroid of the gold
peak is also known as the mean of the peak. Statistically the uncertainty

in the mean is (Bevington 1969)
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where
o, = uncertainty of the mean
o = standard deviation in the mean
N = total number of counts in the peak

There are corrections to this calculation when background subtrac-
tions are required. The number of counts in the backgrounds around the
gold peak are 2-3% of the area of the peak. To estimate uncertainties in

the mean, we will ignore background corrections.

The standard deviation o is equal to I'/2.354 where T is the full width
at half maximun of the peak. The gold peak typically had ~30,000 counts.
I’ was in some cases as large as 50 channels. This gives a maximum value
of 6 = 21 channels. Therefore, g, =0.12 channels. This, again, is much
smaller than the experimental reproducibility in measuring the gold cen-
troid position, which was on the order of 0.5-1 channel. We do not under-
stand the source of this irreproducibility. However, a 0.5-1 channel shift
represents less that 5% of the typical shifts of the gold marker during the

sputtering runs.
8. Beam related problems

We must know the beam energy for the analysis of the results of the
scattering experiments. The accuracy with which the energy of the He
beam is known, as determined by the tandem accelerator, is ~ 1 keV.
Since the energies of the beams were all on the order of 1-10 MeV, we are

not concerned with a ~1keV uncertainty.

Another point to check is whether or not we are heating the target by
putting too much beam on target during the sputtering runs. Macros-

copic heating of the target by the beam is presumably not occurring
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since for some of the sputtering runs the current density was increased
by a factor of 4-6 with no significant increase in the sputtering yield. We
would expect the sputtering yield to increase with an increase in tem-

perature of the ice film if the sputtering were due to evaporation.
8. Solid angle of detection

The area between the collimators defining the angular acceptance of
the detector may be calculated fairly accurately since these collimators
are easily measured. This area is 0.518cm®. It is a more difficult problem
to know the distance from the target to these collimators accurately
(~2.055""). The solid angle is estimated to be 1.90x107® sr. However, an
error of 1/16" in the distance of the detector from the target (which is
not an unreasonable error in this number) changes the value of the solid

angle by 6%. The calculated sputtering yield is proportional to 1/Q.
10. Check on the beam integration

As has been mentioned in chapters II and III, integration of the beam

was something of a problem.

The first step in the beam integration procedure was to scatter
3.75x10'% He particles (1.5MeV) from the gold marker with no ice on tar-
get. The gold was deposited by evaporation onto the Be target. Accord-
ing to the quartz oscillator used during the evaporation, the gold layer
was 241x10%Aus/ em® (a number which is probably accurate to about 5%).
Sinice the Be disk was oriented at 30° from the direction of the bearmn, this
number must be divided by 0.866 to give the thickness of the gold seen
by the beam. This number is 2.78x10'Au/cm?. Using the differential
scattering cross section for He on Au at 180° , and the calculated solid
angle of detection, the number of counts expected in the gold peak may

be calculated. This number was then compared to the areas of the Au
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peaks found experimentally. The experimental values vary around the
expected value, the typical deviations being a fraction of a percent up to
~ 3%. Using the area of the gold peak from the bare target, the area
expected upon scattering !°F from this target may be calculated. This
was compared to the areas found by scattering the !°F sputtering beam
from the bare target at 180°. The difference between the expected and
experimental areas in a few cases was as high as 10 %, but was usually 3%

or better.

A further check on the beam integration was performed after the
deposition of the ice layer. The ice thickness was measured using the
shift in the gold centroid, or the number of counts in the oxygen peak for
He scattered at 180° from the O in the H;O layer. The detector was then
moved up so that the He beam passed through the lower set of
collimators{see chapter II). This method had the advantage that, at no
time, did the He beam pass through the annular surface barrier detector.
Furthermore, this lower set of collimators had magnetic as well as elec-
tronic suppression for secondary electrons. In this position, beam scat-
tered from the ice target at angles ranging from 145°-163° up into the
detector. For a given integrated dose of He (3.75x10'® He), the area
expected in the oxygen peak could be calculated and compared to the
number obtained experimentally. This method is less reliable than the
one using the gold peak because of the larger aperture through which the
He beam passed (062" x .161"). This meant that the beam sampled an
uneven ice layer, and that the angle of deflection into the detector varied
depending on where the He actually passed through the collimator. The
differential scattering cross section for He on O is 15.02x107%cm?/ sr at

163°, and 17.37x107%%cm?/ sr at 145°. These differ by ~15%. However, when
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this beam integration check was performed, the difference between the
calculated and experimental oxyen peaks was usually ~ 5-12%, with one
run at 16%. We estimate that the beam integration was accurate, in most

cases, to better than 5%.
11. The effect of the ice thickness on determining Q and Z O

As has been discussed above and in chapter III, the !SF sputtering
beam was integrated by scatiering the F at 180° from the Au peak during
the sputtering run. The size of this peak was then compared to the gold
peak obtained by scattering F from the bare Be-Au target. In making this
comparison, one must remember that during the sputtering run, the F is
losing energy in the ice layer before it scatters from the gold marker,
which degrades the energy of the F particles. (Also, during the sputter-
ing rums, the thickness of the ice layer was continually decreasing) This
energy losz must be taken into account when calculating the integrated
charge of the sputtering beam. As described in chapter II, the following
approximation was made to account for this effect. First the initial ice
thickness before sputtering, and the final ice thickness after sputtering,
were calculated. Using dE/dx, the energy loss of the F beam in the ice
layer was calculated. By subtracting these energy losses from the intial
energy of the F beam, one obtains the quantities Eyu and Ejyy, which
are the energies of the F beam immediately before scattering from the
gold alter having passed through the initial and final ice layers. The
changes in the Rutherford differential scattering cross sections, do/dQ,
were then calculated by the 1/E? dependence of do/dQ). For an incident F
beam of energy E;., these ratios were (Eug/ Bamuiw)? @nd (Eye/ Erma)? -

These two ratios were averaged to give




- 63 -

The sputtering dose was found by

Cputy = [EAU(F ) sprast ‘—_][E Af?;t;]bm %{"

where [ZAu(F)}were is the sum in the gold peak after scattering Que (col-
lected charge measured by the current integrator) from the bare Be-Au
target. [ZAu(F)]u is the number of counts in the gold peak collected
during the sputtering run(both at 180°). For the sputtering runs listed in
table A, at 1.6MeV, o = 1.15, at 5.0MeV, a = 1.05, 8.0MeV, a=1.07, 7.5MeV, «
= 1.08, 10.0MeV, o = 1.02-1.05, and 15.0, 20.0, and 25.0MeV, a = 1.02.

A similar effect must be considered in the measurement of the ice
thicknesses before and after sputtering with the 1.5 MeV He beam scat-
tered at 1B0°. As calculated in section 4, for an ice thickness of
60x10'®H,0/ cm?, a 1.5MeV *He ion loses 34 keV passing through the ice
layer. This changes do/ dQ) for Rutherford scatlering by a factor of 1/FE.
(1.500/ 1.486)° = 1.047. If this is averaged with 1.000 which corresponds to
scattering from the front surface of the Hz0 target, the « factor is ~ 1.03.

This was not corrected for in the analysis of the data.
12. Energy calibration of the system

The energy calibration ol each spectrumn was calculated by using
three reference points: the position of the gold peak, the leading edge of
the oxygen peak from the initial ice layer, and the leading edge of the Be

signal.

The position of the gold peak was determined by taking the centroid
of the peak obtained by scattering 1.5MeV He from the bare gold on the
Be-Au target. According to Ziegler (1977), the energy loss of 1.5MeV *He

in Au is ~11BeV/ 10%Au/ cm®. The Au marker is 2.78x10%Au/ cm?® The He
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loses ~ 3 keV passing through the gold layer. The calibration for all the
spectra was ~ 2 keV/ch. This means that, due to the energy loss of the
He in the gold layer, the width of the gold peak may be 2-3 channels after
scattering from the front and back surfaces of the gold marker. The
leading edge of the Be was also affected by this same amount since the
He passed through the gold before it scatters from the surface of the Be.
The surface of the oxygen, however, was not covered by any other layers,
so we may expect that the half height of the oxygen peak accurately
revealed the energy of the 1.5MeV scattered from 0. However, the He
peaks scattered from the oxygen in the ice layers were.usually not flat
topped peaks, which made it difficult to accurately locate the half height
of the leading edge of the O signal.

To estimate the errors introduced by these uncertainties, assume
that the gold centroid was misplaced by 5 channels, certainly an over-
estimate of the real errors in the experiment. This would change "'Lhe
energy calibration by 1%. The differences between the calibrations calcu-
lated using different combinations of the gold centroid and oxygen and Be

edges was again on the order of 1-2%.
13. Gain stability and dead time of the electronics

The measurement 51’ the dead time of the ADC was described in
chapter . During the analysis runs these dead times were <1%. No
correction was made for this effect. Also mentioned in chapter II was the
fact that the gain of the amplifier system was monitored during all the
runs by using a pulser signal of fixed amplitude. It was found that the
stability of the system was not better than < 1 channel. The cause of this
instability is not known. Occasionally there were gain shifts on the order

of several channels. When it could be determined that these shifts were
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in fact due to gain changes, the data were corrected. This was deter-
mined not only by the position of the pulser peak in the spectrum, but
also by the position of the leading edge of the oxygen peak on the target

locations where no sputtering had occurred.
14. Delermination of the profile of the sputtered crater

The technique used to measure and sputier the ice films required
that the detector position be changed between the sputlering and
analysis runs of a given spot on the target (see chapter III). As has been
discussed, these were problems with positioning the detector accurately
during the analysis runs so that the ice was being measured in precisely
the same location as the location where the sputtering was done. To
alleviate this problem, the ice was scanned with the .041" diameter
analysis beam at .005" intervals. It is difficult to estimate the error made
in conducting the analysis in this fashion. The peak shapes on the
analysis runs are likely to be oddly shaped due to uneven ice layers from
the sputtering run. It is assumed that the analysis run with the most dis-
placed centroid represented the position of the sputtered crater. Typi-
cally there were two adjacent runs which seemed to be at the deepest
point, with nearly equal gold centroid positions. This provides some evi-
dence that the scanning was providing a good measure of the sputtered

ice thickness.

Moving the analysis beam al .005" intervals meant that, at worst, the
analysis beam could be displaced .0025" from the correct position to
measure the crater This of course, assumed that there was no motion of
the detector in the horizontal direction between the sputtering and
analysis runs. As the detector was moved up and down, its horizontal

alignment was kept constant by a stainless steel rod fixed to the top of
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the chamber (see chapter II). We have assumed that the horizontal posi-
tion of the detector was constant, although we have no way to scan the

ice in this direction.

15. Discrepancy between the £ O and gold centroid methods of determin-
ing the sputlering yields--stoichiometry

In most cases, the two methods of calculating the sputtering yields
agree to within errors on the data points themselves. The agreement was
fairly good for all the points except those at 7.5MeV and 10.0MeV. At
10.0MeV the errors on the points themselves are ~ 20% and the two deter-
minations differ by 13%. At 7.5MeV, the errors on the points are about

4%, the two values differ by 18%. This irreproducibility is not understood.

By comparing the two values for S obtained from the gold centroid
shift and oxygen sums, we should be able to say something about the
stoichiometry of the sputtering. Suppose, for example, that H is pre-
ferentially removed from the ice film by the sputtering process. We
would expect, then, that the gold centroid would begin to move before the
number of counts in the oxygen peak began to change. If any such eflect
was occurring, it was not large enough to be seen with our present resolu-

tion.

It is true that in all but one case (5.0MeV), where there is a difference
between the two S values, the gold centroid gives the larger value of S.
This may indicate that the values of dE/dx we are using for He on Hp0 are
too small, the value of the solid angle we use in calculating S by Z0O is too

large, or it could be a systematic experimental error as yet unidentified.
16. Experimental reproducibility

In all but one set of runs, the reproducibility was better than +10%.

For most of the runs it was betiter than +10%. (Here we have defined the
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reproducibility to be 0/ S,, ). However, for the 10.0MeV runs, the repro-
ducibility was as large as 18%. The reason for this is unknown.
17. Energy straggling of the beam

We must consider the effects of energy straggling on the spectra we

took by scatiering *He and !°F from the ice targets.

To do this we use the expression {or Bohr energy straggling for parti-
cles in the electronic stopping power regime (Chu et al 1978). This
expression is derived by calculating the statistical variance in the
number of collisions, with a given energy transfer, that an ion of charge

Z, suffers travelling through a given depth, t, of the target.

For a compound target A,,C,, this expression for Bohr straggling is

0f = 4m(Z,e2)2N*" % (mzZ,+nZ.)t

where
15 = the square of the Bohr straggling = (eV)?
Z, = atomic number of the projectile

e2

14.4 eV angstroms

N*»%= number density of molecules A, C,, in the target

Z, = atomic number of element A of the target
Z¢ = atomic number of element C of the target
t = target thickness in angstroms

For *He incident on H0 (assume a demnsity of 1gm/cm?), N=3.32x10%
H,0/ cm®, giving 0§=3.46x10%¢t eV2/A. For F incident on Hg0,
0§=7.01x10%eV?/ k. For a typical ice layer of 1800 angstroms, this gives
us Qp{He on Hp0) = 2.5 keV, and 0Qp(Fon H;0) = 11 keV. Since the strag-

gling goes as the square root of the target thickness, for a target
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sputtered halfway through, these numbers become 1.8 keV (for 900
angstroms), and 7.9 keV.

We must see whether energy straggling is a problem in the analysis of
our results. For a He beam passing in and out of an 1800 angstrom ice
layer, the spread in energy due to straggling is on the order of 1-2 chan-
nels in the backscattering spectrum. The width of the gold peaks are
typically 15-20 channels, so energy straggling is not a major contribution
to the emergy resolution of the system. Also, the distribution obtained
from straggling is Gaussian so that the centroids of the peaks should not
be affected. The straggling widens the peak, but does not change the
totzl number of counts in the peak, thus the sizes of the oxygen peaks

should remain unchanged.

As for the F backscattered particles, at no time do we rely on the
position of the F peak scattered from the gold marker. Rather, we care
only about the number of counts in the peak, a number which we need to
calculate the sputtering beam dose, Qg We are concerned whether the
Rutherford cross section for 180° scattering of F from Au is changed
significantly by energy straggling in the ice film. With an 11 keV spread in
the beam energy, for 5 MeV F, this represents {5.000/4.989)°*= 1.004 =

0.4% change in do/ dQ. This is clearly not a problem.
18. Targel angle

When we performed our sputtering experiments, the normal to the
ice target was oriented 30° from the direction of the beam. This orienta-
tion was chosen so that the Be targel substrate was perpendicular to the
target formation line. This, of course, meant that an actual ice layer was
(1800 angstroms) times cos30° = 1559 angstroms. Our analysis procedure

is unaffected by the tilt of the target because both the analysis beam and
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sputtering beam were oriented at 30° to the target normal.

It may be true, however, that S is larger for this configuration than it
would be for perpendicular irradiation, since more energy (1/0.866 =

1.15) was being deposited in the near surface region of the target.
D. Related Data from the Literature

In the discussion of the experimental results in chapter V, we will

want to compare the ice data with results of other experiments.
1. H and He Sputtering of Hz0 (solid)

In a series of experiments performed at Bell Laboratories, the ero-
sion of Hz0 ice was measured for H and He ions between 6keV and 1.8MeV.
These data have been published (Brown ei al. 1980a). Two graphs taken
from this paper are shown in figures 4i and 4j. These graphs show that
the sputtering yield curves of ice by H and He ions are clearly related to
the electronic stopping power curves for these ions in ice. Brown el al
claim that a good fit to the proton data is given by SxdE/dx)?. The dE/dx
curve was obtained by using Bragg’'s rule on dE/dx data from Anderson
and Ziegler (1977) tables. The relationship between the sputtering yield
and the stopping power for He ions is less clear. The curve for the
sputlering yield peaks at a lower energy than that for the stopping power.
They claim thal this discrepancy is minimized by correcting the stopping
power curve to account for that fact that the ions are not entering the
targeti in their equilibrium charge states. This effect would tend to move
the peak of the electronic stopping power curve to a lower energy. The
stopping powers used by Brown and coworkers were calculated using
graphs from Ziegler (1977) and Bragg’s rule. The dE/dx values in figure

4j are Hp0(solid) experimental values from Matteson (1977).
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The Bell group has also measured the sputtering yield of ice with H
and Hy beams at various energies (Brown et al. 1980a). They find that the
erosion yield is nonlinear for these molecular ions. That is, the yields for
HS and Hg ions, when divided by 2 and 3 respectively, do not lie on the

same curve as the erosion yield for H ions.

They report that the sputtering occurs stoichiometrically within the
accuracy of the measurements. They confirmed this result by eroding
D;0 films with SHe ions. By using the 3He, D reaction, they were able to
measure both the D and O in the target. The film stoichiometry stayed
2:1 within £2% over a major change in film thickness. The temperature of
the target substrate was examined from 7°K to 155°K. Below about 100°K
no temperature dependence of the yield was observed (Brown ei al

1980a).

Another paper from the same laboratory (Brown et al. 1980b) shows
results of the temperature dependence of H and He sputtering of H,0 ice.
The temperatiure was varied between 7 and 155°K. For the ion fluxes
used, sublimation competes with erosion of the films at temperatures
above ~130°K. The yields were measured with 1.5MeV He* and 900 keV H*
ions. Both cases show a clear temperature independent region below
~100°K (in contrast to data on condensed xenon or alkali halides). The
erosion yield for both ions increased sharply with increasing temperature
for higher temperatures. In the temperature independent region, the
yields varied approximately as ('dE/ dx)2, and in the temperature depen-
dernl region, as dE/dx. The transition sets in at a temperature of ~120°K
for 1.5MeV He, and ~B0°K for 900 keV H. Brown and coworkers suggest
thal a Coulomb repulsion mechanism is operative at the lower tempera-

tures, and a temperature dependent mechanism involving migration of



..'71-

defects sets in at higher temperatures.
2. °F on UF,

It is also of interest to compare the results the !°F sputtering of ice
with results obtained in Kellogg Lab by Griffith et al (1980) on *F
sputtering of UF,, which is also an insulator. The data chosen for the
comparison are taken from table 10a of Griffith (1979). These data are
shown in table C and plotted in figure 4k. He has measured the sputtering
yield of #°U from UF, by ®F for F energies ranging from 1.19-28.5MeV.
Note that there is a dependence on the yield of #*°U as a function of the
charge state of the incident F ions. This séme sort of dependence was

also seen in ice.

Also plotted in figure 4k are the results of the experiments with *F
on Hp,O where the yields for Hy0 are divided by 200. Points are included
only when the sputtering was done on both targets with the same incident
F charge states. Error bars indicate experimental reproducibility. Also
shown are curves for dE/dx on Hz0, and 1/4(dE/dx) for F on UF,, both cal-
culated using Bragg’s rule and stopping powers given by Ziegler (1980).
(In this same paper, Griffith et al. (1980) show energy spectra of sput-
tered U atoms after bombardment by 4.74MeV !'®F*? and 80 keV *‘Ne

beams.)

Meins {1981a) has recently performed extensive measurements of
the charge state dependence of the sputtering of UF, with F ions. These

results are discussed in relation to the ice results in chapter V.
3. Sputtering of alkali halides
Biersack and Santner (19768) have measured the sputtering yield of

KCl under bombardment by 70-300 keV H*,He* andAr* ions from 20-400°C.

They found that the sputtering yield was much higher than expected from
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collision cascade sputtering, followed (dE/dx)., and showed a tempera-
ture dependence of the form Sxe ™8/¢ From experiments of the yield as
a function of the thickness of the film, they conclude that depths greater

than 26004 contribute to the sputtering.
4. Heavy ion induced desorption (HIID)

Macfarlane and Torgerson (1976a) have studied desorption of Cs* and
Br~ from CsBr films under bombardment by ®2Cf sources. They detected
the charged fragments coming off the target using time-of-flight (TOF)

mass spectroscopy.

Macfarlane and Torgerson (1976b) have also used ?%Cf sources to
desorb biologically important molecules which are non-volatile and ther-
mally unstable; such as Pi-thymine complex, vitamin B-12, and gramici-
din. The ®Cf source produces ion fragments with masses around 106 and
142, with energies of 104 MeV and 79 MeV. Molecular fragments with
weights up to 3500 amu have been detected coming from the target. The
spectira conlain intense peaks which correspond to the whole molecule
having been desorbed. Macfarlane and Torgerson (1976a) claim that the
spectra obtained using TOF mass spectrometry were Maxwell-Boltzman
distributions characteristic of thermal spectra for elevated tempera-

tures.

Duck et 21 (1980a, 1980b) have studied the desorption of organics
with heavy ion beams obtained irom a tandem accelerator. They, too,
have used TOF mass spectroscopy, and were sensitive only to the charged
fraction of the desorbed ions. They have assumed that the
charge/neutral fraction remained constant as different parameters of

the experiment were varied.
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Oxygen and sulphur beams with energies ranging from 8-40MeV were
used to bombard thin (30-70 ug/cm?) samples of valine deposited on Ni
foils. Valine is a non-volatile biomolecule, with a molecular weight of
117.15 amu ((CHs),CHCH(NH,)COOH). The fragments most commonly seen
in the mass spectra were [valine+H]*, [valine+Na]*, [valine—COOH]*, NH/, H*,
Hg, Hd, Na’, and K*. The mass spectra were very similar to those obtained

by fission fragment induced spectra.

They also investigated the energy distributions of the desorbed ions
parallel to the axis of the TOF specrometer. They found that the H* dis-
trubution was relatively broad with a half width As of 6eV, and a median
energy ¢ of 5-6eV. For the Na* fraction, Ac = 2-4eV, ¢ = 1-2eV, and for the
desorbed organics, like [valine—COOH]*, Ae<1eV, and £<1eV. These widths
and mean energies were studied as a function of the LET (linear energy
transfer, also stopping power) by varying the energy of the incident %8
beam. The widths, As, of the distributions for H*, Na*, and the organics
were constant for different %S energies. ¢ for H* increased slightly with

increasing LET, less so for Na*, and was constant for the organics.

They also studied the relative yields of the peaks [valine+H]*,
[valine—COOH]*, Na*, and H* as a function of the energy of the %S and !0
beams. Their results were as follows. The yvields increased with increas-
ing LET. The yield curves displayed double branching when plotted as Y
vs dE/dx; this indicates that the yields were not the same for equivalent
values of dE/dx on either side of the peak of dE/dx. The yield ratios of
Na*, [valine—COOH]*, [valine+H]* desorbed from the same sample surface
were independent of the LET and the primary ion used. With different

targets, the ratio of [valine+H]* to [valine—COOH]* remained unchanged.
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Another set of measurements using TOF mass spectroscopy was
made at Uppsala by Hakansson and coworkers (Hakansson et al 1981a,
1981b, 1981c). They studied desorption of ergosterol (CpsH,,0 m=396.1
armu, looking at M*and(M+H)™ peaks), glycylglycine (C4HgOsN; m=132.1
amu, looking at (M+H)*(M—H) (M+Na)*(2M+H)* peaks, and Csl looking at
(Csnsiln)® m=1 0,12 with Cs* dominating the spectrum. The Uppszala
measurements were performed as a function of the velocily, angle of

incidence, and charge state of the incident beam.

Ergosterol, Csl, and glycylglycine were bombarded with a variety of
beams at different velocities ( "Li, ®C, !0, 323, %Cu, and '*"1) The beams
were said to have equilibrium charge state distributions (Hakansson et al.

1981a).

For the Csl targets, the yield curves have peaks as do the curves for
dE/dx. The yield curves show no particular evidence for a (dE/dx)® or
(dE/ dx)* dependence. The yield curves are double branched, similar to
the effect seen by Duck et al. (1980a, 1980b). (They found discrepancies
in the tabulated dE/dx tables, however, which could be a cause for the
double branch effect.) The yields do increase with increasing Z of the

incident ion.

The ergosterol M* peak shows a (dE/dx)? dependence. When the
shapes of the yield curves for Cs*, glycylglycine, and ergosterol are plot-
ted vs thie velocity of Cu ions for high and low velocities, the curves are
very similar in shape. There is a threshold velocity around the Bohr velo-
city where the yield increases rapidly with increasing ion velocity.

The yields of ergosterol vs Cs*, for the ratios Y(I)/Y(S), Y(I)/Y(O), and
Y(I) /Y(Cu) do not scale with dE/dx.
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The sputtering yields of Csl, ergosterol, and glycylglycine were meas-
ured with 10, 323, 8Cu, and *"] beams at MeV energies as a function of the
incident angle ¥ of the beamn (Hakansson et 1981b). 20 MeV O on Cs* gave
1/cost, 18 MeV S, Cu on glycylglycine gave 1/cos®, 16 MeV S on ergosterol
gave 1/cos®8, and high dE/dx ions on ergosterol gave 1/cosd. Transmis-
sion yields of Cs* ions with 42 MeV %0 showed almost the same angular

dependence as backward sputtering.

A final set of experiments reported on by the Uppsala group was the
incident charge state dependence of the yields of Csl, glycylglycine, and
ergosterol (Hakansson ei al. 1981c). The beams used were 20 MeV oxy-
gen, for charge states +2-+8. The charge state dependence of the yield
was quite pronounced. These results are discussed in chapter V in rela-

tion to charge state effects in Hp0 and UF,.
5. Other frozen volatiles

Ollerhead et al (1980) have studied sputtering of frozen xenon at
Chalk River. On metal subsirates they saw a thickness dependence of the
vield (the yield increased as the thickness increased) for xenon layers up
to 250x:0%/cm®. At that point, S levels off. It was also noticed that there
was lateral transport of the xenon (the sputtered xenon layers were
uneven). When SFg was used as a substrate instead of a metal, the yield

decreased with increasing target thickness.

There was also a strong temperature dependence of the sputtering
yield. Rather peculiar results were found for the dependence of the yield
on the stopping power. For He erosion, Y =dE/dx),, for N*, Y xdE/ dx),,
and for Ar*, Y xdE/dx), at lower energies. The angular dependence was
stronger that 1/cos¥. The yield was also measured with 250 eV e~
S=0.03), 0.5 MeV H* (S=0.3), and 1 MeV *He (S=2).
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Besenbacher et (1981) at Aarhus have studied the sputtering of argon
with He beams as a function of target thickness, deposition rate, sub-
stralte temperature, current density, specific energy loss, and ionization

density.

They found that the yield increased with increasing target thickness
up to 2x107Ar/cm® From 6-24K the yield was independent of T, but
showed a sharp increase for T=25°K. The yields agree for *He and He at
the same velocities. Y(He'*) > Y (He*). They also find that for He on
argon, the sputtering yield was proportional to the square of the elec-

ironic stopping power.
6. Sputlering of other insulating materials

Recent results were oblained by Qiu et al. (1981) in the Kellogg Radi-
ation Lab on the sputtering of Al,03 and LiNbOg with high energy Cl atoms.
These targets were chosen to test the dependence of the sputtering yield
on the thermal diffusivity of the target. Al;0; is known to have a high
thermal diffusivity and low electrical conductivity. LiNbO; was chosen for
comparison to the Al,053 because it has a relatively low thermal diffusivity.
Al,0; does not register tracks for dE/dx <40MeV/ mg/ cm?, whereas LiNbOg
has a track registration threshold at 18.5 MeV/mg/ cm® (Sigrist and
Balzer 1977). The thermal diffusivities for AlLOg and LiNbO; are
145x107%cm?®/ sec and 15x10 %cm?/ sec (25°C), respectively.

Both tergets showed enhanced yields that were associated with the
electronic stopping power for the incident chlorine (chlorine energies
used were between 3 and 25 MeV). A remarkable result was that the
aluminum and niobium yields from the two targets were approximately
equal. This was unexpected since the two materials are very different in

their thermal properties, and LiNbOj is a much softer material than Al,0s.



-77 -

Experiments are also being done on amorphous and crystalline SiO,
targets. These were chosen because the thermal diffusivities of these two
forms of SiO, differ by at least one order of magnitude. The sputtering
yields for both types of Si0O, were nearly equal and were approximtely ten

times larger than for A0z (Qiu 1881).
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V. Discussion of Results

This chapter is devoted to a discussion of the data presented in
chapter IV. The discussion is divided into three sections. In section A we
compare the data to theoretical models presented in chapter I. In sec-
tion B we present general features of the data, and finally, in section C we
discuss how our heavy ion sputtering data compare to other experimental

data on sputtering and ion induced desorption.
A. A Closer Look at the Models

Recall that in the thermal spike model of sputtering (Sigmund and
Claussen 1980, Macfarlane et al. 1976a, Ollerhead et al 1980), and the
thermalized ion explosion model (Seiberling et al. 1980), there are three
time scales we must consider. These are tg, th, and tgg. tee is the time
it takes an electron which has been freed by the passage of the high
energy incident ion io transfer its energy to the atoms in the solid via
collisions. tg, is the time for neighboring ions created along the particle
track to recoil under mutual Coulomb repulsion, and collide with their
neighboring atoms in the solid. t,. is the characteristic time it takes for

the undisturbed solid to conduct heat away from a hot cylindrical region.

The thermal spike model of sputtering requires that the electrons
freed by the incident ion undergo a sufficient number of collisions with
atoms in the hot spike region that they are able to transier their energy
to the atoms. In order for the thermal spike model to work, tege < tpe. In
the thermalized ion explosion model, on the other hand, recall that the
relevant time scale is whether the ions created by the incident beam
have sufficient time to collide with neighboring atoms, as they recoil
under mutual Coulomb repulsion, to create a hot region in the target.

This would require that ~10tgs < tpe.
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Seiberling et al calculated these numbers for F incident of UF,. For
the sake of comparison, we discuss the calculations for UF; in parallel

with the related calculations for H,0.

For a mass m, the maximum energy that can be transferred in a
head on collision with mass M (m<<M) is (4m/M)E where E is the initial
energy of mass m. For a 1 eV electron in Hp0, in any one collision, the
maximum energy transferred by the electron to an O atom is
4m/M(1eV)= = 1.36x107%eV. The time required for the electron to
transfer 1eV of energy is te,, = (M/4m)d/v where d is the interatomic
spacing in ice and v is the velocity of a 1€V electron. v = 6x107 cm/sec.
For ice, d = 3.7x107® cm = 3.7 angstroms. Therefore d/v = 8.2x107!6 sec.
This gives us tge = (8.2x10718sec)/ (1.36x107%) = 4.6x107!% sec. In UF, teg =
7.5%107!! sec, and represents the transfer of energy from an e™ to a #U
atom. tg, calculated in this way, of course, gives a lower limit on the time
required for this transfer of energy, since one assumes a head on collision
with maximum energy transfer at every lattice spacing. Note that in any
individual collision, an arbitrarily small amount of energy cannot be

transferred.

The heat diffusion equation solved for cylindrical geometry with con-
stant thermal conductivity £ and heat capacity C, and a line source of

energy density £ per unil length al r=0 and t=0 gives the solution (Vine-

T(T't)z[tl;fct iexp[— ixf l

where T is the target temperature, and p is the target mass density. The

yard 1978)

characteristic time for conducting heat from this cylinder is
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where K is the thermal diffusivity of the undisturbed solid. A graph of the
thermal diffusivity, K, of ammorphous ice is given in figure 5a. K was calcu-
lated by taking (x/Cp) where p was chosen as 1 gm/ cm®, and the values of
the thermal conductivity, «, were those given by Fletcher (1970) for
polycrystalline ice. Values of the heat capacity, C, are from measure-
ments by Sugisaki et al. (1968) for amorphous, polycrystalline, and cubic
ice. At 10°K, K = 0.24cm®/sec and at 30°K, it reaches a peak value of K =
1.39cm®/ sec. To calculate t, =7%/4K, we use r=20 angstroms as the spike
radius (as a comparison with Seiberling et al. who chose r=20 angstroms
as the hot spike radius in UF,, an experimentally determined number). r?
= 4x107¥cm® Therefore, t,, = 4x107" sec for 10°K ice, and 7x107% sec for
30°K . tp for UF, at 80°K, and a spike radius of 20 angstroms, is given by
Seiberling et al_, to be 1.3x107!2 sec. In either case, t;, < t,, which bodes
ill for the thermal spike model.

Now, examine the thermalized ion explosion model. Recall that in
this model the important time scale is tg,, the time it takes a pair of
neighboring ions to recoil one lattice spacing and collide with neighboring
atomns of the solid. Seiberling et al calculate that if two adjacent
molecules are triply ionized, and recoil from one to three lattice spac-
ings, they will gain a kinetic energy V= 1/2 (3¢)? [1/d-1/3d] = 10.2 eV for
d= 4.3 angstroms in UF,. The claim is that in each collision these recoil-
ing atoms transfer half of their energy. They then calculate the time it
takes a 1eV U atom to travel one lattice spacihg - this time is 4.8x10713
sec. This is to be compared with 1.3x71? sec they get by calculating t,, for

UF,;. They argue that after the passage of the high energy ion, the U
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atoms have time to undergo several collisions and create a region of local
thermal equilibriumn before thermal conduction quenches the hot spike.
Here we do this same calculation for H;0. For an interatomic spacing of
3.7 angstroms, a pair of triply ionized (this would take on the order of 35
eV) molecules recoiling from one to three lattice spacings gain 8.5eV in
kinetic energy. It takes a 1eV O atom 1.13x107!3 sec to travel one lattice
spacing. The thermal quenching time for Hp0 , t,, was calculated to be
4x107 sec for 10°K amorphous ice. These time scales cast some doubt on
the applicability of the thermalized ion explosion model to ice sputtering.
Another point to note is that the thermal diffusivity of ice peaks at ~30°K,
and is almost an order of magnitude larger here than at 10°K. The ther-
malized ion explosion model predicts that Sx1/K. We saw no correlation
between S and 1/K as we varied the substirate temperature in the 10.0

MeV F runs (see figure 4e).

There were several assumptions made in estimating these times. The
values we used for the heat capacity were for amorphous ice, but the
values of the thermal conductivity were for polycrystalline ice. The
assumption of the thermalized ion explosion model is that we have a hot
cylinder surrounded by undisturbed material, and that heat is conducted
out of the cylinder by the undisturbed solid. No such well defined boun-
dary really exists between the "hotl"” cylinder and the undisturbed solid.
Perhaps we would do better to use thermal diffusivities of ideal gases. In
any case,it is clear that the equilibrium of the area around the passage of
the ion is disturbed, and we cannot expect its thermodynamic properties
to remain unchanged. It is not clear, however, what crystalline form we
actually have after the target has been bombarded by the sputtering

beam. In experiments performed at Bell Labs we were able to cbserve
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the ice layers deposited before and after sputtering. Before sputtering,
the layer was transparent, after sputtering it appeared frosty. The
interpretation of this is that the ice goes down amorphous (see chapter

IV) and turns polycrystalline under bombardment by the beam.

Assume for now that the hot spike radius is equal to 20 angstroms.
This represents an area of nr?=1.3x10° X2 Typical sputtering F doses are
~3x10-10'8F/ mm?. For 3x10%F/mm? = 3x10'%F/ 1042, This gives us
3342/F. On the average, each r=20 £ cylinder sees
[1.3x10%42/33K2/ F]~40F. If in fact the ice goes polycrystalline under irra-
diation by the incident beam, then it may not be such a bad estimate to
use the thermal conductivity of polycrystalline ice in calculating the

thermal diffusivity of the ice.

Because we are not sure what crystalline form of ice we have, let us
examine how the thermodynamic properties vary as the structure of the
ice is changed. Sugisaki et al. (1968) measured the heat capacity of amor-
phous, cubic, and hexagonal ice. They found that at 20°K , the value of C
in amorphous ice was about a factor of 2 larger than in cubic ice, by 40°K
the values of C were the same to within 10%, and by 60°K the values of C

for amorphous, cubic, and hexagonal ice differed by only a few percent.

Now comnsider the thermal conductivity, «, of ice. At 0°K the magni—y
tude of the thermal conductivity of ice is 2.2 W/m deg (Hobbs 1974,
Fletcher 1970). This is ~4 times greater than that for Hz0 (liquid) at 0°K.
Down to —1B0°K, the thermal conductivity coeflicient of ice increases with
decreasing temperature. Landauer and Plumb (1956) found no significant
differences in the thermal conductivity coefficients of laboratory grown
single crystals , glacial single crystals, and polycrystalline commercial

ice. It is easy to imagine that there would be significant differences in
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the thermal conductivity of polycrystalline and amorphous ice. We were,
however, unable to find a reference for the thermal conductivity of amor-

phous ice.

To illustrate how dependent the thermal conductivity is on the cry-
stalline structure of a material, compare the thermal conductivities of
amorphous and crystalline quartz (White 1959). The thermal conductivity
of a dielectric quartz crystal peaks at ~10°K, with a maximum value of 10
W/cm deg. The value for amorphous quartz at 10°K is 0.001 W/cm deg. As
the temperature increases, the thermal conductivity of the crystalline
form is decreasing, and has a value of 0.2 W/cm deg at 100°K. The ther-
mal conductivity for glassy quartz increases with temperature, and at

100°K is 0.004 W/cm deg.

As a nole of interest, it may be possible to perform experiments with
ice targets that have been doped to change their thermal conductivity.
This kind of doping has been done for crystalline ice. It is not clear what
the effect would be in amorphous ice. J. Klinger (1972) has measured the
thermal conductivity of monocrystalline ice between 2 and 90°K. The
maximum is situated between 7 and 8K and has a value of 1.5 Wem™'K™%.
The same sample was doped with hydrofluoric acid by diffusion, and the
maximum in the thermal conductivity was found to be 1.4 Wemn™!K™! at 7-
8K ( one month after doping ). Thirty two months after doping, the max-
imum was at 15K and had a value of 0.15 W/cm K. This latter curve
resembled those obtained for polycrystalline substances. The level of

doping was ~10~® mole/] after several months.

A calculation of the t,. depends not only on the thermodynamic pro-
perties of the target, but on the choice of r, the radius of the hot
cylinder. Seiberling et al. (1980) chose the value of 20 angstroms for UF,,
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based on experimental results. This value is similar to the radii of latent
tracks in dielectrics (for fission fragment induced tracks in mica, diame-
ters of up to 504 have been seen (Fleischer et al 1975)). Suppose we cal-
culate the value of r required to give us values of t,; and ty, that support
the use of the thermalized ion explosion mode. For a 1eV O atom Hz0, tg,
is 1.13x10" ¥ sec. If we want to allow 10 recoil collisions of the O atoms, we
need 10 X tg~10"" sec. (10ztg)/ (tn.) is (107 sec/4x10 sec) = 25.
Therefore, our choice of r must be five times larger than the 204 value we
chose above. Thus, our cylinder must have a radius of 1004. A cylindrical
region of ice 1004 in radius, and one monolayer deep contains ~ 2300 H0.
By the assumptions of the thermal spike model, this tells us that all the
sputtering must occur from the first monolayer of the ice. It is difficult

to imagine how this might occur.

Suppose, for now, that we ignore these difficulties involving the time
scales since there there are so many uncertainties associated with the
calculation. Let us proceed to the functional forms predicted for S in the
thermalized ion explesion model, and see how well we can fit these forms

to our data.

From chapter I we see that the functional dependence of S on the
primary ionization rate, dJ/dx, may be predicted. Recall that there are
two cases, depending on how one couples the spike radius, r,, to dJ/dx.

Case I predicts

Case Il predicts

S « S-exp=[Byrf/ C(dJ/ dz )]
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where E, is the surface binding energy of the target, and D is the normal-
ization factor for dJ/dx.
The expression for dJ/dx used by Seiberling and coworkers, was

%z"—= zf[é‘; ln[Bﬁz]

where

Ze = Z[l—lo‘(v 8)(1373/20-55>]

g =v/c and Z, is the effective charge of the ion travelling through the
solid. This expression for Z, is from a paper by Heckman et al (1963).
This expression for dJ/dx was derived by Bethe (1830). The constants A
and B depend on the material through which the ion passes. According to
Mott and Massey (1965), the constant B is related to 1/I, where I is pro-

portional to the ionization energy of the atoms in the material.

Fleischer et al. (1875) give the following formula for dJ/dx.

aJ _ Ci1CeZ% W |
=T & n T Jﬁ 5+
C] = 2 (27?71324)/”"‘:2
n, = # e /cm?in the solid
m = electron mass

Wmex= 2mc?g%2=p?/2m

y = ()R



- 86 -

6 = relativistic polarization effect

K = constant that depends on stopping medium

I, = iomization potential of the most loosely bound e~ in the solid

C. = the effective fraction of e~ in the solid in the most loosely
bound state

Z® = effective charge of the ion in the solid

For high enough velocties, dJ/dx should scale as Z%, for incident
ions and electrons of the same velocity. Seiberling et al (1980) have
chosen B=45 MeV/amu which they obtained by fitting ionization data
taken from scattering protons and electrons on argon gas (Schram et al.
1965, DeHeer et al. 1966). A is an overall normalization which is arbi-

trarily adjusted.

The position of the peak of dJ/dx as a function of energy will depend
on our choice of B. Since B is related to the ionization energy of the
solid, let us examine the lowest ionization energies for a number of atoms
and molecules. H0 (12.6 eV), Ar (15.8 V), U (6.08 eV), F (17.4 eV), H
(13.6 eV), 0 (13.6 eV) (from CRC)(Weast 1968) It is not clear from these
values whether it makes sense to use the B value of argon to calculate

dJ/dx for UF,. The values look somewhat better for Hg0.

Values for B have also been measured by Schram et al (1965) for

electrons incident on various gases. If the energy dependence of dJ/dx is

4 gy = AZEW 1 )

They list experimentally determines values of B
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B(Ar)= 0.049 eV1+0.002

It is difficult to justify the choosing B for H;O from Ar data, or data
obtained from Schram et al Notice, however, that B chosen by fitting the
Ar data (Seiberling el al. 1980) gives a peak energy for dJ/dx that seems
to correspond well to the peak in the sputtering data.

Meins and colleagues have performed a series of experiments in
which they measured transmission sputtering and stripped charge state
sputtering of F on UF, (Meins 1981a). They do a least squares fit to the
data of (dJ/dzx)* where Zg, is the Heckman (1963) value for the equili-
brium charge state of F. Transmission data and stripped data give
approximately the same result, B=35 amu/MeV. For the case of stripped
Cl and F ions, the value of A=1.2x107® for both Cl and F, and for the

transmission sputtering A(Cl)= 3.5x107® and A(F)= 1.7x1078,

We compare the F on Hg0 data to curves of (dJ/dz)* for B =45
amu/MeV and 35 amu/MeV (see figure 5b). The peak energy of the
sputtering yield seems to coincide more closely with the choice of

B=45amu/MeV.

It is clear that before we can make detailed comparisons of the
models to our data, we must improve our understanding of dJ/dx. As a
final note, C.C. Watson (1981) points out that the Bethe calculations (see
above) of dJ/dx may not be appropriate in the case of a heavily ionizing
incident ion. The previous calculations of dJ/dx have been performed
assuming individual interparticle interactions between the incident ion
and the target atoms. The energy appearing in the constant B is related

to the ionization potential of the individual target atoms. However, if the
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track of ionization left by the incident ion is very dense, then more
energy than just the ionization potential is required to remove e~ and
keep them away. In addition to overcoming the ionization potential,
enough energy must be supplied for the electron to escape the track of

ionization which appears like a line charge to the freed electrons.
B. General Features of the Data
1. Compare S curves to (dE/dx), (dE/ dx)? (dE/ dx)*

An obvious quantity with which to try to fit the sputtering data is the
electronic stopping power. This raises the question of which dE/dx
curves to use for this comparison. This problem is discussed in chapter
IV, section C-2 (see figures 4f and 4g). We have chosen to use Anderson
and Ziegler (1977) values for H ions, Matteson (1977)(solid) experimental

values for He, and Ziegler (1980) values for F (see figures 4i, 4j, and 5c¢).

Compare S=(dE/ dx)™ for H;0 ice bombarded with H, He, and F beams.
We see from the figure 4i that S bears a strong resemblance to an arbi-
trarily normalized curve of (dE/dx)?. Here the S values were taken at H
energies from 6 keV - 1.5 MeV (Brown et al. 1980a). The dE/dx values
chosen were from the tables of Anderson and Ziegler (1877). The same
thing was done with the He data from Brown et al (see figure 4j). In this
case, the fit of (dE/dx)" to S is less convincing, primarily because the
curves for S and dE/dx do not peak at the same He energy. For F
incident on HgO, it is not clear that any power of dE/dx (up to 4) will fit
the data. These problems may, however, lie in the difference between the
equilibrium charge state (reflected in tables of measured or calculated
dE/dx values) and the incident charge state of the beam (see figure 4c).
Comparing figure 5c to figure 5b, it is difficult to tell whether (dJ/dx)* or
(dE/ dx)* provides a better fit to the data.
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It is also instructive to combine values of S for H, He, and F on one
graph of S vs dE/dx (see figure 5d). The data show no obvious depen-
dence on (dE/ dx)™ although n=2 seems to do better than n=4.

There are, perhaps, different regimes in dE/dx which have different
sputtering mechanisms. For example, the thermalized ion explosion
model requires a sufficient density of ionization along the path of the
incident particle, so that there will be several target atoms repelling one
another and contributing to the local thermal equilibrium around the
track of the ion. According to Fletcher (1970) in ice the smallest ioniza-
tion potential is approximately 12.5 eV. The value of dE/dx for protons
on ice ranges from 16.4eV/ 10'°Hz0/ cm® at 10 keV to 29.4eV/ 10'%/ cm? at 80
keV. A monolayer of ice represents 1.03x10H;0/cm® There is margi-
nally enough energy available to ionize two atoms per lattice spacing for
the highest dE/dx values, and this assumes that all of dE/dx goes into

ionization of the target, which is not actually the case.

Again, in the case of F incident on the ice, the curve for S peaks at
lower energy than that for dE/dx, but it is not clear to what extent this
represents our lack of knowledge about dE/dx. The resulting "hairpin”
shape of the (dE/dx) vs S curve is shown in figure 4d. The direction of the

arrow represents encreasing energy.
2. General remarks on energy available for sputtering

Here we list some very general observations about energy scales
involved in the sputtering of ice targets by '°F beams.

Assume for now that the radius of the cylinder from which sputtering
occurs is 20&. The cross-sectional area of this cylinder is then,
1.26x107¥cm? There are 7.3x10'Hz0/cm® in ice with a density of

igm/cm®. Suppose that in the sputtering process, atoms are removed
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uniformly from the area where the cylinder intersects the surface of the
solid (a reasonable assumnption from the thermalized ion explosion model
which says the hot spike is a gas at elevated temperatures). This means
that for a 204 radius cylinder, 92 HgO molecules are removed from a
monolayer of the ice. To sputter 1000 water molecules, ~11 monolayers
of the cylinder must be removed. This represents a depth of =40
angstroms. For the sake of calculation, take dE/dx for a !°F°* =
395.5e V/ 10°H,0/ cm?. In a depth of 40&, there are 1.33x10'SH,0/cm?.
Therefore, the energy deposited by the 10 MeV F ions will be
[395.5e V/ 10'°H0/ cm?] x[1.33%10'®Hz0/ ecm?] = 5.26 keV. This represents

~480 eV per monolayer of the ice.

To melt ice at 0°C takes 0.06eV/Hg0, to vaporize it at 100°C takes
0.39eV/H;0. The sublimation energy of ice 1h at 0°C is 0.49eV (Hobbs
1974). To melt a volume of ice containing 1000 H;0 molecules requires 80
eV. To vaporize the same 1000 Hg0 takes 390 eV, to sublimate them would
require 490 eV. It is a reasonable assumption in the thermalized ion
explosion model to assume that atoms are removed uniformly from the
surface of the solid where the hot cylinder intersects the surface. The
assumption made by Seiberling et al. (1980) was that local thermal equili-
brium is reached inside the cylinder and thermal evaporation continues
until the spike is quenched. Suppose we also assume that there is little
transfer of energy vertically in the hot spike. Suppose, for now, that the
5.26 keV of energy deposited in the top 40 angstroms of the ice is all that
is available for the sputtering. Some fraction of this energy will go
toward imparting kinetic energy to the atoms of the solid. Without know-
ing what fraction of dE/dx contributes to the sputtering process, it is

easy to imagine that there is ample energy available for melting,
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vaporizing, or sublimating Hz0 molecules (or clusters) from the surface.

Now suppose we consider the molecular bond energies of the water
molecules. To remove the first H from an Hz0 molecule requires 5.11 eV.
To break the remaining OH apart takes 4.40 eV (Hobbs 1974). If it is true
that we have a maximum of 5260 eV at our disposal, it is clear that the
sputtered HpO molecules cannot all be removed as sputtered atoms.
There is not enough energy available to remove all the observed sput-

tered material and break molecular bonds in the same process.
3. Sputtering as a function of incident charge state

We made some sputtering experiments as a function of the incident
charge state of the '°F beam. These were done at (10.0 MeV, (+3, +4, +6;
eq= +5.8), 20.0 MeV (+4, +8; eq = +6.8), and 25.0 MeV (+5, +8; eq = +7.1).
In all cases, the sputtering yield increased with increasing charge state.
At 25 MeV the yield went from S(AuC)= 289 to 817 in going from +5 to +8.
This is a factor of 2.8. The increase at 20 MeV was from 348 to 752 in
going from +4 to +8, a factor of 2.2. Caution should be exercised in using
these sputtering yields for 20 MeV, however. For the +8 charge state, the
ice had eroded away to the gold marker in some places. Therefore, the
yield at 20 MeV (charge state +8) is a lower limit on the real sputtering
yield. The same trend, although less severe, was found at 10 MeV. For
charge states of +3, +4, and +8, the yields were 1263, 1484 (+4/43= a
factor of 1.2), and 1499 (+6/+3=a factor of 1.2). (S=1263 is the sputtier-
ing yield obtained by averaging the two +3 runs at detector positions
0.760 and 0.860 of run (i) (see table A). This number is larger than the
average of all the other runs taken with 10 MeV ®F®* of which there are
12. This average gives S = 1021 (see set (e), (g), first two of (h), first two

of (i) in table A). These S values were obtained from the gold centroid
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method. For the sum in the oxygen peak, the points at 0.760 and 0.860 or
run (i) give S=986 (+3), S=1238 (+4) (+4/+3 =a factor of 1.3), and S=1505
(+8) (+6/+3= a factor of 1.5). Averaging all 12 of the +3 runs gives
S=896.

The electronic stopping power is proportional to the square of the
effective charge of the ion at a given depth in the target. The effective
charge represents the charge seen by the atoms of the solid, and at a
point deep enough into the solid, this effective charge will equal the
equilibrium charge state of the ion. Because we observed such a marked
effect when we increased the incident charge state, the sputtering yield
data tell us that this equilibrium is not reached on a length scale that is
smaller than the depth from which the sputtering occurs. Were the
charge state to equilibrate in the first few monolayers of the solid, we
would not expect to see S vary much with a change in the incident charge
state of the beam. This also implies that the values we use for dE/dx are
not actually representative of the energy loss experienced by the ion in
the region of the target from which sputtering occurs. dE/dx tables are
given for energy loss in thick targets where presumably the charge state

has reached equilibrium.

Meins and coworkers have recently performed a series of experi-
ments (Meins 1981a) in which they varied the incident charge states of F
and Cl ions incident on UF,. They put a series of stripped charge states
into the target and measured the sputtering yield as a function of the

charge state.

Griffith (Seiberling et al. 1981) has derived an expression which can
be used to fit the charge state data as a function of a ratio of depth scales

in the target. Let Z; be the initial charge state of the beam, and Z. ithe
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equilibrated charge state for that beam. A, is the charge equilibration

length, and A the sputtering depth. Griffith assumes
Z(z) = [Z+(Z~Z) (1~ 7"7)]

where z represents the depth the ion has travelled into the target (z=0 is
the surface of the target). The sputtering yield, S, is proportional to the

integral
I= 1/>\SZZ(2)"e_zM‘dx
= 1/7\52[zi+(ze ~Z)(1~e ) rez / A dx

_, & n! 1 [Z.-z)
=2 2 D Ry T | %

We can fit this expression to our data. For Z, we use the values cal-
culated from Ziegler's (1980) expression for the equilibrium charge state
(see chapter IV, section C-2). We have only two points at which to do the
fitting. Neverthless, it is interesting to compare our results for Hy0 with

those obtained by Meins for UF, (Meins 1981a).

Choosing n=8, we find that at 25 MeV, A\,/A; = 1.7. We do not fit the
20 MeV points because the +8 point represents only a lower limit on the
yield. At 10 MeV, +3 and +4 points give A,/ As=1.4 for S(+3)=1263, and
A/ As=1 for S(+3)=1021. Using A\, /A, of 1.4, we calculate the ratio we
expect for the sputtering yield of the +6 and +4 points at 10.0 MeV F. If
we use S(+4)=1484, we expect a yield for S(+8) =3500 (a factor of 2.4
times larger than the +4 point). We do not see this large an increase in
the data. Note also, that the charge state effect on S is much more

severe at the higher energies (20 and 25 MeV) where the yields are much
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smaller. Perhaps we are seeing a saturation effect at the higher yields
(10MeV) and only so much of an increase in S can be supported by the
energy deposited by the incident ion. Perhaps this could give us some
handle on what fraction of the electronic stopping power goes into
sputtering.

Meins (1981a) has a much more complete set of charge state data for
UF,. He finds that at 8.5 MeV, A,/ A = 5 and at 19 MeV, A,/ ;= 2.5. For
28.5 MeV, A,/ As= 1.5. This latter value agrees fairly well with the ratio of
1.7 obtained for 25 MeV F on ice. The value at 10 MeV does not agree so
well with the ice results, but remember that in the ice, we are not seeing
the expected rise in the yield extrapolating from charge states of +3 to
+4 and +6, which we have said may be a saturation effect. They find that
the choice of n=8 fits their data well. This would support a (dE/dx)* or
(dJ/ dx)* interpretation of the data, although it is not clear how sensitive
we are to the value of n. Meins (1981b) has tried fitting the data with a
value of n=6. This produces the same effect of the shape of the curve as

changing the ratio A,/ As.

To summarize, all our results are consistent with the statement that
the incident charge state does not equilibrate in the solid until a depth
that is comparable to or larger than the depth which contributes to
sputtering.

This is perhaps not surprising. Sofield and coworkers (1980) have
performed a set of experiments with 40 MeV 160 ions incident on thin C
and Al targets. They used incident charge states of +6, +7, and +8 and
studied the charge equilibration as a function of target thickness. They
found that the beams equilibrated after passing through 600-800 X of the

C and Al targets. If we assume a hot spike radius of 20 & for the ice, 1000
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Ho,0 molecules are obtained in a cylinder of radius 20 angstroms, and a

depth of ~25 angstroms.

It is clearly desirable to perform a more extensive set of measure-
ments on the erosion yield of ice as a function of the incident charge
state of the F ions at (relatively) high and low sputtering yields. It would
also be interesting to perform a series of measurements of the sputtering
of ice with charge equilibrated beams. This could be done by putting a
foil stripper upstream of the target. Data of this sort would make com-

parisons of the erosion yield to (dE/dx)® and (dJ/ dx)® more meaningful.
C. Other Dielectric Sputtering Data from the Literature
1. Erosion of ice by H and He beams

In the previous two sections, A and B, we have made several com-
parisons with H and He sputtering of ice, to F sputtering of ice. It would
also be interesting to sputter with yet a heavier beam, such as Cl, which
has a higher dE/dx. More work should be done with the incident charge
state effects on the yields. The temperature dependence of the yield
should be investigated until the threshold temperature for the heavy ions

is found.

A final comparison that can be made between the H, He (Brown et al
1980a), and F results is to see al what energies the sputtering yield
curves peak for the different ions. The peak in the sputtering yield curve
for F on H0 is between 6 and 8 MeV. For He it is ~250 keV, and for H ~70
keV. These correspond to, respectively, 370 keV/amu, and 63 keV/amu,

and 70 keV/amu.
2. Comparison with F on UF, data

It is interesting to compare data taken with *F incident on UF,
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(Griffith et al 1980) to that taken on ice. Several comparisons have
already been made in previous sections of this chapter. The yields vs F
energy are compared in figure 4k. It is interesting to note that the two
curves for S not only peak at the same incident F energy, but that they
are remarkably similar in shape when normalized to the same peak
values (S(Hz0)/200). The curves for dE/dx, however, do not peak at the
same energy for F on Hy0 and F on UF,. Also, the magnitude of dE/dx for
F on UF, is about 5-6 times larger than F on H;0. The peak value of dE/dx
for F on H,0 is about 7.5 MeV. For F on UF, it is ~12.5 MeV.

3. Alkali halides

The results of Biersack and Santner (1978) on the sputtering of KCl
by H, He, and Ar beams have led to an interpretation of alkali-halide
sputtering as a thermally activated process. The fact that the yield
depends on a power of (dE/dx)?, shows a depth dependence up to 26004,
and has a temperature dependence of the form Sxe ™8/t leads to the fol-
lowing conclusions. It has been suggested that excitons (bound electron-
hole pairs) migrate to the surface of the sample where they de-excite and
eject halogen atoms. Alternatively, it has also been suggested that H-
centers (halogen atom interstitials) migrate thermally until they annihi-
late with F centers or reach the surface where they create an unstable
excess of halogen atoms which are subsequently released from the sur-
face. Once the Cl is gone, the remaining K evaporates from the surface
(potassium has a low m.p., 83.7°C, and a high vapor pressure). This
mechanism is not applicable to the ice data, at least in the temperature
independent regime. It has been suggested by Brown, et al, that ice
sputters by defect migration for temperatures in excess of ~100°K where

the yield becomes temperature dependent and x dE/dx.
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4. Heavy ion induced desorption (HIID)

Macfarlane and Torgerson (1976a, 1976b) have studied the desorption
of biomolecules by ®%3Cf sources. Based on their results, they propose a
thermal mechanism for the desorption of organic molecules from fission

fragment bombardment.

They argue that the passage of the heavy ion creates a hot cylinder
from which atoms of the solid evaporate. They are, however, vague about
the details of how this heating occurs. Thatl is, how heat is coupled from
the excited electrons to the solid’s atoms. They hypothesize a hot core
around the track of the incident ion that is 204 in radius. The heating,
they claim, is done by short range secondary electrons, which create a

heat pulse that lasts 107! sec.

The main results to keep in mind from these experiments are that
the CsBr targets give spectra that look thermal for the desorbed Cs* and
Br~. Using ?%*Cf sources, there is a high probability for desorbing [M+1]*
and [M-1]* where M>3400 amu. Even though with fission fragments depo-
sit 100-800 eV/X&, large fragile molecules are desorbed non-destructively.
The spectra do not show peaks corresponding to C, O, N, etc. The frag-
mentation of the molecules follows specific patterns for each type of tar-

get.

The thermal model proposed by Macfarlane and Torgerson suffers
from the same problems as the hot spike model of sputtering discussed

in chapter I and earlier in this chapter.

Duck et al (1980a, 1980b) have also studied the desorption of large
biomolecules by ion beams. They have bombarded valine targets by !60
and %28 beams ranging in energy from 8-40MeV. Their desorption spectra

show similar fragmentation patterns for 25Cf, !0, and *S. The energy
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distributions were relatively independent of the primary ion, and
depended mostly on the secondary ion. Recall that they measured the
energy distributions of the desorbed ions parallel to the axis of the TOF
spectrometer, and found that the width of these distributions, at least for
the organic species, was independent of the LET of the incident ion. This
led them to favor the high frequency perturbation model proposed by
Krueger (1977) rather than a thermal pulse model (Sigmund and Claussen
1980). They argue that a thermal pulse model would predict that Asx

LET, which is in contradiction with the experimental results.

Regarding their double branching on the plots of yield vs dE/dx, they
argue that this effect may be explained by restricting the fraction of the
LET that contributes to sputtering by a function {. They argue that they
have found a universal function f(¢)=1.72e (—2.32¢) where é=v/v,Z. v is
the velocity of the incident ion, v,Z is the Bohr velocity of the primary
ion’s K electrons. They propose that Y=CiXLET®*, where Cg is a constant
which depends on the secondary ion being desorbed, and LET'=fxLET
(Duck et al. 1980Db).

The function f tells us that the portion of the LET that contributes to
sputtering decreases with increasing projectile velocity. This, they claim,
agrees with the high frequency plasma desorption model, which should
favor the desorption of polar bound species. The efficiency oi the
desorbing perturbation is determined by the strength (determined by
Zesr) and duration (velocity and linear dimensions of the surface poten-
tial). The efficiency should decrease with increasing ion velocity, due to a
larger probability for recapture after a shorter perturbation. When they
plot Y<LET®, the double branching disappears. It is interesting to note
that f(¢) is very similar to an expression used by Northcliffe (1960) to
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describe the effective charge of an incident ion, 1-(Z.;/Z)? =
1.B5ezp (—2¢). We have also seen double branching in the ice under bom-
bardment by He and F ions. Caution must be exercised due to the prob-
lemns of finding reliable curves for dE/dx. However, it is interesting to
note that our double branching is similar to that seen in the valine data.
That is, the yield curve peaks at a lower energy than dE/dx. Hakansson
et al (1981a) have suggested a plasmon oscillation mechanism that could

cause desorption.

In an attempt to test predictions of the electron plasma desorption
model, Krueger and Wien (1978) have studied desorption of different
molecules from clean metal surfaces. They argue that plasma desorption
favors polar bound species. They have adsorbed Hp0;, Ng, CO, CoHy, CpHg,
CsH;OH onto Al, Ni, and Cu surfaces, and studied the desorption of these
molecules with ®*Cf fission fragments. The yields of the metal atoms and
ions may be understood by collision cascade sputtering, while the yields
of the ion species H*, H, Na*, and K' (polar bound) were high, and
presumably due to plasma desorption. The CO yield from CO-Ni was low,

presumably due to the chemical bolding between the CO and Ni surface.

Krueger et al. (1978) suggest that the desorption process be studied
via ultra- short pulsed lasers which could provide electronic excitation
without heating of the target. If enhanced desorption were observed {ol-
lowing the laser pulses, this would provide support for the plasma desorp-
tion model. There are some enticing similarities between the HIID results
and the enhanced sputtering yields of ice. In both cases the yields are
related to the electronic stopping power, and increase with increasing Z
of the incident ion. Both sets of data show double branching when the
yield is plotted vs the stopping power.
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More data on heavy ion induced desorption has been taken at Upp-
sala by Hakansson et al. (1981a, 1981b, 1881c). They have measured the
yields of ergosterol, Csl, and glycylglycine after bombardment by ener-
getic ions. Uppsala data have been found to be in disagreement with the
Krueger (1977) model of electron plasma desorption which should favor
desorption of polar bound species. They have found large yields of radical
ions from ergosterol and retinoic acid targets. Instead of plasma desorp-

tion, they advocate the use of a thermal spike model.

One model which must be discussed briefly is a thermal pulse model
suggested by Sigmund and Claussen (1980). In this model the thermal
diffusivity of the target goes as T#, and the yield Y is given by

yo IB [ U
Uzg kT,
T, = initial core temperature

g(U/ kT, )= function similar to exponential

U = surface potential
Fp = kinetic energy/unit track length available for kinetic energy
of sample atoms related to dE/dx
F
BT, = =2
RN LT ~>

n = number of target atoms/unit volume
r, = track radius

If one assumes (as do Besenbacher and coworkers 1981) that

<r2>=Fp ( which is the assumption of a fixed spike temperature), one gets
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if Fp is some fixed fraction of (dE/dx).

This model could explain the (dE/ dx)? dependence of the ergosterol
M* yields, but not the Cs* data, which are rather well explained by the
thermalized ion explosion model (Seiberling et al. 1981). The thermalized
ion explosion model, case I Sx(dJ/ dx)* fits the Y(Cs* by !0 ions) very well.
It also fit Y(Cs*) with %8, 8Cuy, and *"1. However, it does not correctly fit
the yield ratios for Y(I)/Y(Cu), Y(I)/Y(S), and Y(I)/Y(O). Case II of the
thermalized ion explosion gives good predictions for these yield ratios for
ergosterol and Csl, but does not fit the velocity dependence as well as
(dJ/ dx)*. The case II gives a sputtering spike temperature of 9.6x:10%°K.
Thus we have a similarity between the Cs data and the UF, data, both of

which seem to do well when plotted vs (dJ/ dx)*.

Hakansson and coworkers (1981b) have also measured the yields of
these biomolecules as a function of the angle of incidence of the beam.
Suppose we assume that for a tilted beam arrangement, the surface
energy goes as 1/cosd. Recall that the results were a 1/cos® dependence
for Cs, glycylglycine, and high dE/dx ions on ergosterol. Less heavily ion-
izing particles on ergosterol gave a 1/cos® dependence. The 1/cosd
dependence for the yield could be explained by case Il of the thermalized
ion explosion model. The 1/cos?®8 distribution applies to the Coulomb

explosion and the thermal pulse model of Sigmund and Claussen.

The only model that incorporates both the ergosterol and Csl data is
case Il of the thermalized ion explosion model where T is allowed to
increase with dJ/dx. This leads to high spike temperatures which, we
must remember, contradicts the results of Duck et al (1980a, 1980b),
who find energy distributions of the desorbed particles which are

independent of LET. It may be that the mechanism for Csl and ergosterol
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are different. The remarkable result is the difference between the angu-

lar dependences for ergosterol and glycylglycine.

The charge state dependence of the yields of Csl, glycylglycine, and
ergosterol with 20 MeV (+2-+8) beams was quite pronounced. They claim
that the results on ergosterol are not in disagreement with (dE/ dx)*-g*
dependence. Meins (1981b) has applied the formula of Griffith (Seiberling
et al 1981) to these results and gets a good fit with A, A\, =2 (for 20 MeV
160 ions. The Ziegler value for the equilibrium charge state of these ions

is 6.46.)
5. Frozen volatiles

Other groups have measured the erosion of frozen volatiles with high
energy ion beams. The Chalk River group has looked at xenon sputtering
with He, N, and Ar beams (Ollerhead et al 1980). They claim that a
Coulomb explosion model cannot explain the observed temperature and
thickness dependence. Rather, they invoke a thermal spike model to
explain their data, but the details of how the energy is transferred from

the electrons to the atoms are vague.

Besenbacher et al. (1881) have measured the yield for He ions on
frozen argon. They see a (dE/dx)Z dependence on the yield. Even though
the ion explosion model predicts a (dE/ dx)? dependence for the sputter-
ing yield (Haff 1976, Brown et al. 1880a), they argue that the ion explosion
model is not applcable to argon sputtering. They calculate, using the
electron mobility of argon, the time it takes for an electron to neutralize
the ions along the initial track. They also calculate the time, tgy, the
time it takes for an ion to recoil under mutual Coulomb repulsion from a
neighboring ion. They find that tpew ~tow, which makes the ion explosion

model seem less attractive. They also argue that the ion explosion model
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will not account for the observed thickness dependence and the fact that

there were no high ion yields observed in the sputtering.

They seem to prefer the thermal pulse model of sputtering (Sigmund
and Claussen 1980). This model also predicts that Y«xF§, where Fp is
related to dE/dx, and represents the energy available for the kinetic
energy of the atoms around the track. They do acknowledge, however,
that there are still problems associated with explaining how the heat is
transferred from the electrons to the atoms. They assume that <r2>«=Fp,
so that the radius of the spike changes to maintain a constant T.

Fp

Kl &= o
° O 2nN<r®>

They assume an initial radial distribution of deposited electronic
energy with a time delay before the energy is available as heal and eva-
poration can occur. (This is similar to an assumption made by Van

Vechten (1980a, 1880b) relating to laser annealing).

Besenbacher and coworkers argue that the thermalized ion explosion
model (Seiberling et al. 1980) will not work because of difficulties associ-
ated with the time scales (see above). Nor will a collisional heating
mechanism by excited e~ work, again because of time scales. They con-
clude by saying that the main question is to evaluate Fp, both to under-
stand what fraction of dE/dx). contributes to sputtering, and the
mechanism of transfer of the energy from the electrons to the atomic

system.
6. Other insulating materials

Qiu et al (1981) have studied sputtering by high energy Cl ions

incident on Al,03 and LiNbOj targets and find a clear dependence on the
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electronic stopping power. The recent results of Qiu et al on the sputter-
ing of Al,O; and LiNbOg with Cl ions are surprising in that the yields of Al
and Nb atoms are nearly equal. Offhand, these two materials are very
different. LiNbOs is a much softer material than Al,0s, and has a thermal
diffusivity that is nearly 10 times smaller than that for Al;03. One would
expect that the sputtering yield of LiNbOs would be much larger. This is
also a prediction of the thermalized ion explosion model. (LiNbOj is also
known to have a track registration threshold whereas Al,03 does not.)
Recall that we had some difficulties earlier in this chapter trying to make
the relevant time scales for the thermalized ion explosion model work for
ice.

A further interesting test of the dependence of the yield on the ther-
mal diffusivity would be to sputter amorphous and crystalline quartz tar-
gets. They have thermal diffusivities which differ by a factor of 8 at room
temperature, and a factor of 5 at 150°C. With 20 MeV Cl (equilibrated
before the target to a charge state of ~ 9.9), they saw no significant
difference between the yields from amorphous and crystalline samples.
These yields were about ten times larger than those observed on AlLO;

(Qiu 1981).
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VI. Conclusion

As we have seen in chapters IV and V, several authors have proposed
models to explain the mechanism for dielectric sputtering. One of the
main unsolved problems is how to account for the fact that energy depo-
sited by the high energy ion into the electronic system of the solid is

transferred tc kinetic energy of the target atoms.

One would like to design experiments that can help distinguish
between the different models. Ideally, experiments shoud be able to vary
one parameter at a time. For example, the electrical conductivity of ice
can be changed by doping with chemicals like HF and HCl. This has been
demonstrated to be true for crystalline ice (Klinger 1972), which would be
difficult tc work with in the present experimental arrangement. It is not

clear what effect doping would have on the properties of amorphous ice.

Other sorts of measurements would also be very useful in tryving to
sort out the mechanism of enhanced sputtering. Certainly, experiments
to measure the energy specira of the sputtered ice particles would be
very informative. Again, these experiments are difficult to perform. H,0

is a fairly light molecule which makes TOF spectroscopy difficult.
A. Related Fields of Research

It is also useful to examine experiments from other fields which may
help to shed light on different aspects of the sputtering process. An area
that comes immediately to mind is to study electron and photon bom-
bardment of ice or another dielectric target. Electrons and pheotons
would excite the electrons of the solid without also suffering collisions
with the solid atoms themselves and creating structural changes in the
solid via the nuclear collisions, which at present do not interest us. Both

Chalk River (Ollerhead et al 1980) and Bell Labs have used electrons to
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sputter ice and xenon respectively, but no extensive studies have been
made. They both found that the yields from the electron bombardment

were very small.

It may also be useful to examine the process from another point of
view. Insead of observing the particles that leave the surface of the tar-
get, perhaps useful information may be gained from studying the detailed
structure of the material left behind after the sputtering has occurred.
Areas of research that are concerned with the detailed structure of the
material left behind after damage by radiation fields include laser and
electron induced annealing, and the formation of tracks in dielectric
materials. The relationship between track formation and sputtering is
has been speculated about by many people (Hafl 1976, Griffith 1979). One
can only guess what the connections between annealing and sputtering

are, if indeed they exist.

It is known that electrons produce annealing similar to laser beams.
It is believed by many that the annealing processes induced by electrons
and lasers resemble one another in that, ultimately, they both produce
heat (von Allmen 1980). However, the coupling mechansims for electrons
and photons to the solid differ. Electrons undergo two types of collisions,
nuclear and electronic. If they are energetic enough, they can displace
atoms from their lattice sites; otherwise, the nuclear collisions only cause
a change in direction of the e~. In collisions with other electrons,
presumably they excite these electrons which subsequently thermalize

and recombine in similar processes to those {ollowing light absorption.

Let us examine the effect of intense photon irradiation of materials.
Several authors attribute laser annealing of amorphous Si to a mechan-

ism involving mnothing more than simple thermal melting, rapid
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crystallization, and quench (STMR meodel). Van Vechten and Soviet
authors claim that there is ample evidence in acoustic, optical, elastic
and structural data from laser annealing of Si to support the idea of a
non-thermal annealing process, plasma annealing, PA. For example, Si
wafers may be fractured by us or 100 us laser pulses that do not raise the
surface tempereature higher than 200°C (mp ~1685 K ). The proponents of
the non-thermal model must explain how the annealing occurs and how
the energy stays in the electronic system (without converting to heat)
long enough for a non-thermal process to occur (Van Vechten 1980a,

1980b).

The covalent bonding of both amorphous and crystalline Si is due to
electrons near the top of the valence band. If these are excited across
the gap, the covalent bonds are weakened. If a high enough density of
carriers (>2x10'®/cm?®) are excited across the gap, the lattice will become
unstable and the material will become fluid. In this configuration, the
temperature of the electrons will be greater than the temperature of the
lattice, thus making the PA fluid state very different from a normal fluid.
Van Vechten claims that this difference may account for experimental
results which are in contradiction tc a theory of normal melting. Recry-
stallization occurs when the plasma density falls slowly (if it falls too
quickly, the final phase will be amorphous) (Van Vechten 1980a, 1980b).
These ideas are not unlike the ones C.C. Watson (1981) is considering
related to enhanced sputtering of dielectrics after electronic excitation
by ion beams. We do have some evidence that the ice undergoes a major
structural change, after bombardment by ion beains. At Bell Labs, tran-
sparent films of ice have been observed to turn irosty after ion beam

bombardment. This presumably is a change from amorphous structure
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Enhanced migration of interstitials and vacancies would contribute
to the nonfluid annealing. Van Vechten (1981a) asserts that a sufficiently
hot dense electron hole plasma would minimize Coulomb trapping of

vacancies and interstitial diffusion.

Lasers have been used to induce desorption of bicmolecules.
Kistemacker and coworkers at FOM (Posthumus et al 1978) used CO,
lasers and neodymium glass lasers and got spectra similar to SIMS and
HIID. In desorbing large molecules, a short laser pulse is important.
They claim this is a confirmation of rapid sample heating. The mechean-
ism for lhis desorption is not understood. More work is being done at
Frankfurt. They have published comparisons of mass specira obtained by
lasers, low energy ions, and high energy ions (Krueger and Schueler 1979,

Schueler and Krueger 1979).

We also know that in the production of tracks in solids, there is a
rearrangement of crystal structure along the track. After bombardment
of insulating materials by sufficiently highly ionizing particles, these
materials can be etched, with the result that material is preferentially
removed from the track of the incident ion. This is evidence of a struc-
tural change along the track. Presumably, the process of track produc-
tion is related to enhanced sputtering of dielectrics. This connection has
been seen in LiNbOg, which is known to register tracks for (dBE/dx), >
1B.5MeV/ (mg/ cm?®) (Qiu et al 1981), and in Si0,. Tracks have been
searched for in ice and not seen {(Macarthur 1979). It is not clear that
this is due to the absence of tracks or to the difficulties in working with
ice samples that have made them difficult to detect. Tracks have also

been looked for in Al,03 and UF, (Griffith 1981) and not seen. Again, it is
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not known whether these materials form tracks or whether the problem

is that the appropriate etching material has not been found.

Fleischer et al (1965) proposed the ion explosion model of track for-
mation which prompted Haff (1976) to suggest the ion explosion model of

dielectric sputtering.

Dartyge et al (1981) have proposed a new model for track formation
in dielectrics. Previous models (reviewed by Fleischer 1980] were based
on the necessity of sufficiently high concentrations of defects produced
near the end of the particle’s range, or with sufficiently high primary ion-
ization or rate of energy loss (above a critical level). This critical level
depends on the mineral being bombarded. The latent track is much more
chemically active than the surrounding material. However, such models
do not account for certain features of the experiments, such as complex
shapes of track length distributions. All tracks formed at a given energy
should have the same length. A model of track formation has been pro-
posed which depends on the detailed distribution of defects produced by
the ion travelling through the dielectric malerial. Dartyge and coworkers
(1981) claim that latent tracks are composed of extended defects
separated by gap zones loaded with point defects. The variation of the
concentration of extended defects along the path of the ion does not vary
with functions such as the primary rate of ionization. These two regions
of defects (extended and point) do not behave the same under annealing
and etching. The extended defects dominate the etching and annealing
beheavior of tracks. For a given incident ion, the concentration of
extended defects appears to be similar in all silicates. This idea has been
successfully applied to data to explain phenomena such as the observed

distributions of etched track lengths.
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The size of the extended defects is constant for incident ion energies
varying from ~0.2MeV/amu to 10 MeV/amu. The size increases with Z of
the incident ion. The production of point defects fits closely with dE/dx
and dJ/dx variations. The distribution of extended defects does not. An
interesting point to note is that in one of their graphs (Dartiyge et al
1981), the variation in the linear density of extended defects (derived
from x-ray observations) of mica irradiated by Fe ions, scales approxi-

mately as the fourth power of dJ/dx.

The implication of this model is that it removes the restrictions of
threshold dJ/dx or dE/dx on track formation. Rather, track formation
will be dependent on the density of extended defects at the surface of the
sample, which will, in turn, depend on the mechanism of their formation
and statistical distribution along the track. If enhanced sputtering also
depends on the formation of these extended defects, any calculation of
the expected sputtering yield requires that we be able to calculate how
energy is distributed to the atoms of the solid at the time of formation of
the defects. While it is enticing to consider what parallels exist between
the formation of tracks by high energy ions is solids, laser annealing, and
enhanced sputtering, much work must be done before it can be said that

the mechanisms involved in these processes are actually the same.
B. Applications of Enhanced Sputtering of Dielectrics

We procead now to a brief discussion of the applications of enhanced
sputtering in dielectric materials. The process may be important in
astrophysical enviornments where frozen gas surfaces are bombarded by
ions and electrons from the solar wind, cosmic rays, and planetary mag-
netospheres (Tombrello 1981). It is important whenever one has cryo-

pumping in radiation fluxes, storage rings (Grobner and Calder 18§73,
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Fischer 1972), superconducting magnets and accelerators, and controlled
thermonuclear research (Hinnov 1974)). Its uses extend to biology, as
well. As we have seen, whatever the mechanism for HIID is, it desorbs
large biomolecules non-destructively from the surfaces of the targets,
which is difficult to do by other methods, and consequently is of impor-
tance to biological researchers (Macfarlane et al 1978b, Hakansson et al_

1981a, 1981b, 1981c, Duck et al 1981a, 1981b, Furstenau et al. 1977).

Since the ice sputtering results are most directly applicable to
understanding astrophysical enviornments, we will elaborate somewhat
on some of these calculations to illustrate the variety of phenomena in
which enhanced sputtering plays a role. Astrophysical enviornments
where ice sputtering is imporlant include planetary surfaces, ring sys-

tems, comets, and interstellar grains.

As an illustration of these processes, consider the Jovian satellite
system. Io {5.90 Ry=Jovian radii) is covered with SO, frost, Europa (9.40
R;)has H,0 frost on the trailing side, Ganymede (14.99 R;) is 85% H,0 frost
on the leading side, and Callisto (26.33 R;) has 20-30% H,0 frost on the
leading side (Stone and Lane 1979). The Jovian magnetosphere extends
50 R; on the dayside of the planet and 2 AU on the nightside. This means
that the satellites are imbedded in the radiation flux trapped in Jupiter’s
magnetosphere. They are in synchronous orbit around Jupiter, which
rotates faster than the satellites. This says that the trailing sides of the

satellites will be bombarded by particle fluxes (Cowly 1880).

On Io, sputtering may contribute to the creaticn of an atmosphere.
The neutral sputtered particles leave the surface of the planet with an
energy distribution that depends on details of the sputtering process. If

they are energetic enough, they will leave the surface of the planet



=118~

altogether. Less energetic particles will have ballistic trajectories,
spending some of their time in t<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>