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ABSTRACT

This thesis describes coarse-grained approaches for simulating the co-translational
integration and translocation of proteins via the Sec translocon, which is a key step
in the biogenesis of membrane and secretory proteins. We present a coarse-grained
simulation approach that is capable of simulating minute-timescale dynamics while
retaining sufficient chemical and structural detail to capture sequence-specific inter-
actions. The model is validated through comparison to existing experimental data
and applied to characterize the forces that act on nascent proteins and drive suc-
cessful integration and translocation. We also apply coarse-grained simulations of
the integration of multi-spanning membrane proteins to understand the effect of se-
quence modifications on expression levels. We uncover the link between integration
efficiency and observed expression levels for membrane proteins, and utilize coarse-
grained simulations to predict sequence modifications that improve heterologous
overexpression.
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NOMENCLATURE

∆Gapp. Apparent free energy of membrane integration for an amino-acid sequence.

fFL. Fraction of full-length protein, used to determine the degree of stall-release
in arrest peptide experiments.

2D-CG. Coarse-grained model for the simulation of Sec-facilitated protein integra-
tion and translocation. Described in the method section of Chapter 4 of this
thesis.

3D-CG. Structurally detailed coarse-grained model for the simulation of Sec-
facilitated protein integration and translocation. Described in Chapter 2
of this thesis..

Aa-tail. The C-terminal loop of AaTatC, defined as in Figure 4.3E.

AP. Arrest Peptide; peptide that will cause ribosomal translation to stall, the stall
is released with a force-dependent rate.

AUC. Area Under the Curve.

C-tail. C-terminal loop of a TatC homolog, sequences defined as in Figure 4.3E.

CI. Confidence Interval.

Co-translational. Occurring during the process of ribosomal translation.

CV. Collective Variable; a variable that is defined to describe a collective motion
in the molecular dynamic simulations described in this thesis.

GFP. Green Fluorescent Protein.

IMP. Integral Membrane Protein.

Integration. insertion of a polypeptide domain into the lipid membrane.

LG. Lateral Gate; region of the Sec translocon that can open to create an interface
between the channel interior and the lipid membrane.

MARTINI force-field. Residue-based coarse-grained forcefield used for the simu-
lation of biological systems.

PMF. Potential of Mean Force; free-energy surface along a chosen reaction coor-
dinate (CV).

ROC. Receiver Operating Characteristic.

SecY/Sec61. Central component of the Sec translocon; a membrane spanning chan-
nel that can open laterally to facilitate protein integration and translocation.
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SEM. Standard error of the mean.

TatC. Twin-Arginine transporter component C; a transporter of hydrophilic do-
mains across the cell-membrane in bacteria.

Translocation. Passage across the cell membrane.



1

C h a p t e r 1

INTRODUCTION

Co-translational integration and translocation via the Sec translocon
Most integral membrane proteins (IMPs) are co-translationally inserted into the
membrane during biosynthesis via the Sec translocon, a multiprotein complex [19,
29, 98, 116]. In this process, a ribosome docks to the cytosolic opening of the Sec
translocon and feeds a nascent polypeptide chain (NC) into the translocon channel
(Figure 1.1). Secretory proteins and the soluble domains of IMPs translocate
across the lipid membrane by passing through the translocon channel [29, 98].
Alternatively, the transmembrane domains (TMDs) of IMPs integrate directly into
the lipid membrane via the translocon lateral gate (LG). Integration is facilitated by
a conformational change in the channel that separates the two LG helices to create
an opening between the channel interior and the hydrophobic core of the membrane
[9, 32, 55]. The likelihood of integration or translocation of polypeptide segments
depends on residue-specific chemical features of the nascent polypeptide chain, such
as its hydrophobicity and charge [37, 68, 91, 93, 131], but is also governed by the
dynamics of protein synthesis on the minute timescale [42, 70].

Experimental studies have elucidated many aspects of the structure and function of
the Sec translocon, although their ability to directly probe the non-equilibrium co-
translational integration process is limited. Structural characterization has revealed
many of the components of the translocon complex in both eukaryotes [7, 11, 43,
94, 133] and prokaryotes [9, 32, 36, 65, 75, 122], while biophysical assays have
investigated the functional effects of NC hydrophobicity [68, 91], charges flanking
TMDs [37, 93, 131], soluble loop length [42, 70], and the forces exerted on a NC
during translation [19, 26, 62]. Despite these findings, mechanistic details of the co-
translational integration process remain in question [19] because most experiments
are limited to probing final protein distributions – such as the fraction of protein in
a specific topology [42] or the fraction of protein integrated in the membrane [57]
– and do not typically resolve NC dynamics.

Computational models of co-translational integration and translocation
Atomistic-scale molecular dynamics simulations can be used to probe detailed
aspects of co-translational integration, with recent simulations providing insight
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into the energetics of TMD integration [49, 51], the dynamics of water inside the
translocon [16], the effect of NC properties on LG opening [145], the dynamics of a
NC during the initial stages of translation [48, 126, 147], and the dynamics of IMP
integration in simplified system representations [101, 146]. However, the separation
of timescales relevant to co-translational integration poses a significant challenge to
conventional simulationmethods: notably, ribosomal translation requires seconds to
minutes to complete the biosynthesis of typical polypeptides [12, 60, 86, 143], while
conformational fluctuations of the NC occur on the nanosecond timescale. Currently
available simulation approaches either fail to reach the biological timescales of
ribosomal translation [16, 48, 147] or lack sufficient detail to describe detailed
features of the NC-translocon interactions and NC conformational dynamics [101,
102, 146]. The model presented here overcomes these limitations, allowing direct
comparison with a broad range of available experiments.

2D-CG 3D-CG 

Ribosome 

Lateral Gate 

Sec translocon 

Nascent Chain 

Lipid 
TMD 

Figure 1.1: The Sec translocon in the coarse-grained representations used in this
thesis. On the left, an example configuration in the 3D-CG model. On the right, an
example configuration in the 2D-CG model. The same color labels are used in both
panels; the ribosome (brown) sits at the cytosolic side of the Sec translocon (grey),
the nascent chain (cyan) is translated and inserts into the translocon, TMDs (red)
partition into the lipid bilayer (shaded) via the LG (green).

In previous work, a highly coarse-grained (CG) model of Sec-facilitated IMP in-
tegration was developed in which all system coordinates are projected onto a two-
dimensional plane passing through the translocon LG [146]. This 2D-CG model
(Figure 1.1), which is applied and described in Chapter 4 and 5 of this thesis, in-
cludes an explicit representation of NC translation, translocon LG conformational
gating, and a sufficiently simple system description to enable minute-timescale unbi-
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ased trajectories. Previous work has demonstrated that the 2D-CG model correctly
predicts the distribution of topologies obtained by TMDs as a function of C-terminal
soluble loop length [146], the probability of membrane integration as a function of
TMD hydrophobicity [146], the effect of charge mutations on the topology of the
dual-topology protein EmrE [129], and the effect of sequence modifications on the
integration efficiency of themultispanning protein TatC [84]. The 2D-CGmodelwas
also used to demonstrate a link between IMP integration efficiency and expression
levels for TatC [84], enabling the computational prediction of amino-acid sequence
modifications that improve IMP expression. These successes illustrate the potential
for using CG methods to capture the essential physics of the co-translational protein
translocation and membrane integration processes. However, several shortcomings
of the 2D-CG model have been identified. In particular, the ribosome and translo-
con are modeled without detailed structural features, sequence-specific ribosome
and translocon chemical features are not mapped directly to the CG representation,
and interactions between theNC and the translocon are independent of NC sequence.
These shortcomings limit the ability of the 2D-CG model to investigate phenomena
arising from sequence-specific structural and chemical features, such as variations
among homologs of the Sec translocon [9, 32] or interactions between the NC and
translocon [56, 61].

Chapter 2 of this thesis presents a new method for the simulation of co-translational
integration and translocation via the Sec translocon. The new method (3D-CG,
Figure 1.1) retains structural and chemical detail, and is demonstrated to more
accurately capture the effect of amino-acid level changes on the integration and
translocation process. Chapter 3 discusses the application of the 3D-CG model
to characterize the forces that act on translating NC. Using 3D-CG simulations in
combination with arrest-peptide (AP) experiments, performed by our collaborators
in the group of Professor Gunnar von Heijne, we disentangle force contributions
caused by NC-translocon and NC-ribosome interactions, membrane partioning, and
coupling to the transmembrane electrostatic potential.

The membrane protein expression problem
IMPs play crucial roles in the transport of molecules, energy, and information across
the membrane and are an important focus of structural and biophysical studies.
However, the production of sufficient levels of IMPs is a limiting factor in their
characterization [74]. Even among homologous IMP sequences, expression levels
can vary widely [45, 71, 74, 77, 78, 84], and the mechanistic basis for this variability
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is often unclear. Extensive efforts have been committed to identify IMP sequences,
expression conditions, and host modifications that yield IMP expression at sufficient
levels for further study [100, 109, 113, 134]. Despite these efforts, general guidelines
for successful overexpression for IMPs are lacking.

To reach a stable folded structure, IMPs must integrate into the membrane with the
correct topology (i.e., orientation of eachTMDwith respect to themembrane), which
depends sensitively on the properties of both the NC and the translocon[116, 132].
Even single mutations to an IMP amino-acid sequence can disrupt integration and
induce disease phenotypes [108] or decrease protein expression [33, 84, 142]; sim-
ilarly, mutations to the translocon channel can inhibit IMP folding[25, 67, 68, 120,
127]. The important role for IMPs in cellular functions motivates the understanding
of the effect of NC and translocon properties on the efficiency of co-translational in-
tegration. However, a detailed understanding of this process presents challenges for
both theory and experiment due to the long range of timescales (from nanoseconds
to minutes) that are involved.

Chapter 4 and 5 of this thesis describe how 2D-CG simulations of the integration of
a multispanning membrane protein, TatC, can be used to predict sequence modifi-
cations that enable heterologous overexpression in E. coli. Chapter 4 demonstrates
that there is a link between the efficiency with which a protein integrates in the
2D-CG simulations and the level at which it expresses in E. coli, as quantified by
our experimental collaborators Professor William Clemons and Stephen Marshall.
In Chapter 5 we show how this link between simulated integration efficiency and
expression can be utilized to predict sequence modifications that improve expression
for a large set of diverse sequence modifications.
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C h a p t e r 2

STRUCTURALLY DETAILED COARSE-GRAINED MODEL
FOR SEC-FACILITATED CO-TRANSLATIONAL PROTEIN

INTEGRATION AND TRANSLOCATION

Adapted from:
Niesen, M. J. M.*, Wang, C. Y.*, Van Lehn, R. C., Miller, T. F. M. (2017).
“Structurally detailed coarse-grained model for Sec-facilitated co-translational
protein translocation andmembrane integration”. In: PLoSComp. Biol. 13(3):
e1005427. doi: 10.1371/journal.pcbi.1005427. (*) Equal contribution.

This chapter describes the development and validation of a coarse-grained simulation
model that is capable of simulating theminute-timescale dynamics of protein translo-
cation and membrane integration via the Sec translocon, while retaining sufficient
chemical and structural detail to capture many of the sequence-specific interactions
that drive these processes. The model includes accurate geometric representations
of the ribosome and Sec translocon, obtained directly from experimental structures,
and interactions parameterized from nearly 200 µs of residue-based coarse-grained
molecular dynamics simulations. A protocol for mapping amino-acid sequences
to coarse-grained beads enables the direct simulation of trajectories for the co-
translational insertion of arbitrary polypeptide sequences into the Sec translocon.
The model reproduces experimentally observed features of membrane protein in-
tegration, including the efficiency with which polypeptide domains integrate into
the membrane, the variation in integration efficiency upon single amino-acid mu-
tations, and the orientation of transmembrane domains. The central advantage
of the model is that it connects sequence-level protein features to biological ob-
servables and timescales, enabling direct simulation for the mechanistic analysis
of co-translational integration and for the engineering of membrane proteins with
enhanced membrane integration efficiency.
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2.1 Introduction
In this chapter, we describe a refined CG model that enables simulation of the
long time- and length-scales that are relevant to co-translational protein integration,
while preserving sequence-specific properties of the NC and translocon and cap-
turing the structure of the ribosome-translocon complex. The new 3D-CG model
extends the previous 2D-CG model[146] by providing a realistic three-dimensional
representation of the ribosome-translocon complex mapped directly from high-
resolution structural data [9, 133]. Additionally, the model is parameterized via
a bottom-up approach to reproduce sequence-specific NC-translocon interactions,
and it includes a protocol for directly mapping any input amino-acid sequence to
a simulation representation, enabling simulation of any polypeptide using only the
amino-acid sequence as input. The improved 3D-CG model is validated by repro-
ducing experimental measurements of TMD integration efficiency [56] and signal
peptide topogenesis [42]. The model further reproduces the “biological hydropho-
bicity” scale derived by von Heijne and co-workers [56], capturing the effects of
single-residue mutations on stop-transfer efficiency. The strong agreement between
simulation and experiment indicates that the 3D-CG model produces simulation
predictions that can be confirmed by direct experimental analogues. The newmodel
provides a framework for performing mutagenesis studies of the NC and ribosome-
translocon complex to obtain a detailed mechanistic understanding of interactions
that impact TMD integration and topogenesis, potentially enabling the prediction
of IMP sequence modifications with enhanced membrane integration efficiency and
stability.

2.2 Description of the coarse-grained simulation approach
We now present the details of the 3D-CG model of Sec-facilitated co-translational
protein synthesis. The 3D-CG model preserves several features of the prior 2D-CG
model [146], including (i) representation of the NC as a non-overlapping freely-
jointed chain, (ii) 3:1 mapping of amino-acid residues to CG beads, (iii) implicit
representation of the lipid membrane, (iv) stochastic opening and closing of the
translocon LG, (v) explicit modeling of NC translation during the simulation tra-
jectories, and (vi) sufficient computational efficiency to reach long second-minute
timescales, achieved using a high level of coarse graining and the use of a partially
tabulated potential energy function.

Significant improvements of the 3D-CG model described below include a three-
dimensional representation of the ribosome/translocon/NC geometry (shown in
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Fig 2.1 and residue-specific interactions between the NC and the translocon. The re-
sulting 3D-CGmodel allows any input amino-acid sequence to be directly converted
to a CG simulation representation. The 3D-CG model then simulates the dynamics
of the nascent protein, including elongation of the polypeptide during ribosomal
translation, the integration of protein segments into the membrane bilayer, and the
retention or translocation of protein segments flanking transmembrane domains
(shown in Fig 2.1D).

3D-CG model geometry
Fig 2.1A presents the components of the 3D-CG model compared to an image of
the ribosome-translocon complex obtained from a cryo-EM structure [133]. The
SecYEG translocon (grey/green), ribosome (brown), and the NC (cyan/red) are
represented with explicit CG beads, while the implicit membrane is drawn as a
shaded region. As in the 2D-CG model [146], each CG bead has a diameter of
σ = 0.8 nm, the Kuhn length of a polypeptide chain [101, 146], and represents
three amino-acid residues; σ sets the length scale for the 3D-CG model. The
coordinate system is defined such that the origin is placed at the geometric center of
the translocon channel Cα atoms, the implicit membrane spans the x-y plane with
its midplane located at z = 0σ, and the axis of the translocon is aligned with the
z-axis (Fig 2.1C).

The geometry of the Sec translocon is obtained by mapping all amino-acid residues
of the translocon ontoCGbeads in a ratio of three amino acids to oneCGbead, where
the CG bead is positioned at the center of mass of the Cα atoms for each consecutive
triplet of amino-acid residues in the translocon primary sequence. Triplets of amino
acids with a net positive charge are assigned a +1 charge, and triplets of amino
acids with a net negative charge are assigned a -1 charge. To determine the net
charge of a triplet of amino acids the charges of the amino acids are summed, with
arginine and lysine counted as +1, and aspartate and glutamate counted as -1 (see the
section Translocon CG bead charges and Figure 2.12 for further discussion). The
translocon is modeled in two distinct conformations, with the LG either closed or
open (Figure 2.1B). CG bead coordinates for both conformations are obtained from
residue-based coarse-grained simulations of the Methanocaldococcus jannaschii
SecYEG translocon (PDB ID: 1RHZ) [9] (see the section Translocon CG bead
coordinates). The 3D-CG model of the translocon is oriented such that the y-axis
of the simulation coordinate system passes between the helices of the LG when the
translocon is in the open conformation (Fig 2.1C).
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Figure 2.1: 3D-CGmodel geometry. (A) Components of the 3D-CGmodel overlaid
on a high-resolution cryo-EM structure of the ribosome-translocon complex [133].
3D-CG model beads are represented by opaque spheres and are labeled according
to their color. The region representing the implicit membrane is drawn as a grey
background. (B) 3D-CG model snapshots of the two possible translocon conforma-
tions, with a closed lateral gate (top) and with an open lateral gate (bottom). In each
case, a NC is shown emerging from the ribosome exit channel and interacting with
the translocon. (C) Coordinate system for the 3D-CG model. Coordinates for the
translation insertion point at the ribosome exit channel, the origin, and four points
illustrating the bounds of the implicit membrane are indicated. (D) Simulation
snapshots showing representative states during a simulation trajectory, including:
(i) the start of translation, (ii) topological inversion of a TMDduring integration, (iii)
release of the C-terminus at the end of translation, and (iv) the end of a simulation
in which the TMD has integrated into the membrane, the lateral gate is closed, and
all polypeptide segments have exited the channel.

The geometry of the ribosome is obtained by mapping the ribosome-translocon
complex from a recent high-resolution cryo-EM structure (PDB ID: 3J7Q) onto
CG beads [133]. Amino-acid residues are mapped onto CG beads in a 3:1 ratio
following the same procedure used for the translocon. Each RNA nucleotide in the
ribosome is mapped onto two CG beads; one bead represents the sugar-phosphate
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backbone, while the other bead represents the nucleobase. This mapping is used to
capture the excluded volume and the rigidity of the RNA scaffold and is consistent
with previous work on coarse-grained DNA/RNA simulations [30, 81, 104]. Each
CG bead representing a RNA sugar-phosphate backbone in the ribosome is assigned
a -1 charge and each CG bead representing a nucleobase is neutral. Only the portion
of the ribosome near the translocon channel is explicitly represented as CG beads
in the final simulation system (Figure 2.1A; additional details are in the section
Ribosome CG bead coordinates and Figure 2.11). Ribosome CG bead positions are
identical for both translocon conformations.

To characterize whether the ith NC bead, with position xi = (xi, yi, zi), is located in
the implicit membrane region, we define the characteristic function

Smem(xi) = [1 − S(xi, yi)]S(zi), (2.1)

which assumes a value of 1 in the membrane and 0 elsewhere. S(x, y) and S(z) are
smooth switching functions,

S(x, y) = 1
4

[
1 + tanh

(√
x2 + y2 + 1.5σ

0.25σ

)] [
1 − tanh

(√
x2 + y2 − 1.5σ

0.25σ

)]
, (2.2)

and
S(z) = 1

4

[
1 + tanh

(
z + 2σ
0.25σ

)] [
1 − tanh

(
z − 2σ
0.25σ

)]
, (2.3)

where
√

x2 + y2 is the radial distance from the coordinate system origin in the x-y
plane. S(x, y) is approximately 1 for the range -1.5σ <

√
x2 + y2 < 1.5σ and 0

elsewhere, while S(z) is approximately 1 for the range -2σ < z < 2σ and 0 elsewhere
(Fig 2.1C). Eq 2.1-2.3 are used in Eq 2.8 to define the solvation of a NC bead.

3D-CG model potential energy function
The potential energy function for the 3D-CG model is expressed

U(xn, xc; q, g) = Ubond(xn) +Uexcl(xn) +Uelec(xn, xc; q) +Usolv(xn; g)
+Uchan(xn, xc; g) +Uribo(xn),

(2.4)

where xn indicates the set of NC bead positions, xc indicates the set of channel and
ribosome bead positions, q is the set of all bead charges, and g is the set of all NC
bead transfer free energies. All interactions in the 3D-CG model are defined using
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an energy scale given by ε = kBT , where the temperature, T , is fixed at 310 K to
represent physiological conditions.

Bonded interactions between consecutive NC beads are described using the finite
extension nonlinear elastic (FENE) potential,

Ubond(xn) = −
1
2

K0R2
0

∑
b∈Bonds

ln

(
1 −

r2
b

R2
0

)
, (2.5)

where the sum runs over all bonds in the NC, rb is the distance between the NC
beads that share bond b, K0 = 5.833 ε/σ2, and R0 = 2σ. Short-ranged excluded
volume interactions between pairs of NC beads are modeled using a purely repulsive
Lennard-Jones (LJ) potential [138],

Uexcl(xn) =
∑

i, j∈NC


4εi j

[(
σi j
ri j

)12
−

(
σi j
ri j

)6
]
+ εi j , ri j < 21/6σi j

0 , ri j ≥ 21/6σi j

 , (2.6)

where the sum runs over all pairs of NC beads, ri j is the distance between NC beads
i and j, and εi j = ε , and σi j = σ.

Electrostatic interactions are described using the Debye-Hückel potential,

Uelec(xn, xc; q) =
∑

i, j∈All

lBqiq jε

ri j
exp

(
−

ri j

κ

)
, (2.7)

where the sum runs over all pairs of charged beads, lB is the Bjerrum length,
qi is the charge of CG bead i in the NC, translocon, or ribosome, and κ is the
Debye length. Assuming that electrostatic interactions are screened by physiological
salt concentrations [5, 118], the electrostatic length scales are approximated by
κ = lB = σ.

NC bead interactions with the implicit solvent are described using a position-
dependent potential,

Usolv(xn; g) =
∑
i∈NC

giSmem(xi), (2.8)

where xi is the position of NC bead i, and gi is the transfer free energy for partitioning
NC bead i from water to the membrane.

Residue-specific interactions between NC beads and translocon beads are given by

Uchan(xn, xc; g) =
∑
i∈NC
[1 − Smem(xi)]Uaq

chan(xi, xc; gi) + [Smem(xi)]Umem
chan (xi, xc; gi).

(2.9)
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Eq 2.9 smoothly interpolates between NC bead-translocon interactions for which
NC bead i is positioned in aqueous solution inside the channel (Uaq

chan(xi, xc; gi)) or
positioned in the membrane near the channel exterior (Umem

chan (xi, xc; gi)). The exact
functional forms of Uaq

chan(xi, xc; gi) and Umem
chan (xi, xc; gi) are described in the section

Parameterization of NC-translocon interactions.

Interactions betweenNCbeads and ribosomebeads are included in theUchan(xn, xc; g)
potential energy term (Eq 2.9). Contrary to interactions between NC beads and
translocon beads, interactions between NC beads and ribosome beads are not bead-
type specific; they are described by a repulsive soft-core LJ potential (Eq 2.17), with
εi j = ε and σj = 1.2σ. To prevent the NC from moving into the part of the ribosome
that is not explicitly included in the simulations (see 3D-CGModel Geometry), a re-
pulsive sphere is centered at (-10σ, -0.5σ, 1.0σ) (Fig 2.1C). Repulsive interactions
with this sphere are described using

Uribo(xn) =
∑
i∈NC


4ε

[(
σ

rir−2σ

)12
−

(
σ

rir−2σ

)6
]
+ ε , rir − 2σ < 21/6σ

0 , rir − 2σ ≥ 21/6σ

 ,
(2.10)

where rir is the distance of the NC bead i from the center of the sphere.

3D-CG Model Dynamics
The time evolution of the NC beads is modeled using overdamped Langevin dynam-
ics with a first-order Euler integrator [2],

xn(t + ∆t) = xn(t) − βD∇xnU(xn(t), xc(t); q, g)∆t +
√

2D∆tR(t), (2.11)

where xn(t) are the positions of the NC beads at time t, U(xn(t), xc(t); q, g) is the
3D-CG model potential energy function (Eq 2.4), β = 1/kBT , D is an isotropic
diffusion coefficient, and R(t) is a random number vector drawn from a Gaussian
distribution with zero mean and unit variance. The timestep, ∆t = 300 ns, permits
stable integration of the equations of motion with a diffusion coefficient of D = 253.0
nm2/s (see section Robustness to simulation timestep for discussion and Table 2.4
for robustness with respect to timestep). Ribosome CG bead coordinates are fixed
throughout the simulations. Translocon CG beads undergo stochastic transitions
between fixed configurations associated with the open versus closed lateral gate.

NC-dependent conformational gating of the translocon is attempted at every simula-
tion timestep. The probability that the translocon transitions from a closed (xclosedc )
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to open (xopenc ) conformation, popen(xn; q, g), is

popen(xn; q, g) = 1
τLG

exp
[
−β∆Gopen(xn; q, g)

]
1 + exp

[
−β∆Gopen(xn; q, g)

]∆t, (2.12)

and the probability that the translocon transitions from an open to closed conforma-
tion, pclose(xn; q, g), is

pclose(xn; q, g) = 1
τLG

1
1 + exp

[
−β∆Gopen(xn; q, g)

]∆t. (2.13)

The timescale for attempting translocon conformational changes, τLG = 500 ns, is
obtained from prior molecular dynamics simulations [145, 146]. The total free
energy change for switching the translocon from the closed to open conformation,
∆Gopen(xn; q, g), is given by

∆Gopen(xn; q, g) = ∆Gempty +U(xn, xopenc ; q, g) −U(xn, xclosedc ; q, g), (2.14)

where ∆Gempty = 3ε is the free energy penalty for opening a closed channel in the
absence of a substrate [3], U(xn, xopenc ; q, g) is the 3D-CG model potential energy
function (Eq 2.4) with the channel in the open configuration, and U(xn, xclosedc ; q, g)
is the 3D-CG model potential energy function (Eq 2.4) with the channel in the
closed configuration. Previous simulations have found the translocon to exhibit
both closed and open lateral-gate conformations [145], and the timescale needed
to perform this conformational switch is relatively small (500 ns) in comparison
to the other timescales modeled in the 3D-CG model [147]. Therefore, as in
the 2D-CG model [146], the lateral-gate conformational changes in the 3D-CG
model are described in terms of instantaneous switches between the closed and
open conformations. If an attempted conformational change is accepted, all bead
positions in the translocon are immediately switched to the positions corresponding
to the new channel conformation. The equations of motion described by Eq 2.11-
2.14 rigorously obey detailed balance.

Translation of the NC is modeled by adding CG beads to the C-terminus of the NC
during a simulation trajectory. At the initiation of the trajectory, the C-terminal
NC bead is fixed at the translation insertion point (Fig 2.1C). For each simulation
timestep in which translation is performed, the C-terminal bead is moved in the +z

direction by a distance equal to σ∆t/ttrans, where ttrans is the timescale for translating
a single CG bead. ttrans is set to 0.6 seconds to reproduce a translation rate of 5
residues/second [12, 60, 86, 143] unless otherwise specified. The C-terminal NC
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bead is otherwise held fixed, although all interactions between the C-terminal NC
bead and other NC beads are included in Eq 2.4. The translation of the C-terminal
bead is completed after a period of ttrans and its dynamics are described using Eq 2.11
for the remainder of the simulation trajectory. The next CG bead in the NC sequence
is then positioned at the translation insertion point and the process is repeated until
all NC beads have been translated.

For the combined dynamics of the ribosome-translocon-NC system, a series of five
steps is iterated at each trajectory timestep: (i) forces acting on each NC bead are cal-
culated, (ii) NC bead positions are time-evolved using Eq 2.11, (iii) conformational
gating of the translocon is attempted (Eq 2.12 and 2.13), (iv) ribosomal translation
is performed if all NC beads have not yet been translated, and (v) the simulation is
terminated if user-defined conditions are met. Specific protocols for initializing and
terminating simulation trajectories are provided for each workflow described in the
Results.

3D-CG model parameterization
While the system geometry, 3D-CG model dynamics, and most terms in the 3D-
CG model potential energy function (Eq 2.4) are fully described in the Methods,
the functional forms of the NC-translocon interaction potentials,Uaq

chan(xi, xc; gi) and
Umem
chan (xi, xc; gi) in Eq 2.9, have yet to be specified. Here, we describe the protocol for

obtaining these potentials, which determine sequence-specific NC bead-translocon
interactions.

First, we define a protocol for assigning an effective water-membrane transfer free
energy, gi, and charge, qi, to a NC bead, based on available experimental data. Sec-
ond, potentials of mean force (PMFs) for translocating model tripeptide substrates
across the translocon channel are calculated using the MARTINI residue-based
coarse-grained force field. Finally, sequence-specific NC bead-translocon interac-
tions in the 3D-CG model are parameterized by reproducing the MARTINI PMFs
using the 3D-CG potential energy function.

Determination of Substrate Water-Membrane Transfer Free Energies and
Charge

Thewater-membrane transfer free energy, or hydrophobicity, of a NC bead, gi, is cal-
culated by summing the transfer free energies of the associated trio of amino-acid
residues. Residue-specific transfer free energies are obtained from the Wimley-
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White octanol-water hydrophobicity scale, which measures the partitioning of pen-
tapeptides between octanol and water in a well-defined experimental assay [139].
TheWimley-White hydrophobicity scale has been shown to correlate well with other
biophysical hydrophobicity scales [56, 79, 85]. Hydrophobic residues have negative
transfer free energies while hydrophilic and charged residues have positive transfer
free energies; the full hydrophobicity scale is reproduced in units of ε in Table
2.3. The Wimley-White hydrophobicity scale assumes that each residue’s peptide
backbone participates in intramolecular hydrogen bonds typical of residues forming
secondary structure elements. Peptide bonds that do not form intramolecular hy-
drogen bonds have an additional free energy cost for partitioning into the membrane
[8, 92, 139]. Hence, the transfer free energy of a residue is increased by 1.78ε ,
the approximate cost for partitioning a peptide bond that lacks hydrogen bonds, if
it is assumed to not form a secondary structure element as discussed in the section
Mapping amino-acid sequence properties to CG beads.

The charge of a NC bead, qi, is equal to the sum of the charges of the three associated
amino-acid residues. It is assumed that arginine and lysine residues bear a +1 charge,
glutamate and aspartate residues bear a -1 charge, and all other residues are neutral.
The N- and C-terminal CG beads are assigned an additional +1 and -1 charge,
respectively, and have 6ε added to their transfer free energies to account for the
additional charge [80].

Residue-based coarse-grained simulations

Residue-based coarse-grained simulations are performed using the MARTINI force
field, version v2.2P, with the MARTINI polarizable water model [22, 144]. In the
MARTINI model, each amino-acid residue is represented by a backbone particle
and one or more side-chain particles. MARTINI simulations include the translocon
embedded within a lipid membrane containing 368 palmitoyloleoylphosphatidyl-
choline (POPC) lipids and solvated by an electroneutral 50 mM NaCl salt solution
containing 6,225 CG polarizable water molecules (Fig 2.2A). The ribosome is not
included due to its large size, and the plug region (Ala48-Leu70) was excluded
from the MARTINI representation of the continuous translocon sequence to avoid
slow-timescale sampling issues [145]. The translocon is restrained during these
simulations to either the closed or open conformation by applying a biasing poten-
tial; the minimum distance between any pair of backbone particles in separate LG
helices is restrained to be 0.88σ in the closed conformation and 1.75σ in the open
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conformation based on previous molecular dynamics results [145]. The described
simulation system is used to determine bead positions for the 3D-CGmodel channel
geometry (3D-CG Model Geometry) and for PMF calculations. Complete details
on the MARTINI simulations, collective variable definitions, and PMF calculation
are provided in the section Additional methods & discussion.

PMFs for translocating homogeneous tripeptide substrates through the translocon
are calculated from umbrella-sampling simulations. The collective variable, dz, is
defined as the distance along the z-axis (i.e., the channel axis) between the center-of-
mass of the tripeptide and the center-of-mass of the six hydrophobic pore residues
in the translocon [I75, V79, I170, I174, I260, L406] (Figure 2.2A and Figure 2.7).
In each umbrella-sampling trajectory, the substrate is kept near a specific value of dz

using a harmonic restraint, confined within a cylinder of radius 1.5σ, and sampled
for 400 ns. At least 50 umbrella-sampling trajectories, spanning a range of dz values
between −5.0σ and 4.5σ, are performed for each substrate. Additional simulation
trajectories are generated for a restricted range of dz to improve convergence as
needed (summarized in Table 2.2). Each translocation PMF is obtained from the
set of corresponding umbrella-sampling trajectories using the Weighted Histogram
Analysis Method [73]. Additional details on the umbrella-sampling simulations are
provided in the section MARTINI simulations for translocation PMF profiles.

Translocation PMFs are calculated for homogeneous leucine (LLL), glutamine
(QQQ), and aspartate (DDD) tripeptides. These substrates are selected because
their water-membrane transfer free energies span a range from very hydrophobic
(LLL) to very hydrophilic (DDD). In the MARTINI force field, each residue is
represented by a backbone particle and one or more side chain particles, with the
backbone particle type assigned based on the secondary structure of the residue.
The LLL substrate is assigned the more hydrophobic “helix” backbone type, the
DDD substrate is assigned the more hydrophilic “coil” backbone type, and the QQQ
substrate, of intermediate hydrophobicity, is simulated twice, once with the helix
backbone type (QQQhelix) and once with the coil backbone type (QQQcoil). The dif-
ference in backbone particle type affects only the non-bonded interactions between
the backbone particle and other particles; given the short length of the tripeptides,
the change in the backbone type does not affect tripeptide structure.

Fig 2.2B shows PMFs calculated from the MARTINI simulations for the translo-
cation of all four substrates and both channel conformations. Previous work has
shown that amino-acid water-lipid transfer free energies calculated using MARTINI
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Figure 2.2: Bottom-up parameterization of NC bead-translocon interactions. (A)
Simulation snapshot of the residue-based coarse-grained simulation system using
the MARTINI force field. The translocon is in its closed conformation, a tripeptide
substrate is shown in red, lipids are shown with head groups in white and tail groups
in grey, water is represented as a transparent surface, and ions are shown as yellow
spheres. (B) PMFs for translocating homogeneous tripeptides across the closed
(left) and open (right) channel conformations. PMFs calculated using MARTINI
for all four tripeptides are plotted as transparent lines, with shaded regions indicating
the estimated error. The MARTINI PMFs are scaled by a factor of 0.25 and are
vertically shifted such that the average value for 4.0σ ≤ z ≤ 4.5σ is 0. Best-fit
PMFs calculated using the 3D-CGmodel are plotted as opaque dashed lines, and are
fit in the range z ≥ −2σ (dashed vertical line). All PMFs are presented as a function
of z, rather than dz, since these values differ only by an offset of 0.1σ. (C) Piecewise
linear interpolation relating values of λc and λo to the substrate hydrophobicity g.
The endpoints of the piecewise linear interpolation correspond to the four substrates
in (B). (D) PMFs calculated using the 3D-CG model and the best-fit parameters, for
the same four peptides as in B, but with the ribosome and translocon plug domain
included.

correlate well with the Wimley-White transfer free energy scale, but the correlation
has a slope of 3.69 [79]; to treat NC-lipid interactions and NC-translocon interac-
tions in the 3D-CG model on an equal footing, the MARTINI PMFs are rescaled by
a factor of 0.25 and the rescaled PMFs are presented in Fig 2.2B. The hydrophobic
LLL substrate (green in Fig 2.2) and hydrophilic DDD substrate (black in Fig 2.2)
demonstrate opposing behavior in both channel conformations; LLL is attracted to
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the center of the channel, which is lined with hydrophobic residues [9, 68], while
DDD is repelled. These results qualitatively agree with the atomistic simulations
of similar substrates performed by Gumbart et al. [49, 50]. The more hydrophobic
QQQhelix substrate is more attracted to the center of the channel than the QQQcoil

substrate, while PMFs for both QQQ substrates lie in between the LLL and DDD
PMFs. These results show that NC bead-channel interaction ranges from attractive
to repulsive as the substrate becomes more hydrophilic.

Parameterization of NC-translocon interactions

Residue-specific NC bead-translocon interactions (Eq 2.9) are obtained by param-
eterizing the 3D-CG model to fit the MARTINI PMFs shown in Fig 2.2B. Based
on the MARTINI results, we assume that: (i) NC bead-translocon interactions
are a function of substrate hydrophobicity, (ii) interactions with the LLL and DDD
tripeptides represent the most attractive and most repulsive possible channel interac-
tions, respectively, and (iii) all other NC bead-translocon interactions vary between
these extremes. Further, we assume that Umem

chan (xi, xc; gi) is independent of NC bead
properties. Therefore, the Uaq

chan(xi, xc; gi) term in Eq 2.9, which describes pairwise
interactions betweenNC bead i and channel bead j, is decomposed into four separate
interactions, given by

Uaq
chan(xi, xc; gi) =

∑
j<NC

{
λo(gi)Uopen

LLL (ri j) + [1 − λo(gi)]Uopen
DDD(ri j) , open channel

λc(gi)Uclosed
LLL (ri j) + [1 − λc(gi)]Uclosed

DDD (ri j) , closed channel

}
,

(2.15)
and the Umem

chan (xi, xc; gi) term in Eq 2.9 contains a single term that is not bead-type
dependent

Umem
chan (xi, xc; gi) =

∑
j<NC

Uout(ri j), (2.16)

where ri j is the distance between NC bead i and translocon channel bead j,Uopen
LLL (ri j)

and Uclosed
LLL (ri j) are the interactions in the 3D-CG model between a NC bead repre-

senting a LLL tripeptide and the open or closed channel, respectively, andUopen
DDD(ri j)

and Uclosed
DDD (ri j) are the interactions in the 3D-CG model between a NC bead rep-

resenting a DDD tripeptide and the open or closed channel, respectively. λo(gi)
and λc(gi) are NC bead-specific parameters that interpolate the channel interactions
for NC bead i between the most attractive interaction (Uopen

LLL (ri j) for λo(gi) = 1 or
Uclosed
LLL (ri j) for λc(gi) = 1) to the most repulsive interaction (Uopen

DDD(ri j) for λo(gi) = 0
or Uclosed

DDD (ri j) for λc(gi) = 0), depending on the bead hydrophobicity, gi.
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The functional form for Uout(ri j), Uopen
LLL (ri j), Uclosed

LLL (ri j), Uopen
DDD(ri j), and Uclosed

DDD (ri j)
is a soft-core LJ potential with three free parameters per unique channel bead [10],

U(ri j) =


4ε intj

(
1

[αj+(ri j/σj )6]2
− 1
[αj+(ri j/σj )6]

)
− εcrj , ri j < rcri j

0 , ri j ≥ rcri j

 , (2.17)

where ε intj is the interaction energy, rcri j is the right cut-off radius, and σj is the
diameter of channel bead j. The term εcrj is the value of the potential at the right

cut-off radius, and α j = 0.02(ε intj /ε)
[√

1 + 100(ε/ε intj ) − 1
]
is chosen to cap the

maximum value of the potential to prevent infinite energies during the stochastic
gating of the translocon conformation, as described in 3D-CG Model Dynamics
(Eq 2.14). For the beadtype independent interactions with the channel exterior,
Uout(ri j), we assign the free parameters ε intj , rcri j , and σj to represent interactions
between NC beads and the hydrophobic channel exterior in a lipid environment
(Table 2.1). For the beadtype dependent interactions with the channel interior,
Uaq
chan(xi, xc; gi), the free parameters, ε intj , rcri j , and σj are fit for each of the four

potential energy terms in Eq 2.15, as described below.

In order to find parameters for the 3D-CG model that best reproduce the MARTINI
PMF data, corresponding PMFs must be calculated using the 3D-CG model. The
PMF for translocating a single CG bead, i, across the channel in the 3D-CG model
can be calculated using numerical integration if all interactions for that NC beadwith
the channel and solvent are defined. As all potential terms other thanUaq

chan(xi, xc; gi)
(Eq 2.15) are now defined, the MARTINI PMF data is used to define the remain-
ing potential terms. First, parameters for Uopen

LLL (ri j), Uclosed
LLL (ri j), Uopen

DDD(ri j), and
Uclosed
DDD (ri j), are determined independently by fixing the channel in a single confor-

mation, either open or closed, and setting the value of λ(gi) to either 1 or 0 such
that only one of the potential terms contributes to the interactions with CG bead i.
Specifically, for the open channel configuration, a PMF calculated with λo(gLLL)=1,
where gLLL=-6.1ε is the water-lipid transfer free energy for a LLL substrate, is fit
to the MARTINI PMF for LLL in the open channel to determine parameters for
Uopen
LLL (ri j). A PMF calculated with λo(gDDD)=0, where gDDD=23.1ε is the water-

lipid transfer free energy for a DDD substrate, is fit to the MARTINI PMF for DDD
in the open channel to determine parameters for Uopen

DDD(ri j). Similarly, for the closed
channel configuration, a PMF calculated with λc(gLLL)=1 is fit to the MARTINI
PMF for LLL in the closed channel to determine parameters for Uclosed

LLL (ri j), and a
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PMF calculated with λc(gDDD)=0 is fit to the MARTINI PMF for DDD in the closed
channel to determine parameters for Uclosed

DDD (ri j). We find that fitting the MARTINI
PMFs requires at least two bead types for the translocon channel; one “normal” bead
type, and one “confined” bead type, that have distinct parameter values. The values
for all resulting parameters are summarized in Table 2.1. Details for the fitting pro-
cess and the assignment of channel bead types are included in the section Channel
CG bead type assignment and fitting MARTINI PMFs. Fig 2.2B shows the best-fit
PMFs calculated using numerical integration for the 3D-CG model potential energy
function with the parameters listed in Table 2.1 (opaque dashed lines) overlaid on
the corresponding MARTINI PMFs (transparent solid lines).

Potential ε intj [ε] εcrj [ε] rcrj [σ] α j[σ] σj[σ]

Uopen
LLL 0.46 -0.008 2.500 0.127 1.0

Uclosed
LLL 0.30 -0.005 2.500 0.104 1.0

Uopen
DDD 0.30 -0.005 2.500 0.104 1.0

Uclosed
DDD 0.30 -0.005 2.500 0.104 1.0

Uopen-confined
LLL 1.38 -0.023 2.500 0.209 1.0

Uclosed-confined
LLL 1.41 -0.023 2.500 0.211 1.0

Uopen-confined
DDD 9.85 -9.85 1.075 0.461 1.2

Uclosed-confined
DDD 0.51 -0.51 1.110 0.133 1.2

Umem
chan 0.50 -0.008 2.500 0.132 1.0

Table 2.1: Parameters defining NC-translocon interactions

Having obtained parameters for Uout(ri j), Uopen
LLL (ri j), Uclosed

LLL (ri j), Uopen
DDD(ri j), and

Uclosed
DDD (ri j), we define a mapping between the transfer free energy (gi) of any NC

bead and its corresponding channel interactions (λo(gi) and λc(gi)) to fully specify
Eq 2.15. These mappings for the LLL, DDD, QQQhelix, and QQQcoil substrates are
determined by fitting theMARTINI PMFs. For a CG bead with an arbitrary value of
gi, the corresponding value of λo(gi) and λc(gi) is determined by linear interpolation
between these four points. As described previously, the values of λo(gi) and λc(gi)
for the LLL substrate are set to 1, the values of λo(gi) and λc(gi) for the DDD
substrate are set to 0. For QQQhelix and QQQcoil the values of λo(gi) and λc(gi) are
determined as follows. First, the channel is fixed in the open conformation and the
PMF for translocating a QQQhelix substrate across the open channel in the 3D-CG
model is calculated using numerical integration. The QQQhelix 3D-CG model PMF
is then fit to the MARTINI PMF for translocating the QQQhelix substrate across
the open channel, with λo(gQQQ) as a fitting parameter, where gQQQ=3.8ε is the
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water-lipid TFE of a QQQ helix bead. This procedure is repeated for translocating
a QQQhelix substrate across the closed channel to obtain a best-fit value of λc(gQQQ)
for the QQQhelix substrate.

Next, the transfer free energy for the QQQcoil CG bead in the 3D-CG model is
assigned by increasing the transfer free energy for the QQQhelix CG bead by 5.3ε ,
which is the cost for partitioning three peptide bonds that lack hydrogen bonds
betweenwater and alkane (seeDetermination of SubstrateWater-MembraneTransfer
FreeEnergies) [8, 92, 139]. PMFs for translocating theQQQcoil substrate across both
the open and closed channels for the 3D-CG model are calculated using numerical
integration and fit to the corresponding MARTINI PMFs to obtain best-fit values of
λo(gQQQc) and λc(gQQQc), where gQQQc=9.1ε is the water-lipid transfer free energy
of a QQQcoil bead. Best-fit values of the translocation PMFs for the QQQhelix and
QQQcoil substrates are shown in Fig 2.2B.

Having obtained λo(gi), and λc(gi) values for LLL, DDD, QQQcoil, and QQQhelix by
direct fitting to theMARTINI PMF profiles, a piecewise linear interpolation between
these four sets of gi, λo(gi), and λc(gi) values is then performed to define values of
λo(gi), and λc(gi) for a CG beadwith an arbitrary value of gi, as shown in Fig 2.2C. In
principle, this mapping between CG bead hydrophobicity and channel interactions
could be further refined by simulating translocation PMFs with the MARTINI force
field for all possible tripeptide substrates, including heterogeneous tripeptides, and
then fitting independent channel interactions in the 3D-CGmodel for each tripeptide;
however, due to the significant computational expense of theMARTINI calculations,
we use the piecewise linear interpolation scheme specified above, which yields
good agreement with experiments (see Results). Future work may further refine the
relationship between substrate properties and channel interactions.

The bottom-up parameterization process completely specifies all terms in the 3D-
CG potential energy function that define interactions between a CG bead with
hydrophobicity gi and the translocon channel. One caveat is that all translocation
PMFs used in the fitting procedure are calculated in the absence of the ribosome
and plug domain, which are present in the full 3D-CG model. Fig 2.2D shows
PMFs calculated using numerical integration for the same four tripeptide substrates
using the 3D-CG model with best-fit values, and including the ribosome and plug
domain. Comparing Fig 2.2B and 2.2D shows that the plug domain does not have
a large effect on the PMF. The only minor effect associated with including the plug
domain appears to be a small shift in the position of the barrier for QQQhelix with the



21

translocon in the closed configuration; inclusion of the ribosome has no observable
effect on the PMFs. The final PMFs, presented in Fig 2.2D, are thus representative of
the interactions of CG beads with the translocon during 3D-CG model simulations.

Mapping amino-acid residues to CG beads
The interactions between a general NC bead and the rest of the system is defined
by four parameters: gi, qi, λo(gi), and λci (gi). These parameters are determined as
described in detail in section 3D-CG Model Parameterization. Specifically, the NC
bead transfer free energy, gi, is equal to the sum of the transfer free energies of the
three amino-acid residues associated with the bead according to the Wimley-White
hydrophobicity scale (Table 2.3). For each residue that does not form secondary
structure, gi is increased by 1.78ε , the cost for partitioning a peptide bond that lacks
hydrogen bonds. The CG bead charge, qi, is equal to the sum of the charges of the
three associated amino-acid residues. The N- and C-terminal CG beads are assigned
an additional +1 and -1 charge, respectively, and have 6ε added to their transfer
free energies to account for the additional charge [80]. The scaling parameters
for NC-channel interactions, λo(gi) and λc(gi), are determined from gi using the
piecewise-linear interpolation scheme shown in Fig 2.2C. Fig 2.3 demonstrates the
mapping procedure for an example amino-acid sequence.

To start a 3D-CG simulation, both an input amino acid-sequence and a secondary
structure assignment for this sequence must be provided. For the membrane integra-
tion simulations, the secondary structure of the experimental sequence is reported
in the UniProt database and is assigned in the model directly from the available
information [17]. For simulations of TMD topology, the secondary structure is not
available through the UniProt database and is instead assigned using the PSIPRED
secondary structure prediction server [66].

2.3 Validation of the coarse-grained simulation approach
Having fully specified the features and parameters of the 3D-CG model, we now
validate the model by simulating three biophysical assays and comparing the simu-
lation results to previously published experimental data. The CG model is used to
calculate (i) the probability of membrane integration as a function of NC segment
hydrophobicity [56], (ii) the residue-specific change in the probability of membrane
integration (i.e., the “biological hydrophobicity scale") for all twenty amino-acid
residues [56], and (iii) the distribution of final topologies of a hydrophobic TMD
as a function of C-terminal soluble loop length and translation rate [42]. Together,



22

Figure 2.3: Example sequencemapped to 3D-CGmodel representation (A) An input
amino-acid sequence (AA) and secondary structure assignments (SS; H for helix and
C for coil) are mapped to 3D-CG beads and assigned values of qi, gi, λc(gi), and
λo(gi) based on the properties of sequential amino-acid triplets. (B) Visualization
of heterogeneous NC properties and correspondence with structural elements. Left,
a snapshot of a NC with each CG bead colored by gi; red beads are hydrophobic,
while cyan beads are hydrophilic. Right, the same snapshot colored by assigning
each NC bead to a domain.

these tests demonstrate the ability of the 3D-CG model to correctly predict the
integration and orientation of TMDs with minimal input, as well as the effect of
sequence mutations.

Probability of membrane integration for NC segments of varying hydropho-
bicity
TMDs typically contain a large number of hydrophobic residues to improve sta-
bility within the lipid membrane [140]. von Heijne and co-workers measured the
probability with which a designed segment (H-segment) of the leader peptidase
(Lep) protein integrates into the membrane, demonstrating that the translocon is
more likely to integrate hydrophobic NC segments [56]. It was found that increas-
ing the hydrophobicity of a poly-alanine H-segment, through mutation of alanine
residues to leucine residues, monotonically increased the probability of H-segment
membrane integration. Previous simulations using model sequences and the 2D-CG
simulation model revealed that this trend is caused by local equilibration of the H-
segment across the translocon lateral gate [146]. Reproducing the same assay using
the 3D-CGmodel, with full structural detail and an direct mapping of the NC amino
acid sequence, provides a first means to quantitatively validate model predictions.

To simulate the H-segment membrane integration assay with the 3D-CG model, the
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Lep protein sequence is mapped to CG beads following the procedure described in
Mapping amino-acid sequence properties to CG beads. Three helical secondary
structure elements, including the H-segment are identified via the UniProt database
(ID:P00803). Eight 19-residue H-segments are studied. Each H-segment contains
between 0 to 7 leucine residues and the remaining H-segment residues are alanine
[56]. All trajectories are initialized from configurations in which the two N-terminal
TMDs are already translated. To reduce computational cost, simulations are ini-
tiated with the second TMD pre-inserted in the lipid membrane (Figure 2.4A).
The simulated sequences are limited to 90 CG beads in length, corresponding to
a continuous stretch of amino acids starting from the second TMD (All simulated
sequences are included as an SI datafile with Ref. [88], and can be found online1)
σ away from the translocon and span the membrane (integration, Fig 2.4A, Movie
S1 in Ref. [88]) or when all CG beads have translocated to the lumenal side of
the membrane (translocation, Fig 2.4A, Movie S2 in Ref. [88]). The probability
of membrane integration is defined as the fraction of simulation trajectories that
terminate by H-segment integration.

Fig 2.4B shows the comparison of the experimental versus the simulated proba-
bility of H-segment membrane integration as a function of the number of leucine
residues in the H-segment. The results of the experimental assay [56] are plotted
in black squares and the shaded region indicates outcomes within 1 kcal/mol of the
experimental measurement as determined by a best fit of the apparent free energy
of integration via a sigmoidal curve [56]. The calculated results from the 3D-CG
model simulations are plotted in red circles. In agreement with the experiments,
the 3D-CG model shows that H-segment integration increases with the number of
leucines. Although slightly shifted to the right of the experimental curve, the simula-
tion results recover the same sigmoidal dependence of integration on leucine content
and are within 1 kcal/mol accuracy of the experiment [56]. These results indicate
that the 3D-CG model correctly predicts trends in NC membrane integration using
only information about the protein sequence as input.

Fig 2.4C and 2.4D investigate the issue of mapping from trios of amino-acid residues
to a single CG bead. There are three possible CG representations (frameshifts) of the
NC sequence that arise from the 3:1 mapping of amino-acid residues to CG beads
as shown in Figure 2.4C. Since there is no basis for choosing any one frameshift
over the other two, each of the possible frameshifts is simulated, and the calculated
membrane integration probabilities shown in Fig 2.4B are the averaged value over
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Figure 2.4: 3D-CG model predictions of membrane integration versus secretion.
(A) Snapshots of the initial system configuration, an intermediate state in which
the H-segment (yellow) enters the channel, and two possible simulation products.
Simulations are initializedwith the TMDupstream of theH-segment (red) integrated
into the membrane. (B) Probability of membrane integration (p(integration)) as a
function of the number of leucine residues in the H-segment. Experimental results
from Hessa et al. [56] are reproduced in black, while results from the 3D-CG
model are shown in red. Each point for the 3D-CG model is the average of all
three frameshifts. The solid lines are sigmoidal fits to each data set. (C) Schematic
representation of three possible 3D-CG representations of the same sequence (i.e.,
frameshifts). The example sequence is the Lep construct with a 7 leucine H-segment
(identified in yellow region). Each triplet is colored according to its value of g. (D)
Probability of membrane integration as a function of the number of leucine residues
in the H-segment for each individual frameshift.

all three frameshifts. For each frameshift and for each of the eight H-segment
sequences, 100 trajectories are calculated (ranging from 20-3000 s in time) leading
to 2,400 total simulations which required a total of 15,520 CPU hours on 2.6-2.7
GHz Intel Xeon processors. All CG bead sequences used in the simulations are
provided in Ref. [88] and online1. Fig 2.4D shows the membrane integration
probability for the H-segment sequences for each individual frameshift. Results
based on individual frameshifts are comparable, with a notable discrepancy for the
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7 leucine H-segment in Frame 1 where the particular grouping of amino acids into
triplets resulted in an H-segment for which the integration probability is relatively
low. This sensitivity to the choice of triplets is addressed by simply averaging the
results over all three frameshifts, which is done for the results in Fig 2.4B.

Effect of single-residue mutations on the probability of membrane integration
As shown in Fig 2.4B, experiments and the 3D-CG model simulations both show
that increasing the hydrophobicity of a H-segment by mutating alanine residues to
leucine residues increases the probability of H-segment membrane integration. Von
Heijne and co-workers have extended this analysis by determining the effect of all
twenty amino acids on the probability of H-segment membrane integration in the
context of the Lep construct [56]. Assuming that there is an effective two-state
equilibrium between the integration and translocation outcomes, the probability of
integration can be converted into an apparent free energy of integration, ∆Gapp,
defined by [56]

∆Gapp = −kT ln [p(integration)/p(secretion)] . (2.18)

By mutating the central residue of the H-segment in the same Lep construct used
in the section Probability of membrane integration for NC segments of varying
hydrophobicity, von Heijne and coworkers measured ∆Gaa

app, or the single-residue
apparent free energy of integration, for all twenty naturally occurring amino-acid
residues, thus deriving a “biological hydrophobicity scale” in analogy to other
hydrophobicity scales [79]. Calculating the probability of membrane integration of
the same set of H-segments with the 3D-CG model provides a means to validate the
predicted effect of single amino-acid residue mutations.

The simulation procedure for calculating the biological hydrophobicity scale is the
same as illustrated in Fig 2.4A). To determine ∆Gaa

app for all 20 amino acids, 22
experimentally studied constructs of the mutated Lep sequence are mapped to a
CG representation. Results are averaged over all three frameshifts for each of the
22 constructs, requiring a total of 66 CG bead sequences. All CG bead sequences
modeled are provided in the supplemental information of Ref. [88] and online1.
The probability of H-segment membrane integration is calculated from an ensemble
of 200 trajectories (ranging from 20-2000 s in time) per sequence, leading to a total
of 13,200 simulations which required a total of 77,003 CPU hours on 2.6-2.7 GHz
Intel Xeon processors.
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The probability of H-segment membrane integration is converted to a ∆Gaa
app follow-

ing the procedure of von Heijne and coworkers described below [56]. The ∆Gaa
app for

alanine and leucine are determined first from a linear fit of ∆Gapp for H-segments
with 3 to 7 Leucine residues from the simulated membrane integration probability
curves (Fig 2.4B) using

∆Gapp = nLeu
(
∆GLeu

app − ∆GAla
app

)
+ 19∆GLeu

app . (2.19)

∆Gaa
app for alanine and leucine are found to be 0.13 kcal/mol and -0.43 kcal/mol

respectively. Experimentally determined values for alanine and leucine are 0.1
kcal/mol and -0.6 kcal/mol respectively. The difference in∆Gaa

app between simulation
and experiment for leucine gives rise to the slight rightward shift of the simulated
membrane integration probability curve compared to the experiment in Fig 2.4B.

To obtain ∆Gaa
app for the remaining amino acids, we employ [56]

∆Gaa
app = ∆Gx[aa]x

app − ∆Gx[ref]x
app + ∆Gref

app. (2.20)

∆Gx[aa]x is the apparent free energy of integration for an H-segment construct with
the probed amino acid (aa) at the midpoint of the H-segment∆Gx[ref]x is the apparent
free energy of integration for the same H-segment where the probed amino acid is
replaced by a reference amino acid with a known apparent free energy of integration,
∆Gref

app. The reference amino acids employed match those used in Ref. [56] and are
specified in the supplemental information of Ref. [88].

The H-segment constructs were chosen to have a leucine content such that the
probability of membrane insertion for the sequence is nearly 50% to yield maximum
sensitivity in the experimental assay [56]. For cysteine and methionine, we added
two additional leucines to the simulated H-segment constructs compared to the
experimental constructs to yield additional sensitivity in the computation.

Fig 2.5 compares the values of ∆Gaa
app determined experimentally to the values of

∆Gaa
app calculated using the 3D-CG model. Each point represents a single amino

acid. Points are colored by grouping amino-acid residues as charged (black), polar
(red), aromatic (blue), or non-polar (green). The solid line is a linear fit to the data,
while the dashed line illustrates a perfect correlation as a guide to the eye. Each
∆Gaa

app value is calculated from the average of three frameshifts (defined as in Figure
2.4). The average standard deviation between the frameshift results is 0.2 kcal/mol,
the error bars indicate the standard error of the mean. Individual frameshift values
are reported in Table 2.5. The experimental and 3D-CG simulation scales are highly
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Figure 2.5: Experimental versus simulated predictions of the single-residue apparent
free energy of integration. Each point corresponds to a different amino acid, with the
character of the amino acid indicated by its plotted color. Each 3D-CG calculated
∆Gaa

app value the average of three frameshifts, the error bars indicate the standard
error of the mean.

correlated (r = 0.88), confirming that the 3D-CGmodel reproduces trends in ∆Gaa
app

with high fidelity. The data points largely lie above the dashed line, indicating that
the 3D-CG simulations slightly overestimate the experimentally observed degree of
integration. These results thus indicate that the 3D-CG is capable of reproducing
the effect of single-residue mutations in good agreement with available biophysical
measurements, although the quantitative agreement with experiments may still be
improved via further model refinements.

Kinetic regulation of TMD topology
In addition to determining whether NC segments integrate into the membrane as
TMD domains, the translocon regulates the orientation with which TMD segments
integrate (Fig 2.6A) [26, 41, 42]. In particular, Spiess and co-workers found that an
engineered TMD signal anchor (H1∆22) integrates in either the NER/Ccyt (i.e., Type
1) or the Ncyt/CER (i.e. Type 2) topology; it was also found that decreasing the rate of
ribosomal translation by adding cycloheximide increases the preference for the Type
2 topology [42]. Furthermore, increasing the length of the soluble loop flanking
the C-terminus of the TMD segment also increases the probability that the TMD
segment obtains the Type 2 topology until the probability eventually plateaus for a
sufficiently long loop length. Previous work using the 2D-CG model qualitatively
captured both these trends and revealed that the mechanistic basis for the kinetic
effect is flipping of the NC from the Type 1 topology to the Type 2 topology as a
function of time [146]. However, due to the lack of residue-specific interactions in
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the 2D-CG model, this work employed model sequences. Additionally, due to the
simplified geometric representation of the 2D-CG model, it predicted that p(Type
2) plateaus at shorter C-terminal lengths than is observed in the experiments. While
the 2D-CG model can provide mechanistic insights [146], quantitative agreement
with the experiments is poor compared to the 3D-CG model when directly mapping
the amino-acid sequence (Figure 2.14 and corresponding discussion). Here, we
test the 3D-CG model for predicting TMD topogenesis and the effect of translation
kinetics on topology.

Figure 2.6: 3D-CG model predictions for TMD topology. (A) Snapshots of the
initial system configuration and the two possible TMD topologies. (B) 3D-CG
model simulation results showing the fraction of trajectories that reach the Type
2 topology as a function of the number of C-terminal loop residues, plotted for a
normal translational rate (solid black) and a slowed translation rate (dashed red).
(C) Experimental results from Göder et al [42], with a normal translation rate (solid
black) and with the addition of cyclohexamide, a translation rate inhibitor (dashed
red).

The simulation approach for modeling TMD topogenesis is summarized in Fig 2.6A
(see Movie S3 and Movie S4 in Ref. [88] for example trajectories). The H1∆22 se-
quence ismapped toCGbeads, and the results are averaged over all three frameshifts.
Nine different lengths of the C-terminal soluble loop are mapped directly from the
experimental constructs used in [42]. The first 99 residues of the sequence are as-
sumed to be part of helical domains based on secondary structure predictions from
the PSIPRED server [15, 66]. Simulations are initialized from configurations in
which four CG beads are translated and have not yet entered the translocon. Simu-
lations are terminated when CG beads of the TMD have all integrated into the lipid
bilayer in either an Type 1 or Type 2 topology and diffuse 10σ away from the translo-
con. The final TMD topology is determined from the position of the C-terminal
CG bead relative to the membrane upon simulation termination (Fig 2.6B). All sim-
ulations are performed with either the default translation rate of 5 residues/second
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(fast translation) or with a reduced translation rate of 1.25 residues/second (slow
translation) to model the effect of adding cyclohexamide in the experimental assay.
200 trajectories (ranging from 25-1200 s in time) are simulated for each of the three
frameshifts and for each of the nine loop lengths and at both translation rates, leading
to a total of 10,800 trajectories which required a total of 149,009 CPU hours on
2.6-2.7GHz Intel Xeon processors.

Fig 2.6B compares the simulated and experimental results for the probability with
which the TMD obtains the Type 2 topology as a function of the length of the
C-terminal soluble loop. The results of the experimental assay are plotted on the
right for reference. Results for the normal translation rate are in solid black lines,
while results for the reduced translation rate are in dashed red lines. The simulation
results correctly reproduce the trends observed in the experiments, including the
increased probability of the Type 2 topology for longer C-terminal loop lengths and
the eventual plateau in the probability of the Type 2 topology at long C-terminal
loop lengths. Furthermore, like the experimental results, the CG model predicts a
significant shift to greater Type 2 integration upon reducing the rate of ribosomal
translation.

2.4 Methods
MARTINI simulation initialization and equilibration
In this section, we describe the initialization of simulations from the sectionResidue-
based coarse-grained simulations. Residue-based coarse-grained (RBCG) simula-
tions of the translocon are set up using GROMACS 4.5 [96]. The initial system is
prepared by converting the crystal structure of the α, β, and γ-subunits of the Ar-
chaeal Sec-translocon (PDB ID: 1RHZ) to a MARTINI RBCG representation using
the martinize.py script [22]. Scaffolding interactions are introduced to correctly
preserve protein tertiary structure [145]. Scaffolding interactions are included for
a pair of CG particles if both are contained in one of the following subsets of the
translocon: (i) residues Lys2-Val45 and Ile71-Pro205 in the α-subunit, and the entire
β-subunit; (ii) residues Trp29-Lys66 in the γ-subunit; and (iii) residues Pro205-Leu433

in the α-subunit. Scaffolding interactions are also included between particles in sub-
sets i and ii, and between particles in subsets ii and iii. Scaffolding interactions are
only included between CG beads that are separated by 5-9 Å in the original map-
ping from the crystal structure, and that do not already share a bonded interaction.
Scaffolding interactions between pairs of CG particles are weak harmonic distance
restraints with an equilibrium distance equal to the distance in the original crystal
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structure mapping and a force constant equal to 100 kJ mol−1 nm−2.

The RBCG translocon is oriented with respect to a pre-equilibrated lipid bilayer
consisting of 400 POPC lipid molecules using the Lambada package [111]. The
lipids are then packed around the translocon using the inflategro2 package [111],
and lipids that clash with the translocon are removed from the simulation. CG
water molecules are added using the genbox command in GROMACS, and ions are
added using the genion command in GROMACS to reach charge neutrality and a
physiological salt concentration (∼50mM). The final system contains the translocon,
368 POPC molecules, 6209 CG water molecules, 6 sodium ions, and 17 chloride
ions.

The entire system is equilibrated in theMARTINIv2.2 force field using the following
protocol: (i) 50 steps of steepest descent energy minimization, (ii) a 20 ps NPT
simulation at 310 K and 1 bar with 2 fs timesteps, and (iii) a 100 ns NPT simulation
at 310 K and 1 bar with 20 fs timesteps. During steps ii and iii protein backbone
CG beads are position restrained during the equilibration using harmonic constraints
with a force constant of 1000 kJmol−1 nm−2. BothNPT simulations use the leap-frog
integrator, Berendsen temperature coupling using a temperature coupling constant,
τT, of 0.5 ps, and semi-isotropic pressure coupling using the Berendsen barostat
with a pressure coupling constant, τp, of 1.2 ps and an isothermal compressibility
of 4.5 x 10−5 bar−1.

For simulations with tripeptide substrates, MARTINI representations of NC sub-
strates are added to the system and overlapping water molecules were removed.
The new system with the substrate is then equilibrated again using the three step
equilibration cycle as described above.

Collective variables used in MARTINI simulations
Here, we describe the collective variables used in section Residue-based coarse-
grained simulations. Three collective variables (CVs) are used in the MARTINI
simulations. This section lists the CVs and provides details on any biasing force
applied to these CVs.

The first CV, dLG(r), describes the opening of the translocon lateral gate (LG).
It is defined as the minimum distance between the CG backbone beads in TM2b
(Ile75-Gly92) and TM7 (Ile257-Arg278) in the translocon α-subunit (Figure 2.7A).
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Specifically, dLG(r) is expressed as

dLG(r) =
α

ln
[∑

i j exp(α/|ri j |)
] , (2.21)

where the sum is over all pairs i, j for which i is a backbone CG bead in TM2b
and j is a backbone CG bead in TM7, |ri j | is the distance between CG bead i and
CG bead j and α is a large number, the value for α is chosen depending on the
distance at which the dLG(r) is constrained, to avoid precision errors in evaluating
the exponential. For simulations of the translocon in the closed LG conformation,
a harmonic constraint is placed on dLG(r) with equilibrium distance 0.7 nm, force
constant 2000 kJ mol−1 nm−2, and α = 250. For simulations of the translocon in the
open LG conformation, a harmonic restraint is placed on dLG(r) with equilibrium
distance 1.4 nm, force constant 2000 kJ mol−1 nm−2, and α = 500.

The secondCV, dz(r), describes the position of theNC substrate along the translocon
channel axis, perpendicular to the lipid bilayer. It is the dot product of a distance
vector, vs, between the geometric center of the NC substrate and the geometric
center of CG beads describing the translocon pore residues (Ile75, Val79, Ile170,
Ile174, Ile260, and Leu406) (red vector in Figure 2.7B), and a normal vector, vc, in the
positive z-direction originating from the geometric center ofCGbeads describing the
translocon pore residues (blue vector in Figure 2.7B). For the umbrella-sampling
trajectories used to construct the PMFs for NC substrate translocation along the
channel axis, a harmonic restraint is placed on dz(r), the equilibrium distance, dz,0,
and force constant, κz, used is listed in the description of the relevant simulations
(Table 2.2).

The third CV, dxy(r), describes the distance between the NC substrate and the
translocon channel axis in the plane parallel to the lipid bilayer. A soft-wall potential
is used to ensure that theNC substrate does not diffuse far from the translocon (Figure
2.7C). The potential is expressed as

Uwall(r) =
{
κw(dxy(r) − dw)2 , dxy(r) > dw

0 , dxy(r) ≤ dw

}
, (2.22)

where the force constant, κw, is set to 2000 kJ mol−1 nm−2, and the wall distance,
dw, is set to 1.2 nm.

All collective variables used in the MARTINI simulations were implemented using
PLUMED version 2 [125].
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Figure 2.7: Visual representation of the collective variables used in the MARTINI
simulations. (A) The minimum distance between the backbone CG beads in TM2b
(yellow) and TM7 (blue) defines the conformational state of the translocon lateral
gate. (B) The position of the NC substrate along the channel axis is calculated as the
dot product between the NC-pore vector (red) and the channel-axis vector (blue).
(C) The radial distance of the NC substrate to the channel axis is constrained to be
inside a 1.2 nm cylinder (blue region). In all panels the translocon is shown as a
white transparent surface.

Details on MARTINI simulations for translocation PMF profiles
In this section, we describe the calculation of the translocation PMF profiles used in
the section Residue-based coarse-grained simulations. MARTINI simulations are
performed using a Langevin dynamics integrator with a 20 fs timestep. Lennard-
Jones interactions are shifted from 0.9 to 1.2 nm. Electrostatic interactions are
calculated using the smooth ParticleMesh Ewald (PME)method with a grid spacing
of 0.12 nm and a short-range cutoff of 1.2 nm. The dielectric constant is set to
2.5 as recommended for the MARTINI polarizable water model. The simulation
temperature is maintained at 310 K using a Langevin dynamics integrator. The
simulation pressure is maintained at 1 bar via a semi-isotropic Parrinello-Rahman
barostat with a coupling time constant of 12 ps and an isothermal compressibility
of 3 x 10−4 bar−1. These parameters follow recent recommendations for optimal
MARTINI simulations using the polarizable water molecule and PME electrostatics
[23].

To fully sample the PMF along the channel axis, 51-64 umbrella-sampling tra-
jectories are performed for each tri-peptide substrate in which dz,0 is restrained
(simulations summarized in Table 2.2). Collective variables were restrained as
described in the section Collective variables used in MARTINI simulations, and
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simulations were carried out in both the open and closed channel conformation.
For each simulation reported, at least 100 ns of equilibration is performed followed
by 400 ns which is sampled for the calculation of the PMF. Translocation PMFs
are obtained from the umbrella-sampling trajectories using the Weighted Histogram
Analysis Method [73].

Convergence of MARTINI simulations
We assess the convergence of the MARTINI simulations described in the section
Residue-based coarse-grained simulations by plotting the PMF as a function of
increasing sampling time Figure 2.8 and observe that all PMFs have converged with
respect to simulation time. We also plot the overlap in umbrella sampling windows
in Figure 2.9 and observe sufficient overlap between all windows.

Figure 2.8: Convergence of MARTINI PMFs as the sampling time increases. The
PMF is calculated after 10 ns, 50 ns, 100 ns, 150 ns, 200 ns, 250 ns, 300 ns, 350
ns, and 400 ns of sampling time and plotted as a gradient of blue to green lines.
The similarity in calculated PMFs as the simulation time increases is used to assess
convergence.
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Figure 2.9: Overlap in umbrella sampling windows for the LLL substrate in the
open channel. Additional windows with stiffer springs are added to improve overlap
between z = -3σ and z = 2σ

Translocon CG bead coordinates
In this section, we describe the determination of translocon channel CG bead co-
ordinates used in the section 3D-CG Model Geometry. Channel coordinates are
obtained from equilibrium MARTINI simulations of the Sec-translocon in explicit
solvent. Simulations are set up as described in the section MARTINI simulation
initialization and equilibration, with a alpha-helical poly-leucine (L30) substrate
inside the channel. The distance between the geometric center of the substrate and
the geometric center of the translocon pore residues is restrained about zero using a
harmonic potential with force constant 200 kJ mol−1 nm−2.
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Figure 2.10: Flexible loops identified by equilibrium MARTINI simulations. (A)
Representative snapshot from a MARTINI simulation of the translocon in the open
conformation. Flexible loops are colored as follows; Thr47-Phe56 red, Pro234-Gly245

green, Lys343-Arg369 blue, andVal423-Lys433 cyan. Non-protein atoms are not shown
for clarity. (B) Root-mean squared fluctuation (RMSF) per residue backbone bead
calculated from 500 ns of equilibrium MARTINI simulation on the Sec-translocon
in the absence of a substrate. Flexible loop regions are highlighted, with colors as
in part (A).

To obtain coordinates for the channel in the closed conformation, the system is
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Substrate LG state dz,0 [nm] range Spacing Equil. time [ns] κz [kJ mol−1 nm−2]

LLL closed -4.0 — -1.8 0.2 100 1000
LLL closed -1.6 — 1.4 0.1 100 2000
LLL closed 1.6 — 3.6 0.2 100 1000
LLL open -4.0 — -3.0 0.2 600 1000
LLL open -2.8 — 2.0 0.1 600 2000
LLL open 2.2 — 3.6 0.2 600 1000

QQQhelix closed -4.0 — -3.0 0.2 100 1000
QQQhelix closed -2.8 — -1.4 0.1 100 2000
QQQhelix closed -1.3 — 0.8 0.1 600 2000
QQQhelix closed 0.9 — 1.4 0.1 600 2000
QQQhelix closed 1.6 — 2.0 0.2 600 1000
QQQhelix closed 2.2 — 3.6 0.2 100 1000
QQQhelix open -4.0 — -3.0 0.2 600 1000
QQQhelix open -2.8 — 2.2 0.1 600 2000
QQQhelix open 2.4 — 3.6 0.2 600 1000
QQQcoil closed -4.0 — -3.0 0.2 100 1000
QQQcoil closed -2.8 — -1.4 0.1 100 2000
QQQcoil closed -1.3 — 1.0 0.1 600 2000
QQQcoil closed 1.1 — 2.0 0.1 100 2000
QQQcoil closed 2.2 — 3.6 0.2 100 1000
QQQcoil open -4.0 — -2.4 0.2 600 1000
QQQcoil open -2.2 — 2.2 0.1 600 2000
QQQcoil open 2.4 — 3.6 0.2 600 1000
DDD closed -4.0 — -1.8 0.2 100 1000
DDD closed -1.6 — 1.0 0.1 100 2000
DDD closed 1.2 — 3.6 0.2 100 1000
DDD open -4.0 — -2.4 0.2 600 1000
DDD open -2.2 — 1.0 0.1 600 2000
DDD open 1.2 — 3.6 0.2 600 1000

Table 2.2: Summary of MARTINI simulations used for translocation PMF con-
struction.

simulated for 500 ns with dLG(r) = 0.7 nm Similarly, to obtain coordinates for the
channel in the open conformation the system is simulated for 500 nswith dLG(r)= 1.4
nm. The average Sec-translocon protein backbone coordinates over the simulation
are mapped into the 3D-CG model using the mapping procedure as described in
the Main Text section 3D-CG Model Geometry. Flexible regions of the channel,
defined as loop regions with a high RMSF measured from equilibrium MARTINI
simulations (Figure 2.10), are excluded from the mapping. An additional bead is
included to represent the stable salt bridge between K26 and E421. Final channel
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coordinates are included as a supplemental dataset for Ref. [88], and are available
online.2

Ribosome CG bead coordinates
In this section, we describe the determination of ribosome CG bead coordinates
from the section 3D-CG Model Geometry. The geometry of the ribosome is ob-
tained by mapping the ribosome-translocon complex from a recent high-resolution
cryo-EM structure [133] (PDB ID: 3J7Q) onto CG beads. Because CG bead coor-
dinates for the translocon are obtained from the equilibrated average coordinates of
residue-based coarse-grained simulations in the absence of the ribosome, the CG
model ribosome must be aligned with the CG model translocon by the procedure
described below (shown in Figure 2.11). The ribosome-translocon cryo-EM struc-
ture [133], which contains a translocon in a partially cracked conformation similar
to the closed conformation, is aligned with the CG model of the translocon in the
closed conformation byminimizing the root mean squared deviation between the LG
helices in the CG model translocon and the LG helices mapped from the cryo-EM
structure. After alignment, only CG beads of the ribosome that are within 9σ of
origin and with 5σ of the channel axis are explicitly retained as CG beads in the
final simulation system.

Figure 2.11: Mapping and alignment of ribosome in 3D-CG model. The starting
coordinates of the mammalian ribosome-translocon complex from the Voorhees et
al. cryo-EM structure are shown in the stick representation. These coordinates are
mapped in place onto CG beads with CG beads from protein residues shown in
gray, CG beads associated with the RNA backbone shown in brown and CG beads
associated with RNA nucleobases shown in pink. The lateral gate CG beads, shown
in green, are aligned with the equilibrated translocon CG beads from MARTINI
simulations and ribosome beads within 9σ of the origin are retained for the final
model.

In total, the ribosome consists of 357 CG beads. Complete coordinate files for the
CG representation of the ribosome-translocon complex with the translocon in both
conformations are included in S1 Dataset.
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Translocon CG bead charges
To avoid the assignment of large net charges to the Sec translocon CG beads via the
3:1 mapping protocol, channel beads were assigned a +1 charge if the net charge
of the underlying amino acids was positive and a -1 charge if the net charge of the
underlying amino acids was negative. In contrast, for nascent chain beads the charge
of the CG bead is the sum of the charge of the underlying amino-acid residues. This
was done because the CG representation of the translocon was not simulated with all
possible frameshifts, as was done for the nascent chain. Only four translocon beads
are affected by this issue, and all of these beads are located on the channel exterior.
As a result, the PMF for the translocation of charged residues in the 3D-CG model
is not sensitive to this subtlety related to determining the charge of the translocon
CG beads (Figure 2.12).

Figure 2.12: Comparison of the PMF obtained with translocon bead charges as
described in the section 3D-CG model geometry (symbols), or with translocon bead
charges equal to the sum of the charge of the underlying amino-acid residues (lines).
No discernible difference is observed.

Tabulation of the NC-translocon potential energy surface for computational
efficiency
To increase the computational efficiency of the 3D-CG model and to exploit the
static nature of the translocon and ribosome CG beads (i.e., non-NC CG beads),
interactions between NC and non-NC CG beads are tabulated. At the start of a
3D-CG model trajectory, potential energy tables are generated for these interac-
tions. The tables store interaction energies on a rectangular grid surrounding the
translocon/ribosome beads. The grid size is chosen such that there is a distance
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of at least the non-bonded interaction cut-off length between the grid edge and any
translocon/ribosome bead. With a grid-spacing of 0.1σ this yields 121x122x115-
element tables. Separate tables are generated for Lennard-Jones and electrostatic
interactions. All simulations and analytical potentials of mean force for the 3D-CG
model described in this work utilize these potential energy tables.

From the potential energy tables, the interaction energy for a NC bead with the
translocon/ribosome beads at any point in Cartesian space is obtained via tri-linear
interpolation of the potential energy at the nearest eight grid-points. Specifically,

U(r) = x̄ ȳ z̄U111 + x̄ ȳ(1 − z̄)U110 + x̄(1 − ȳ)z̄U101

+ x̄(1 − ȳ)(1 − z̄)U100 + (1 − x̄)ȳ z̄U011 + (1 − x̄)ȳ(1 − z̄)U010

+ (1 − x̄)(1 − ȳ)z̄U001 + (1 − x̄)(1 − ȳ)(1 − z̄)U000,

(2.23)

where the local coordinate, x̄ = (x − x0)/(x1 − x0); with x the x-coordinate of the
NC bead, x1 the x-coordinate of the nearest grid-points with x1 > x, and x0 the
x-coordinate of the nearest grid-points with x0 < x. Potential energy values at the
grid-points are labeled using the local coordinates at the grid-point, Ux̄ ȳ z̄.

Forces on a NC bead at any point in Cartesian space are similarly obtained using
interpolation. For example, for the force in the x-direction is given by,

Fx(r) = [U011 −U111]ȳ z̄

+ [U010 −U110]ȳ(1 − z̄)
+ [U001 −U101](1 − ȳ)z̄
+ [U000 −U100](1 − ȳ)(1 − z̄).

(2.24)
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Amino Acid WW TFE (kcal/mol) WW TFE (epsilon)

A 0.5 0.81
C -0.02 -0.03
D 3.64 5.91
E 3.63 5.89
F -1.71 -2.78
G 1.15 1.87
H 2.33 3.78
I -1.12 -1.82
K 2.8 4.55
L -1.25 -2.03
M -0.67 -1.09
N 0.85 1.38
P 0.14 0.23
Q 0.77 1.25
R 1.81 2.94
S 0.46 0.75
T 0.25 0.41
V -0.46 -0.75
W -2.09 -3.39
Y -0.71 -1.15

Table 2.3: Wimley-White water-octanol transfer free energy values for all twenty
naturally occurring amino acids

Reduced units in the 3D-CG model
Simulations with the 3D-CG model use Lennard-Jones reduced units, which are
described in this section. The length-scale is set by the Kuhn-length of a polypeptide
chain, σ = 0.8 nm, and the energy unit is ε = 1kBT . The diffusion coefficient used
in the 3D-CG simulations is based on previous work [146, 147]. It is reduced by
3-fold compared to the value used in 2D-CG simulations to account for the faster
translocation times in three-dimensions, τtr ∝

R2
g

D . The reduced mass unit, m∗ = 300
Da, is the approximate mass of a CG bead containing three amino acid residues.
From this, one can derive the reduced time-unit in the 3D-CG simulations,

t∗ = σ

√
m∗

ε
s, (2.25)

which yields t∗ ≈ 0.01 ns, the same value as used in the previously published 2D-
CG model [146]. This reduced time unit is used to compare simulation results to
experimental data. Although caution should be taken when relating CG timescales
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with real time, the agreement between 3D-CG simulations and experiments probing
kinetic effects on TMD integration (Figure 2.6) are encouraging.

Robustness to simulation timestep
Table 2.4 presents a test of the robustness of the reported results with respect to the
timestep employed in the 3D-CG simulations. In addition to the results obtained
using the 300 ns timestep employed throughout this chapter, results were recomputed
using a timestep of 150 ns. The probability for membrane integration, reported in
Figure 2.4B, is recomputed for H-segments containing 4 and 5 Leucine residues.
The probability of Type 2 topology for a H1∆22 signal anchor, reported in Figure
2.6B, is recomputed for sequences with a C-terminal length, L, of 400 residues. In
all cases, the results obtained with a 150 ns timestep are within error of the results
presented in Figure 2.6.

Experiment ∆t=300 ns ∆t=150 ns

Membrane integration, 4 Leu 26% ± 5% 27 % ± 7%
Membrane integration, 5 Leu 70% ± 3% 70% ± 2%

Type 2 topology, L=400 residues, 5 res/sec 40% ± 2% 40 % ± 5%
Type 2 topology, L=400 residues, 1.25 res/sec 66% ± 2% 64% ± 2%

Table 2.4: Comparison of results with different simulation time steps
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Channel CG bead type assignment and fitting MARTINI PMFs
Here, we describe the fitting of the Martini PMFs described in the section Parame-
terization of NC-Translocon interactions. The MARTINI PMFs are fit by defining
two bead types for the translocon channel; one “normal” bead type, and one “con-
fined” bead type, that have distinct parameter values. When fitting the PMF for
translocating a LLL substrate across the closed and open channel, the “confined”
bead type are assigned as beads for which 0.3 < z < 1.0 and x2 + y2 < 2.25. All
other beads are assigned the “normal” bead type. These bead type assignments are
shown in Fig 2.13 with normal bead types shown in gray and confined bead types
shown in red. When fitting the PMF for translocating a DDD substrate across the
closed and open channel the “confined” bead type are assigned as those beads for
which -0.1 < z < 1.1 and x2 + y2 < 4.8. These bead type assignments are shown
in Fig 2.13 with normal bead types shown in gray and “confined” bead types as the
set of both red and pink beads.

Figure 2.13: Channel bead assignment. Bead assignments in the closed channel
conformation with the “default" bead types shown in gray, the repulsive confined
beads are shown in red spheres and the attractive confined beads are both the red
and pink spheres.

We obtain the values of ε int
j using the lmfit Python module to perform a weighted

least squares fit between -2 < z < 5 where the absolute error is exponentially
weighted to prioritize fitting the peaks and valleys. The region z < -2 is not used
for the fit because this region contains contributions from flexible loop regions of
the translocon in the MARTINI PMF simulations; these loop regions have been



42

removed in the 3D-CG model and therefore features in this region are not expected
to be captured in the 3D-CG model. In order to match the MARTINI residue-based
coarse-grained simulations for which the plug domain has been removed and the
ribosome is not present, the CG beads corresponding to the ribosome and the plug
domain are removed during the fitting procedure. For the 3D-CG calculations the
plug domain beads are assumed to have normal bead type interactions.

Effect of single-residue mutations on membrane integration by frameshift

Residue Frame 1 ∆Gapp Frame 2 ∆Gapp Frame 3 ∆Gapp 〈∆Gapp〉 SE

I -0.99 -0.82 -0.30 -0.70 0.21
F -1.28 -1.26 -1.16 -1.23 0.04
V -0.41 -0.26 -0.18 -0.28 0.07
C -0.23 -0.16 -0.10 -0.16 0.04
M -0.71 -0.79 -0.52 -0.67 0.08
W -0.85 -0.40 -0.80 -0.68 0.14
T -0.05 0.18 0.00 0.04 0.07
Y 0.05 -0.21 -0.01 -0.06 0.06
G 0.56 0.54 0.67 0.59 0.04
S 0.14 0.08 0.14 0.12 0.02
N 0.13 0.64 0.27 0.35 0.15
H 1.29 1.03 0.97 1.10 0.12
P 0.02 0.36 0.56 0.31 0.26
Q 0.61 0.39 0.36 0.45 0.12
K 1.46 1.03 1.13 1.21 0.08
R 0.73 1.00 0.79 0.84 0.14
E 1.88 1.70 1.65 1.74 0.13
D 2.00 1.71 1.44 1.72 0.22

Table 2.5: ∆Gapp values for each residue, separated by frameshift. The result
presented in Figure 2.5 is the average over the three possible frameshifts, 〈∆Gapp〉.
All values are presented in kcal/mol, SE indicates the standard error.

Comparison with the 2D-CG model
In Figure 2.14, we present a comparison of the probability of a H1∆22 signal anchor
obtaining the Type 2 topology calculated using the 3D-CG model and the 2D-CG
model. As in Figure 2.6, the probability of Type 2 topology, p(Type 2), is plotted
as a function of the C-terminal length, L, for two different translation rates. In the
2D-CG model, the normal translation rate corresponds to 24 residues/second and
the slow translation rate corresponds to 6 residues/second.
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Simulations performed using the 2D-CG model utilize a direct 3:1 mapping pro-
cedure to assign the hydrophobicity and charge of each CG bead, replicating the
procedure used in the 3D-CG model. For each of the three frameshifts, 100 trajec-
tories are simulated. This differs from our previous study of topogenesis using the
2D-CG model [146], in which the amino-acid sequence of the experimental con-
struct was not directly mapped to a CG representation; instead, in the earlier work,
each construct was represented as a “model” sequence in which CG beads in the
C-terminal loop were assigned uniform hydrophilic transfer free energies, CG beads
in the transmembrane domain were assigned a uniform hydrophobic transfer free
energy, and charges were added to CG beads to approximate the charge distribution
of the experimental construct. This previous work demonstrated that the 2D-CG
model qualitatively captures the effect of C-terminal length and translation rate on
the probability of Type 2 topology for the model sequences. Here, we compare the
2D-CGmodel versus the 3D-CGmodel for sequences that are directly mapped from
the underlying amino-acid sequence (i.e., not model sequences).

As seen in Figure 2.14, when the CG beads are directly mapped from the amino-
acid sequence, the 3D-CG model both qualitatively and quantitatively outperforms
the 2D-CG model by more accurately capturing the probability of Type 2 topology
and correctly demonstrating the experimentally observed trends. Specifically, the
probability of Type 2 insertion plateaus for long C-terminal domain lengths and
the probability of Type 2 insertion increases with decreasing translation rate (Figure
2.14). In comparison, the 2D-CGmodel fails to capture either trend and significantly
underestimates the probability of Type 2 insertion. We emphasize that this failure
is not inherent to the 2D-CG model itself, since application with model sequences
yields these qualitative trends [146]. Nonetheless, these results indicate that the 3D-
CG model improves significantly over the 2D-CG model in applications involving
the direct mapping of the amino-acid sequence.

2.5 Discussion
This chapter describes a refined CG model for co-translational membrane pro-
tein integration via the Sec translocon that captures the detailed three-dimensional
geometry of the ribosome-translocon complex from high-resolution structural data
[9, 133] and that describes residue-specific interactions between the NC and translo-
con based on detailed MD simulations. The bottom-up parameterization approach
utilized here employs extensive residue-based coarse-grained simulations to inform
the model parameters without the need for additional experimental inputs. The re-
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Figure 2.14: Comparison of 3D-CGmodel simulation results and 2D-CG simulation
results showing the fraction of trajectories that reach the Type 2 topology as a
function of the number of C-terminal loop residues, plotted for a normal translational
rate (solid black) and a slowed translation rate (dashed red). Data for the 3D-CG
model and the experiment are reproduced from Figure 2.6

sulting 3D-CGmodel is applied to calculate themembrane integration efficiency and
topology of TMDs, where the only required input is the amino-acid sequence and
NC secondary structure. The 3D-CG model captures the experimentally observed
[56] sigmoidal dependence of the probability of TMD integration on substrate hy-
drophobicity. We extend this analysis to study the effect of all twenty amino-acids
on the membrane integration probability yielding values of residue-specific TMD
membrane integration probabilities in good agreement with the experimentally ob-
served “biological hydrophobicity” scale [56]. These results demonstrate that the
3D-CG model successfully combines factors that are known from previous work
to affect TMD integration at the translocon, such as interactions of the nascent
chain and the translocon channel interior [16, 51, 147], the non-equilibrium nature
of peptide elongation [51, 146], and the sequence context of the TMD [54]. This
suggests that the 3D-CG model is well suited for future applications to investigate
phenomena such as the experimentally observed position dependence of the biolog-
ical hydrophobicity scale [57] and the dependence of the observed hydrophobicity
values on the amino-acid residues flanking the TMD [54]. The specific interactions
between the NC and the translocon, determined as part of this study, already suggest
a mechanism by which flanking residues can affect TMD integration; the high bar-
rier for the translocation of charged residues limits translocation, resulting in more
integration. Finally, the 3D-CG model accurately describes the experimentally ob-
served effect of translation rate and C-terminal loop length on TMD topogenesis
[42]. The 3D representation of the model ensures the correct ribosome-translocon
geometry and volume scaling behavior necessary to capture the C-terminal length
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dependence of TMD topology, an effect not captured in a previous 2D model [146].

The main advantage of the 3D-CG model presented here, compared to previous
work, is that it requires few assumptions. NCproperties are directlymapped from the
underlying amino acid sequence, the ribosome/translocon geometry is mapped from
available structural data, and there is no projection onto a two-dimensional subspace.
Provided only with an amino acid sequence and a secondary structure assignment,
the 3D-CGmodel obtains striking agreement with experiment, validating the ability
of the 3D-CG model to predict key aspects of Sec-fascilitated protein translocation
and membrane integration.

We additionally emphasize that the 3D-CG model provides a refinable framework
for simulating IMP co-translational membrane integration via the Sec translocon.
Currently, the bottom-up parameterization strategy uses MARTINI PMFs for four
distinct tripeptide substrates as input information. The 3D-CG model parameteri-
zation could be refined, either by calculating the PMF of other substrates using the
MARTINI force field, by considering the role of changes in substrate protonation
state in the channel interior, or by calculating PMFs using an atomistic force field.
Furthermore, improved methods for parameterization and uncertainty quantification
can be employed to determine parameter sets consistent with the available data [6].
All of these refinements can be made within the current 3D-CG model framework,
and they will enable incorporation of additional information and improved quantita-
tive prediction. This framework can also be naturally extended to include additional
complexity, such as NC secondary and tertiary structure, other proteins that are
part of the Sec translocon complex, and a heterogeneous translation rate. Future
studies aimed at the prediction of multispanning IMP topology will guide model
development.

The 3D-CG model presented here broadens the capability of computer simulation
approaches for future studies of the TMDmembrane insertion process. In particular,
by providing residue-specific NC-translocon interactions the current model enables
direct comparison to biophysical measurements of forces between the NC and the
translocon due to hydrophobic and electrostatic forces [61, 62]. Furthermore, the
realistic representation of the structure and interactions enables future mutational
studies and comparison of species-specific features of the ribosome-translocon com-
plex to obtain a detailed understanding of key residues that impact TMD integration
and topogenesis. The encouraging agreement between 3D-CG model simulation
outcome and experiments for single-spanning TMDs displays the capabilities of
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the 3D-CG framework. It enables the calculation of minute-timescale trajectories
in three dimensions, facilitating computational studies that are not possible using
existing models with less detail, or existing models that are unable to reach the
biologically relevant timescales. The 3D-CG model, with initial model parame-
ters obtained here using a bottom-up strategy, provides a systematically improvable
framework for the simulation of co-translational membrane protein integration via
the Sec translocon.
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C h a p t e r 3

FORCES ON NASCENT POLYPEPTIDES DURING
MEMBRANE INSERTION AND TRANSLOCATION VIA THE

SEC TRANSLOCON

During ribosomal translation, nascent polypeptide chains (NCs) undergo a variety of
physical processes that determine their fate in the cell. We resolve the mechanisms
and interactions that govern co-translational integration and translocation of NCs
via the Sec translocon, using a combination of translation arrest peptide (AP) exper-
iments and coarse-grained molecular dynamics (CGMD) simulations. For a variety
ofNC sequences, AP experimentsmeasure the external pulling forces that are exerted
on the NC at different points during translation, and CGMD is used to simulate the
full dynamics of co-translational integration and translocation. Direct comparison
between experimentally measured pulling forces and those obtained using CGMD
provide validation for the computational model. The CGMD simulations addition-
ally provide a connection between the pulling forces and the underlying molecular
interactions that generate those forces, disentangling the contributions from NC-
translocon and NC-ribosome interactions, membrane partioning, and coupling to
the transmembrane electrostatic potential. The complementary simulation and ex-
periment approach in this work provides a detailed view of the physical processes
that determine the fate of proteins in the cell during biosynthesis.
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3.1 Introduction
Co-translational protein biogenesis is tightly regulated to ensure that newly syn-
thesized proteins are correctly targeted and folded within the cellular environment.
Throughout this process, a nascent polypeptide chain (NC) is exposed to a complex
range of forces and interactions, the study of which is complicated by the crowded,
stochastic nature of the cell. The work described in this chapter combines 3D-CG
simulations and arrest peptide (AP) experiments to connect the forces experienced by
a NC to the underlying molecular processes associated with membrane integration
and translocation via the Sec translocon.

AP experiments provide a means of probing the co-translational forces that act
on the NC, providing a signature of the underlying interactions between the NC
and the translocon during co-translational membrane integration. Once an AP is
synthesized by the ribosome, it stalls further NC translation; [63] the stall is released
with a rate that is dependent on the pulling forces that are experience by the NC. [44]
APs are used in nature to control NC translation [63] and have recently been applied
to gain insight into physical processes such as integration into the cell membrane,
[61] co-translational folding, [18, 89] and electrostatic interactions. [62] In this
study, we use AP experiments to measure the forces exerted on model integrating
and translocating NCs. To complement the AP experiments, 3D-CG simulations are
performed [88] allowing for the direct computation of theNCdynamics, interactions,
and resulting pulling forces. The combination of simulation and experiment reveals
pulling forces acting on the NC at specific points during translation. Depending on
the nature of the NC residues, we observe pulling forces due to NC-translocon and
NC-ribosome interactions, membrane integration, and coupling to the membrane
potential.

3.2 Results
We investigate a series of integrating and translocating NC substrates to validate the
combined simulation and experimental approach, and to provide new insight into
the molecular interactions that govern co-translational NC integration and translo-
cation. All NC substrates described in this work utilize a well-established model
system, with an engineered domain (H segment) inserted in leader peptidase (Lep)
protein (Figure 3.1A, bottom). [56, 61, 62] We study the forces exerted during
the integration of a model transmembrane domain, translocation and integration of
non-spanning hydrophobic domains, and the translocation of model hydrophilic and
charged domains. CGMD calculated forces are compared to previous [61, 62] and
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new experimental data, providing validation for the CGMD trajectories. Detailed
investigation of the CGMD trajectories, combined with new AP experiments and
CGMD with modified interactions are then used to provided molecular level insight
into the interactions that govern co-translational NC integration and translocation
via the Sec translocon.

Forces on integrating hydrophobic domains
We begin by investigating the co-translational integration of a transmembrane he-
lix, focusing on an engineered transmembrane domain (H segment) in the leader
peptidase (Lep) protein (Figure 3.1A, bottom). Previously published AP experi-
ments [61] reveal the points during translation at which forces are exerted on the
NC (Figure 3.1B). In the experiment, an AP was inserted downstream of the H
segment, and the number of residues between the AP and the H segment, L, was
varied (Figure 3.1A, bottom). The H segment consists of 19 residues that are either
leucine or alanine, various H segment compositions were tested. In the experiment,
the degree of stall-release quantified using the fraction of full-length protein, fFL,
is measured as a proxy for the external forces acting on the AP, with greater forces
leading to increased stall-release (see Methods). Two peaks in fFL were observed
around L = 28 and L = 39 (Figure 3.1B), indicating that force is exerted on the NC
as the H segment reaches the translocon and the lipid membrane.

To validate CGMD, we apply it here to calculate the forces exerted on the NC for
the same sequences as those tested in the experiment. Experimental sequences
are mapped into a coarse-grain representation (Figure 3.1A, top) and simulated to
compare calculated fFL values to the experimental data (see Methods). The model
successfully captures peaks in fFL at the correct values of L (Figure 3.1C, dashed
vertical lines). Consistent with the experiment, the peaks in fFL are dependent on
the number of leucine-residues, nLeu, in the H segment (Figure 3.1C). We will
next demonstrate that the model exhibits two separable peaks, and use the available
trajectory data to elucidate the cause of the forces exerted on the NC at L = 27 and
L = 39.
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Figure 3.1: Characterization of the physical processes that drive H segment inte-
gration. (A) Simulation setup used to directly measure the force on the Lep protein
with an engineered H segment (red), during co-translational integration. Shown is
a simulation snapshot at L = 27, the C-terminal bead is held in place and forces
exerted by the nascent protein on that bead are collected. (B) Experimental data
reproduced from ref [61]. Two peaks in fFL are observed. (C) Simulation data
for H segments of varying Leucine content. Peaks in fFL are identified at similar
values of L as compared to the experiment (dashed vertical lines). (D) Simulation
snapshots showing representative conformations at L = 27, L = 39, and L = 57.
(E) fFL for an H segment with nine leucine residues with; (red) default interactions,
(green) non-specific lipid interactions, and (blue) non-specific channel interactions.
(F) The maximum value of fFL, max( fFL), extracted from simulations in which the
peaks were isolated as shown in (e). Experimental data [61] is plotted using dashed
lines for comparison.



51

Mechanism of the biphasic pulling force
To identify the physical processes that underlie the observed peaks in force, we
analyze the CGMD trajectories. Trajectories where translation was stalled at L = 27
exhibit states where the H segment has just reached the cytosolic opening of the
translocon (Figure 3.1D, left), indicating that the first peak in force could be due to
interaction of the N-terminal part of the H segment with the translocon, in agreement
with experimental data on the effects of point mutations in the H segment. [61]
Trajectories where translation was stalled at L = 39 exhibit states where the H
segment is inside the translocon and is partitioning into the lipid membrane via
the opened lateral gate (Figure 3.1D, middle), indicating that the second peak
in force could be due to integration of the H segment into the lipid membrane,
again in agreement with available mutagenesis data. [61] At greater values of L

there are no forces observed (Figure 3.1B and Figure 3.1C), at these lengths the
trajectories exhibit states where the H segment has completed integration into the
lipid membrane (Figure 3.1D, right) and the NC is no longer under tension.

The mechanistic basis of the observed peaks in pulling force suggested by the
unbiased simulation trajectories is further confirmed using CGMD with modified
interactions. Figure 3.1E shows fFL calculated from simulations either without
residue-specificwater-lipid transfer free energies (green), orwithout residue-specific
interactions between the NC and the translocon (blue). Simulations without residue-
specific interactions between theNCand the translocon do not display a peak in fFL at
L = 27 (blue line in Figure 3.1E); this result confirms that specific interactions with
the translocon give rise to the peak at L = 27. Simulations without residue-specific
water-lipid transfer free energies do not display a peak in fFL at L = 39 (green line in
Figure 3.1E); this result confirms that interactions with the lipid membrane give rise
to the peak at L = 39 Similar results are obtained for all tested H segments, the fFL
profiles can be separated into two underlying peaks (Figure 3.2). This demonstrates
that in the CGMD simulations two peaks in force are observed, consistent with
the experimental data. Additionally, the peaks can be unambiguously assigned to
specific physical processes; the peak at L = 27 is due to interactions between the
NC and the cytosolic opening of the translocon, and the peak at L = 39 is due to
interaction between the NC and the lipid membrane.

To investigate the experimentally observed sensitivity of force magnitude on H
segment hydrophobicity [61] we calculated the maximum in fFL observed for NC
sequences with varying H segment hydrophobicity. Figure 3.1F shows the peak
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Figure 3.2: fFL for H segments with varying leucine content with; (red) default
interactions, (green) non-specific lipid interactions, and (blue) non-specific channel
interactions. This data shows that the two separable peaks observed in Figure 3.1E
can be observed for all tested H segments. The maximum values in these data were
used to construct Figure 3.1F.

values in fFL as a function of the number of leucine residues in the H segment,
calculated from trajectories without specific interactions between the NC and the
translocon (blue) or without specific interactions between the NC and the lipid mem-
brane (green). The result shows that forces arising from interactions between the
NC and the translocon plateau at lower fFL and are much less sensitive to the number
of leucine residues in the H segment than the forces due to membrane integration.
Experimentally determined fFL values are shown as dashed lines for comparison
(L = 28 in green and L = 39 in blue). Although the model underestimates the
magnitude of fFL compared to the experiment, the hydrophobicity dependence and
the reduced sensitivity of the peak at L = 28 are qualitatively reproduced.
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Forces on hydrophobic domains of variable length
To determine if integration is required for lipid interactions to exert a force on the
NC, we investigate hydrophobic poly-leucine H segments of varying length using
a combination of CGMD simulations and new AP experiments. In contrast to the
H segments studied previously, some of the poly-leucine H segments are too short
to span the cell membrane (i.e. Figure 3.3A shows a simulation snapshot for a NC
with a 8-leucine block stalled at L + n = 46). This may affect the forces exerted
on the NC due to lipid interactions, because the short H segments will not integrate
fully into the cell membrane. For easier comparison of the results for H segments
of varying length, n, we define L + n as the number of residues from the start of the
H segment to the end of the AP (Figure 3.3A, bottom).

To compare the forces acting on the poly-leucine H segments of varying length to
those observed for model transmembrane domains, the forces exerted on the NC
are determined using both CGMD and new AP experiments. Both simulation and
experiment show a single peak in force (Figure 3.3B and C), compared to the two
peaks observed for model transmembrane domains (Figure 3.1B and C). Figure 3.3B
shows calculated values of fFL versus NC length, L + n, for poly-leucine substrates
with varying length. Comparing these results with those obtained for NCs with a
19-residue H segment (Figure 3.1C), the lipid interaction peak, expected at the blue
vertical dashed line, is no longer observed. As more leucine-residues are added
the peak widens and increases in magnitude. Experiments on NCs with blocks
of leucine residues (Figure 3.3C) mirror these trends; as the number of leucines
increases the peak shifts up and to greater values of L + n.

To confirm whether the lipid-interaction peak is absent for poly-leucine substrates
that do not span the membrane CGMD simulations with modified interactions
were performed. Surprisingly, in simulations with non-specific channel interactions
(Figure 3.3D, blue) a large peak in fFL was observed, and this peak was greatly
reduced in simulations with non-specific lipid interactions (Figure 3.3D, green).
This indicates that the lipid-interaction peak is not absent for poly-leucine substrates
that do not span the membrane; it is not observed because it is shifted to smaller
values of L + n than expected and overlaps with the channel-interaction peak.
Consistent results are obtained for leucine blocks of various sizes (Figure 3.4).
Figure 3.3E demonstrates that lipid-interactions are the dominant source of forces
exerted on the NC (Figure 3.3E, blue), with forces due to channel interactions
relatively insensitive to the number of leucine residues in the H-segment (Figure
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3.3E, green). This is in agreement with previous work, [19] which suggests that
hydrophobic segments in the NC slide along the lateral gate of the translocon and
are in contact with the lipid membrane.
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Figure 3.3: Forces exerted on poly-leucine H segments of varying length. (A)
Simulation snapshot for a H segment with eight leucine residues (red), stalled at
L + n = 46. The fFL determined from simulation (B) and from experiment (C)
for poly-leucine H segments with increasing numbers of leucine residues. Scatter
points reflect experimental data-points, the solid lines are a single-gaussian fit of
the experimental data-points. (D) fFL for an H segment with eight leucine residues
with; (red) default interactions, (green) non-specific lipid interactions, and (blue)
non-specific channel interactions. (E) The maximum value of fFL extracted from
simulations in which the peaks were isolated as shown (d). (F) Location of the
integration peak in fFL as a function of nLeu. For poly-leucine H segments (red)
and for 19-residue H segments consisting of alanine and leucine (blue). Error
bars indicate the standard error of the mean for simulations with three different
frameshifts. The dashed lines correspond to the L + n value at which the channel
interaction peak (green) and the lipid interaction peak (blue) are expected, based on
the peak locations observed in experiment (Figure 3.1B).

The greatest difference observed between model transmembrane domains and non-
spanning hydrophobic segments is the location of the integration peak. We next
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Figure 3.4: fFL for poly-leucine H segments with varying numbers of residues
with; (red) default interactions, (green) non-specific lipid interactions, and (blue)
non-specific channel interactions. This data shows that the two separable peaks
observed in Figure 3.3D can be observed for all tested H segments. The maximum
values in these data were used to construct Figure 3.3E, and the value of L at which
the maximum in fFL occurs is reported in Figure 3.3F.

compare the location of the integration peak between spanning H segments of
varying leucine content and poly-leucine H segments of varying length. Figure
3.3F shows the location of the lipid-interaction peak, determined using CGMD, as
a function of the number of leucine residues in the H segment. For H segments
with a consecutive block of leucine residues (red) the peak is left-shifted compared
to 19-residue H segments (blue), reflected by a peak location at lower values of
L + n. The left-shift in lipid-interaction peak location for poly-leucine H segments
causes the peak to overlap with the channel-interaction peak, leading to difficulties
in identifying the two separate physical processes that exert force on the NC in the
experiment. As the number of leucine residues increases, the peak shifts to greater
values of L + n, causing an apparent right-shift in the combined peak (Figure 3.3B
and Figure 3.3C). These results indicate that the translocon lateral gate opens as soon
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as the short poly-leucine H segments reach the translocon, allowing the hydrophobic
domain to interact with the hydrophobic lipid membrane. In agreement, we find that
the lateral gate is more likely in the open confirmation at L + n = 46 in simulations
with the poly-leucine H segments than in simulations with model transmembrane
domains (Figure 3.5).
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Figure 3.5: The probability that the lateral gate is in the open conformation,
PLGopen(L + n), plotted for various values of L + n. Data is shown for both poly-
leucine H segments (red) and model transmembrane domains consisting of leucine
and alanine residues (blue). At values of L + n corresponding to NC lengths at
which the H segment has just reached the translocon (L + n=46) we observe that,
in substrates with low leucine content, the lateral gate is more likely in the open
conformation for the hydrophobic poly-leucine H segments (red). This results in the
lipid interaction peak occurring at lower L + n values for these substrates (Figure
3.3E).

Forces on translocating substrates
In addition to the integration of hydrophobic transmembrane domains, the translocon
facilitates the translocation of hydrophilic substrates across the cell membrane.
Previously published experimental work using APs demonstrated that there are
significant forces exerted on the NC due to the translocation segments of negatively
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charged residues. [62] The main contributor to these forces was suggested to be
the membrane potential, since systematic reduction of the membrane potential by
addition of indole led to monotonic reduction of the observed fFL. [62] Here we will
apply CGMD simulations to provide a direct connection between observed increases
in force on theNCduring translation and the underlying physical processes. We show
that the dominant feature in the CGMD simulations agrees with AP experiments,
and we identify two additional features from the CGMD simulations and determine
their underlying physical processes.
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Figure 3.6: Forces exerted on translocating H segments. The fFL determined from
simulation (A) and from experiment (B) for negatively charged (D5, red), positively
charged (K5, blue), and neutral (Q5, green) 5-residue H segments. (C) As in (A),
but for simulations without a membrane potential. (D) Simulation snapshot for a
D5 H segment (red), stalled at L + n = 49.

To validate CGMD, we apply it here to calculate the forces exerted on the NC for
the sequences used in previously published AP experiments using hydrophilic H
segments. [62] Figure 3.6A shows fFL as a function of L + n calculated using
CGMD. Consistent with experiment [62] (Figure 3.6B), a dominant peak around
L+n = 50 is observed for a negatively charged H segment (D5, red). This dominant
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peak is not observed for a positive (K5, blue) or a neutral (Q5, green) hydrophilic
H segment. Additionally, fFL for the negatively charged H segment is higher at
all values of L + n. Previous work [62] proposed that the dominant peak in fFL,
observed for a negatively charged H segment, is due to the membrane potential.
To test this proposed mechanism, CGMD simulations were performed where the
membrane potential is removed. Comparing the result for simulations without a
membrane potential (Figure 3.6C) with the result for simulations with a membrane
potential (Figure 3.6A) clearly shows that the dominant feature observed for the D5

H segment is due to the membrane potential, validating the previously proposed
mechanism. [62] Analysis of the CGMD trajectories reveals that at L+n = 50 the H
segment is in the process of translocating across the cell membrane (Figure 3.6D),
suggesting that forces due to the membrane potential could aid in the translocation
of negatively charged residues.

In addition to the dominant feature at L+n = 50, two additional features are observed
in Figure 3.6C; the NC with a negatively charged H segment experiences a force at
L + n < 40, and all hydrophilic substrates show an increase in fFL for L + n > 60.
CGMD trajectories for L + n < 40 exhibit states where the H segment has not yet
reached the translocon, and is instead near the ribosomal exit (Figure 3.7A). The
surface of the ribosome is strongly negatively charged, and electrostatic repulsion
between the ribosomal surface and theD5 H segment could generate force on theNC.
Consistent with this hypothesis, in simulations without ribosomal charges (Figure
3.7B, black) the feature at L + n < 40 is no longer observed. CGMD trajectories
for L + n > 60 exhibit states where the H segment has translocated across the
cell membrane (Figure 3.7C). Interactions between a hydrophilic H segment and the
translocon are mostly repulsive, [88] when the H segment translocates it is displaced
by residues that potentially have more favorable interactions with the translocon
interior. This could generate a driving force for the translocation of a hydrophilic
H segment, regardless of the sign of the charge on that H segment. Consistent
with this hypothesis, in simulations with non-specific channel interactions (Figure
3.7D, blue) the feature at L + n > 60 is no longer observed. CGMD simulations
on a mutated NC, where hydrophobic residues C-terminal of the H segment were
mutated to alanine, also show a reduction in the feature at L + n > 60 (Figure 3.8).

3.3 Discussion
The reported results help to clarify the molecular interactions and conformational
changes that govern the co-translational membrane integration and translocation
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Figure 3.7: Characterization of the physical processes that drive H segment translo-
cation. (A) Simulation snapshot for a D5 H segment (red), stalled at L + n = 31.
(B) The fFL for a D5 H segment with (red) and without (black) ribosomal charges.
(C) Simulation snapshot for a D5 H segment, stalled at L + n = 67. (D) The fFL
for a D5 H segment with specific channel interactions (red) and with non-specific
channel interactions (blue).

of nascent polypeptides. Previously, assigning experimentally observed forces to
molecular interactions requires assumptions [31, 44] and further experimental effort.
In the current study we combine newAP experiments with minute-timescale CGMD
simulations to bridge the gap between experimentally measured forces and the
underlying molecular interactions. CGMD has been demonstrated in previous work
to capture the effect of amino-acid mutations on the co-translational integration
process [84, 87, 88], making it ideally suited to study the molecular interactions that
underly the experimentally observed forces.

A wide variety of Sec substrates are analyzed, including model transmembrane
domains (Figure 3.1), non-spanning hydrophobic domains (Figure 3.3), and translo-
cating hydrophilic domains (Figure 3.6 and 3.7). For each NC substrate CGMD
is validated by the agreement between the calculated forces and the experimentally
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Figure 3.8: The fFL for a D5 H segment with the wildtype C-terminal flanking loop
(red) and with a mutated C-terminal flanking loop (blue). The mutation removes a
hydrophobic patch C-terminal of the H segment and replaces it with three alanine
residues. The relevant portion of the C-terminal flanking loop is shown at the top
of the figure, with the mutation site highlighted in red.

measured stall-release probability; either comparing to previously published exper-
imental data [61, 62], or to new AP experiments. In-depth analysis of the CGMD
trajectories, combined with additional simulations using modified interactions, al-
lows us to unambiguously ascribe the forces acting on the NC to specific molecular
interactions.

Forces acting on model transmembrane domains are found to be due to attractive
interactions between the transmembrane domain and the Sec translocon, and due
to interactions between the transmembrane domain and the lipid membrane (Figure
3.1). Non-spanning hydrophobic domains are found to experience forces due to the
same molecular interactions as model transmembrane domains (Figure 3.3). How-
ever, the forces due to interaction with the lipid membrane occur at an earlier point
during translation for these substrates (Figure 3.3F), indicating that the hydrophobic
domain samples the lipid membrane as soon as it reaches the Sec translocon. Fur-
ther analysis confirms that, for the simulated hydrophobic domains, the lateral gate
opens as soon as the hydrophobic domain reaches the translocon (Figure 3.5). This
finding is consistent with previous simulation [146, 147] and experimental studies
[19] that show that hydrophobic domains are able to sample the lipid membrane due
to opening of the lateral gate. Forces acting on translocating substrates are due to
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repulsive interactions with the ribosome, repulsive interactions with the translocon,
and the membrane potential (Figure 3.6 and Figure 3.7). Specifically, hydrophilic
domains with a negative charge are repelled from the ribosome (Figure 3.7A and B)
and experience a force due to the transmembrane potential (Figure 3.6A and C). For
all tested hydrophilic domains, we observe a small but noticeable driving-force for
hydrophilic domains to translocate that is dependent on the presence of a C-terminal
hydrophobic domain (Figure 3.7C,D, and Figure 3.8). This is an interesting effect of
sequence context on co-translational translocation, similar to the effect of sequence
context on transmembrane domain integration. [54, 146]

The current study combines AP experiments and CGMD simulations to bridge
the gap between minute-timescale biophysical experiments and the underlying
nanosecond-timescale protein dynamics for the co-translational integration and
translocation of NCs. AP experiments are a powerful experimental tool for the
study of co-translational processes, such as co-translational protein folding, and
coarse-grain simulations have shown great promise as a tool for simulating the dy-
namics of these co-translational processes. [126] This suggests additional target
applications where a combined AP experiment and CGMD approach could provide
molecular insights into systems that are otherwise intractable.

3.4 Methods
In this study we apply a recently developed coarse-grain simulation approach [88]
(3D-CG) to measure forces acting on a translating nascent chain (NC) as it is co-
translationally inserted into the lipid membrane, or translocated across the lipid
membrane. The method is implemented as described in detail in Chapter 2 of this
thesis, [88] with the addition of a transmembrane potential as described below.

Simulation setup
Simulations were initiated as described in previous work [88] for the Leader pepti-
dase (Lep) protein with an engineered H segment and the SecM(Ms) arrest peptide.
To simulate stalling, translation is halted after a variable number of residues have
been translated. The point at which translation is halted is defined by the variable
L (Figure 3.1A), defined as the number of residues counted from the end of the H
segment to the end of the arrest peptide (AP). After translation is halted the simula-
tion continues for 15s, during this time the force component pointing away from the
ribosome and toward the membrane (Figure 3.1A, top), Fz, exerted by the NC on the
stalled bead is calculated and stored at 300ns intervals. For each H segment and each
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value of L, forces are calculated for 100 independent trajectories. Each H segment
is simulated for all three possible frameshifts [88] and the reported results are the
average over the results for individual frameshifts, with the error bar representing
the standard error of the mean. In total, the presented data is determined from 4500s
of simulation time per data point.

Simulations with non-specific interactions were set up and analyzed in exactly the
same manner, with as only difference a modification to the inter-particle interactions
as described. Instead of having interaction parameters as based on the underlying
amino-acid sequence, [88] specific interaction parameters were set to a constant
value irrespective of the amino-acid sequence. Specifically; for simulations with
non-specific channel interactions all NC beads interact with the translocon using the
parameters for a QQQ tri-peptide (λc = 0.75 and λo = 0.78), and for simulations
with non-specific lipid interactions all NC beads have a constant water-lipid TFE
set to 5ε .

Addition of a membrane potential
To investigate forces exerted on H segments containing charged residues (Figure
3.6), a membrane potential, Ump was added to the 3D-CG model based on previous
work. [62] The functional form of this membrane potential acting on a bead, i, is
described in Eq. 3.1,

Ump(zi; qi,∆Ψ) = qi
∆Ψ

1 + eκzi
, (3.1)

where zi is the position of bead i along the channel axis, qi is the charge of bead i,
κ = 1.6σ−1 (0.2Å−1) the lengthscale of the membrane potential drop, and ∆Ψ is the
maximum membrane potential difference either −3.74ε (−100mV , used in Figure
3.6A and Figure 3.7) or 0ε (used elsewhere).

Calculation of fraction full-length protein
To compare to available experimental data the calculated force, Fz, has to be con-
verted to a predicted fraction of full-length protein, fFL. A stalled ribosome contin-
ues translation with a force dependent rate, kFL, which is calculated here assuming
Bell’s model [44, 62] (Eq. 3.2).

kFL = k0
〈
eβ∆x‡Fz

〉
, (3.2)

where k0 is the rate without an applied force, β = 1/kBT , ∆x‡ is an arrest peptide
dependent characteristic distance, Fz is the instantaneous applied force, and 〈..〉
indicates a time-average over the available trajectory data. The value used for
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∆x‡=0.5 nm is based on previous work, [44, 62] no value for k0 has to be defined
in the final calculation of fFL as it is multiplied by an unknown observation time, t

(Eq. 3.4).

The force dependent rate for breaking the translation arrest, kFL, is used to calculate a
fraction of full-length protein, fFL, that can be compared to the experimental results
using Eq. 3.3. This equation assumes a first-order kinetic scheme in which stalled
ribosomes irreversibly resume translation, with force dependent rate kFL, yielding
full-length protein. The fraction full-length protein is then (Eq. 3.3-3.4);

fFL = 1 − exp[kFLt], (3.3)

re-arranging and using Eq. 3.2 for kFL we obtain

fFL = 1 − exp
[
k0t

〈
eβ∆x‡Fz

〉]
. (3.4)

The only undetermined parameter in this equation is (k0t), this parameter is depen-
dent on the arrest peptide, the experimental system and the observation time. The
value for (k0t) is determined in this work by fitting to the baseline fFL observed in
the experiment. (k0t) is fit only once, using the data in Figure 3.1B for L >= 51,
and is held constant in all results shown in this work.

An alternate kinetic scheme assuming the presence of a competing process acting
on stalled ribosome, is investigated in the SI and leads to qualitatively similar results
as those presented in the main text.

Experimental methods
All plasmids were designed as in [61], i.e., H segments of different amino acid
composition and flanked by “insulating" GPGG. . . .GGPG segments were inserted
into the periplasmic P2 domain of the E. coli inner membrane protein LepB. The
17-residue long AP from the E. coli SecM protein (ref) was inserted at varying
distances downstream of the C-terminal end of the H segment, leaving a 23-reside
C-terminal tail after the AP to ensure that arrested and full-length protein products
were of sufficiently different molecular weight to allow separation by SDS-PAGE.
Constructs with poly-leucine H segment of composition 5L, 8L, and 10L were
expressed in E. coli, and analyzed by pulse-labeling, immunoprecipitation, and
SDS-PAGE as described in ref [61]. The fraction full-length protein, fFL, was
calculated as fFL = IFL/(IFL + IA), where IFL and IA are the intensities of the bands
corresponding to, respectively, the full-length and arrested forms of the protein on
the SDS-PAGE gel.
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C h a p t e r 4

A LINK BETWEEN INTEGRAL MEMBRANE PROTEIN
EXPRESSION AND SIMULATED INTEGRATION EFFICIENCY

Adapted from:
Marshall, S. S*., Niesen, M. J. M*., et al. (2016). “A link between integral
membrane protein expression and simulated integration efficiency”. In: Cell
Reports 16(8): 2169-2177. doi: 10.1016/j.celrep.2016.07.042. (*)
Equal contribution.

Integral membrane proteins (IMP) control the flow of information and nutrients
across cell membranes, yet IMP mechanistic studies are hindered by difficulties in
expression. We investigate this issue by addressing the connection between IMP
sequence and observed expression levels. For homologs of the IMP TatC, ob-
served expression levels widely vary and are affected by small changes in protein
sequence. The effect of sequence changes on experimentally observed expression
levels strongly correlates with the simulated integration efficiency obtained from
coarse-grained modeling, which is directly confirmed using an in vivo assay. Fur-
thermore, mutations that improve the simulated integration efficiency likewise in-
crease the experimentally observed expression levels. Demonstration of these trends
in both Escherichia coli andMycobacterium smegmatis suggests that the results are
general to other expression systems. This work suggests that IMP integration is
a determinant for successful expression, raising the possibility of controlling IMP
expression via rational design.
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4.1 Introduction
Closely related IMP homologs can vary dramatically in the amount of protein avail-
able after expression [74], which raises a fundamental question: What differentiates
the expression of IMP homologs? The hypothesis raised here is that the efficiency
with which an IMP is integrated into the membrane is a key determinant in the
degree of observed IMP expression.

A fundamental step in the biosynthesis of most IMPs involves their targeting to
and integration into the membrane via the Sec protein translocation channel [98].
Integration of IMP transmembrane domains (TMDs) into themembrane is facilitated
primarily through interaction between the nascent chain and SecY, which forms
the core of the protein translocation complex, or translocon. Following the co-
translational or post-translational insertion of nascent-protein sequences into the
translocon channel, hydrophobic segments pass through the lateral gate of SecY into
the membrane to form TMDs. Factors such as TMD hydrophobicity [53, 56] and
loop charge [42, 130] have been shown to affect the efficiency of TMD integration
and topogenesis. For example, TMD hydrophobicity is directly related to the
probabilitywithwhichTMDspartition into the lipid bilayer, while positively charged
residues in the loop alter TMD orientation by preferentially occupying the cytosol
[42, 56, 130].

In this chapter, we investigate the connection between observed IMP expression lev-
els and Sec-facilitated IMP integration efficiency (i.e., the probability of membrane
integration with the correct multi-spanning topology). Systematic investigation of
chimeras within an IMP family leads to the identification of sequence elements that
modulate expression levels. in silicomodeling of IMP integration at the Sec translo-
cation channel finds that the sequencemodifications that increase the calculated IMP
integration efficiency correlates with in vivo overexpression improvements, suggest-
ing that IMP integration efficiency is a determinant for successful expression. The
result is found to be general across distinct expression systems (E. coli and M.
smegmatis). Furthermore, an in vivo assay based on antibiotic resistance in E. coli
experimentally confirmed the model that the integration efficiency of an individual
TMD correlates with the observed IMP expression levels. The strong link between
the effect of sequence modifications on simulated integration efficiency and experi-
mentally measured expression levels offers future promise for the rational design of
IMP systems with increased expression levels.



66

4.2 Results
As a detailed case study, the TatC IMP family is employed for all experimental and
computational results reported here. A component of the bacterial twin-arginine
translocation pathway, TatC plays a key role in the transport of folded proteins
across the cytoplasmic membrane [13]. The employment of TatC is well-suited
for the current study as it is reasonably sized (only six TMDs (Figure 4.1A)), non-
essential, and found broadly throughout bacteria; furthermore, TatC homologs have
previously been observed to exhibit widely varying expression levels in E. coli [97],
suggesting the importance of sequence-level details in the expression of this IMP.

Variance in wild-type and chimeric protein expression levels in E. coli
It is first demonstrated that homologs of the IMP TatC exhibit large variance in
observed expression levels in E. coli. For a quantitative measure of IMP expression,
we employ aC-terminal fusion-tag of a green fluorescent protein (GFP) variant [135]
(Figure 4.1A) and measure whole-cell fluorescence by flow cytometry. Whole-cell
fluorescence intensity of this fusion-tag has been validated in numerous previous
studies to correlate strongly with the amount of folded IMP, rather than the total level
of IMP translated [27, 34, 38, 47, 136]; we further validate the expression levels
measured from whole-cell fluorescence (Figure 4.1B) using in-gel fluorescence
(Figure 4.1C and Figure 4.2, Pearson correlation coefficient, r = 0.914) and western
blot analysis (Figure 4.2A). With this approach, expression levels in E. coli are
experimentally measured for TatC homologs from a variety of bacteria, including
Aquifex aeolicus (Aa), Bordetella parapertussis (Bp), Campylobacter jejuni (Cj),
Deinococcus radiodurans (Dr), Escherichia coli (Ec), Hydrogenivirga species 128-
5-R1 (Hy), Mycobacterium tuberculosis (Mt), Staphylococcus aureus (Sa), Vibrio
cholera (Vc), and Wolinella succinogenes (Ws) (sequences available online3).

Figure 4.1B demonstrates the wide range of expression levels that are exhibited
by the TatC homologs in E. coli. Previous expression trials of TatC homologs
identified that AaTatC is readily produced at high levels in E. coli, which enabled
the solution of its structure [97, 99]. In contrast, low expression is found for
both theMycobacterium tuberculosis TatC (hereafter referred to asMtTatC(Wt-tail)
and a modified sequence truncating the un-conserved 38-residue sequence of the
C-terminal loop (hereafter referred to as MtTatC) [97].

To examine the parts of the protein sequence that affect expression, “swap chimeras"
were generated by exchanging entire loops and TMDs between AaTatC andMtTatC



67

Figure 4.1: Variation in the expression of TatC homologs in E. coli. (A) A topology
representation of TatC with a GFP C-terminal tag, as used in the expression studies.
TMDs and loops are indicated in colors and gray, respectively, and are numbered.
(B) Expression levels of various TatC homologs in E. coli, measured by TatC-GFP
fluorescence, with expression levels normalized to AaTatC (blue). Error bars indi-
cate the standard error of mean. (C) Correlation of the in-gel fluorescence quantified
for each band versus the experimental expression measured by flow cytometry. Both
metrics are highly correlated across multiple trials (Pearson correlation coefficient
r = −0.9±0.1) with in-gel fluorescence showing the same trends in expression yield
as seen by flow-cytometry. Error bars indicate the SEM. See also Figure 4.2.

(sequences available online3). The TMDs and loops were defined by comparing
sequence alignments and membrane topology predictions (Figure 4.3B) [117, 128].
The swap chimeras exhibited a wide range of expression results (Figure 4.3A). The
C-terminal loop sequence, referred to as the C-tail and labeled as loop 7 in Figure
4.1A, was found to have a significant effect on expression levels (shaded bars in
Figure 4.3A). Removal of the MtTatC C-tail improves expression. Removal of the
C-tail from the AaTatC sequence leads to a corresponding decrease in expression.
Strikingly, swapping the AaTatC C-tail (Aa-tail) into the MtTatC sequence leads to
a significant improvement in expression.

The positive effect of theAa-tail onMtTatC expression raises the question of whether
expression can be similarly improved in other TatC homologs by substituting the
corresponding C-tail sequence (Figure 4.3E) with that of AaTatC. Swapping the
C-tail of the various TatC homologs with the Aa-tail improved expression in seven
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Figure 4.2: (A) Anti-GFP western blot results for TatC homologs and the corre-
sponding Aa-tail swap chimeras. Two bands were observed for all lanes where
TatC-GFP was at high relative concentrations with the lower bands active by in-gel
fluorescence and therefore determined to be folded protein[135]. (B) In-gel flu-
orescence of SDS-PAGE for TatC homologs and the corresponding Aa-tail swap
chimeras. Bands that exhibit fluorescence represent folded protein. The results
exhibit the same trends in expression yield as seen by flow-cytometry. This data
was used in Figure 4.1C.

out of nine cases (Figure 4.3D). Taken together, the results in Figure 4.3 indicate that
the C-tail is a significant factor in determining TatC expression across homologs.

Simulation suggests integration efficiency as a cause for variation in expression
levels
To investigate the mechanistic basis for the experimentally observed effect of the C-
tail on expression, we employ a recently developed in silico coarse-grained approach
that models co-translational translocation on unbiased biological timescales [146].
The coarse-grained model, which is derived from over 16 µs of molecular dynamics
simulations of the Sec translocation channel, the membrane bilayer, and protein sub-
strates [145, 147], has been validated for the description of Sec-facilitatedmembrane
integration, including experimentally observed effects of amino-acid sequence on
the membrane topology of single-spanning IMPs [146] and multi-spanning dual-
topology proteins [129]. IMP sequences are mapped onto a Brownian dynamics
model of the ribosome/translocation-channel/nascent-protein system, and the Sec
translocon-facilitated integration of the IMP into the lipid bilayer is directly sim-
ulated in 1,200 independent minute-timescale trajectories for each TatC (Figure
4.4A). The current implementation of the coarse-grained model does not distin-
guish between expression systems.

Using the results of the coarse-grained model, Figure 4.4B presents the simulated
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Figure 4.3: Effect of the C-tail on TatC expression in E. coli. (A) Measured ex-
pression levels of the AaTatC andMtTatC chimera proteins, normalized to AaTatC.
Shaded bars represent wild-type TatC homologs and mutants with C-tail modifica-
tions. (B) Domain definitions used in generating the swap chimeras, with TMDs
highlighted. (C) A ribbons diagram of the structure of AaTatC (RCSB PDB: 4HTS).
TMDs are colored according to the highlights used in part (B). (D) For each ho-
molog, the ratio of the measured expression level for the Aa-tail chimera to that of
the corresponding wild-type sequence. (E) TatC wild-type and charge mutant C-tail
sequences. Positive residues are in blue and negative residues are in red. The net
charge is shown to the right of each sequence. Error bars indicate the SEM.

integration efficiency (i.e., the simulated integration efficiency is defined to be the
fraction of trajectories that lead to the correct membrane topology) for several
TatC sequences. Unless otherwise specified, we define membrane topology in
terms of the final orientation of the C-tail; Figure 4.5 confirms that analyzing the
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Figure 4.4: Calculation of TatC integration efficiencies. (A) Schematic illustration
of the CG simulation model that is used to model co-translational IMP membrane
integration. The amino-acid sequence of the IMP is mapped onto CG beads,
with each consecutive trio of amino-acid residues in the nascent protein sequence
mapped to an associated CG bead; the underlying properties of the amino-acid
residues determine the interactions of the CG beads, as described in the text. (B)
Simulated integration efficiency of the AaTatC,MtTatC, and Mt(Aa-tail) sequences.
(C) Experimental expression of the AaTatC, MtTatC, and Mt(Aa-tail) sequences.
(D) The simulated integration efficiency for individual loops of both the wild-type
MtTatC sequence (black bars) and the Aa-tail swap chimera (grey bars), with loop
7 highlighted. (E) Schematic of the correct and incorrect TatC topologies observed
in the simulations; misintegration of loop 7 and translocation of TMD 6 leads to an
incorrect final topology for MtTatC. Error bars indicate the standard error of mean.
(F) For each homolog, comparison between the experimental expression levels in
E. coli and M. smegmatis and the simulated integration efficiencies, reporting the
ratio of the Aa-tail chimera result to that of the corresponding wild-type sequence.
Ratios exceeding unity are highlighted in green, indicating enhancement due to the
Aa-tail. Values in parentheses indicate the SEM.
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trajectories in terms of this single-loop definition for membrane topology correlates
with defining topology in terms of all loops, while reducing the statistical noise. The
AaTatC homolog exhibits significantly higher simulated integration efficiency than
the MtTatC homolog, which is consistent with the relative experimental expression
levels for the two homologs in Figure 4.4C. Figure 4.4B further shows that the
Mt(Aa-tail) chimera recovers the high levels of simulated integration efficiency
seen for the AaTatC homolog, further mirroring the experimental trends in IMP
expression (Figure 4.4C). Figure 4.4D presents an analysis of the orientation of each
loop, indicating that only loop 7 is significantly affected swapping the C-tail in the
simulations. As is shown schematically in Figure 4.4E, the simulations find that
MtTatC exhibits a large fraction of trajectories in which the C-tail resides in the
periplasm, such that the C-terminal TMD (TMD 6) fails to correctly integrate into
the membrane.

Figure 4.5: Correlation of the simulated integration efficiency calculated using
only the loop that was modified (x-axis) versus the simulated integration efficiency
calculated using the full multispanning topology (y-axis). Both metrics are highly
correlated (Pearson correlation coefficient r = 0.85), but use of only the modified
loop avoids statistical error due to fluctuations in the topology of the remaining
loops. This figure includes data of all the chimeras that were computationally
studied, error bars indicate the SEM.

Additional simulations were performed for the full set of the experimentally char-
acterized TatC homologs (Figure 4.6), allowing comparison of the computationally
predicted shifts in IMP integration with those observed experimentally for IMP
expression. For each homolog, Figure 4.4F compares the effect of swapping the
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wild-type C-tail with the Aa-tail on both the experimental expression level and the
simulated integration efficiency. With the exception of VcTatC and EcTatC, Fig-
ure 4.4F shows consistent agreement between the computational and experimental
results in E. coli upon introducing the Aa-tail.

Figure 4.6: For each considered TatC homolog, the simulated integration efficiency
for the individual loops for both the wild-type sequence (black bars) and the Aa-tail
chimeras (grey bars). It is seen that the Aa-tail generally leads to a significant effect
on the integration efficiency of loop 7 (highlighted), with smaller effects on the other
loops. Error bars indicate the SEM.
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Experimental confirmation of the simulated integration efficiency changes
The comparison between simulation and experiment in the previous sections sug-
gests a mechanism in which translocation of the C-tail of TatC into the periplasm
leads to a reduction in the observed expression level. To validate this, an exper-
imental in vivo assay based on antibiotic resistance in E. coli is employed. The
C-terminal GFP tag was replaced by β-lactamase, such that an incorrectly oriented
C-tail would confer increased resistance to β-lactam antibiotics (Figure 4.7A); an
inverse correlation between antibiotic resistance and GFP fluorescence is thus ex-
pected. AaTatC, Mt, and Mt(Aa-tail) constructs containing the β-lactamase tag
were expressed using the same protocol as before. Following expression, the cells
were diluted to an OD600 of 0.1 in fresh media without inducing agent and then
grown to an OD600 of approximately 0.5 at which point ampicillin was added. 1.5
hours after ampicillin treatment, equal amounts of the media were plated on LB
agar plates without ampicillin (Figure 4.7B). The number of observed colonies is
used to quantify the relative cell survival (Figure 4.7C, bottom). The survival rate
of Mt(Aa-tail), Mt, and AaTatC inversely correlates with the simulated integration
efficiency of the C-tail (Figure 4.7C), validating the proposed mechanism.

Tail-charge as an expression determinant: Experimental tests of computational
predictions
To further establish the connection between the simulated integration efficiencies
and the experimentally observed expression levels, we examine the effect of C-
tail mutations. We focus on modifications of the C-tail amino-acid sequences that
involve the introduction or removal of charged residues, which are known to affect
IMP topology and stop-transfer efficiency [42, 114, 146].

We begin by investigating the generic effect of the C-tail charge magnitude on TatC
simulated integration efficiency. Figure 4.8A presents the results of coarse-grained
simulations in which the magnitude of the charges on the C-tail of the Mt(Aa-
tail) sequence were scaled by a multiplicative factor, , keeping all other aspects of
the protein sequence unchanged. The simulations reveal that reducing the charge
magnitude on the C-tail leads to lower simulated integration efficiency.

To examine the corresponding effect of C-tail chargemagnitude on expression levels,
Figure 4.8B plots the ratio of experimentally observed expression for each wild-type
homolog relative to its corresponding Aa-tail swap chimera versus the total charge
magnitude on thewild-type C-tail. Without exception in these data, the expression of
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Figure 4.7: Correlation of antibiotic resistance to membrane topology. (A)
Schematic of the cytoplasmic and periplasmic topologies of the TatC C-tail with the
fused β-lactamase enzyme. Misintegration of loop 7 leads to periplasmic localiza-
tion of the β-lactamase, resulting in enhanced antibiotic resistance and cell survival.
(B) Representative plates from the ampicillin survival test. (C) Comparison of the
simulated integration efficiency (top) and relative ampicillin survival rate (bottom)
for AaTatC,MtTatC, and Mt(Aa-tail). The reported cell survival corresponds to the
ratio of counted cells post-treatment versus prior to treatment with ampicillin; all
values are reported relative to MtTatC. Error bars indicate the SEM.

wild-type homologs with weakly charged C-tails (relative to the Aa-tail) is improved
upon swapping with the Aa-tail, whereas the expression of homologs with strongly
charged C-tails is reduced upon swapping with the Aa-tail (i.e., all data points in
Figure 4.8B fall into the unshaded quadrants).

Figure 4.8C further illustrates the effect of charge magnitude on expression by pre-
senting the experimentally observed expression levels for Aa-tail(-) swap chimeras,
inwhich the introducedC-tail sequence preserves the chargemagnitude of theAa-tail
sequence while reversing the net charge (see Figure 4.3E for the C-tail sequences).
Despite the complete reversal of the C-tail charge, the observed correlation between
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Figure 4.8: Mechanistic basis associatedwith chargedC-tail residues. (A) Simulated
integration efficiency of theMt(Aa-tail) chimera, as a function of scaling the charges
of the C-tail residues. (B) Correlation of the ratio of the measured expression for the
Aa-tail swap chimeras to that of the corresponding wild-type sequence versus the
charge magnitude of the wild-type C-tail (data from Figure 4.3B and Figure 4.3E).
Linear regression yields a fit of r = −0.8 ± 0.2. (C) Correlation of the ratio of the
measured expression for the Aa-tail(-) swap chimeras to that of the corresponding
wild-type sequence versus the charge magnitude of the wild-type C-tail, where the
Aa-tail(-) swap chimeras include a variant of the Aa-tail with net negative charge and
the same overall charge magnitude. (D) Experimental expression levels in E. coli
(blue, left axis) and simulated integration efficiency (black, right axis) for a series
of mutants of the Mt(Aa-tail) sequence, in which positively charged residues in the
Aa-tail are mutated to alanine residues. Reported values are normalized to Mt(Aa-
tail). (E) Relative ampicillin survival rate in E. coli (red, left axis) and simulated
integration efficiency (black, right axis) for a series of mutants of the Mt(Aa-tail)
sequence, in which positively charged residues in the Aa-tail are mutated to alanine
residues. Simulation results are normalized as in part (D), while ampicillin survival
is normalized to the highest survival rate (i.e., with zero charge magnitude). Error
bars indicate the SEM.

expression and C-tail charge magnitude for these two sets of chimeras is strikingly
similar (compare Figures 4.8B and C).

Finally, we considered a series of mutants of the Mt(Aa-tail) chimera, in which the
charge magnitude of the Aa-tail is reduced by mutating positively charged residues
to alanine residues (see Figure 4.3E for the C-tail sequences). For this series of
mutants, Figure 4.8D (black) shows that the simulated integration efficiency de-
creases with the charge of the C-tail, which predicts a corresponding decrease in
the experimental expression levels; indeed, the subsequent experimental measure-
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ments confirm the predicted trend (Figure 4.8D, blue). Again using the antibiotic
resistance assay to validate the connection between simulated integration efficiency
and observed expression, Figure 4.8E confirms that the simulation results correlate
with the relative survival of the Mt(Aa-tail) alanine mutants with a β-lactamase tag
(Figure 4.8E, red). In addition to providing evidence for the connection between
simulated integration efficiency and observed expression levels, the results in Figure
4.8 suggest that this link can be used to control IMP expression.

Transferability to expression systems other than E. coli
Beyond the E. coli overexpression host, we now examine the transferability of the
relation between simulated integration efficiency and experimental expression levels.
We employMycobacterium smegmatis, a genetically tractable model organism that
is phylogenetically distinct from E. coli. All coding sequences were transferred into
an inducible M. smegmatis vector, including the linker and C-terminal GFP, and
expressed; expression levels were then measured by flow cytometry and validated
by western blot.

Figure 4.9A demonstrates that, as in E. coli, the experimentally observed expression
levels vary widely among the wild-type TatC homologs inM. smegmatis. However,
comparison of Figure 4.9A with Figure 4.1B reveals that the total expression levels
for the homologs inM. smegmatis are different from those seen in E. coli, although
for both systems, the AaTatC homolog expresses strongly and MtTatC expresses
poorly (which is perhaps surprising, given the close evolutionary link between M.
smegmatis and M. tuberculosis). Figure 4.4F also shows that replacing the wild-
type C-tail with the Aa-tail in M. smegmatis generally increases the experimentally
observed expression levels, in general agreement (six out of nine homologs) with
the previously discussed simulated integration efficiency results.

Figure 4.4F further shows that the subset of homologs for which the Aa-tail swap
chimeras led to increased levels of expression in M. smegmatis is overlapping but
different from the subset associated with the E. coli results. This emphasizes
that although the computed levels of simulated integration efficiency agree with
the observed changes in expression levels in both expression systems, the observed
expression levels depend upon the expression system, while the simulated integration
efficiencies calculated using the current implementation of the coarse-grainedmodel
are independent of the expression system. In short, simulated integration efficiency
is a predictor of the expression levels in both systems, but it is not the only factor
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Figure 4.9: M. smegmatis expression tests. (A) Expression levels of various TatC
homologs in M. smegmatis, measured by TatC-GFP fluorescence, with expression
levels normalized to AaTatC (blue). (B) Simulated integration efficiency (blue, left
axis) and measured expression levels inM. smegmatis (black, right axis) for a series
of mutants of the Mt(Aa-tail) sequence, in which positively charged residues in the
Aa-tail are mutated to alanine residues. Error bars indicate the SEM.

contributing to the observed expression levels.

Continuing with theM. smegmatis expression system, Figure 4.9B repeats the com-
parison between the simulated integration efficiency and the observed expression
levels for the series of mutants of the Mt(Aa-tail) chimera, in which the positive
charge of the Aa-tail is reduced by mutating positively charged residues to alanine
residues. The simulated integration efficiencies, identical to those in Figure 4.8D,
are predicted to decrease as charges are removed. The experimental expression lev-
els for M. smegmatis in Figure 4.9B likewise show a decrease. Taken together, the
results obtained for theM. smegmatis expression system suggest that the connection
between simulated integration efficiency and observed expression levels may be
generalizable beyond E. coli.

Predicting the effect of mutations other than in the C-tail
As seen in Figure 4.4D, the coarse-grained simulations predict poor integration
efficiency for loop 5, suggesting an additional location (beyond the C-tail, loop
7) in the MtTatC sequence that can be optimized for expression. Figure 4.10A
presents the simulated integration efficiency for loop 5 in each of the TatC homologs,
revealing a significant range of efficiencies. Selecting the four homologs with the
highest predicted simulated integration efficiency for loop 5 (Sa, Hy, Cj, and Vc),
chimera proteins were derived from the MtTatC sequence by swapping loop 5 of
MtTatC with the corresponding loop 5 sequence from each of these homologs
(Figure 4.10B). Figure 4.10C compares the simulated integration efficiency and
experimentally observed expression level for each chimera, revealing agreement for
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three out of four cases. Comparing the simulation results in Figure 4.10, note that
the degree of improvement for the simulated integration efficiency obtained from
the coarse-grained simulations of the chimeras (Figure 4.10C) is different from that
anticipated by naïve comparison of the individual loops in the wild-type sequences
(Figure 4.10A); this emphasizes that the simulated integration efficiency is sensitive
to elements of the IMP sequence beyond the local segment that is being swapped.
The results in Figure 4.10 suggest the simulated integration efficiency can be used
to identify regions beyond the TatC C-tail for modification to improve experimental
expression; more generally, it suggests the potential for identifying local segments of
an IMP amino-acid sequence that may be modified to yield increased experimental
expression.

Figure 4.10: Loop 5 analysis for MtTatC. (A) Simulated integration efficiency of
loop 5 for the TatC homologs. (B) Loop 5 amino-acid sequence for various TatC
homologs. (C) Experimental expression (black) and simulated integration efficiency
(purple) for the loop 5 swap chimeras ofMtTatC in which the entire loop 5 sequence
of wild-typeMtTatC is replacedwith the corresponding sequence of other homologs.
Error bars indicate the SEM.

4.3 Discussion
The mechanistic picture that emerges from the experimental and theoretical analysis
of the TatC IMP family is that the efficiency of Sec-facilitated membrane integra-
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tion, which is impacted by the IMP amino-acid sequence, is a key determinant
in the degree of observed protein expression. We observed that TatC homologs
had varying levels of expression (Figures 4.1B and 4.9A). Swap chimeras between
AaTatC andMtTatC revealed a significant effect of the C-tail in determining expres-
sion yields (Figure 4.3A), with the Aa-tail having a largely positive effect that was
transferrable to other homologs (Figure 4.4F). Coarse-grained modeling predicted
a large, sequence-dependent variation of the simulated integration efficiency for
the C-tail (Figure 4.4), suggesting the underlying mechanism by which the Aa-tail
enhances the expression of other TatC homologs. Validation of this mechanism
was experimentally demonstrated using an antibiotic-resistance assay (Figure 4.7).
Additional point-charge mutations in the C-tail were shown to change the simulated
integration efficiency, which in turn predicted changes in the IMP expression levels
according to the proposed mechanism; these predictions were experimentally con-
firmed in both E. coli (Figure 4.8) and M. smegmatis (Figure 4.9). Finally, the link
between simulated integration efficiency and experimental expression was exploited
to designMtTatC chimeras with improved expression based on the loop 5 simulated
integration efficiency (Figure 4.10).

The observed correlation between IMP integration efficiency and observed expres-
sion levels presented here is consistent with earlier observations that expression can
be modulated by mutations of the sequence [46, 106, 137], as well as recent work
in which mis-integrated dual-topology IMPs are shown to be degraded by FtsH
[142]. However, these earlier studies did not provide a clear mechanistic basis for
the relation between IMP sequence modifications and observed expression levels.
In the current work, we demonstrate the relation between integration efficiency and
observed expression levels, and we demonstrate a tractable coarse-grained approach
for computing the simulated integration efficiency and its changes upon sequence
modifications. This work also raises the possibility of using simulated integration ef-
ficiencies to optimize experimental expression levels, which has been demonstrated
here via the computational prediction and subsequent experimental validation of
individual charge mutations in the C-tail and of loop-5 swap chimeras.

A few comments are worthwhile with regard to the scope of the conclusions drawn
here. Firstly, the current work focused on comparing protein expression levels
among IMP sequences that involve relatively localized changes, such as single
mutations or loop swap chimeras, as opposed to predicting relative expression
levels among dramatically different IMP sequences. Secondly, the current work
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examines experimental conditions for the overexpression of IMPs using the same
plasmids, which may be expected to isolate the role of membrane integration in
determining the relative expression levels of closely related IMP sequences. The
prediction of expression levels among IMPs that involve more dramatic differences
in sequence may well require the consideration of other factors, beyond just the
simulated integration efficiency. Moving forward, we expect that a useful strategy
will be to systematically combine the simulated IMP integration efficiency with
other sequence-based properties to predict IMP expression levels [21].

The experimental and computational tools used here are readily applicable to many
systems, potentially aiding the understanding and enhancement of IMP expression
in many other systems, as well as providing fundamental tools for the investigation
of co-translational IMP folding. By demonstrating inexpensive in silico methods
for predicting protein expression, we note the potential for computationally guided
protein expression strategies to significantly impact the isolation and characterization
of many IMPs.

4.4 Methods
Overview of the experimental procedures
Briefly, for E. coli all expression plasmids were derived from pET28(a+)-GFP-ccdB,
with the final expressed sequences containing a Met-Gly N-terminus followed by
the IMP sequence, a tobacco etch virus (TEV) protease site, a GFP variant [135],
and an eight His tag. For β-lactamase constructs, the GFP sequence was replaced by
a β-lactamase sequence. For M. smegmatis expression plasmids, the entire coding
region of the TatC homologs were sub-cloned and transferred into pMyNT vector
[90]. E. coli constructswere grown inBL21Gold (DE3) cells (Agilent Technologies)
at 16 ◦C and induced with 1 mM IPTG at an OD600 of 0.3 then analyzed after 16
hours. M. smegmatis constructs were grown in mc2 155 cells (ATCC) at 37 ◦C and
induced at an OD600 of 0.5 with 0.2% acetamide then analyzed after six hours. A
200 µL sample of each expression culture was pelleted and resuspended in 1 mL of
PBS. Whole-cell GFP fluorescence was measured using a MACSQuant10 Analyzer
(Miltenyi). For the ampicillin survival assay, the cells were diluted to an OD600 of
0.1 in fresh media following expression without inducing agent and then grown to
an OD600 of approximately 0.5 at which point ampicillin was added. 1.5 hours after
ampicillin treatment, equal amounts of the media were plated on LB agar plates
without ampicillin. The number of observed colonies is used to quantify the relative
cell survival. The following sections provide additional details on the experimental
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assays used in this chapter.

Designing and cloning of TatC chimeras

The parent plasmid used for cloning, pET28(a+)-GFP-ccdB, was derived from an
IMP-GFP vector used inRef. [28]. TatC homologs and chimeraswere prepared from
genomic DNA, with the exception of wild-typeM. tuberculosis and A. aeolicus TatC
genes which were synthesized by primer extension as applied in DNAWorks (NIH)
[58]. In most cases, the Gibson assembly cloning protocol was used for cloning
[39]. Expression of a vector containing AaTatC with an N-terminal ten-His tag and
without the GFP fusion-tag was used as a negative control for in-gel fluorescence,
western blot analysis, and flow cytometry. For constructs containing the β-lactamase
tag, the GFP sequence was removed and replaced with a β-lactamase sequence using
Gibson cloning. For generation of M. smegmatis compatible plasmids, the entire
coding region of the TatC homologs including the entire GFP sequence and the
poly-His tag were PCR amplified out of their respective pET28(a+)-GFP-ccdB
vector using primers with compatible regions for placement into the pMyNT vector
using Gibson assembly[90]. For β-lactamase constructs, the GFP sequence was
replaced by a β-lactamase sequence using Gibson assembly.

Expression in E. coli

Plasmids were transformed into BL21 Gold (DE3) cells and transferred onto LB
agar plates containing 50 µg/mL kanamycin plates after one-hour incubation. After
overnight incubation at 37 ◦C, colonies were scraped off the plates into 5 mL of LB,
resuspended, and the OD600 was determined. These samples were then diluted into
50 mL 2xYT containing 50 µg/mL kanamycin in 125 mL baffled flasks to a starting
OD600 of approximately 0.01. Cultures were grown in an orbital shaker at 37 ◦C
until they reached an OD600 of 0.15. The temperature of the orbital shaker was
then reduced to 16 ◦C. Upon reaching an OD600 of 0.3, IPTG was added to final
concentration of 1mM to induce expression. Cultures were grown for a further 16
hours prior to analysis.

β-lactamase survival test

Plasmids containing the β-lactamase tag were expressed overnight at 16 ◦C as pre-
viously described. Cells from each overnight culture were washed with phosphate
buffered saline (PBS) to remove IPTG and then diluted into fresh 50 mL 2xYT
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media containing 50 µg/mL kanamycin to a starting OD600 of 0.1 in 125 mL baffled
flasks. Cultures were grown at 37 ◦C to an OD600 of approximately 0.5 where a
control sample from each culture was taken, diluted 10,000 times in PBS, and 50 µL
was plated onto LB agar plates containing 50 µg/mL kanamycin. To each culture,
50 µg/mL ampicillin was added and shaken at 37 ◦C for a further 90 minutes. A
sample from each culture was taken, diluted 200 times in PBS, and 50 µLwas plated
onto LB agar plates containing 50 µg/mL kanamycin. Plates were grown overnight
(≈16 hours) and the number of colonies on each plate was counted. Colony counts
from the second plating were normalized by the colony counts from the first plating
to account for variation in the OD600 at which ampicillin was added to determine
relative survival. The procedure was performed in triplicate and standard errors of
normalized values were calculated. For each plot of relative survival, the values are
normalized to the highest survival rate of the samples in the figure.

Expression in M. smegmatis

For M. smegmatis overexpression, constructs were transformed into mc2 155 cells
using electroporation and transferred onto Middlebrook 7H11 plates (10.25 g Mid-
dlebrook 7H11 Agar Base, 1 vial ADC growth supplement, 2.5 g glycerol, 1 mM
CaCl2, 50 µg/mL carbenicillin, 10 µg/mL cyclohexamide, 50 µg/mL hygromycin,
and water to 500mL) after a three hour incubation in 1mLMiddlebrook 7H9 culture
media (2.35 g Middlebrook 7H9 Broth Base, 1 vial ADC growth supplement, 0.5
g Tween-80, 1 mM CaCl2, 50 µg/mL carbenicillin, 10 µg/mL cyclohexamide, and
water to 500 mL). Plates were grown for three to four days until colonies formed.
Single colonies were picked into 5 mL Middlebrook 7H9 culture media containing
50 µg/mL hygromycin. The following day, 50 mL cultures of Middlebrook 7H9
expression media (2.35 g Middlebrook 7H9 Broth Base, 0.25 g Tween-80, 1 g glyc-
erol, 1 g glucose, 1 mM CaCl2, 50 µg/mL carbenicillin, 10 µg/mL cyclohexamide,
50 µg/mL hygromycin, and water to 500 mL) were inoculated at a starting OD600

of 0.005. Cultures were grown at 37 ◦C and expression was induced with 0.2%
acetamide at an OD600 of 0.5. Cultures were grown for six hours after induction
prior to analysis.

Flow cytometry

A 200 µL sample of each expression culture was centrifuged at 4000g for 3 minutes
to pellet the cells and then the supernatant was removed. Cells were resuspended in
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1 mL of PBS and 200 µL of each were dispensed into 96-well plates and kept on ice
for analysis. Whole-cell GFP fluorescence was determined using a MACSQuant10
Analyzer. Forward scattering, side scattering, and total fluorescence at 488 nm
were considered during analysis. Measured events were gated based on the negative
control sample to contain the lowest 90% of both forward and side scattering values to
remove anomalous particles, such as dead or clumped cells. Mean cell fluorescence
was calculated for the gated population as a measure of folded TatC. At least four
independent expression trials were performed for each sequence tested to ascertain
expression variance. Flow cytometry data analysis was performed with FlowJo
Software. Flow cytometry data is normalized to a standard for each day data was
collected. For example, for “Aa-tail/wild-type" data points, the mean fluorescence
of the Aa-tail swap chimeras were normalized by the mean fluorescence of their
respective homologs containing the wild-type tail for that day’s trial. Similarly, for
relative fluorescence data points in which wild-type AaTatC was the standard, the
mean fluorescence of each sample was normalized by the mean fluorescence of the
AaTatC sample for that day’s trial. In both cases, final calculated values are averages
of the normalized values over at least four trials with error bars representing standard
errors of the mean for those normalized values.

In-gel fluorescence and western blot analyses

In-gel fluorescence and western blot analyses were used as an alternative measure
of total expressed proteins. 5 mL of expression samples were centrifuged and
supernatant discarded. Samples were resuspended to an OD600 of 3.0 in PBS. 1 mL
of each sample was collected and 250 µL lysis buffer (375 mMTris-HCl pH 6.8, 6%
SDS, 48% glycerol, 9% 2 Mercaptoethanol, 0.03% bromophenol blue) was added.
Samples were lysed via freeze fracturing by three rounds of freezing using liquid
nitrogen and thawing using room temperature water. 20 µL of each lysed sample was
subjected to SDS-PAGE. SDS-PAGE gels were imaged for fluorescence using a UV
gel imager with a filter for GFP fluorescence to determine in-gel fluorescence. For
western blot analysis, the samples were transferred from the gel onto a nitrocellulose
membrane using the Trans-Blot Turbo System. The membranes were washed three
times with 15 mL TTBS (50 mM Tris pH 7.6, 150 mM NaCl, 0.05% Tween-20),
incubated one hour with 15 mL 5% milk powder in TTBS, washed three times with
15 mL of TTBS, and then incubated with 1:5000 anti-GFPMouse primary antibody
(EMD Millipore, Lot # 2483215) in 15 mL 5% milk powder in TTBS overnight.
Membranes were washed three times with 15 mL TTBS, incubated with 1:15000
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IRDye 800CW Donkey anti-Mouse secondary antibody (LI-COR, Lot # C31024-
04) in 15 mL 5% milk powder in TTBS for one hour, washed three times with 15
mL TTBS, and then visualized using a Licor IR western blot scanner. ImageJ was
used to process the images.

Overview of the CG Model
Modeling of IMP integration in the current study was performed using a previously
developed coarse-grained (CG) method for the direct simulation of co-translational
protein translocation and membrane integration [146]. Ribosomal translation and
membrane integration of nascent proteins are thus simulated on theminute timescale,
enabling direct comparison between theory and experiment. The CG model was
previously parameterized using extensive molecular dynamics simulations of the
translocon and nascent protein in explicit lipid and water environment [145, 147].
The CG model has been validated against available experimental data and shown to
correctly capture effects related to nascent protein charge, hydrophobicity, length,
and translation rate in both IMP integration and protein translocation studies [129,
146].

The CG model is employed with only minor modifications from [146], all of which
are specified below. Key features of the CG model and its implementation are
provided here; for a full discussion of the CG model, the reader is referred to [146].

As described in [146], the CGmodel explicitly describes the configurational dynam-
ics of the nascent-protein chain, conformational gating in the Sec translocon, and
the slow dynamics of ribosomal translation. The nascent chain is represented as a
freely jointed chain of beads, where each bead represents three amino acids and has
a diameter of 8Å, the typical Kuhn length for polypeptide chains [52, 119]. Bond-
ing interactions between neighboring beads are described using the finite extension
nonlinear elastic (FENE) potential [72], short-ranged nonbonding interactions are
modeled using the Lennard-Jones potential, electrostatic interactions are modeled
using the Debye-Hückel potential, periplasmic binding is included as described in
(Zhang and Miller, 2012) for BiP, and solvent interactions are described using a
position-dependent potential based on the water-membrane transfer free energy for
each CG bead; all parameters are the same as used previously [146], unless other-
wise stated. The time evolution of the nascent protein is modeled using overdamped
Langevin dynamics, with the CG beads confined to a two-dimensional subspace that
runs along the axis of the translocon channel and between the two helices of the
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lateral gate (LG). Conformational gating of the translocon LG corresponds to the
LG helices moving out of the plane of confinement for the CG beads, allowing the
nascent chain to pass into the membrane bilayer. The rate of stochastic LG opening
and closing is dependent on the sequence of the nascent protein CG beads that oc-
cupy the translocon channel. Ribosomal translation is directly simulated via growth
of the nascent protein at the ribosome exit channel; throughout translation, the C-
terminus of the nascent protein is held fixed, and new beads are sequentially added
at a rate of 24 residues per second. Upon completion of translation, the C-terminus
is released from the ribosome. It has been confirmed that the results presented in the
current study are robust with respect to changes in the rate of ribosomal translation
(Pearson correlation coefficient between Wt/Aa-tail ratios obtained using a rate of
translation of 24 residues/sec and 6 residues/sec, r = 0.99 ± 0.06).

The CG simulation model: Implementation details

Two changes to the protocol for the CG simulation model were introduced in the
current study, with respect to the protocol used in [146]. These modifications were
included to remove unphysical artifacts in the simulations, although it is emphasized
that conclusions in the main text are qualitatively unchanged by these modifications
(Pearson correlation coefficient betweenWt/Aa-tail ratios obtained with and without
the modifications to the simulation protocol, r = 0.97 ± 0.09).

The first change in the CG model is that the ribosome is assumed to remain as-
sociated with the translocon following translation of the nascent protein. In the
previously implementation of the model, the ribosome was assumed to dissociate
from the translocon immediately following stop-translation, which was found in
the current study to lead to artifacts for nascent proteins with extremely short C-
terminal domains. Furthermore, this modification is consistent with experimental
evidence that indicates that the timescale for ribosomal dissociation is slower than
the trajectories simulated here [95, 107].

The second change in the CG model relates to the potential energy cost of flipping
hydrophilic nascent-protein loops across the lipid membrane at significant distances
from the translocon. The Wimley-White water-octanol transfer free energy scale
[141] that was used to parameterize the interactions of the CG beads with the
membrane is appropriate for describing the transfer of amino acids between an
aqueous region and either the phospholipid interface or the region of the membrane
interior that is close to the translocon lateral gate [79]. However, the flipping
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of hydrophilic nascent-protein loops across the membrane at significant distances
from the translocon involves moving CG beads through the hydrophilic core of the
membrane interior, which will incur a large potential energy barrier [79]. To account
for this effect, and to avoid unphysical flipping of short hydrophilic loops across the
membrane, an additional potential energy term was included in potential energy
function that describes the interactions between the CG beads and the membrane,

Ucore(x, y) = gS(x; φx, ψx)[1 − S(y; φy, ψy)], (4.1)

S(x; φx, ψx) =
1
4

(
1 + tanh

x − φx

b

) (
1 + tanh

x − ψx

b

)
, (4.2)

where φx = −1σ, ψx = 1σ, φy = −2.5σ, ψy = 2.5σ, and b = 0.25σ. The
parameters σ and g are respectively the diameter of the CG beads and the water-
octanol transfer free energy for the CG beads, both of which appear in the original
model. We emphasize that this new term has no noticeable effect on the potential
energy function for the CG beads at distances within 8Åto the translocon channel;
it simply affects unphysical flipping of the TMD domains across the membrane at
larger distances from the channel. This artifact was not observed in the earlier study
using the CG model, since only processes involving the translocation or membrane
integration of a single TMD domain were considered.

Mapping IMP amino-acid sequences to the CG model

In the current study, amino-acid sequences for the TatC homologs are mapped
onto sequences of CG beads as follows. Each consecutive trio of amino acid
residues in the nascent protein sequence is mapped to an associated CG bead. The
water-membrane transfer free energy for each CG bead is taken to be the sum of
the contributions from the individual amino acids; these values are taken from
the experimental water-octanol transfer free energies for single residues [141]. The
charge for eachCGbead is taken to be the sum of the contribution from the individual
amino acids. As in [146], positively charged residues (arginine and lysine) were
modeled with a +2 charge to capture significant effects on topology due to changes in
the nascent protein sequence. Histidine residues were modeled with a +1 charge to
account for the partial protonation of these residues, and negatively charged residues
(glutamate and aspartate) were modeled with a charge of -1. Themapping procedure
for AaTatC is depicted in Figure 4.4A as an example.

In the MtTatC chimeras where loop 5 was replaced (Figure 4.10), the mapping
protocol was modified to avoid a frame-shift in the three-to-one mapping of amino
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acids. Specifically, prior to mapping amino acids to beads as described previously,
0,1 or 2 dummy amino acids were added to the sequence immediately following loop
5. The number of dummy amino acids was chosen such that the amino acid to bead
mapping was identical to that of MtTatC wildtype for TMD 6 onwards, avoiding
a frame-shift. Dummy amino acids have zero charge and zero water-membrane
transfer free energy.

CG simulation model: Calculation details

For the results presented in this chapter other than in Figure 4.10, the co-translational
membrane integration for each TatC sequence is simulated using 1200 independent
CG trajectories; for the results in Figure 4.10, each sequence is simulated using over
400 independent trajectories. As in [146], each CG trajectory is performed with
a timestep of 100 ns. All trajectories were terminated 30 seconds after the end of
translation for the protein sequence.

Analysis of CG simulation results

To determine whether a given trajectory leads to integration in the correct multispan-
ning topology, the topology of a nascent protein configuration can be characterized
by the location of the soluble loops that connect the TMD. We thus specify a collec-
tive variable λi associated with each loop, with i = 1 corresponding to the loop that
leads TMD 1 in the sequence (i.e. the N-terminal sequence) and i = 7 corresponding
to the loop that follows TMD 6 (i.e. the C-tail). If loop i is in the cytosol, then
λi = 1; if loop i is in the periplasm, then λi = −1; otherwise, λi = 0. Whether a
given loop is in the cytosol, in the membrane, or in the periplasm is determined by
the tracking position of a representative bead in that loop (Table 4.1). Representative
beads were chosen based on having the lowest probability of being inside the lipid
region compared to other beads in that loop. A given trajectory is determined to
have reached correct IMP integration (λi = −1 for periplasmic loops and, λi = 1 for
cytosolic loops) if a configuration with the loops in the correct orientation is sampled
during a time window of 6 seconds taken 25 seconds after the end of translation;
the time window of 25 seconds was found sufficient to allow the nascent protein to
finish the integration/translocation of TMD 6.

Figure 4.6 shows the fraction of trajectories that exhibit the correct topology for
each individual loop for all TatC homologs and chimeras considered in this study.
It is clear from Figure 4.6 that the changes to the amino-acid sequence considered
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Loop 1 Loop 2 Loop 3 Loop 4 Loop 5 Loop 6 Loop 7

AaTatC 7-9 43-45 88-90 145-147 181-183 202-204 238-239
MtTatC 7-9 61-63 112-114 151-153 193-195 220-222 244-246

Mt(Aa-tail) 7-9 61-63 112-114 151-153 193-195 220-222 244-246
BpTatC 25-27 64-66 112-114 160-162 196-198 220-222 253-255

Bp(Aa-tail) 25-27 64-66 112-114 160-162 196-198 220-222 250-252
CjTatC 13-15 55-57 100-102 139-141 187-189 208-210 238-240

Cj(Aa-tail) 13-15 55-57 100-102 139-141 187-189 208-210 238-240
DrTatC 28-30 73-75 118-120 166-168 202-204 229-231 262-264

Dr(Aa-tail) 28-30 73-75 118-120 166-168 202-204 229-231 247-249
EcTatC 10-12 55-57 103-105 142-144 190-192 211-213 244-246

Ec(Aa-tail) 10-12 55-57 103-105 142-144 190-192 211-213 244-246
HyTatC 7-9 40-42 94-96 139-141 184-186 205-207 232-234

Hy(Aa-tail) 7-9 40-42 94-96 139-141 184-186 205-207 232-234
SaTatC 7-9 43-45 91-93 142-144 178-180 199-201 229-231

Sa(Aa-tail) 7-9 43-45 91-93 142-144 178-180 199-201 229-231
VcTatC 16-18 52-54 103-105 145-147 190-192 211-213 247-249

Vc(Aa-tail) 16-18 52-54 103-105 145-147 190-192 211-213 241-243
WsTatC 10-12 61-63 97-99 148-150 181-183 205-207 241

Ws(Aa-tail) 10-12 61-63 97-99 148-150 181-183 205-207 235-237

Table 4.1: Loop definitions used in simulation trajectory analysis. Each loop is
specified in terms of the amino-acid residue sequence numbers (end-points inclusive)
associated with the wild-type sequence.

in this study largely only impact the topology of the domain where the changes to
the amino acid sequence were introduced; the topology of the rest of the protein
is not predicted by the CG simulation model to be significantly affected by the
sequence changes. The calculated results are robust with respect to the details of
the definition of simulated integration efficiency (Pearson correlation coefficient
between Wt/Mutant ratios obtained analyzing only the loop that was modified and
those obtained analyzing all loops, r = 0.85 ± 0.16) (Figure 4.5); to minimize
statistical error, for all simulation results presented in this chapter, the topology of
the IMP is thus characterized in terms of only the loop of interest.
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C h a p t e r 5

IMPROVING MEMBRANE PROTEIN EXPRESSION BY
OPTIMIZING INTEGRATION EFFICIENCY

Adapted from:
Niesen, M. J. M*., Marshall, S. S*., Miller, T. F. M, Clemons, W. M. C.
(2016). “Improvingmembrane protein expression by optimizing integration ef-
ficiency”. In: J. Biol. Chem. 292(47): 19537-19545. doi: 10.1074/jbc.M117.813469.
(*) Equal contribution.

The heterologous overexpression of integral membrane proteins in Escherichia coli
often yields insufficient quantities of purifiable protein for applications of interest.
The current study leverages a recently demonstrated link between co-translational
membrane integration efficiency and protein expression levels to predict protein se-
quence modifications that improve expression. Membrane integration efficiencies,
obtained using a coarse-grained simulation approach, robustly predicted effects on
expression of the integral membrane protein TatC for a set of 140 sequence mod-
ifications, including loop-swap chimeras and single-residue mutations distributed
throughout the protein sequence. Mutations that improve simulated integration ef-
ficiency were four-fold enriched with respect to improved experimentally observed
expression levels. Furthermore, the effect of double mutations, on both simulated
integration efficiency and experimentally observed expression levels were cumula-
tive and largely independent, suggesting that multiple mutations can be introduced
to yield higher levels of purifiable protein. This work provides a foundation for a
general method for the rational overexpression of integral membrane proteins based
on computationally simulated membrane integration efficiencies.
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5.1 Introduction
Integral membrane proteins (IMPs) play crucial roles in the transport of molecules,
energy, and information across themembrane and are an important focus of structural
and biophysical studies. However, the production of sufficient levels of IMPs is
a limiting factor in their characterization [74]. Even among homologous IMP
sequences, expression levels can vary widely [45, 71, 74, 77, 78, 84], and the
mechanistic basis for this variability is often unclear. Extensive efforts have been
committed to identify IMP sequences, expression conditions, and host modifications
that yield IMP expression at sufficient levels for further study [100, 109, 113, 134].
Despite these efforts, general guidelines for successful overexpression for IMPs are
lacking.

Biogenesis of IMPs in E. coli involves multiple steps that are potential bottlenecks
for overexpression, including correct targeting to the inner membrane [1, 105],
membrane integration [19, 29, 84, 98, 116, 146], and folding [35, 76, 129, 142]. For
a given sequence, understanding how each of these steps affects observed expression
levels may lead to improved strategies for IMP overexpression.

As demonstrated in Chapter 4, the Sec-facilitated membrane integration step of
biogenesis is a limiting factor in the overexpression of the TatC IMP [84]. Sequence
changes in the C-tail that alter the efficiency of membrane integration efficiency –
determined either from coarse-grained (CG) simulations or experimentally – were
shown to correlate with experimentally observed IMP expression levels. Further
work is necessary to explore the generality of this link and its potential for enabling
the rational enhancement of IMP expression.

The results in this chapter demonstrate the predictive capacity of simulated integra-
tion efficiency for experimental expression by examining a wide range of sequence
modifications to TatC homologs across the protein sequence. The studied sequence
modifications include point mutations, loop-swap chimeras, and double-loop-swap
chimeras, and it is shown that the simulated integration efficiency – as predicted by
CG simulations – broadly correlates with IMP expression. An ampicillin resistance
assay is employed to directly validate the simulated integration efficiencies and to
confirm the mechanistic interpretation. We further demonstrate cumulative and
largely independent effect of multiple mutations on both the simulated integration
efficiency and the experimentally observed expression levels. Finally, we provide
a methodology that can be used to generally identify sequence regions in other
IMPs that may exhibit correlations like those elucidated here for TatC, yielding a
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broadly applicable tool for the computational prediction of sequence modifications
that improve IMP overexpression.

5.2 Results
TatC expression levels are sensitive to loop swaps
TatC is an IMP with six transmembrane domains (TMD) and a cytoplasmic N-
and C-terminus (Figure 5.1A) that is a component of the bacterial twin-arginine
translocation pathway [13]. A representative pool of 111 loop-swap chimeras
was generated by replacing a single loop in one of ten wild-type TatC homologs
(Aquifex aeolicus (Aa), Bordetella parapertussis (Bp), Campylobacter jejuni (Cj),
Deinococcus radiodurans (Dr), Escherichia coli (Ec), Hydrogenivirga species 128-
5-R1 (Hy), Mycobacterium tuberculosis (Mt), Staphylococcus aureus (Sa), Vibrio
cholera (Vc), and Wolinella succinogenes (Ws)) with the corresponding loop from
one of the other nine homologs (Figure 5.1A). Loop domains were identified by
sequence alignment and membrane topology predictions [128] (sequences available
online4). Both mutant and wild-type expression levels were determined using a
C-terminal GFP tag [27] (see Methods), and the relative effect of each mutation on
expression was quantified in terms of the ratio (Eq. 5.1)

Exp. Expression =
expression(mutant)

expression(wild-type) . (5.1)

Values greater than unity (> 1.0) indicate improvement in expression due to the
sequence modification.

The set of loop swaps exhibit a wide range of values for this experimental expression
ratio, as shown in Figure 5.1B. The effect of single loop swaps range from 0.02- to
40-fold changes, with 43% of the studied loop swaps yielding improved expression.
Control studies were performed to confirm that the C-terminal GFP tag does not
substantially alter the experimentally measured expression levels. A set of 11 single-
loop-swap chimeras and their corresponding wild-type sequences were cloned into
an alternative construct containing an N-terminal Strep tag (WSHPQFEK) with
no C-terminal tag (see Methods). The experimental expression ratio in Eq. 5.1
was measured for each N-terminal Strep tag construct and compared against quan-
tification via C-terminal GFP fluorescence. Figure 5.1C shows this comparison,
revealing agreement for all studied cases between measured expression levels using
either tag. This result, additionally supported by extensive studies in which IMP-
GFP fluorescence is shown to be a robust quantifier of expression [27, 34], indicates
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Figure 5.1: TatC loop-swap chimeras demonstrate a range of expression outcomes.
(A) A schematic of a wild-type (left) and loop-swap chimera (right) sequence for the
TatC IMP with a C-terminal GFP tag. Corresponding loop domains are swapped
between TatC homologs to create loop-swap chimeras, as illustrated for loop 4.
(B) The distribution of experimental expression values (mutant/wild-type) for the
pool of 111 single-loop-swap TatC chimeras. Vertical dashed lines indicate two-
fold change in experimental expression about the mean of the distribution. (C)
Correlation between experimental expression levels quantified using a C-terminal
GFP tag (Exp. Expression) versus using an N-terminal Strep tag (N-strep).

that the experimental expression outcomes are robust with respect to the means of
quantifying the expression levels.

Simulated integration efficiency is predictive of TatC expression
Correlation between simulated integration efficiency and experimentally observed
expression levelswas previously identified inTatCbased on a limited set ofmutations
[84]; here, we systematically test the predictive capacity of simulated integration
efficiency for expression in a diverse set of 111 loop-swap chimeras. CG simulations
were performed for each chimera and wild-type sequence (see Methods), and the
effect of each mutation on simulated integration efficiency was quantified in terms
of the ratio (Eq. 5.2)

Sim. Integration =
PCin(mutant)

PCin(wild-type)
, (5.2)
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where PCin corresponds to the fraction of simulated trajectories for which the C-tail
domain is correctly localized with respect to the cell membrane; in a later Results
section, we investigate the use of sequence features other than the C-tail for quanti-
fying integration efficiency. Receiver operator characteristic (ROC) curves (Figure
5.2A) [121] provide a statistical measure of the predictive capacity of simulated
integration efficiency, with values in excess of 0.5 for the area under the ROC curve
(AUC) indicating predictive capacity.

ROC curves in Figure 5.2A are shown for datasets corresponding to all 111 loop-
swap chimeras (blue) and to the subset of 82 loop-swap chimeras that exclude
C-tail swaps (green). This plot demonstrates the predictive capacity of simulated
integration efficiency for experimental expression, with AUC values exceeding 0.5
beyond 95% statistical confidence. The similarity of the two curves indicates that
the predictive capacity of the simulated integration efficiency is relatively insensitive
to whether the loop-swap involves the C-tail domain.

Also, indicated in Figure 5.2A (blue and green dots) are the points along the ROC
curve that correspond to the cut-off value (defining positive prediction) for the
simulated integration efficiency ratio in Eq. 5.2 that offers the greatest predictive
capacity for experimentally observed expression; for both datasets, this optimal value
is found to be 1.0, indicating that increases or decreases in the simulated integra-
tion efficiency straightforwardly predict the corresponding changes in experimental
expression levels.

Experimental confirmation of changes in integration efficiency predicted by
simulation
To experimentally confirm that the in vivo integration efficiency is correctly de-
scribed by the CG simulations, we apply a previously developed ampicillin re-
sistance assay [84] (see Methods). Upon fusing a C-terminal β-lactamase tag to
the TatC sequence, ampicillin resistance is imparted when the C-tail is mislocalized
(i.e., oriented into the periplasm) during expression. Therefore, an increase in ampi-
cillin resistance is a direct in vivo test of any decrease in correct C-tail localization
predicted from the CG simulations.

The survival metric reported in Figure 5.2B is the ratio of colonies observed fol-
lowing ampicillin treatment between a loop-swap chimera and the corresponding
wild-type TatC sequence. For a subset of 14 loop-swap chimeras, Figure 5.2B
compares the relative survival to simulated integration efficiency; this subset was
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Figure 5.2: C-tail localization is predictive of experimental expression. (A) The
predictive capacity of simulated integration efficiency for experimental expression is
assessed using a ROC curve for all single-loop-swap chimeras (blue, 111 sequence
modifications) and all single-loop-swap chimeras excluding those in which the C-tail
was swapped (green, 82 sequence modifications). Significant predictive capacity
is observed for both sets, as indicated by the area under the curve (AUC) values
(bottom right, in colors matching the corresponding ROC curves). (B) Comparison
of simulated integration efficiency and ampicillin resistance for TatC loop-swap
chimeras. A negative correlation between survival and simulated integration effi-
ciency indicates that the C-tail topology predicted by the CG simulations occurs
in vivo. One sequence had a survival level below the plotted range. The reported
measure of accuracy corresponds to the fraction of sequences for which the simu-
lation predicts changes in topology that are consistent with the direction of changes
in the experimental expression. (C) Comparison of experimental expression with
relative ampicillin resistance for TatC loop-swap chimeras. A negative correlation
between survival and experimental expression indicates that the C-tail mislocalizes
in poorly expressing chimeras, consistent with the mechanism predicted by the CG
simulations. One sequence had a survival level below the plotted range. (D) The
predictive capacity of simulated integration efficiency for experimental expression
assessed using a ROC curve for TatC point mutants (29 sequence modifications).
Simulated integration efficiency from the CG model (blue) has greater predictive
capacity for experimental expression than the positive inside rule (purple).
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selected randomly from the full set of single-loop swap chimeras and including four
C-tail-swap chimeras (sequences available online4). For 11 of these 14 cases, the
corresponding data points in Figure 5.2B fall into the diagonal quadrants of the plot,
indicating good agreement between the experimental and simulated measures of
integration efficiency (Accuracy= 0.8 ± 0.2, 95% confidence interval).

Figure 5.2C plots the correlation between ampicillin resistance and experimental
expression for the same set of loop-swap chimeras. As expected (given the positive
correlation between simulated integration efficiency and experimental expression
in Figure 5.2A, and the negative correlation between the simulated integration
efficiency and the survival assay in Figure 5.2B), Figure 5.2C indicates strong
negative correlation between ampicillin resistance and experimental expression,
with 11 of the 14 data points falling in the diagonal quadrants (Accuracy= 0.8±0.2,
95% confidence interval). Taken together, Figs. 5.2B and 5.2C demonstrate that
simulated integration is a reliable predictor of the C-tail orientation, which is in turn
a reliable predictor of experimental expression.

The effect of point mutations on simulated integration efficiency is predictive
for expression
Rather than loop-swap mutations, we now consider the effect single-point mutations
on both experimental expression and simulated integration efficiency. Point mutants
introduce minimal changes to the wild-type sequence and are often used for protein-
sequence design [82, 110, 115]. The blue curve in Figure 5.2D shows the ROC curve
for a set of 29 point mutants; each exhibits a single mutation at a position in the wild-
type sequence that is not universally conserved across homologs, with the mutation
either increasing or decreasing the charge at that position (sequences available
online4). The blue curve in Figure 5.2D indicates that the simulated integration
efficiencies from the CG method have predictive capacity (AUC= 0.89) that is even
higher than was found in Figure 5.2A for loop-swap mutations (AUC= 0.65).

For comparison, the purple curve in Figure 5.2D explores the predictive capacity of
a simpler measure of integration efficiency based only on the positive inside rule,
which observes that positively charged residues are more likely to be localized to
the cytosolic side of the cell membrane [130] and that modification of the positively
charged residues can change IMP topology [35, 114, 129, 142]. As employed
here, the positive inside rule simply predicts that a mutation will have increased
integration efficiency (and thus a positive effect on expression) if it increases the
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net charge of the cytosolic loops minus the net charge of the periplasmic loops, and
vice versa. It is clear from the Figure 5.2D that in contrast to the prediction of the
CGmodel (blue), the positive inside rule has little predictive capacity for expression
when employed in this way. These results emphasize that the molecular processes
and interactions that govern IMP integration are more complex, and they are more
completely described using the CG simulations than by simple analysis of charged
residues.

Multiple sequence modifications have a combinatory effect on simulated inte-
gration efficiency and expression
To determine whether multiple sequence modifications have a combinatory effect
on expression and simulated integration efficiency, a set of 12 double-loop-swap
chimeras was generated (sequences available online4) and tested against the corre-
sponding effect of the constituent single-loop-swapmutations. Figure 5.3 shows that
for both simulated integration efficiency (part A) and experimental expression (part
B) comparison of the fold-change (Eq. 5.1-5.2) observed for the double-loop-swap
chimera is strongly correlated with the product of fold-changes for the correspond-
ing single-loop-swap chimeras (Pearson’s correlation coefficient, r = 0.9). Linear
fits of the data are plotted as solid lines. The slope of the linear fits for both simu-
lated integration efficiency (Figure 5.3A, slope= 0.8) and experimental expression
(Figure 5.3B, slope= 0.7) deviate only slightly from unity, indicating that the effect
of each mutation is largely independent. The results in Figure 5.3 suggest that the
introduction of multiple mutations is a viable strategy for enhancing expression,
and that simulated integration efficiency largely captures the effect of these multiple
mutations.

TatC topology features, other than C-tail localization, are not predictive for
expression
Using the fraction of CG trajectories for which the TatC C-tail reaches correct local-
ization with the respect to the membrane as the measure of successful IMP integra-
tion, the results in Figure 5.2, along with previous work [84], support the conclusion
that simulated integration efficiency reliably predicts experimental expression in
TatC. However, other features of the TatC topology (such as the localization of other
soluble loops) could have been employed to quantify IMP integration from the CG
simulations. We now investigate the predictive capacity of the CG simulations for
experimental expression, using alterative measures of IMP integration.
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Figure 5.3: Effect of multiple sequence modifications on simulated integration effi-
ciency and experimental expression is cumulative and nearly independent. (A) The
simulated integration efficiency of double loop-swap chimeras (vertical axis) versus
the product of the simulated integration efficiencies of the constituent single-loop-
swap chimeras (horizontal axis). The guideline with slope of 0.8 indicates that the
effect of loop-swap mutations on simulated integration efficiency is cumulative and
largely independent. (B) The experimental expression of double loop-swap chimeras
(vertical axis) versus the product of the experimental expression values of the con-
stituent single-loop-swap chimeras (horizontal axis). The guideline with slope of
0.7 indicates that the effect of loop-swap mutations on experimental expression is
also cumulative and largely independent.

The alternative measures of IMP integration that are considered include (1) p(i), the
fraction of CG trajectories for which soluble loop i reaches correct localization with
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the respect to the membrane, (2) p(All), the fraction of CG trajectories for which all
soluble loops reach correct localization, and (3) p(N), the fraction of CG trajectories
for which correct localization is achieved for the soluble loop that includes the
mutation. In this notation, the previously discussed measure of IMP integration
based on the C-tail is given by p(7).

Using each of these measures of IMP integration, we obtained ROC curves that
compare the simulated integration efficiencywith observed experimental expression,
and the corresponding AUC values are presented in Figure 5.4A. In all cases, the
ROC curves were determined using the dataset with all 140 TatC loop-swap and
point mutations discussed in the preceding sections. The AUC for the C-tail measure
(p(7) is 0.73, indicating the strong predictive capacity of this measure. However,
it is clear that all other measures of integration efficiency fail to offer predictive
capacity (yielding AUC values that are within 95% confidence of 0.5). Even when
the measure of integration efficiency is based on the localization of the loop in
which the mutation occurs (i.e., p(N)), the predictive capacity is significant worse
than using the C-tail (i.e., p(7)).

The results in Figure 5.4A raise the question of the underlying mechanism for the
predictive capacity of the C-tail localization for TatC. One hypothesis is that the C-
tail acts as an “aggregator” of all preceding errors in the IMP integration, providing
a cumulative report on the TatC topology. A second hypothesis is that the C-tail is
akin to a “canary in the coal mine”, particularly sensitive to mutations, regardless
of where in the sequence the mutation occurs. Finally, a third hypothesis is that the
unique features of the C-tail could make it more amenable to accurate description
by the CG method than the other TatC loops.

We directly test the aggregator hypothesis by investigating the degree to which the
C-tail measure of integration efficiency is predictive of the alternative measures.
Figure 5.4B presents the resulting AUC values, obtained from ROC curves for p(7)

versus the alternative measures, using the full dataset of 140 TatC loop-swap and
point mutations. It is clear from the figure that there is no significant correlation
between p(7) and the othermeasures, a finding that is inconsistent with the aggregator
hypothesis. Both Figure 5.4A and 5.4B emphasize that the C-tail is a unique reporter
of TatC integration efficiency, at least among the diverse set of measures considered
here.

The second hypothesis reasons that the C-tail of TatC is particularly sensitive to se-
quence modification and is thus a useful reporter of integration efficiency, regardless
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Figure 5.4: Simulated integration efficiency using the C-tail (p(7)) measure of inte-
gration is predictive of experimental expression of TatC, while other measures are
not. (A). AUC obtained by using various measures of integration efficiency (p(1),
p(2), p(3), p(4), p(5), p(7), p(N), and p(All); defined in text) to predict experimental
expression. p(7) (i.e., C-tail localization) is the only measure with statistically sig-
nificant predictive capacity. (B) AUC obtained by using C-tail localization (p(7)) to
predict other measures of integration efficiency. Error bars indicate 95% confidence
intervals.

of where in the sequence the mutation occurs. Although this hypothesis is difficult
to directly test, it is consistent with the results from the ampicillin resistance assay,
which found that C-tail localization was substantially impacted bymutations in other
parts of the TatC sequence, even for mutations in other loops. Possibly contributing
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to the conformational sensitivity of the C-tail is that the preceding TMD domains
(TM5 and TM6) are relatively short and do not fully span the cell membrane in the
AaTatC structure [97, 99].

With regard to the third hypothesis, we note that the CG model does not explicitly
describe sequence-specific interactions and packing effects among the TMD do-
mains; the model is thus expected to be most reliable for describing the topology of
TMD domains with weak tertiary interactions, such as the C-tail of TatC [97, 99].
This explanation leaves open the possibility that improvements to the CG model
in terms of its description of tertiary IMP interactions could lead to more robust
measures of simulated integration efficiency [88].

The analysis in this section is central to the question of how generally the CG
simulations will be able to predict membrane protein expression for IMPs other than
TatC. It is very possible that for other IMPs, the C-tail localization will not be the
most useful measure of IMP integration for predicting expression levels [103]. In
the next section, we thus describe a simple strategy for identifying a useful measure
of IMP integration, on the basis of limited experimental expression data.

Predictors for expression can be identified from limited training data
Utilization of simulated integration efficiency to predict IMP expression in IMPs
other than TatC requires a useful measure of IMP integration to compute from the
CG simulations. The results in Figs. 5.2 and 5.3 use C-tail localization for this
purpose, but as is illustrated in Figure 5.4, other reasonable measures of simulated
integration efficiency are not predictive for expression. For the study of an arbitrary
IMP, we are thus faced with determining, as efficiently as possible, a measure of
simulated integration efficiency to compute from the CG method.

Here, we present a simple strategy for identifying a useful measure of IMP in-
tegration, based on comparison of the CG simulations with limited experimental
expression data. For the case of TatC, Figure 5.5 presents the results of an analysis
in which the predictive capacity of various candidate measures of IMP integration
is evaluated using a limited number of comparisons between experimental expres-
sion measurements and CG simulations. We consider randomly selected subsets of
the full dataset of 140 TatC loop-swap and point mutations, and for each subset,
we employ the various measures of integration efficiency to evaluate the AUC that
reflects the predictive capacity of simulated integration efficiency in comparison to
experimental expression data. As a function of the subset size, the figure plots the
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fraction (M(i)) of random subsets for which each measure of integration efficiency
(indexed by i) yields the highest AUC value. These results show that with expression
data for only a small training set, the most predictive measure of IMP integration can
be identified. In the case of TatC, fewer than 20 sequences are needed to determine
p(7) as most predictive.
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Figure 5.5: Determination of useful measures of integration efficiency based on
limited data. The probability that each measure of integration is the most predictive
for expression (M (i)), described in text), based on training datasets of increasing size.
The p(7) measure (based on C-tail localization) is identified as the most predictive
based on datasets with fewer than 20 sequences. For clarity, only features with
values of M (i) greater than 0.1 are shown in the plot; not shown but included in the
analysis are p(3), p(4), p(N), and p(All).

The strategy in Figure 5.5 illustrates that for cases in which limited IMP expression
data is available, a useful measure of IMP integration from the CG simulations
can be identified without other prior knowledge, thus yielding a general strategy
for enhancing IMP expression in systems other than TatC. However, there will
be cases in which even limited IMP expression data is not available. For these
cases, a reasonable strategy is to use a measure of IMP integration that involves a
sequence domain that is expected to be prone to mislocalization with respect to the
cell membrane. Analyses of sequence conservation [4] and residue co-evolution
[69, 83, 124] provide reasonable strategies for identifying such sequence domains.
For the case of TatC, this approach would again be consistent with the use of
the C-tail for measuring of integration efficiency, since this sequence domain is
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not conserved across homologs and was not resolved in the reported TatC crystal
structures [97, 99].

5.3 Discussion
We address the problem of heterologous IMP expression in E. coli by utilizing
the link between simulated integration efficiency and experimental expression out-
comes [84] to predict sequence modifications that improve expression for the TatC.
Simulated integration efficiency is determined using CG molecular dynamics of the
co-translational integration of the IMP via the Sec-translocon [146] and is com-
pared against experimental expression measurements for a set of 140 TatC sequence
modifications. For both loop-swap modification (Figure 5.2A) and point mutations
(Figure 5.2D) the simulated integration efficiency is shown to provide clear pre-
dictive capacity of experimental expression, and the effect of multiple sequence
modifications (Figure 5.3) is shown to be cumulative and likewise captured by
the simulated integration efficiency. For the combined set of 140 sequence mod-
ifications, the diagnostic odds ratio [40] obtained from comparison of simulated
integration efficiency with experimental expression yields a value of 3.9 (1.9-9.1,
95% confidence interval), indicating that sequence modifications that improve simu-
lated integration efficiency are four-fold enriched in terms of improved experimental
expression.

Although successful strategies for improving IMP overexpression have been previ-
ously demonstrated [109, 113, 134], these approaches leave unclear the mechanism
by which expression is improved, requiring a case-by-case implementation that can
be costly in terms of both time and material resources. The strategy employed in
the current work aims to optimize IMP expression on the basis of a particular step
in IMP biogenesis – successful integration into the membrane and adoption of the
correct multi-spanning topology. Additional work is needed to demonstrate the
degree to which improving membrane integration efficiency will lead to improved
expression levels in other IMPs, but the central role of membrane integration in IMP
biogenesis suggests that the approach may prove successful for other IMPs.

Finally, we note that the current work is unique in that CG simulations form the
basis for the prediction of enhanced IMP expression. Although molecular simula-
tions have been successfully employed in the context of other biomolecular design
problems – such as the de novo protein structure design [20, 24, 59] or enzyme
design [14, 64, 123] – the current work suggests that rational enhancement of IMP
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expression is a new application domain in which molecular simulations may prove
useful.

5.4 Methods
Cloning
All TatC coding sequences were created using either primer extension or were
synthesized by Twist Bioscience (San Francisco, CA). Loop-swap chimeras involved
modification of loops 1-5 and 7, avoiding the short loop 6. The pool of 111 loop-
swap chimera sequences were selected from all 540 possible combinations. Each
wild-type homolog was used between 6 to 15 times as a parent, between 7 to 19
times as a source for the mutant loop, and each loop was mutated between 8 to 29
times. Point mutants were chosen to affect a change in charge through mutation
of neutral residues to charged residues or through mutation of charged residues to
the opposite charge. All sequences used are provided in the supplemental data.
Each loop-swap chimera coding sequences was cloned into the pET28(a+)-GFP-
ccdB vector [28, 84] using the Gibson cloning protocol [39], resulting in each IMP
possessing a C-terminal GFP tag. For constructs containing the β-lactamase tag,
the GFP sequence was replaced with a β-lactamase sequence using Gibson cloning.
For constructs containing the N-terminal Strep tag, the GFP and poly-His sequence
was removed during PCR and the Strep tag was added using primer extension; the
final vectors were constructed using Gibson cloning.

Heterologous expression in E. coli
Heterologous expression of IMPS in E. coli was performed as previously described
[84]. In short, IMPs were expressed in BL21 Gold (DE3) (Agilent Technologies,
Santa Clara, CA) cells at 16 ◦C for approximately 16 hours prior to either flow
cytometry, western blot, or ampicillin resistance analysis.

Flow cytometry
Flow cytometry was performed as previously described [84]. In short, cultures of
cells expressing TatC IMPs with a C-terminal GFP tag were resuspended in PBS and
subjected to flow cytometry. Whole cell fluorescence from the B1/FITC channel
wasmeasured using aMACSQuant10Analyzer (Miltenyi Biotec, BergischGalbach,
Germany). Mean fluorescence values are calculated using FlowJo (Ashland, OR).
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Western blotting
All samples of cells expressing IMPs with an N-terminal Strep tag were subjected
to the following protocol for western blot analysis. Samples were normalized to an
OD600 of 3.0 in PBS and subjected to three freeze-thaw cycles using liquid nitrogen
and applied to 10% SDS-PAGE followed by western blotting. Relative protein
levels were determined by incubation of the western blot membrane with an anti-
Strep tag primary rabbit antibody (NWSHPQFEKAntibody, GenScript, Piscataway,
NJ) followed by incubation with an IRDye 800CW Donkey anti-rabbit secondary
antibody (LI-COR, Lincoln, NE) and visualization using a LI-COR IR western blot
scanner (LI-COR, Lincoln, NE). Relative band intensities were quantified using
ImageJ [112].

Description of the CG simulations
We apply a previously developed CG approach [84, 146, 147] to simulate the
minute-timescale dynamics of co-translational membrane integration via the Sec
translocon. The CGmodel is applied and implemented as described in detail in [84]
and in Chapter 4 of this thesis, with key features of the CG model summarized here.

The CG simulations explicitly describe the configurational dynamics of the IMP,
conformational gating of the Sec translocon lateral gate, and ribosomal translation
(at 24 residues/second). The IMP is represented as a freely jointed chain of CG
beads, where each CG bead represents three amino acids and has a diameter of 8Å,
equal to the Kuhn length of a polypeptide chain [52, 119]. To avoid a frameshift in
the mapping of amino acids to CG beads upon a loop-swap sequence modification,
dummy atoms were introduced, as described previously [84]. Bonding interactions
between neighboring CG beads are described using the finite extension nonlinear
elastic (FENE) potential [72], short-ranged non-bonding interactions are modeled
using a Lennard-Jones potential, and electrostatic interactions are modeled using
the Debye-Hückel potential. Factors that prevent backsliding of large translocated
hydrophilic loops are included, as described in [146], for consistency with previous
work but have only a modest effect in TatC. Solvent interactions are described using
a position-dependent potential based on the water-membrane transfer free energy
for each CG bead [84].

The configuration of the IMP is time evolved using overdamped Langevin dynamics,
with the CGbeads confined to a two-dimensional subspace that runs along the axis of
the translocon channel and between the two helices of the LG. Conformational gating
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of the LG corresponds to the LG helices moving out of the place of confinement for
the IMP, allowing the IMP to pass into the membrane bilayer. The rate of stochastic
LG opening and closing is dependent on the sequence of the CG beads that occupy
the translocon channel [145, 146]. Ribosomal translation is directly simulated via
growth of the IMP at the ribosomal exit channel; throughout translation, the C-
terminus of the IMP is held fixed, and new beads are sequentially added at a rate of
24 residues per second. Upon completion of translation, the C-terminus is released
from the ribosome.

Trajectories use a step-size of 100 ns for time integration and are terminated 31 s
after the end of translation. For each protein sequence, at least 400 independent
trajectories are calculated.

Determination of measures of integration from CG simulations
The simulated integration efficiency for a protein sequence is calculated from the
CG model as previously described [84] in Chapter 4 of this thesis. The topology of
a protein is analyzed over the last 6 s of the CG simulation trajectories, starting 25
s after the end of protein translation by the ribosome. For each loop, i, the location
of the loop during this time-window is described by a variable λi, where λi = 1
if the loop is in the cytosol, λi = −1 if the loop is in the periplasm, and λi = 0
otherwise. For each trajectory, we assess whether a given measure of integration
is visited during the analysis time window. The various measures of integration
efficiency used in this work are described in the text.

Ampicillin resistance assay
The ampicillin resistance assay was performed as previously described [84]. In
short, cells that had expressed IMPs with a C-terminal β-lactamase-tag overnight
at 16 ◦C were resuspended to an OD600 of 0.1 and grown to an OD600 of 0.5,
after which ampicillin was added; cells were then incubated for an additional 1.5
hours, followed by plating on kanamycin LB agar plates. The relative number of
observed colonies between loop-swap chimera and wild-type was used to determine
the change in C-tail translocation, with a ratio greater than one indicating an increase
in translocation of the C-tail to the periplasm due to the sequence modification.

Statistical significance calculations
Reported experimentalmeasurements, including values for experimental expression,
survival, and protein levels quantified using western-blot, correspond to averages
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over at least 3 independent trials, with error bars representing the standard error of
the mean unless otherwise noted. Simulated integration efficiencies represent the
average outcome of at least 400 independent CG simulations trajectories, with error
bars indicating the standard error of the mean. Confidence intervals on AUC values
were determined by bootstrapping. Specifically, 1, 000, 000 samples of simulated
integration and expression pairs, with size equal to the set of sequence modification,
were drawn with replacement from the set of sequence modifications; the AUC was
calculated for each sample, and the relevant percentile of the resulting AUC-value
distribution determines the confidence intervals.

A similar procedure was used to generate the randomly selected subsets of the
full dataset of 140 TatC loop-swap and point mutations used in Figure 5.5. For
each subset size, 1, 000, 000 independent samples of that size were chosen with
replacement from the full dataset of 140 TatC loop-swap and point mutations.
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