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ABSTRACT 

Part 1. Analytic approximate solutions have been found for the 

response of a phase change to pressure loading. These solutions 

allow the behavior of the system to be analyzed in terms of simple 

parameters of the system. Different characteristic types of be­

havior are shown to obtain for short times and long times, and 

criteria for defining these characteristic time scales are given in 

terms of known parameters. The distribution of heat sources and 

convective heat transport are shown to generally have only minor 

influence on the solution, and may be neglected in many cases. 

The important parameters are the latent heat of the phase change, 

and the difference between the Clapeyron slope and the temperature 

gradient at the phase boundary; in addition the long term behavior 

is governed by the boundary conditions at the surface and at depth, 

and the relative positions of the surface, the phase boundary, and 

the lower boundary. The effect of thermal blanketing from sedi­

ments is included in the solution, and it depends primarily on the 

depth of the phase boundary and the average temperature gradient 

in the sediments. The effect of isostasy in conjunction with a phase 

change is shown to be of major importance; the existence of insta­

bilities where the water depth increases with sedimentation are 

demonstrated. These solutions allow the history of a sedimentary 

basin to be calculated, and characterized in terms of certain types 

of behavior. The existence of oscillatory behavior is demonstrated, 

where repeated cycles of sedimentation and erosion take place. 

These oscillations can either decay or grow in amplitude, and 

expressions are given for their frequency and damping or grovvth 
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constants. A phase change mechanism can account for thicknesses 

of sediments which exceed the depth of the basin in which they were 

deposited by a factor of twenty or more. These solutions allow the 

discussion of the geological implications of phase changes in a 

quantitative manner. The consequences of a phase change can be 

accurately calculated. This will allow the more complete investi­

gation of the role of phase changes in geologic processes. 

Part 2. The non-tidal acceleration of the earth, revealed by astro-

nomical observations and records of eclipses in antiquity, is attri­

buted to the change in the earth's moment of inertia resulting from 

isostatic response to the most recent deglaciation and rise in sea 

level. The isostatic response time for a spherical harmonic defor­

mation of degree two is calculated on this basis to be either ,..... 2000 

years or -- 100, 000 years. A correlation of the geopotential with 

the potential that would have existed following de glaciation indicates 

that any large scale anomalies resulting from deglaciation have 

already decayed. This rules out the 100, 000 relaxation time; thus 

the relaxation time of the earth is "-' 2000 years for degree two. 

Calculations of the relaxation time spectrum of a layered, gravitating 

spherical viscous earth model indicates that a model with a uniform 

mantle viscosity of ,...., 1022 poise, except for fine structure in the 

upper few hundred kilometers, can satisfy the relaxation time of 

3000 years for degree two as well as the relaxation time of ,...., 4000 

years for degree twenty which results from studies of uplift in 

Fennoscandia. A zone of high viscosity in the lower 800 km. of the 

mantle has a significant effect on the degree two relaxation time. 

This rules out any substantial increase in viscosity in the lower 

mantle. The calculated viscosity permits rapid polar wandering and 

convection in the lower mantle. 
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PART I 

DYNAMIC RESPONSE OF PHASE BOUNDARIES IN 

THE EARTH TO SURFACE LOADING 
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CHAPTER I 

DYNAMICS OF THE MOTION OF A PHASE CHANGE 

BOUNDARY TO CHANGES IN PRESSURE 

This chapter is a reprint of an article of the same 
title by R. J. O'Connell and G. J. Wasserburg in Reviews 
of Geophysics, volume 5, number 4, pages 329-410, 
published November, 1967. Copyright 1967 by the 
American Geophysical Union. Reproduced with permission. 
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Dynamics of the Motion of a Phase Change 

Boundary to Changes in Pressure 1 

RICHARD J. O'CONNELL AND G. J. WASSERBURG 

Charles Arms Laboratory of Geological Sciences 
California Institute of Technology, Pasadena, California 

Abstract. Because of the significance of both shallow and deep phase changes to 
geophysical problems, the dynamical response of a phase change to pressure loading 
was investigated. It was found that the characteristic behavior of the system may be 
analyzed in terms of simple parameters of the system by using analytic expressions 
that apply for the initial part and the final part of the motion of the phase boundary. 
These expressions are obtained from approximations based on generalizations of 
Neumann's solution for melting at a constant temperature or from simple physical 
approximations based on the over-all geometry of the model. The range of applicability 
of the' approximations can be obtained from the approximations themselves. The 
analytic results compare very favorably with exact numerical solutions. The distribu­
tion of heat sources and convective heat transport are shown to be generally of minor 
importance on the motion of the phase boundary; the effect of convective heat trans­
port can be estimated from the analytic approximation. The important parameters are 
the latent heat of the phase change and the difference in slope between the Clapeyron 
curve and the temperature distribution in the earth. In addition, the long-term motion 
depends primarily on the over-all geometry of the model and the boundary condition 
at depth. The analytic results indicate the time at which thermal blanketing by sedi­
ments becomes important and the effect of the rate of sedimentation on the response 
of the system; they also define slow and fast sedimentation and secular equilibrium. 
The effect of isostasy in conjunction with a shallow phase change is shown to be of 
major importance, and for certain cases the sediment thickness that can accumulate 
in a sedimentary basin may depend only on the sedimentation rate and not the initial 
depth of the basin. The an::i._lytic results permit a more physical discussion of the 
problem, since the functional dependence of the solution on the parameters may be 
seen. In addition, important results for a variety of models can be obtained by rela­
tively simple calculations, without resorting to separate numerical solutions for each 
model considered. 

1 California Institute of Technology Contribution 1494. 
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NOTATION 

t, time. 
. x, depth. 
T(x, t), temperature. 
M (t), location of phase boundary. 
b(t), location of lower boundary. 
-J(x, t), heat flux. 
P(x), pressure. 
'Jc(P) = GP - F = Tc(x), Clapey­

ron temperature. 
K 1, thermal conductivity in region 

'j.' 
p1, density in region 'j.' 
c,, heat capacity at constant volume. 
c1 ~ heat capacity c, in region 'j.' 
K;, thermal diffusivity in region 'j.' 
A 11 heat production due to sources 

in region 'j.' 
V 1, velocity in region 'j.' 

L, latent heat of phase change . 
S;, entropy per gram of phase 'j.' 
g, gravitational acceleration. 
E>(x, t) = T(x, t) - T(x, 0), per­

turbation temperature. 
NL ~ M(O), initiallocation of phase 

boundary. 
M 1 = M (co), final location of phase 

boundary. 
11P, pressure pulse. 
b, = b(O), initial location of lower 

boundary. 
b 1 = b ( co ) , final lo ca ti on of lower 

boundary. 
s, sediment thickness. 

w, water depth. 
8, f, ~' tilde denotes approximation 

to corresponding quantity (e, r, ~). 

bo = b(O) 

DIMENSIONLESS TERMS 

Clapeyron temperature. 
To = [J(O, O)/K1]bo 
~ = x/b0 , depth. 
r = (K1/bo 2)t, time. 
'lJ(~, r) = T(x, t)/T0 , temperature. 
~m(r) = M(t)/b0 , location of phase 

boundary. 
f3(r) = b(t)/b0 , location of lower 

boundary. 
'lJcW = To(P)/To, Clapeyron tern-

per:;i,ture. 
a, = K./K1, diffusivity. 
<1'1 = bo2AJT0K,, heat sources. 
v = (b0/K1) V, velocity. 
C = L/c1T 0 , latent heat. 
e(~, r) = 'lJ(~, r) - 'lJ(~, 0), perturba­

tion temperature. 
eoW = 'fJc(~) - TJ(~, O), reduced 

'Y• = [{(O, O)/K,](b0/T0 ), tempera­
ture gradient. 

D = (GPi(Jbo/To) - -y1, reduced 
Clapeyron slope. 

E = (F /T0) - (G 11P /T0), zero in­
tercept of (}c(~m). 

W = 1 - J(O, O)/Gp1(JK1 
R = PsC1bo/WK1 ds/dt, sedimentary 

loading rate. 
r = 4D/Cy';, rate constant for 

continuous sedimentation models. 
f*, see equation 36. 
r**, see equation 46. 
fz, see equation 44. 
ft, see equation 48. 
ftt ~ see equation 49. 
fR, see equation 57. 

1. INTRODUCTION 

There is no doubt that phase changes are a significant feature of the earth's 
mantle; thus a response of a phase change to dynamical changes in pressure is of 
general geophysical interest. Although the discussion to be presented in this paper 
emphasizes shallow phase changes, the formal treatment developed is applicable 
to the _more general problem. 



5 

DYNAMICS OF PHASE CHANGE BOUNDARY 331 

The identification of the Mohorovicic discontinuity as a phase change has 
been shown to have important geological implications. Lovering [1958] and Ken­
nedy [1959] have discussed such a phase change as a mechanism for uplifting or 
depressing relatively large areas of the earth's surface and have alluded to the 
pertinence of this mechanism to such questions as the formation of geosynclines, 
the elevation of plateaus, and the origin an.d permanence of mountain ranges. 

The consequences of such a phase change result from the fact that the depth 
of the phase boundary is determined by the temperature and pressure in the 
earth; hence changes in either of these might change the equilibrium position of 
the phase boundary. If sediments are deposited on the surface, the resultant in­
crease in pressure will tend to move the phase boundary upward, which, owing 
to the difference in density of the two phases, will cause the surface to subside. 
The conversion of a low density-high entropy phase to a high density-low entropy 
phase will result in the liberation of heat at the phase boundary. The removal of 
this extra heat will govern the rate of movement of the phase boundary. 

Owing to the subsidence of the surface and the different thermal conductiv­
ities of the two phases, the new equilibrium position of the phase boundary may 
result in a final steady-state temperature distribution different from the initial 
distribution. This redistribution may extend to considerable depth and may there­
fore depend on thermal conditions deep in the earth. Since the new temperature 

. distribution will partly determine the final equilibrium position of the phase 
boundary, it will affect its movement. 

The presence of sediments on the formerly free surface will also affect the 
final temperature distribution, causing the temperature beneath the former sur­
face to rise, which would tend to move the phase boundary deeper. 

Thus there are basically two different effects: (1) an increase in pressure 
causes the surface to subside in i~esponse to the loading, and (2) the thermal 
blanketing of any deposited sediments would by itself cause the surface to rise 
in opposition to the loading. Modifying these two effects are (3) the fact that the 
latent heat must be removed from the vicinity of the phase boundary for the reac­
tion to proceed, and ( 4) the final temperature distribution may require the redis­
tribution of heat from the initial distribution. 

MacDonald and Ness [1960] have already treated certain aspects of the 
dynamic problem; because of the possible importance of the problem, however, 
it was considered of interest to treat the problem in more detail in order to sep­
arate the effects of the various factors that together determine the solution. 

Wetherill [1961] has treated some of the steady-state aspects of the problem, 
which predict the final location of the phase boundary after the deposition of a 
given thickness of sediments. He showed that, although the identification of the 
Moho as a single phase change cannot explain the differences between oceans and 
continents, response of a phase change to loading by sediments could result in 
considerable differences in crustal elevation. Further, the necessity to include 
isostasy in the solution to the dynamic problem was stressed, as well as the im­
portance of the rate of erosion on uplifted regions. Finally, the possible importance 
of convective heat transport in the dynamic problem was pointed out. 

Although the problem treated in this paper does not fully consider isostasy or 
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continuous sedimentation and erosion, it is still of considerable geophysical inter­
est. The essential process that will be treated is the response of a phase change to 
changes in pressure; the effects of isostasy, sedimentation, and erosion will be 
primarily to modify the pressure response. Our first object is, therefore, to ex­
amine the response of a phase change to a given pressure pulse, and the depend­
ence of this response on various parameters. To this end it is desirable to treat 
at first a highly simplified problem in order to separate various effects. We later 
consider the effect of the altered equilibrium temperature distribution on the 
movement of the phase boundary. 

To formulate the problem in one dimension we represent the outer layers of 
the earth as an infinite plate of uniform thickness. We thus neglect the sphericity 
of the earth; this omission should not be serious, however, owing to the restricted 
thickness of the region considered (100-200 km). 

The relevant equation is the equation of heat conduction 

where 

pc(DT/Dt) = pc[aT/at + V(aT/ax)] = (a/ax)[K(aT/ax)] +A (1) 

T = temperature. 
K = thermal conductivity. 
p = density. · 
c = heat capacity. 
A = rate of radioactive heat production. 
V = velocity of medium. 

The boundary conditions to be satisfied are: 

(a) T = 0 at the earth's surface. 
(b) a boundary condition must be applied at the bottom of the region, i.e. at 

some depth in the earth. The exact condition is not known; however, it 
should be contained between the following extremes: 

(1) Constant temperature at the bottom of the region x = b. This means 
that the temperature in regions below the depth x = · b will be unaffected by 
changes at depths less than b. 

(2) Constant heat flux at depth x = b. This means that changes in tempera­
ture at shallow depth might cause changes at all depths to the earth's center. 

Since the process would actually take place only in a restricted segment of 
the earth, the temperature at depth would be controlled by lateral flow of heat. 
Constant flux at x = b implies that heat flows laterally. Constant temperature 
implies that no heat flows laterally. 

Knowledge of the effect of the choice of the boundary condition on the solu­
tion to the problem would indicate possible limitations of the solution obtained 
from this model. 

(c) At the phase boundary M (t), the temperature must be continuous and 
will be given by the Clapeyron curve, which gives the temperature at 
which the two phases may coexist at a given pressure. The liberation of 
the latent heat of reaction at the phase boundary requires 
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[ K(x) aTJ ·_ [K(x) aTJ = -Lp dM(t) (2) 
OX .ra.M-(t) dX xmM+(t) dt 

where L = latent heat of phase change and p = density of region in which the 
coordinate system is fixed. Thus there will be a discontinuity in the heat flux at 
the phase boundary due to the evolution of heat. 

We will assume that the stress distribution is always hydrostatic. Conserva­
tion of mass across the phase boundary will determine the velocity in the field 
equation 1. In addition, heat sources must be conserved across the phase boundary. 

There are two major sources of difficulty in the problem. The first is the non­
linear condition (2) at the phase boundary. The second is the nonlinear term for 
convective heat transport in the heat equation. This term could conceivably be 
neglected if it were small enough. If so, the search for an analytic solution would 
be greatly simplified. Thus it is of interest to determine the magnitude and im­
portance of the term V (aT /ax) in the field equation. 

The approach in this paper will be to analyze the problem in certain limiting 
cases. We will then show that these cases exhibit a simple behavior, which can be 
characterized in terms of simple functions of the physical constants. These rela­
tionships will be applied to the more general case, and it will be shown that this 
can be treated semiquantitatively with the approximate analytical expressions 
obtained. 

2. STEADY-STATE BEHAVIOR 

Before discussing the dynamics of the motion of a phase boundary subject to 
loading, it is of interest to develop the properties of the stca<ly-statc systems. 
Consider a layered system of two phases (1, 2) in hydrostatic equilibrium con­
taining no heat sources at equilibrium. Let the Clapeyron curve be a straight line 
defined by Jc (P) = GP - F, let the initial depth of the transition be Mi, . and 
let the initial total thickness of the layers be b(O). The mass per unit area between 
the surface and the base of the lower layer is m = p1M, + p2 (b(O) - M,). The 
initial temperature is given by 

Jix JiP(x) 
lf: = K1p1g ; 

JiMi + J,(x - Mi) 
K1 K2 

(3) 

= JiP(Mi) + J.IP(x) - P(Mi)] 
K1P1a f{2P2g 

Mi :::;; x :::;; b(O) 

where -Ji is the initial heat flux at the surface x 
function of depth is 

= 0. The initial pressure as a 

P,(x) = {P1gx 
P1gM, + P2g(x - 1VI,) 

0 ~ x ~Mi 

Mi:::;; x 

The initial position of the phase boundary is given by 

(4) 
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. F 
P,(M.) = (G - JJK1P1g) (5) 

T ·(M.) = ·JiF 
' ' K1P1g(G - JJK1p1g) 

If we assume for simplicity that J{1p1 = J{2 p2 , then on the (P, T) plane, the initial 
temperature T, is a straight line of slope JdK1p1g. This is shown in Figure 1. The 
point of intersection of T,[x(P)] and :3c(P) is very sensitive to the difference between 
the Clapeyron slope [d3c(P)/dP] = G and the temperature slope [dT,(P)/dP] = 
JdK,p1g. 

Let us now consider the new state that will obtain for this system at the instant 
that a sudden pressure pulse AP is applied and maintained. This means that the 
pressure of every piece of matter is increased by AP and the temperature at that 

1000 

t 800 

·T(°C) 
600 

400 

200 

Constant flux or constant temperature at lower 

boundary K2 P2 = K1 p1 
D. P =Pressure Pulse 

ITJ Excess temperature from 
phase change 

6P 

8 10 12 14 16 18 20 

P (kbar) 

Fig. 1. Representation in the pressure-temperature 
plane of the effect of a pressure pulse b,P on a phase 
change. The initial temperature distribution is shown by 
the line ABC. The phase boundary is originally at 
depth M ,, corresponding to point B. The pressure pulse 
increases the pressure at depth M,; thus point B is 
moved to B' in pressure space, although the depth of 
the phase boundary is unchanged. The change in the 
temperature distribution due to the pressure pulse is 
represented by the translation of the line ABC into 
line A'B'C' and of the point M, to Mi!. The difference 
in pressure between the initial and final positions of the 
phase boundary corresponds to the arrow between M / 
and M ,. In order that the phase change move to its 
final position at Mr, the latent heat Lp(M, - Mr) must 
be removed. The line displaced vertically by L/C., is 
the increase in temperature that would occur if the 
phase change proceeded instantaneously in the region 

between Mt to 111,'. 
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instant remains constant. Hence, P(x) is replaced by P(x) - AP in the expressions 
for T(x). 

T = J;(P - AP) . 
K1P1g ' 

p _ {p1gx + AP . 

P1gM, + P2g(x ~ M;) +AP 
0 s x s M, 

M, s x S b, 
(6) 

This is the initial state translated by a distance AP in the (P, T) plane. In the 
(P, T) plane, the translated position of the initial phase boundary M, is indicated 
by M / and corresponds to the motion of point B to B', as shown in Figure 1. If we 
assume the pressure pulse to be due to a load with no thermal impedance, then the 
final steady state will correspond to the translated line. The surface and bottom 
of the system correspond to points A' and C', respectively. The final equilibrium 
position of the phase change occurs at depth M 11 corresponding to point Din the 
diagram. 

GAP ( GAP) 
M, = M, - P1g(G - JJK1P1g) = M, l - -r 

. GAP ( G !::i.P) 
P(M1) = P,(M,) - (G _ J;/Kipig) = P,(M,) 1 - -r (7) 

GJ i !::i.P . ( G AP) 
T(M,) = T,(M,) - K1p1g(G - J.JK1P1g) = T,(M,) l - -r 

The fractional changes in the position, temperature, and pressure of the phase 
boundary at the new equilibrium position is thus - ( G flP /F). 

· The difference between the new equilibrium temperature and the original un­
perturbed temperature as a function of position is defined by 0 (x, t) == T (x, t) -
Ti (x), and it is identically zero for the simple case under discussion. 

The total heat energy per unit area that the system must lose to go from 
the initialto the final state is L (M1 - Mi) p1 . The temperature rise that a unit 
of matter would undergo if it instantaneously underwent the transition is L/cv 
as shown in Figure 1. If (L/cvG) ~ t:..P, then no piece of matter will completely 
undergo the transition instantaneously, as this would drive it to a temperature 
above the Clapeyron curve. In this case the phase boundary will move at a rate 
determined by equation 2, if the transition is initiated at the initial interface, 
and the matter will never be superheated outside of its stability field. The possi­
bility of mixtures of the two phases will not be considered here. 

If the pressure pulse t::..P > (L/cvG), there will exist a finite region that may 
spontaneously undergo the transition without intersecting the Clapeyron curve. If 
t::..P satisfies this condition, we will define the system to be overdriven. This is in­
dicated by the region between Mt and M/, corresponding to P (M/) - P (M/') = 
[(Gt::..P/F) - (L/cvF)] Pi(ll~i). M.(' is the depth at which the Clapeyron curve 
intersects the top of the stippled region in Figure 1. The matter that is at pres­
sures between P (M1) and P (Ml') is metastable and superpressured. 

We have so far assumed that the agent causing the jump t::..P in pressure has 
.no thermal impedance. If it has the same properties (i.e. p1, K.1 ) as were initially 
above the phase boundary, then the final state will correspond to the initial state. 
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Immediately after the pressure pulse is applied, the phase boundary will move to 
shallower depths and lower pressures, approaching Mh and will then reverse its 
motion and return to Mi. The addition of heat is then required to raise the tem­
perature of the original material extending to the lower boundary, causing a long­
term transient. 

The behavior of the above system is greatly simplified because of the as­
sumption that K 1p1 = K 2p2 • We will now discuss the case in which the material 
properties are different in region 1, above the transition, and in region 2, below 
the transition. Let the lower boundary of region 2 be a distance b (0) below the 
surface. We first consider the case ill which the flux at the lower boundary is 
fixed. The initial temperature and pressure as a function of depth 'is given by 

· equations 3 and 4, and the initial position and pressure at the phase boundary by 
equation 5. In the (P, T) plane, the initial temperature distribution consists of 
two straight line segments of slope Ji/ K 1p1g and Ji/ K 2p2g in regions 1 and 2, re­
spectively. This is shown in Figure 2 for the case K 2p2 = 2K1p1 • 

Immediately after the application of an incr:ement t:..P in pressure, the T-P 
curve is translated to the right as stated earlier. The phase boundary moves to 
M{, and the lower boundary b (0) of region 2 moves from point C to C'. Since we 
have required that the flux at the lower boundary remain constant, the final state 
will have the same slope in regions 1 and 2 as the initial state. The difference 
between the final and initial states is· markedly different than for the simple case 
where ® (x, oo) = 0. 
Here 

E>(x, oo) = T(x, oo ) .: - T, 

0 

= -J,{_L - _L}cx - M,) 
K.1 K.2 

0 ~ x ~ M 1 

-J,{L - i}M, -:- M,) M, ~ x ~ b(co) 

or as a function of pressure 

0 

- ~ i{-:r:----( 
1 

- T.( 
1 

}[P - P(M 1)] 
L: iP1g . .I.~ 2P2g 

-J,{-K.1 
- 1-(

1 
}[P(M/) - P(M1)] 

iP1g 2P2g · 
P(M /) ~ P ::; P(b( oo )) 

= Pi(b(O)) + /J.P 

P1 and M1 are given by equation 7. 

(Sa) 

(8b) 

Since the pressure on each unit of matter is assumed to be conserved after 
the pulse is applied, the time trajectories of each point are constrained to move 
vertically in the (P, T) plane. The propagation of the phase boundary under the 
assumptions given will proceed in the same manner as discussed for the simple 
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Constant flux at lower boundary 
K2 p

2
=2K 1p1 biP=Pressure Pulse · 

W Excess temperature from phose change 

1000 IZZ'.J Excess temperature from new steady state 

t 800 

T(°C) 
600 

400 

14 16 20 

A' 
0 

:o c' 

G){OC) 
-50 

-100 

0 8 w 12 i4 18 20 

P(kbar)~ 

Fig. 2. Pressure temperature representation of the effects of a 
pressure pulse for constant flux at the lower boundary when the 
physical parameters of the two phases differ. The initial state 
shown by. line ABC is translated to A'B'C', owing to the pressure 
pulse. The final state is shown by line A'DF. Since the translated 
initial and final steady-state temperature distributions differ, the 
heat corresponding to the difference between the initial and final 
states (the hatched region) must be removed, as well as the 
latent heat, in order for the phase boundary to move from its 
initial position M / to its final position M ,. The lower curve 
shows the perturbation temperature 0(x,O?), which is the differ­
ence in temperature between the final and initial states [0(x,oo) 
== T(x,oo) - T(x,0)]. 0(x,oo) is a continuous function comprised 

of three straight-line segments. 
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case p1K1 == p2K2. If the source of the pressure pulse has no thermal impedance, 
the excess heat per unit area corresponding to 

J
P(b(0))+6P C,, dP 

- e--
P(Mr) gp 

must be removed in addition to the excess heat froni the phase change. 

If the source of the presa.ure pulse is a material of identical properties to 
region 1 and was initially at 0°C, then the phase boundary will move from M/ 
toward M 1 and then reverse and return to M,; the final state will be the same as 
the initial state, except that heat will have to be added to the system to raise the 
temperature of the translated curve A' B'C' of Figure 2 to the temperature of 
curve ABC, the heat being provided from below the lower boundary. In either 
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case, if the load has thermal impedance or if K 1 ~ K 2 , the system will have a 
long-time transient to achieve the final steady state. 

So far we have emphasized the (P, T) representation of_ the system. The 
dependence on spatial coordinates is fundamentally · different, since T,(x) does 
not change as P ~ P + t:i.P, but 3c(P) as an implicit function of x will be changed. 
In addition, the total depth b(t) from the surface to the lower boundary depends 
on time, whereas the pressure is fixed in the matter. Mass conservation requires 
that the quantity p1M(t) + P2[b(t) - M(t)] be constant, so that the change in 
depth of the lower boundary for the preceding case with constant flux is 

Mh2 - P1) G t:i.P 
P2 F 

(9) 

It follows that an (x, T) representation of the foregoing problem is analogous to 
the (P, T) representation, except that the Clapeyron curve is displaced instead 
of Ti(x) and there is a shift in the end point b (t). The trajectory of a unit of 
matter is thus not constrained to move vertically in the (x, T) plane, since the 
spatial coordinate of a unit of matter is not conserved. 

The next case of steady-state behavior that we wish to consider here is for 
the case of the lower boundary at depth b at constant temperature T (b (t)) == Tb. 
Since the flux is not conserved, it is convenient to use the other variables to de­

. fine the position of the phase boundary. 
The equations governing the position of the phase boundary are 

T(b) 
J, = (b1/K2) + 1111[(1/Ki) - (l/K2)] 

+ 4(F _ G !>JJ) GP2P1Q K2 1(1 _ £~) + (i _ E.l)(I~1)]} 112} 
. . m IC l K 2 P2 J..,_ 2 

T(M,) = J;:~i = 3c(P(ll1,)) T(M,) = J;~11 = 3c(I'(M,)) 

m = P1M, + P2(b, - M,) = ·p1M1 + P2(b1 - M1) 



13 

DYNAMICS OF PHASE CHANGE BOUNDARY 339 

1l1 2(_!_ - -1-)a + 111 {QP19 [b - (pz - Pi) (1111 . - M )] I g
1 

. ]{
2 

P1g f ]{
2 

• p
2 

m , 1 f 

- T(b) - (J_ - J_)(-G LiP· + F)} 
Ki K.1 K2 

- J_ [b, - (P2 - P1)(M. - M,)J(-G t,.p + F) = 0 , 
K2 Pz ! 

The expression for Mi is an explicit function of bt and T ( b1), and the expression 
for M1 is an implicit function of Mi through m. 

If (pifK1) > (pJK2) and M. > M 11 the flux is increased and the temperature 
gradient is increased (see the expression for Jtf J,). As a result, the temperature 
at the transition is increased above that which would obtain if P2K2 = p1K 11 as 
in the first example. A schematic illustration of this case is shown in Figure 3. One 
of the fundamental effects of (P2/K1) > (P1/K2) is that, to the low pressure side 
of point E (Figure 3), the temperature of the translated initial state is below the 
final state, and to the high pressure side of point E the reverse situation occurs. 
This me~ns that in addition to the heat of the transition which must be removed, 
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50 

(8)(oC) 
0 

-50 

0 

Constant tempe(oture at lower boundary 
K2 p2 =2 K1p1 · D.P= Pressure Pulse 

EJ Excess tempera tu.re from phase change 

~ Excess temperature from new steady stole 

~ Deficit temperature from new steady state 

s' 

4 8 10 12 14 

P (kbar)--

20 

16 18 20 

Fig. 3. Pressure temperature representation of the effect of a 
pressure pulse with a constant temperature at the lower boundary 
when the properties of the two phases differ. Besides the surplus 
heat in the region EB'C', there is a heat deficit in the region 
A'DE due to the difference between the translated initial state 
and the final state. The translated initial and final temperatures 

·are the same at point E. 



14 

340 O'CONNELL AND W ASSERBURG 

an additional amount of heat due to the excessive temperature must be removed 
from the right of point E. Some of this heat will go to the region to the left of E 
to fill in the temperature deficit. This has two major consequences. Firstly, a long­
term temperature readjustment over the whole system must take place. Secondly, 
the kinetics of the motion of the phase boundary is somewhat enhanced because the 
heat lost at the front of the motion automatically tends to compensate for the 
difference between the initial and final states. This should be compared with the 
constant flux case where the system must radically alter the total heat content 
between initial and final states. Figure 3 shows 8 (x, oo) = T1 - T, for this case 
and illustrates the comments made above. Figure 4 shows a similar case in the 
(x, T ) plane. 

We have so far restricted the discussion to a source-free region. If sources of 
variable strength are present, the steady-state temperature distribution is defined 
by the field equation (a / ax) [K (x)(aT(x)/ax)] + A(x) = 0 and the boundary 
conditions. The position of the phase boundary is then defined by T(M) = 'Jc(P(M)), 

Constont temperat ure at lower boundary 
K2=2K1 !:J. P =Pressure Pulse 

1200 P2=1.5P1 

CD Excess temperature from .::,.<l> 
.§ 

1000 phase change () 

t 
~ Excess temperature from 

o<::-
q,~ 

800 
new steady state c:P'Q 

T(°C) t:SSJ Deficit temperature 2;-
from new steady ~-$' 

600 state c 
I I 

Initial State 
400 I I 

I I 
I I 
I I 
I I 

200 I I 
I I 
I I 

bf 
I 

bj 
:40 50 : 60 I 70 80 

I 
I I 

50 I I 1D IG I 
I 
I 

+c 
B I 

I 

- 50 Mf Mi bf bi 

0 10 20 30 40 50 60 70 80 

Depth (km)-

Fig. 4. A depth-temperature representation of the effect of a 
pressure pulse for constant temperature at the lower boundary. 
Both the densities and the conductivities in regions 1 and 2 are 
taken to be different. The initial temperature distribution is not 
changed by the pulse, but instead the Clapeyron curve is shifted . 
The. initial and final Clapeyron curves are segmented in the 
(x,T) representation. The initial and final temperatures are 
given by the line segments ABC and ADG respectively. Points 
B and D correspond to the initial and final positions of the phase 
boundary. The lower boundary moves from C to G corresponding 
to depths b, and b,, respectively. Note that 0 is not defined in 

the region between G and C. 
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where 3c (P) defines the Clapeyron curve. In investigating the possible positions 
of the phase boundary for various static loads, an additional constraint occurs 
from consideration of source conservation in regions into which the phase boundary 
may be displaced. Let - and + denote the low and high pressure side of the phase 
boundary, respectively; then [A(llr)/p(M-)] = [A(M+)/p(M+)], i.e. A/pis con­
tinuous across the moving phase boundary in the direction of motion. 

With regard to the phase transition, it is''of course possible to utilize a simple 
two-layer model for p, K, c and to use an arbitrary source distribution subject to 
the above constraint. For the purpose of exhibiting the effects of sources, we will 
discuss the case of a simple two-layer model with Ai/ pi = A2/ p2· 

The temperature distribution is then 

J(O)x A iX2 0 S x S M 
K;- - 2K1 ; 

T(x) J(O)M _A1M
2 

+(J(O) _A1M)cx-M) ·- A1P2 (x-M)2· 
Ki 2K1 K2 K2 2pJ{2 ' 

(11) 

Ms x s b 

Here J (O) is the flux at x = 0. The initial and final temperature distributions can 
be found by setting M .equal to Mi and Nit, respectively, and J(O) equal to J-;, and 
J" respectively. For case of known flux, the expression for Mis 

M = F - G AP (l2) 

!P1g{(a - J(O)) + [(a -' J(O) )
2 
+ 2(F - GAP) Ai2 2]

112
} 

K1p1g K1p1g K1P1 g 

Mi can be obtained by setting D.P = 0 in the above equation. The effect of the 
sources is to decrease the depth M at which the phase transition takes place for 
a given flux. 

As will be shown, the two-layer model does not fully exhibit the more gen­
eral problem with sources because of the condition of source conservation. 

More generally for an N layer model, where layer n lies between Xn-1 and 
Xn, the temperature distribution is given by . 

and 
n 

L (X; - X;-1)A; n ~ 1 
j a } 

Tn(x) is the temperature distribution in layer n which has material properties 
An and Kn. 

For a two-layer model, the system is highly constrained, since the source 
strength in region 1 determines the strength in region 2. The simplest multilayer 
model which is not 'overconstrained' is with four layers. In the two neighboring 
regions in which the phase boundary may move, the relative source strengths are 
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fixed by the conservation condition. In the other two regions the source strengths 
may have arbitrary values. However, if the phase boundary M is at X1 or X2 
and the sources in layers 3 and 4 are similar, then it is probably unnecessary to 
distinguish 3 and 4. Thus a three-layer model is sufficient for an approximate de­
scription of a system in which Mis located at X 1 , when A1 and A 2 are similar in 
strength (Ai/ p1 ==· A2/ p2 ) and A3 is distinctly different, or when M is located at 
X 2 and A1 and A 2 are distinct in strength,· but A 2 and A3 are similar (Azf p2 == 
A3/p3 ). These cases can correspond to M located in a high-source region or a low­
source region. 

In comparing the initial and final states of a system, it should be noted that 
the physical parameters in the regions 0 s x S M remain unchanged as a func­
tion of x. However, for x ~ M, the parameters will change, owing to the transla­
tional motion of material. This applies to the source strengths An as well as the 
conductivities. The function ®(x, co) = T 1(x) - Ti(x) will contain several re­
gions with discontinuities both in slope and in curvature due to the translation of 
the boundaries between the regions. 

For a three-layer model with M at depth X 1 and for constant flux the ex­
pression for ®(x, co) == T 1(x) - Ti(x) is, assuming M 1 s Mi 

-J(o)(J_ - J_)cx - M,) 
K.1 K.2 

0(x, co) = Ta1(x) - Tah) 

where p1Mi + p2(X2i - Mi) == p1M1 + p2(X21 - M1) from the conservation of 
matter. The values of Jl!Ii and M1 are determined from the same equation 12 as 
the one-layer model for this case. The above equations may be compared with 
equations 10 for the source-free cases. The case with sources is shown in Figure 5. 
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Fig. 5. Depth-temperature diagram similar to Figure 4 except for a three­
layer model with sources and constant flux at the lower boundary. The 
boundary between layers 2 and 3, x~, moves from X2i to X2r as the phase 
boundary. moves from M • to M ,. Note that there are discontinuities in 
ae/ax at both X21 and X2r due to the translation of the material in the 
region X > M. In addition EJ2e / ax2 does not vanish for M, < x < M • and 
X t < x < X., owing to the different source strengths in the different 

layers. Nevertheless, the curvature is small in these two regions. 

- 343 

The discontinuities in ® (x, oo) due to the different conductivities in the different 
regions are apparent in Figure 5. · 

3. THE DYNAMIC PROBLEM 

Formulation. In this section we treat the formulation of the dynamic prob­
lem in one dimension. We first exhibit the relevant equations and boundary con­
ditions; we then reduce them to a convenient dimensionless .form and introduce 
a dimensionless perturbation tamperature relative to the initial steady state. These 
transformations in themselves result in a great simplification of the problem and 
allow significant general conclusions to be drawn. 

For simplicity we consider a two-layer model with constant uniform prop­
erties, subject to a sudden pressure pulse. The geometry of the model is shown 
below. 
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x = 0-- surf ace 

Reg.ion 1: P1, C1, K1, Ai, V1 = O; phase 1 

xl M(t)-

phase 2 

b(t)-

The surface of the earth is taken as x = O, the phase boundary is at x =· M (t), 
corresponding to a point on the Clapeyron curve, and the lower boundary condi­
tion is imposed at x = b (t), which is fixed in the matter in region 2. Since the 
coordinates are fixed in region 1, the velocity vanishes in this region. 

We assume that the two phases coexist only among the plane x = M(t); 
thus we do not consider mixtures of two phases along the Clapeyron curve. This 
implies that a new phase does not nucleate away from the plane x = M (t). 

The heat equation thus becomes 

aT - K1 clT + -4L 
at - P1C1 <Jx 2 

P1C1 

aT + V2 aT = K2 a
2

~ + b 
at ax P2C2 ax P2C2 

The boundary equations become 

T(O, t) = 0 

T(b(t), t) = constant, or 

0 ::; x ::; M(t) 

M(t) ::; x s b(t) 

aT I J(b(t), t) = K2 -;;- = constant 
. vX x - b(t) 

1'(M(t), t) = 'Jc(P) Clapeyron curve 

(13) 

(14a) 

(14b) 

(14c) 

(14d) 

The Clapeyron curve ~c (P) is the integral of the Clausius Clapeyron equation 

(15) 

where P = pressure and Si = entropy per gram of phase i. 
We now assume that the Clapeyron curve may be adequately represented by 

'Jc(P) = GP - F and defining T 0 (x) = 'Jc(P(x)) we have 

(16) 

where g = acceleration due to gravity and AP = pressure pulse. The intersection 
of this curve for AP = 0 with T(x, O) defines the initial position M(O) o~ the phase 
boundary. 

Similarly, the latent heat of the phase change Lin (14c) is 

(17) 
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which we take as constant. This assumption is not compatible with (15) ,if p1 and 
P2 are constant; however, this approximation should introduce no significant error 
unless T(M,) - T(M1) is large. · 

Conservation of mass and heat sources requires 

V2 = ((p2 - P1)/ P2J dMjdt 

b(t) = b(O) - [(P2 - . Pi)/ P2J(M(O) - M(t)) 

Ai/ Pi = A2/ P2 

(18a) 

(18b) 

(18c) 

We now introduce the dimensionless parameters, with b0 

To an arbitrary temperature scaling factor. 
b(O) and with 

x 
~ = bo 1 

K, t (t ) = T(x, t) 
T = --b-2 , 'f/ <>' T - 'l'o ' 

P1C1 o 

ICP1C1 a=--
- K1P2C2 , 

M(t) b(t) 
~m(r) = b. 1 f3(r) ,= bo, 

_ bo2A, 
er, = ToK, ~ 

The equations become 

d'f/ d2
?] 

dT = ae +<Ti 

a11 a2
'rf a'f'/ 

dT = a d~2 - V d~ + a<T2 

subject to the boundary conditions 

?J(O, r) = 0 

'1J(f3(r), r) = constant, or 

d?J I = constant 
d~ E-P<T> 

d'f'/ I - K2 a,,, I - -c d~m 
a~ E•Em- Ki a~ E-Em+ - dr 

. _ J(O, O)bo 
'Y• = K/Po 

) Gp1gbo G l.lP F 
'fJ(~m(T 1 r) = 'l/c(~m) = rr;- ~m + T;- - To 

as well as the conservation equations 

V = [(~2 - Pi)/ Pz] d~m/dr 

f3( r) = 1 - [(P2 - P1)/ Pz](~m(O) - ~m( r)) 

(19) 

(20a) 

(20b) 

(2la) 

. (2Ib) 

(21c) 

(21d) 

(22a) 

(22b) 

(22c) 

We define the perturbation temperature O(~, r) and the reduced Clapeyron 
curve ocm to be 
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()(~, r) = TJ(~, r) - TJ(~, O) 

()c(~) ::=; TJc(~) - 71(~, O) 
(23) 

The reduced Clapeyron curve ecm depends only on the difference between 11cW 
and 'IJ(~, 0). 

Both TJ(~, 0) and 'IJ(~, r) are continuous; hence ()(~, r) will be continuous. Con­
tinuity of heat flux requires that drJ(~, r)/a~ and 8rJ(~, O)/a~ have discontinuities 
at ~m(r) and ~m(O), respectively. Hence ae(~, r)/a~ will have discontinuities at 
these two points. 

From the initial condition of thermal equilibrium, it may be seen that 

OTJ(~~ I - K2 drJ(~~ I = 0 
a~ e- e,,,-co> K1 a~ ~ - e ,,. +<o> 

7J(O, O) = 01 O'f/(~~ I = "11 
a~ £- o 

For the case ~m(r) ::;; ~m(O), the problem as formulated for()(~, r) is 

()() ()2() 
ar = a~2 ; 0 ::;; ~ s ~m( r) (region 1) 

ao _ a2
0 _ [ofJ(~, r) + arJ(~, · O)J + ( _ ) . 

ar - a a~2 11 a~ a~ a <72 <71 ' 

ae _ a2 e _ [ae(~, r) + aTJ(~, O)J . 
ar - a a~2 11 a~ a~ ' 

subject to boundary conditions 

~m( r) S ~ S ~m(O) 

e(O, r) = 0 

()((3( r), r) = TJ(f3(0), O) - 'fJ(f3( r), 0) or 

(region 3) 

(region 2) 

ao(~, r) I d'fJ(~, O) I drJ(~. O) I 
d~ E-/9(T) = d~ . t-/9(0) - ()~ £ - jS(T) 

ae J K2 ao J 

a~ £•£ m-(T) . - K1 a~ £ - £,,, + (T) 

+ OrJ(~, 0) I 1 _ K2 OrJ(t 0) I -C d~m 
a~ ea£,,,-( T) IC a~ . e ~ em+(T) = dr 

ae J ae J 

a~ e- e,,,-co> a~ e- e,,,+co> 

= drJ(t O) I + O'f/(~. 0) I . T > 0 
O~~ E=e.n-co> a~ E=£m+(O)' 

( () ) - )_GP19bo G.6.P(r) F 
() ~m T 1 T - 80 (~m = T;- ~m + To - To - TJ(~m• O) 

e(~, O+) = 0, ~ =J6. ~m(O) 

The conservation equations (22) remain unchanged. 

(24) 

(25a) 

(25b) 

(25c) 

(26a) 

(26b) 

(26c) 

(26d) 

(2Ge) 

(26f) 
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A comparison of the original field equations 13 with those obtained for the 
dimensionless perturbation temperature (25) shows that the equations for () re- · 
quire the distinction of three regions, owing to the conditions 26c and 26d whereas 
the equations for T require only a distinction of two regions. 

Region 3 arises for two reasons: (1) We have subtracted 'r/(~, O), which has a 
discontinuous first derivative at ~m (O), from. 1J (~, r). This leads to condition 26d. 
The extra term in condition 26c arises similarly. Both are due solely to different 
conductivities in regions 1 and 2. 

(2) Heat sources are redistributed, owing to the volume change at the phase 
boundary, giving rise to a source term in the heat equation in region 3. 

In spite of the complexity due to the addition of a third region with asso­
ciated boundary conditions, it is obvious that field equations 25 are considerably 
simplified as compared with (13). There are no source terms in either regions 1 
or 2. The source term appears only as the difference a(cr2 - cr1 ) in region 3, i.e., in 
the region between the initial and final position of the phase boundary. From 
this consideration for the two-layer model, it is evident that the presence of 
sources is of small importance in the dynamic equations, unless region 3 becomes 
large. As was seen in the discussion of the steady-state case, the presence of 
sources affects the initial and final positions of the phase boundary. The final 
steady-state temperature in region 3 will have a change in curvature, which will 
be small unless a2 - .cr1 is large and, in fact, will vanish if p2/ K2 == pif Ki, as can 
be seen from (22c). This leads to the conclusion that the distribution of sources 
is of small importance in determining the dynamics of motion and the perturba­
tion in the temperature. 

· This conclusion must be somewhat weakened for the case of multilayer or 
continuous models. Because of our choice of Eulerian coordinates for the repre­
sentation of the problem, the source intensity must be considered as a flinction 
of time. The general equations corresponding to (13) for a nonuniform continuous 
medium with arbitrary tim·e-independent sources are unchanged in the region 
( 0 ::;; x ::;; M ( t) ) , and hence the source term will still vanish in the perturbation 
temperature formulation. In some other regions for x > M (t), there will be dif­
ferences in source terms due to the effects of translation and the phase transition. 
It follows that the strong conclusion drawn for the model with two homogeneous 
layers must be weakened somewhat for the more realistic multi or continuous 
layer models. 

However, following the argument given for the homogeneous two-layer model, 
we still conclude that for small motions of the phase boundary, the effects of the 
source distribution on the dynamics of the systems will still be small unless the 
differences between the source strengths is large. 

Returning to the two-layer problem as formulated in (25) and (26), it is evi­
dent that the major complexiti~s remain. These are the nonlinear condition (26c) 
at the phase boundary and the nonlinear term for convective heat transport in 
the heat equation in regions 2 and 3. In addition, it can be seen that the differ­
ences in thermal properties complicate the boundary conditions. From the above 
discussion it would appear that sources should not dominate the geophysical prob­
lem considered here. The important issue is the motion of the phase boundary, 
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which is governed by the nonlinear boundary condition 26c, and the Clapeyron 
curve. 

The gutted problem. To isolate the effect of this nonlinear boundary con­
dition, the following simplifications were made to define the gutted problem: (1) 
sources are neglected, a 1 == 0; (2) the thermal parameters in regions 1 and 2 are 
taken to be identical; (3) the densities of the two phases are set equal in the 
field equation and conservation equations; hence the velocity in region 2 vanishes 
and the lower boundary {3 ( T) = {3 (0) = 1; and ( 4) the reduced Clapeyron curve 
is given by Be W = D~ - E; 0 < E <D; thus the phases are assumed to have 
different densities only in the Clausius Clapeyron equation. 

The gutted problem so defined may be summarized 

a8 a28 
ar = a~2 0 ::; ~ < ~m 1 ~m < ~ ::; 1, T > Q 

8(0, r) = 8(1, r) = 0, r~O 

(27a) 

(27b) 

a8 I 88 I = c d~m( r) c21c) 
a~ t=tm+ (T) Q~ t=tm-(T) dr 

8(~m(r)' r) = D~m(r) - E, T ~ 0 (27d) 

O(~, O) = 0, ~ ~ ~m(O); O(~m(O)' 0) = D~m(O) - E (27e) 

C, D, E constants, 0 < E < D; 0 < ~m(O) < 1, C > 0 (27-f) 

. L 
c = -71 

Ci o 

E = F _ G tiP 
- To To 

In comparing (25), (26), and (27), major simplifications are evident, includ­
ing the disappearance of region 3. These simplifications make the problem more 
susceptible to analysis and permit the identification 'of characteristic parameters 
of the motion. 

Some of the characteristics of the gutted problem are given in the appendix. 
It .is shown (appendix 1) that, if ~m(O) > E/D, then (1) E/D ~ ~mH < ~m(O), 
and (2) ~m = E/D is the only equilibrium position for ~m(T). Thus the phase 
boundary is constrained to move only in the region between the initial position 
and the zero of.the reduced Clapeyron curve Bc(~m) = 0, which is the final equilib­
rium position. 

We may note here that the boundary condition (26c) can be rewritten in 
integral form: Integrating equation 26a 

11 ao d~ = lcm a2~ d~ + r~1 a2~ d~ = a8 I - a8 I + ao I - ao I 
o ar o a~ jcm ()~ a~ Hm- ()~ (-o a~ c-1 ()~ c•(.,.+ 

Using (26c), we then obtain 

c d~m = _ !i 11 () d~ - a() I + a f) I 
dr dr 0 a~ c-0 a~ (•l. 

(28) 
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This expression is equivalent to the requirement that heat energy be conserved. 
The characteristic behavior of the gutted problem is shown in Figure 6. The 

initial temperature distribution fJ (~, O) is zero everywhere except at ~ = ~m (0), 
where O(~m(O), 0) = D~m(O) - E and the phase transition is initiated. As the 
phase boundary moves, the temperature pulse becomes wider. The temperature 
of the phase boundary is constrained to lie on the reduced Clapeyron line of 
slope D. Because the boundary conditions require that the temperature at the 
ends be zero, the temperature ()rises from the end points to a point (} (~m ( r), r) = 
D~m ( r) - E on the reduced Clapeyron line and is restricted to lie below the 
reduced Clapeyron curve to the right of the phase boundary. 

The temperature at the phase boundary continually decreases until the end 
point ~m(oo) = E/D is reached, and the perturbation temperature B(~, oo) is 
everywhere zero. As shown in appendix I, the curvature of the perturbation tem­
perature is always negative just behind the phase boundary. For the initial 
motion, the curvature in front of the pulse is positive and then becomes negative 
for long times. 

This problem is essentially similar to the classical Stefan problem with these 
major exceptions: the temperature at the phase boundary is not constant, the 
thermodynamically unstable region is finite, and the displacement of the phase 
boundary is bounded. 

Generalized Stefan problem. Many of the essential aspects of the gutted 
problem may be found by consideration of a modification of Neumann's solution 
to the Stefan problem as given by Carslaw and Jaeger [1959, chapter 11]. We 
will present the solution to this problem in dimensionless form and useit to define 
the asymptotic behavior of the gutted problem for short times. This discussion 
will be followed by a treatment for long times. These results will then permit 
the a priori assignment of values for the dimensionless parameters that character­
ize the problem and the dependence of the solution on these quantities. 

T( IOOkm, t) =constant 

60 K2 = K 1 = 0.005 
P2 = P1=2.8 
K2 =K 1 =0.009 

j 60 L • 50 cal/g 

@(oC)40 

20 

(

Reduced Clapeyron Curve 

t(106 y) = 0.0 
. 0.092 

. 0.639 
2.31 
6.67 

19.2 
42.6 
77.4 

'= 0 .0 
2.59 x10- 4 

1.80x10-3 

6.51 x 10-3 

1.88 x 10-2 

5.40x10-2 

1.20x10-1 

2.18 x 10-1 

Fig. 6. Profiles of the perturbation temperature 0(x,t) at selected times for the 
gutted problem obtained by the numerical solution for model 1. Each curve is the dis­
tribution at a specific time t or an equivalent dimensionless time r, starting with t 
= T = 0. At T = 0, the temperature is zero everywhere except at M, and is rep­
resented in the figure as an interrupted vertical line at a depth of 39 km. The peaks 
of all the profiles lie on the reduced Clapeyron curve, a portion of which has been 

omitted for clarity. 0(x,oo) is zero everywhere. 



24 

350 O'CONNELL AND W ASSERBURG 

Consider a supercooled liquid phase 1 ( - co < ~ < ~m (O)) initially il) contact 
with a solid phase 2 (~m (O) < ~ < + co). The two phases have identical param­
eters. Let us suppose that the initial temperature of both phases is zero and that 
the equilibrium temperature at which these two phases coexist is 88 • Let C be the 
dimensionless heat liberated by the transition (1 ~ 2). Then the solution to the 
problem, if the liquid begins freezing at the interface ~m (O), is 

8(~, r) · e. [ 1 + f (~ - ~m(O))] 
(1 - erf /..) er 27112 

e(~, r) e. [1 f (~ - ~m(O))] 
(1 + erf /..) - er 27112 

~m(r) - ~m(O) =:= -2Ar112 

where 'A is the root of the transcendental equation 

(29) 

(30) 

(3J) 

The function n (>.) is shown in Figure 7, and it has a maximum value of 1 as 

1 
N 
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0.5 
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0.2 

0.1 

09 

08 

0 .7 

0.6 

0.5 r 
N 

0.4 

0.3 

0 .2 

0.1 

0 0.5 1.0 1.5 2.0 2.5 3.g 

>..--
Fig. 7. The characteristic function N (A., a, K2/ K1, p2/ p1) versus A. for the Stefan problem for 
various values of the arguments a, Kd K1, pd p1. The characteristic function n(;\) for the gutted 

. problem is equal to N (A., 1, 1, 1). The two curves on the left should be read on the left-hand 
scale, the other curves on the right-hand scale. The scales on both sides are equal and offset 

by an integral number of scale divisions. 



25 

DYNAMICS OF PHASE CHANGE BOUNDARY 

.\ ~ oo. The temperature is bounded by 0 s () s 08 , and the curvature is 

.<le {>O, 
ax2 <0, 

~ ~ ~m(r) 

~ = ~m +(r) 

351 

These results are a special case of the theorem given in appendix 1. The heat 
:flux at the lead edge of the phase boundary exceeds the flux at the back edge, 
as may be seen by 

_ a a 1 /a a 1 · . _ 1 + erf /.. > 1 ax ~~~m- ax ~ - tm"" - l - erf X 

The half-width (e112+ - 6 12-) of the temperature perturbation as defined by 

is 

8(~112-,r) = ea/2 

8(~11/' r) = e./2 

~1/2- < ~m 
~l/2 + > ~m 

and therefore increases in proportion to the displacement or to r1 l 2
• 

This problem corresponds to the gutted problem for an infinite region and 
for a constant transition temperature Oc (~) = 08 • Let us now consider the case 
of the gutted problem with a variable temperature Bc(~m) at the phase boundary. 
For the initial motion of the phase boundary, the relative change in Bc(~m) will 
be small. I-Ience the motion of the phase boundary should approximately be as 
though the temperature at the phase boundary were constant, and, in particular, 
the initial singularity in d~111/dr exhibited by the Neumann solution must also 
characterize the gutted problem. 

If we substitute ec(~m) for () 3 in equation 29 and thus interpret Be to be an 
explicit function of ~m and only an implicit function of time, we obtain the function 
8 sAJ which is a solution to the heat flow equation and which satisfies the condition 
BsA(~m,T) = Bc(~m).Here 

- ec(~m) [i + f (~ - ~m(O))] e SA = [1 - erf A(~m) J er 2r112 

- 8/~m) [i £ (~ - ~m(Q))] 
e SA = [1 + erf A(~m)] - er 2//2 ~ ·e:_ . ~m(r) 

where we have defined X = t..(~m) so that equation 30 becomes 

~m(r) - ~m(O) = -2f..(~m)/12 

The boundary condition·21c becomes 

-2C :T [A(~m),,112] = _ C>~m) _ 2c,,i12 d~t)_ ~~ 

ec(~m) [ 2e-:'" J 
T

112(71'112
) (1 + erf A(~m))(l - erf A(~m)) • 

(33) 

(34a) 

(34b) 
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It should be noted that the boundary condition 27 can be numerically integrated 
directly for a given approximation ii to the temperature field 

c d~m 1'./ aii I _ ae I 
dr 1'./ a~ ~m+ a~ tm-

Boundary condition 34b may be rewritten· in the form 

Bc(~m) [ d log A J 
n(X) = -C l - d log (~m(O) - ~,;.(r)) (35) 

It is evident that (33) and (35) are not exact solutions to the generalized 
Stefan problem and that a particular functional form for the temperature field is 
assumed. Nonetheless, they satisfy the field equations and obey the constraint 
Oc(~m) = 8 sA (~mi r) and have the characteristic singularity of the simple Stefan 
problem. It therefore appears useful to apply this general Stefan-type approxima­
tion (SA) to the gutted problem. This functional form must be valid in the neighbor­
hood of r = 0 because of the singularity that obtains at this time. If I (d log "A)/ 
[d log (~m(O) - ~m)JI « 1, then the time derivative of A is negligible compared with 
d~m/dr, and we may obtain the roots "A(~m) from the simple equation n("A) = Bc(~m)/C. 
Within the scheme of the SA an estimate of the error, resulting from neglecting 
the term (d log X)/[d log (~m(O) - ~m)], may be obtained by evaluating this from 
the expression · 

d log A (~m - ~m(O))D 
d log (~m(O) - ~m) ~ i\C[dn(f..)/di\] . 

When this term is neglected we define the general Stefan approximation to be of 
type 1 (SAl). 

From physical considerations, it would appear that the approximation SAl 
does not take into account the redistribution of heat behind the phase boundary. 
That is, the temperature behind the phase boundary is always less than 80 (em) 
in the SAl approximation. This suggests that the instantaneous velocity calculated 
from SAl is,too great. 

Another estimate of the solution that will tend to compensate for this effect 
is to include the apparent excess heat behind the phase boundary D [em(O) -
em(r)] with the latent heat C. This yields a second Stefan approximation SA2, 
where the expression for the temperature remains unchanged but C is replaced 
by c .+ D [em ( 0) - ~m ( T) ] in the characteristic equation 35. 

Termination of Stej an-like behavio1'. From the equation 

d~m (n - <JO I ) - ()28 I 
dr ~ ()~ Him - a~2 1;,~1;,,,. 

given in appendix 1, it is evident that at a timer* and position~,,.*, when (ae/a~)1;,-,,. 
= D, there is an inflection point at~,,.- at the phase boundary, and the curvature 
clrn,nges sign from positive to negative. This is a fundamental change in the nature 
of O(x, r); it cannot happen in the Stefan approximation and is proof that the 
solution is not exact. This condition when applied to the Stefan problem thus gives 
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a criterion for the change from behavior predicted by the Stefan approximation 
to a behavior where (a2 e/a~2) < 0 over the major part of the space. 

Inserting e SA into the above expression, we obtain an estimate f* of the time 
T* when the curvature of e changes sign and when the Stefan approximation would 
deviate from the correct solution. Thus 

or 

and 

where 

(f*)1/2 _ (D~m(O) - E) 
. - D { ?r

112(l - erf'>.. *)ex•• + 2A. *} 
(D~m(O) - E) 

Dp(A.*) 

F * .:= (f*) = (O) _ 2/..(D~m(O) - E) 
1,;,,.. ~m · ~m D { (1r) 112(1 - erf }.. *)i*' + 2/.. *} 

= t (O) _ 2/.. *(D~'"(O) - E) 
'>m p('A*)D 

(36) 

(37) 

(38) 

The value of X * to be used in (36) and (37) is determined from the characteristic 
equation for SAl 

(39) 

or for SA2 

h ('A*) = n(A.*) + A.*
2
(erf A.* + 1) = D~m(O) - E 

2 1 - f.*
2 (erf f.* + 1) C 

(40) 

The values of X* and (T*) 112 for case 1 are less than the respective values for SA2· 
It would appear that the estimates of r* and ~m * = ~m(r*) determine the end of 
the~ Stefan· behavior in terms of the constants of the problem. Graphs of the func­
tions of hi(X) and p("A) are presented in Figure 8. In terms of the dimensional 
parameters of the system, the termination of the~Stefan behavior is· therefore given 
by 

h.('A*) = {GP10 - [J(O, O)/K1JJM(O) + G D.P - F 
~ · L/c1 

(l*) 112 = (p_f}J_) 112
[M(O) - M( oo )] 

[{l p("A*) 

M(O) - M(t*; r-..1 2X*(r*) 112 bo = 2X*(K1 
)

112

(l*) 112 

P1C1 

(41) 
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p (A) 

tB 
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Fig. 8. The functions p(A.), h1(°'A), h2(A.) versus A.. The value of;\/ is determined from h,(;\,*) = 
(1 /C)[D~m(O) - E]. f* is then determined by f.:*112 = [~m(O) - E/D]/p(;\.:*). h.: is read on the 

· on the left-hand scale and p on the right-hand scale. 

Long-time behavior. In the previous section the effects of the boundaries 
at ~ = 0 and ~ = 1 were neglected. At times when these are important, the SA 
type of treatment is clearly not applicable. The boundaries will be significant 
when the energy liberated at the moving phase boundary has diffused over the 
entire region and caused the temperature field to rise uniformly from the exterior 
boundaries to the phase boundary, mther than in the type of sharply peaked 
temperature distribution that characterizes the initial motion. 

An estimate for the long-time behavior of ~m H can be obtained by approxi-
mating the temperature B (~, r) with a quasi-steady-state distribution (QSSA) 

(}- (t ) = . (D~m( r) - E)t 
SS c;, T - ~m(r) c; 

(42) 

iiss(~, r) = (~~~~T)~m<T)E)(l - ~) 
Inspection of Figure 6, showing the temperature distribution for the gutted 

problem, indicates the essential validity of this approximation for sufficiently 
long times. Substituting 0 8 8 into the integral form of the boundary condition 28 
yields 

C <!.._~ = _D <!.._~ _ D(~m - E/D) 
dr 2 dr ~m(l - ~m) 

The first term on the right-hand side of this equation is due to the change in tem­
perature of the phase transition and the resulting change in the total distribution. 
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The second term corresponds to the heat flux out of the region at the boundaries. 
If we had used the differential form of the boundary condition (27 c), we would 
have neglected the first term. 

For the long times under consideration, ile;ae = (ae/a-r) < 0, whereas for 
the approximation used a 2Bss/a~2 = afJss/dT = 0. Thus we have under-estimated 
the magnitude of ae/a~ at the boundaries. The effect of a2e/a~2 in the integral 
should be very small. Hence we expect that the approximation {J s s will under­
estimate the velocity of the phase boundary. 

If, as ~m approaches E/D, [1/(~m - E/D)] (d~m/d-r) ~ -1/rz ~ constant, it 
follows that the asymptotic behavior is exponential. From fJ s s we obtain 

~ - E/D ~constant exp Lc/D) + !)(;;;)(l _ (E/D)]}· (43) 

We expect that the long-term behavior for the gutted problem will exhibit this 
functional form. This can be characterized by the dimensionless relaxation time 

Tz ~ fz = [(C/D) + !)(E/D)(l - (E/D)] (44) 

In this time the distance of the phase boundary from its final position will reduce 
by a factor 1/e. , 

For C = 0, the movement will be controlled by the decay of the temperature 
distribution alone. This may be compared with the long-term relaxation of a 
slab of unit thickness with zero surface temperature and constant initial tempera­
ture which has a dimensionless relaxation time l/7r2

• The analogous form of the · 
gutted problem is the symmetrical case E/D = !, which yields fz = i· The dif­
ference of these two values is an indication of the accuracy of the quasi-steady­
state temperature approximation used. 

In terms of the geophysical parameters 

- p1C1 { L/c1 l} [b M ] 
t, = IC bo[GP1Q - (J(O, O)/K1)] + 2 Mi 0 

-
/ (45) 

Taking the values of the parameters K 1/ p1c = 0.01 cm2 /sec, b0 = 100 km, M 1 = 
30 km, L/c1 = 75°C, we see that the latent heat will not dominate unless Gp1g -
(J(O, O)/K1) ::::; l.5°C/km; thus, neglecting the latent heat, l, = 33 X 106 years. 
This is approximately the thermal relaxation time for the slab between x = 0 
and x = 30 km, and it therefore appears that the long-term effects for cases of 
this type are little influenced by the thermodynamic parameters. 

The time at which the motion of the phase boundary becomes exponential 
is defined as riH:-. This will be approximately the time at which the temperature · 
distribution becomes essentially linear. We may estimate this time r·:H:· after which 
the long-term behavior predieted by the QSSA will apply by considering the 
limiting case of a slab with ends at zero temperature which was initally at a 
constant temperature. The linear behavior will dominate when all but the lead 
time-dependent terms in the Fourier representation of the solution are negligible 
[Car.slaw and Jaeger, 1959, p. 100]. This will certainly be the case for 7r

2r/(1 -
. em) 2 > 2 for which the deviation from a linear distribution is less than 10%. 



356 

Hence 

30 

O'CONNELL AND W ASSERBURG 

r** ~ r** = 2(1 - E/D)2/7r2 (46) 

For times approaching T~H:-, the QSSA should be a very good approximation. We 
have assumed above that the phase boundary is closer to ~ = 0 than to ~ = 1. 
If this is not the case, then the above expression for T** should be modified 
accordingly. 

If the phase boundary is far enough removed from the boundaries of the 
region, so that we may regard it as infinite, we can obtain an estimate of the 
limiting behavior as ~m approaches E/D from the Stefan approximation. 

For small values of >.., n (/...) ~ (7r112 /2) ,\. Then /... == (2/7r1l 2
) (D /C) [ ~m -

(E/D)] and d~m/dr = -A./r1! 2 = (-2/7T1 ! 2
) (D/C) 

1 

(em - E/D)r-112
• Hence 

~m - E/D ~constant exp [-(4/7r112)(D/C)r112
] (47) 

This type of long-term behavior may be of significance for a phase change deep 
in a planetary interior, for instance. 

4. NUMERICAL RESULTS 

Since exact analytic solutions to the problems defined in the last section have 
not been found, the problems were solved numerically. An implicit method using 
standard finite difference equations was used in an iterative scheme to determine 
the motion of the phase boundary (appendix 2). The solution obtained was stable 
with respect to changes in the space and time steps. The method was also used 
to solve the Stefan problem for short times. 

The numerical solutions to the gutted problem and the Stefan problem were 
obtained using both the integral and differential forms of the boundary condi­
tions. The solutions by either of the two methods were in satisfactory agreement 
for both c~ses, indicating that no serious errors were accumulated in the partial 
derivatives near the phase boundary. 

The solutions so obtained enabled us to determine the validity of the approxi­
mations to the gutted problem, to identify the more important parameters, and 
to extend the approximations to more complex cases. 

The parameters of the models for which numerical solutions· have been 
obtained are given in Tables 1 and 2. The models generally increase successively 
in complexity in order to illustrate the dependence of the solution on the param­
eters of the model. 

In general these models have been constructed to represent some specific 
aspects of the problem in a reasonable manner; they are not intended to be taken 
as realistic representations~ of the complete geophysical problem. Thus, the 
parameters used are usually in the range of geophysical interest, although their 
exact values may have been chosen to facilitate comparisons among different 
models. 

In discussing the numerical results we will compare the temperature distri­
bution, position of the phase boundary, and the various parameters T*, T**, Tz, 
em(r*), etc., with the estimates obtained from the approximate theory given in 
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TABLE 2. Dimensionless Parameters Describing Models 

Model b, km To, °C* c D E ~m(O) ~m( CO) 'Yl t/r, 106 yr 

1 100 1000 0.250 0 .8193 0.245 0.3906 0.2991 1.24 355 
2 100 1000 0.075 0 .8193 0.245 0.3906 0 .2091 1.24 355 
3 100 1000 0 .075 0 .8193 0.245 0.3906 0.2991 1.24 355 
4 100 1000 0.075 0.8193 0.245 0.3906 0.2091 1.24 355 
5 100 ·1000 0.075 0.8193 0.245 0.3906 0.3238 1.24 355 
6 200 2000 0.0375 0.8193 0 .1225 0.1953 0 .1573 1.24 1420 
7 100 1000 0.150 0 .8193 0.245 0.3906 0.3238 1.24 355 
8 100 1000 0.075 0.4096 0.100 0.3906 0.3047 1.24 355 
9 100 1000 0.075 0.8193 0.245 0.3906 0.3238 1.24 355 

10 100 1000 0.075 0 .8193 0 .245 0.3906 0.3268 1.24 355 
11 100 1000 0.075 0.8193 0.245 0.3906 0.3268 1.24 355 
12 lOOt 1000 0.075 0 .8193 0.245 0 .3906 0.3335 1.24 355 
13 lOOt 1000 0.075 0.8193 0.245 0.3906 0.3454 1.24 355 
14 100 1000 0 .075 + 0 .092 0.3906 0.3244 + 355 + + 
15 100 1000 0.075 § 0 .095 0.3925 0.3550 § 355 
16 100 1000 0 .075 1.6755 0 .583 0.3925 0.3550 1.063 355 
17 100 1000 0.075 1.6755 0.583 0.3925 0.3507 0.384 355 

18-20 100 1000 0.075 0.8193 0.32011 0.3906 ~ 1.24 355 

* rhese values for To have been arbitrarily chosen to make comparison between different 
models easier. To is not necessarily the temperature at the lower boundary. 

t Note, however, that the lower boundary condition was fixed at x = 95 km. The discrepancy 
is due to the sediments on the surface. 

t Compare model 11, which is a no-source approximation for this model. 
§ Compare models 16 and 17, which are no-source approximations for this model. 
II E(O), since Eis time dependent. 
~Not determined, since Eis time dependent. 

section 3. It will be seen that the Stefan and long time approximations are 
extremely successful. In the subsequent discussion the approximate theory will 
be extended to apply to more complicated cases as they arise. 

Gutted problem. We will first consider the numerical results for the most 
elementary cases that correspond to the gutted problem. Models 1 and 2 are 

. examples of the gutted problem, and model 3 is a slight variation of it. 
As we are neglecting sources in these cases, it is necessary to neglect the heat 

that would be produced by them. For this reason the artifically low value of 
0.62 p.caljcm2 sec is used for the surface heat flux J (O, O). A Clapeyron curve was 
chosen which is compatible with the results of Ringwood and Green [1964]. This 
yields a depth for the phase boundary that is near that of the continental Moho. 
The initial temperature distribution and Clapeyron curve for models 1, 2, and 3 
may be seen in Figure 9a. Some results for model 3 which illustrate the nature 
of the temperature distribution are presented in Figure 9b, which shows the actual 
temperature and perturbation temperature after the motion has gone 60% of the 
total possible displacement. The shape of the perturbation temperature ® illus­
trates the 'short time' behavior discussed in the section on the gutted problem. 
Its similarity with the form for the generalized Stefan problem is evident. The 
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Fig. 9a. Initial and final te.mperature distribution and Clapeyron 
curves for models 1; 2, and 3. For constant temperature at the 

lower boundary, the problem reduces to the gutted problem. 
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general effect of this phase transition is to generate a narrow region of anoma­
lously high temperature. 

The development of the temperature distribution with time for model 1 is 
shown in Figure 6. The initial sharp peak decreases in height and becomes 
broader with time until it is limited by the effects of the boundaries. The illus­
tration shows segments of the reduced Clapeyron curve. This line passes through 
the points of the temperature profile where there is a discontinuity in the slope. 
The singularity in the initial temperature is shown by the interrupted vertical 
line. 

t=0.7xi06 y 
800 M(t)=33.58 km 

Mj- M(t)=5.48 km 

=60%of totol 

movement 
600 J (100 km,t) =constant 

L =15 col/9m 
50 

T{°C) 
400 40 

30 

..--®(x,tl = T(x,t)-T(x,o) 9(°C) 

200 20 

10 

00 0 
20 40 60 80 100 

Depth (km)-

Fig. 9b. Typical temperature distribution for model 3 at a time 
t after the pressure pulse was applied, showing the relation 
between the temperature T(x,t), the initial temperature T(x, O), 
the final Clapeyron curve, and the perturbation temperature 

0(x, t) . 
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Numericol Solution for 

Model I 

Stefon Approximation o 

Dtm(O)-E 
-c-=0.3 

Depth (km)-

Fig. 10. Profiles of the perturbation temperature comparing the 
Stefan approximation (SAl) ·and the numerical solution for 
model 1 at the same time, for two different times. The solid 
curves show the numerical solution; the separate points indicate 

the Stefan approximation. 

A comparison of the shapes of the temperature profile for the gutted problem 
and the Stefan approximation SAl at two different times may be seen in Figure 
10. The agreement for T = 2.6 X 10-4 is remarkably good. Since for this model 
(1/C) [D~m(O) - E] = 0.3, the initial value of/... and the initial velocity are not 
too great, and we would not except the Stefan approximation to be in serious 
error. The agreement for T = 3.6 x 10~3 is not so good as in the previous case, 
primarily because there is a slight error in the time dependence of the location 
of the phase boundary using the Stefan approximation. With this error taken 
into consideration, the agreement may be regarded as very satisfactory. 

The position of the phase boundary with time is shown in Figure 11. This 
figure shows two curves: (1) the logarithm of the displacement from the initial 
position versus the logarithm of time in order to illustrate the behavior for times 
when the position of the boundary changes rapidly; and (2) the logarithm of the 
distance of the boundary from its final position in order to illustrate the behavior 
when the position changes slowly with time. 

Examination of the first curve shows that the slope [ d log (~m (O) - ~m ( T))] / 
( d log T) is initially slightly greater than 1h and decreases smoothly as time 
increases, until it equals zero when the phase boundary attains its equilibrium 
position. In spite of the changing slope, the departure of the curve from a straight 
line of slope = 1h is quite . small for the first 20-25% of the motion. 

Several points for the Stefan approximation are shown, and it may be seen 
that the agreement between the numerical solution and the approximation is 
satisfactory. The point (~m':·, T*) at which the Stefan behavior begins to break 
down is shown as well. The Stefan approximation remains good well beyond this 
point even though the criterion that determines equation 36 is violated. Thus 
the change in curvature of the temperature distribution at this time is a subtle 
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. Fig. 11. Model 1. The curve on the right shows the nature of the initial motion of the 
phase boundary as shown by a plot of log (~m(O) - ~m(r)) versus log r. Selected points 
for the Stefan approximations are indicated. These include (~m(7'1*) 1 7'1*) as calculated 
from the · Stefan approximation. The curve on the left shows the nature of the long­
term motion as shown by a plot of log (~m(r) - ~m( oo )) versus r. Note that the two 
curves are separated by the heavy diagonal line with tick marks and have different scales. 
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criterion and does not appear to have a serious influence on the solution. This 
may be confirmed by examination of Figure 6, where the general shape of the 
temperature profile is the same after ,.,; (,. = 6.51 X 10-3

) as before (,. = 1.80 X 

IQ-3
). It would thus appear that the approximation SAl continues to be accurate 

until the effects of the boundaries of the region significantly interfere. 
The above comparison bet.ween the numerical results and the Stefan approxi­

mation indicates that the criterion at ,.;; provides a very strict limit to the cessa­
tion of Stefan behavior and should be generally applicable in predicting the range 
of application of the Stefan approximation. 

The preceding discussion was concerned with the motion of the phase 
boundary for times such that the boundaries of the region were not felt. The 
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motion of the phase boundary for long times is best shown by the curve on the 
.left of Figure 11, which shows the logarithm of the distance of the phase boundary 
from its final position plotted against time. The curve is linear for long times in 
agreement with the exponential behavior predicted by the quasi-steady-state 
approximation (QSSA); the departure from linearity is due to the nonapplicabi-

. lity of the quasi-steady-state approximation. This may be confirmed by exami­
nation of the temperature profiles for r < 0.02. The logarithmic derivative ( d/ dr) 
as T ~ oo, d[log (~m - E/D) ]/dr ·= 1/rz for model 1 is given in Table 3 and may 
be compared with that calculated from QSSA, also in Table 3. The agreement 
between the actual and theoretical values is quite satisfactory considering the 
simplicity of the theoretical model. 

An estimate of the time r'H:· when the QSSA is dominant was here defined 
for the numerical solution when the logarithmic slope 

__ 1 d~n.(r) 
(~m( r) - ~m( oo )) dr 

last departed by 20% from the asymptotic value as r ~ oo. The comparison of 
· the theoretical and numerical values may be seen in Table 3. 

In model 1 we have considered a case in which the term d(log A.)/d[log(~m(O) 
- ~m)] in (35), which is neglected in the SAl approximation, has not been very 
large. We next consider the limiting case (1/C) [D~m(O) - E] = 1.0 in model 2. 
This corresponds to the maximum pressure pulse which can be applied without 
overdriving the system and for which in the corresponding Stefan case .\(~m (O)) 
~ oo. 

A representative example of the temperature distribution may be seen in 
Figure 9b. The peak is not as pointed as it would be for model 1, which may 
be attributed to the more rapid motion of the phase boundary for this case. 
Nevertheless, the general shape of the curve is similar to that for model 1. 

The location of the phase boundary with time may be seen in Figure 12, 
which is analogous to Figure 11 for model 1. The general shape of the curves are, 
of course, similar for the two cases. 

This model provides a more severe test for the Stefan approximation 
because of the singularity in .\. Comparison of SAl with the numerical results 
for times significantly after r = 0 indicates that it is a fairly reasonable approxi­
mation to the temperature field. A comparison between the positions of the phase 
boundary calculated from the Stefan approximation (SAl and SA2) and the 
numerical results are also shown in Figure 12. 

It may be seen that for the initial motion (~m (O) - ~111 ( r)) ~ 0.01, .\ ~ 1.5), 
the position of the phase boundary as calculated from either SAl or SA2, over­
estimates the displacement.~Both Stefan approximations are intrinsically unsatis­
factory because their error lies primarily in approximating the temperature field. 
Exact integration of equation 34b would result in an even greater motion of the 
phase boundary for short times. This is undoubtedly because the motion of the 
phase boundary is so rapid that it is controlled to a large extent by the decay 
of the former temperature peak. For short times, SA2 is the better approximation 
for this case because it includes some of the effects of the redistribution of heat. 
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Fig. 12. Model 2. Log-log and semi-log plots showing the nature of motions of the 
phase boundary. for model 2. See Figure 11. The only difference between models 

1 and 2 is the values of the latent heat. 

Nevertheless, it too will be in error as r -7 0, because implicit in the Stefan 
approximation is the assumption that the instantaneous temperature distribution 
is not influenced by the change in temperature at the phase boundary. However, 
for very short times the effect of the change in temperature at the phase boundary 
becomes large, and the neglect of this effect results in noticeable error. Never­
theless, for r > 10-5

, the Stefan approximation is reasonably good. For ~in (0) -
~m ( r) ;c 0.015, SAl is the better approximation, never departing from the actunl 
solution by greater than 0.005 in ~' and remaining close to the actual solution for 
the latter two-thirds of the m otion. The point (~m*, r*) is also shown, and, as 
was the case for model 1, the Stefan approximation remains good well beyond 
this point. 

The long-term behavior, represented by the linear portion of the curve on the 
left of Figure 11, begins at nearly the same time for model 2 as for model 1;. it 
obtains for a smaller fraction of the total displacement, however, owing to the 
faster motion of the phase boundary. Owing to the relatively small latent heat 
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in model 2, the long-term decay is controlled almost completely by the decay of 
the temperature distribution. In model 1 on the other hand, the latent heat was 
sufficient to affect the long-term behavior, as may be seen by the smaller logarithmic 
derivative l/rl as given in Table 3. For either model the agreement between ri and 
f, is satisfactory. 

We have seen that the motion of the phase boundary may be quite accurately 
predicted for short times and for long times. However, between the time before 
which the boundaries of the region are not felt and the time beyond which the 
boundaries are completely felt is usually a period of transition between these two 
types of behavior. The duration in time or the length of this transition region will 
depend on all the parameters of the problem, and predicting the motion of the 

·boundary in this region may be a difficulty. Nevertheless, the curves in Figures 
11 and 12 in this region are smoothly varying, and one might expect to reasonably 
approximate the curves by continuing the Stefan approximation and then utilizing 
the exponential behavior for the long-term behavior. 

Model 3 is identical to model 2, except that the lower boundary condition 
. (27b) a (1, ;) = 0 is replaced by 

ae I - o 
()~ H -

Thus the short-term behavior is identical to that of model 2, and the only 
difference is in the long-term behavior. 

A typical temperature curve is shown in Figure 9b, and, since the effect of 
the lower boundary is not yet apparent, this curve applies equally to either model 
2 or 3. The motion of the phase boundary is not shown, as it differs from that for 
model 2 only for long times. 

We may construct a quasi-steady-state solution for this case in the same 
manner as was done for the constant temperature boundary condition. 

_ {D~'" - E ~; 
Bss(~, 7) = ~m 

D~m - E; 

Insertion of 8 s s into (28) yields 

1 d~m 1 1 
(~m - E/ D) dr = E [C 1 EJ = fl as ~m ~ E/ D 

D D.+ 1 -2D 
The relaxation time for 

ae I - o 
()~ H 

is considerably larger than for the gutted problem for (} (1, T) = 0, as can be seen 
by comparison with equation 44. 

The approximate (rz) and actual (rz) relaxation times for case 3 are given 
in Table 3. The agreement is satisfactory. 
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The time TH after which logarithmic behavior should certainly obtain may 
be estimated in a manner analogous to that used for models 1 and 2. This yields 
T~"* ~ [6(1 - E/D) 2 ]/7r2• As may be seen from the theoretical and actual values 
for T*'} in Table 3, the agreement is satisfactory. 

The comparisons of the results obtained by the numerical solution of the 
gutted problem with those obtained from elementary physical considerations 
show them to be in reasonable agreement, and we conclude that the essential 
behavio1<.of the generalized Stefan problem for regions with matched thermal 
constants is well understood. It may be noted that the important parameters are 
the ratios C/D and E/D = · ~m(oo). C and E are the dimensionless latent heat 
and zero intercept of the Clapeyron curve and may be estimated fairly well for 
realistic models. The parameter D is the difference between the Clapeyron slope 
and initial temperature gradient and is probably one of the more uncertain and 
critical parameters to be estimated in constructing realistic geophysical models. 

Unmatched thermal constants. vVe now turn to cases in which the thermal 
conductivities of the. two phases differ. Differences in thermal conductivities 
cause the initial and final temperature distribution to differ, and they generate 
a long-term transient in the temperature distribution for the whole region, as was 
discussed in the section on the static problem. The relevant equations for the 
dynamic problem are (25) and (26) in which we will neglect convective heat 
transport (v == 0) and sources (o- == O). The initial dimensionless steady-state 
temperature distribution will be 

11(~, 0) = "11~ 

11(~, O) = 'Y2~ + 02 

0 S ~ S ~m(O) 

~m(O) s ~ S 1 

where K2y2 = K.1y1 and 82 == ~m (O) ( y1 - y2) by (24). (For T0 = (J (0, 0) /K1) b0 , 

'Yi = 1. However, since T0 could be chosen otherwise, we shall continue to use y1.) 

The form of the Stefan problem for the case in which the two phases have 
~iff erent thermal properties is 

O(~. r) = (1 _o:rf A) [ 1 + erf (~ ~,fa(O)) J 
e(t r) -[ 1~+-.,-. -er-~ s_(A-/ a-,--,"')] [ l - eif ( ~ 2{a,~~)~)) J 

where A is the root of 

N('\ T//T?' l) _ '\ 1i2{exp (-/...
2
) + K2 exp [-(/...

2
/a)J }-i Os 

I\' a, .n. 2 1~ 1 ' - /\7f 1 - erf A 1Ca112 ll + erf ('A/a112)] = C 

The function N (A., a, K2/K1, 1) is a special case of (54) and is shown in Figure 
7 for the values of the arguments used in this paper. The symbol N used for this 
function is in honor of Franz Neumann who first presented the solution to this 
type of problem [Neumann, 1860]. With this solution we may thus construct 
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Stefan approximations as in the case of the gutted problem by substituting ()0 (~m) 

for fJ8 and by regarding A. as a function of ~m· The Stefan approximation for the case 
with unmatched thermal constants docs not have a discontinuity in the gradient 
at ~m(O); hence it does not satisfy equation 26d. If K2 = K 1 or a'f/(~, O)/o~ = 0, 
this Stefan approximation will satisfy the field equations and boundary conditions 
in the same way that it did for the gutted problem. 

Because of the fact that the thermal constants of the two phases differ, 
equations 25 and 26 are rather complicated in comparison with the gutted 
problem. These complications arise because the temperature has a discontinuous 
gradient at certain points. In the definition of fJ (~, ,-) == 'fJ (e, ,. ) - 'fJ (~, 0) we have 
subtracted '1J (~, 0), which has a discontinuous gradient at tm (0), from 'fJ (~, r), 
which has a discontinuous gradient at ~m ( T). Hence discontinuities in ae;a~ will 
exist at ~m(r) and ~m(O). Except at these two points, ae/at will be continuous 
everywhere, as can be seen in Figure 13a. The resultant perturbation temperature 
distribution is thus quite different than that for the three previous cases, and the 
final distribution, () (~, oo), is not identically zero everywhere. The equation for 
d~m/dr now includes the term [1 - (I{:!fK1)] [a17(e, O)/a~], and at the initial 
position of the phase boundary, equation 26d applies. The term 

( 1 - K2) OrJ(~. O) I 
K1 a~ ~~~m-<~> 

in (26c) is a constant and therefore does not dominate the behavior near the 
singularity in d~in/dr. The initial behavior in all regions will therefore be like 
the initial behavior of the gutted problem. If K2 >K1, the term 
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Fig. 13a. Model 4 and model 5 with conductivity difference (K:i 
=I= K1): Initial temperature and tempcratur~ after 2 X 10° years . 
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curve shows EJ(x, t) at the same time. Note the discontinuities in 
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is negative and acts like a heat source; thus it tends to decrease the magnitude of 
the velocity of the phase boundary. The additional term in (26d) has the same' 
magnitude but is of different sign, and it acts like a sink at the boundary ~m(O). 
If we attempt to extend the Stefan approximation to treat this case, the natural 
extension would be to replace C in equation 26c by 

c + (1(2 - 1) ari(~. O) I [~m(O) -2~m(r)] 
K1 a~ Hm(T) 2A. 

which is analogous to SA2. We shall not use this, however, in the ensuing 
discussion. 

We may estimate the time rt at which the term 

(
/(2 1) aTJ(~. 0) I 
IC a~ ~ ~ tm-co> 

in equation 26d has a significant effect on the temperature. This will certainly 
be the case when the flux from the Stefan approximation is equal to the jump in 
flux at the boundary ~m (O): 

K2 aesA I - (K2 - i) ari(t O) I 
Ki a~ ~ ~ ~m co> - IC a~ ~ - ~m-co> 

This yields, using SAl 

where 

qi('A, a,' ~:y / D) 

and >.. is the root of 

where 

(' " /D r.r ;r.~) N(f..., a, K2/K,, l)q1('A·, a, Ll"f/D) 
q2 A, a, w."f , L~2 L\.1 = (il'Y/D)[l + erf ('A/a112)]7r112a112 

For small enough>.. we may approximate q1 by 

q1('A , a , il'Y/D) ~ 7r112(il'Y/D)a112 + 2[1 + (il'Y/D)]'A - (2il'Y/3aD)'A3 

(48) 

For the parameters used in this paper, the error incurred in using this 
approximation is less than 2.5% . The function q2 is shown in Figure 14 for values 
of the arguments used in this paper. 

As has been seen in Figures 2 and 3, the heat due to the difference between 
the initial and final temperature distributions may be quite significant. Hence we · 
may expect that the redistribution of this heat will be a major feature of the 
problem and will govern the motion of the phase boundary when the singularity 
is no longer dominant and possibly before the effect of the lower boundary 
becomes evident. We may estimate the time rtt beyond which this will be the 
case by equating the transport of heat away from the phase boundary for the 
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StefaI1 approximation with the effective flux source 

( 1 K2) aTJ(~, O) I 
IC a~ t-tm-c .. > 

369 

at the phase boundary. This corresponds to the velocity of the phase boundary 
being zero if the temperature distribution in the neighborhood of the phase 
boundary is given by the Stefan approximation. Although this value of rtt will 
correspond to a value of ~m(rtt) from the Stefan approximation, which will be 
physically realizable, we should not expect either the Stefan approximation for 
~m or() to be a good approximation to the actual values at this time. This criterion 
yields, using SA! 

where 'A is the root of 

q;/i-., a, ~:y/D, KdIC) 

= N ('A, K2/K1, a, 1) + (IC2D/K2 ~:y)'A 2 
= [D~m(O) - E]/C 

This function is shown in Figure 14. 

(49) 

Since the final temperature distribution and location of the phase boundary 
depend strongly on the lower boundary condition, numerical solutions were first. 
obtained for two cases: constant flux (model 4) and constant temperature (model 
5) at the lower boundary, which was fixed at 100-km depth. In both models K.2 

= 2K1. 
The temperature distributions for model 4 at selected times are shown in 

Figure 13b. For extremely short times these are almost identical to those of the 
gutted problem. The discontinuity in 
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Fig. 13b. Model 4. Perturbation temperature at selected times for the 
case with constant flux at the lower boundary. The initial pulse develops 
similarly to that in Figure 6 but is changed later by the development of 
the discontinuity in o0/ox at M(O) = 39 km. Note the long-term transient 

and final steady state. 
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Fig. 13c. Model 5. Perturbation temperatures for the case with constant 
temperature at the lower boundary. Note the limited long-term transient 

and final steady state. 

is apparent at r = 6 X 10-4 in the third temperature profile. This may be com­
pared with the estimate for rt of 3 X 10-4 in Table 3. The position of the phase 
boundary may also be compared. The value for rtt is also given in Table 3. By 
this time the discontinuities in the temperature distribution are well developed, 
and the incipient behavior of the long-term motion has begun to manifest itself. 
The effect of the discontinuity on the temperature may be seen in the last five 
temperature profiles, in which the long-term transient obviously dominates. 
Through profile 4 the temperature everywhere exceeds the initial steady state; 
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Fig. 14.· Graphs of the functions q2 and Q3 for selected values 
of the arguments. These functions define (rt) 1

'
2 and (rtt)112

, 

A.tt and A.t. ;>-..tt is the root of Q3 (;>-..tt, a, t,.'Y/D, KdK1) = 
(D~m(O) - E)/C and (rtt) 112 = CA.K1/K2 t,.'Y. A.tis the root of 
Q2 (;>-..t, a, AA./D, K2/K1) = (D~m(O) - E)/C and (rt) 112 == 

(~m(O) - E/D)/q1 (;>-..t, a, AA./D) (see text for Q1). 
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subsequent to this time (,_,rtt) the temperature for part of the region is less than 
the initial state and greater than the final state. 

The motion of the phase boundary for model 4 is shown in Figure 15a. Com­
parison of the numerical results shows that the motion is nearly identical with 
that of the gutted problem for T < -r1 t. The departure after that time is apparently 
d~e to the influence of the discontinuity in 

ae I 
a~ c=cm (0) 

and the dominance of the long-term transient for r > r 1 t. 
It should be pointed out that in models 1, 2, and 3, the Stefan approximation, 

· where applicable, appears to be nearly an exact solution. For model 4, while the 
Stefan approximation appears to be a reasonable one, it is not an accurate 
representation for B for sizeable displacements, as can be seen from the estimate 
for ~m(rt) and ~m(rtt). 

The long-term motion ~ay be estimated in a manner analogous to that used 
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Fig. 15a. Models 4 and 5. The position of 
the phase boundary versus times, comparing 
the effects of constant flux or constant tem­
perature at the lower boundary (c.f. Figure 
13b, c). Note that the curves for different 
values of N correspond to different time 

scales. 
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boundary condition is applied: Note that 
the long-term motion for model 6 is inter-
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in the previous cases. For a case with constant flux at the lower boundary, this 
yields a relaxation time 

f, = ~ {; + ~ ['£ + ml _ ~:J + ;,~ [ l + }) _ }) ( l _ ~) J} (50) 

which is given in Table 3. As can be seen in Figure 15a, there is a very prominent 
long-term transient, as would be expected from the steady-state discussion and 
the magnitude of ri for this case. 

The time T**' after which the above long-term behavior should obtain, is 
given by 

r** = 2(1 - E/ D) 2/a7r2 (51) 

which is analogous to equation 46. This is given in Table 3. 
We now consider model 5, which is identical to model 4, except that the lower 

boundary condition is taken as constant temperature rather than as constant 
flux at the lower boundary. 

The governing equations for case 5 are, of course, identical to those of case 
4, except for the change in the lower boundary condition. Hence, the same criteria 
for the breakdown of Stefan behavior at r = rt and r = Ttt apply, and the only 
difference between the two cases occurs for long-term behavior governed by the 
lower boundary condition. 

The final equilibrium position of the phase boundary for this case is given 
by the root of 

(D + 1'1) ('Y1 - 1)~! + [n + 1'1 - 'Yi ?J(l, O) - ('Yi - 1)E l~m - E = 0 (52) 
'Y2 'Y2 'Y2 ...... 

Thus for this case ')' 1 r: ')'2 (or IC r: K 2), ~m( oo) will not be E /D, as in the previous 
cases. For this · reason the Stefan approximation is not internally consistent in 
that ~m sA may be less than ~m( oo ). The formal equations of the Stefan approxima­
tion which are used for estimates of rt, rtt may be subject to more error than in the 
previous cases, and ~m sA (rtt) may lie outside of the accessible region for ~m· In 
addition, the long-term behavior for this case may be significantly different from 
that of the cases where ~m( oo) = E/D. 

Construction of a quasi-steady-state temperature distribution with the cor­
rect limiting end point ~m( co) yields 

1 d~m 
(~m(r) - ~m( oo )) dr 

2~m( 00 )(D + 'Y1.)['YI - 1] - E['Yt - 1] + D +'Yi - 'Yi ?J(l, r) 
~ ')'.2 "12 "12 

[C+((D+'Y1)~m( oo )- ~E) (i-L)+2'Y 1 (D+y1 -?J(l, O))J [1-~,,.( oo) ]~,,.( oo) 
'Y2a 'Y2a 

-1 = -_- as ~m~~m( 00 ) 
Tz 

(53) 

Comparison of the actual and approximate values may be seen in Table 3. 
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The long-term relaxation time for this case is considerably less than that for 
model 4. In addition, the distance the phase boundary must move is less for this 
case than for model 4. 

The development of the temperature distribution with time is shown in 
Fjgure 13c. Prior to 20 X 10° years the temperature distribution for this case is 
nearly identical to that for model 4 (cf. Figure 12b); after that time the two 
models diverge. Model 5 attains equilibrium fairly rapidly, in contrast to model 
4 whch approaches equilibrium quite slowly. 

This may also be seen in Figure 15a, which shows the motion of the phase 
boundary for both cases. The long transient for model 4 is apparent. On the other 
hand, in model 5, the phase boundary nearly reaches its final position before the 
long-term behavior becomes evident; in fact, for this case a long-term transient 
is essentially nonexistent in relation to the total displacement of the phase bound­
ary. This illustrates the primary effect of the lower boundary condition on the 
problem. For constant temperature at the lower boundary b (t), equilibrium is 
approached by internally redistributing the excess heat from ~ > ~m to the region 
~ < ~in, which has a heat deficit compared with the final state. In contrast, for 
constant flux at b (t), there is no region that has a lower temperature than the 
final steady state; hence the excess of heat cannot be compensated for internally 
and must escape at the boundary ~ = 0, which leads to a major long-term 
transient. 

In the preceding models the thickness of the region was 100 km and the 
phase boundary was originally near the center of the region. To evalute the 

. effects of distance to the lower boundary, we have investigated model 6, in which 
the lower boundary is at 200 km, at which the temperature is constant. 

The motion for short times will be the same as in cases 4 and 5; the only 
difference will be the long-term behavior and the final position of the phase 
boundary. 

The long-term relaxation time will be given by equation 50, as it was for 
model 5. Note, however, that, since b0 is different for the two models, the scale 
factor relating 'dimensionless time r to real time t will not be the same for the 
two cases. As can be seen in Table 3, the relaxation time for model 6 is nearer 
that for model 4 (constant flux at 100 km) than that for model 5 (constant T at 
100 km). The final position of the phase boundary will be intermediate between 
those for models 4 and 5. In the limit b0 ~ oo for the same initial steady state, 
the final position of the phase boundary will be E/D for either boundary con­
dition. 

The motion of the phase boundary is shown in Figure 15b, where it is com­
pared with model 5. Comparison with Figure l5a will demonstrate that this case 
is intermediate between models 4 and 5. 

Comparison of the effects of different boundary conditions and the depth at 
which they apply shows that the boundary conditions do not affect the short-term 
behavior; they do, however, significantly affect the long-term behavior, both in 
terms of the rates of movement of the phase boundary and its final position. In 
the consideration of a realistic geophysical problem including the thermal im­
pedance of the material causing the pressure pulse, sedimentation and erosion 
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rates ·(particularly the latter), and isostasy, it is clear that the choice of the lower 
boundary condition may be primary in determining the elevation and duration 
of positive surface relief. The proper lower boundary condition that describes th~ 
actual geophysicai conditions is not obvious to the authors. 

In model 5 the pressure pulse was the maximum that could be applied without 
overdriving the system. To better illuminate the response when (1/C) (D~m(O) -
E) < 1, model 7 was investigated. In model 7 the latent heat was taken as 30 
caljg, rather than 15 caljg, as in model 5. Otherwise, the models are identical. 
The short-term behavior for this model agrees with that predicted by the Stefan 
approximation, as can also be seen in Table 3. As in the comparison between 
models 1 and 2 for the gutted problem, the greater latent heat significantly slows 
the phase boundary in the region of Stefan behavior. The long-term behavior is, 
however, little affected by the larger latent heat, as is expected, since the primary 
process is the redistribution of the heat of the initial temperature distribution. 

All the preceding models have had the same reduced Clapeyron curve D~m -
E, which partly determined: (1) the total displacement of the phase boundary 
~m (O) - ~m (co) ; (2) the initial temperature at the phase boundary D~m (0) - E; 
(3) the criteria T* and Tt for cessation of Stefan behavior; and (4) the long-term 
relaxation time Tz. 

As an illustration of the effect of the Clapeyron slope, model 8 was con­
structed such that the reduced Clapeyron slope was reduced to one-half of its 
value in the previous models. In order to keep ~m(O) unchanged (for purposes of 

. comparison with previous models), it was necessary to alter E as well. All other 
parameters were unchanged from model 5. The numerical and theoretical results 
are presented in Table 3. The agreement is as expected from previous cases. It 
should be noted that the short-term motion is slower than in model 5, owing to 
the smaller initial perturbation temperature at the phase boundary, and that the 
long-term transient is more prominent, owing primarily to the larger total dis­
placement of the phase boundary for this model. . 

In all the models that have so far been considered, we have taken a = Kz/K.1 . 

Since a appears only in the field equations, whereas K.2/K.1 appears in the 
boundary conditions, it was considered desirable to consider a case for a =I= K.2 /K. 1• 

This was done in model 9. A Stefan solution has been presented that approximates 
this model and may therefore be compared with the numerical solution. The mo­
tion of the phase boundary compared with that for model 5 is shown in Figure 16. 
The motion for model 9 is initially faster than that for model 5, because the 
smaller diffusivity of model 9 reflects a larger heat capacity (K = K/ pc). Thus 
more heat may be released into the region behind the phase boundary for the 
same rise in temperature as for model 5. The fact that model 9 lags behind model 
5 for longer times ( t ;G 7 X 104 yr) is due to the redistribution of the heat that 
was originally behind the phase boundary. Again this is a reflection of the greater 
latent heat of model 9·. The approximate solutions for both short and long times 
are again in good agreement with the numerical results. 

Convective heat transport. We have so far discussed only the most elemen­
tary cases in which we neglected convective heat transfer and the presence of 
heat sources. We now turn to the investigation of the effects of including convec-
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Fig. 16. Models 5 and 9. The effect of the thermal 
diffusivity of the lower layer on the motion of the 
phase boundary. Although both curves have the 
same endpoint, there are slight differences in. the 

detailed motion of the phase boundary. 

tive heat transfer, which is expressed by the term 

(ae(~. r) + aTJ(~. 0)) 
v a~ a~ 

in the field equations 25 and the motion of the lower boundary f3 ( r) . Thus the 
difference in density of the two phases will no longer be neglected, and the mass 
in the region 0 < ~ < f3 ( r) will be conserved. In the ensuing discussion we will 
assume K 2 > K1. 

For short times less than -r·""*, as defined in (51), the effect of the lower 
boundary f3 ( r) will be insignificant and we need only investigate the effect of the 
convective term in the field equation. Owing to the nonlinearity of the field equa­
tions with the convective term included, it is no longer possible to consider the 
perturbation temperature {) (~, r) separately from the initial steady state, as is 
indicated by the presence of the term [ a17 (~, O) /a~] in the field equations 25. 

Initially the velocity of the phase boundary and the temperature gradients 
in the neighborhood of the phas{1 boundary are singular, and [ ae (~, T) /a~] will 
dominate the convective term in the field equations in the neighborhood of the 
phase boundary. We may investigate this term by appealing once again to the 
Stefan approximation. A solution to the generalized Stefan problem, including 
convected heat, may be obtained from the form given by Carslaw and Jaeger 
[1959, p. 290]: 
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Br(~m) [ 1 + . £ ~ - ~,,,(O)J , 
1 - erf /.. er 2r 112 ' 

8,"(~, r) = 1 + e~·g;;/a"'p,) {1 - erf [~2~~·B~ + A(;,a:pl ]} ~ ;:: ~m(r) 
~m(O) - ~m(r) = .2A.(~m)r112 

where ,\ is the root of 

N(A., a, K2/K1, P2/ Pi) 

{ 
-X• T.( -(Xpi/a 1 1•p,)• }-1 8 

- 1/2 e 1' 2 e = c~ (~m) (54) 
= A7r 1 - erf /.. + IC a 112 [l + erf (A.p1/a 112 

P2) J 

This is an exact solution to the problem defined in (25) and (26) if (1) u2 = 
u1; (2) [o17 (~, O)/o~] = O; (3) O(~m, ,-) =constant; and (4) the region is infinite. 
Owing to the initial singularity in d~m/dr, condition 2 is nearly satisfied near the 
phase boundary for short times for all cases. 

The function N (A., a, K 2/ K 1 , p.j p1 ) is shown in Figure 7 and compared with 
N(A., a, K2}K1 , 1) for equivalent arguments. It is evident from the similarity of 
the two curves that th~ term v(iJO/o~) in the field equation has little effect on the 
velocity or position of the phase boundary for a 20% difference in density. In 
region 1, at a given time, the effect of convected heat does not change the func­
tional form of the temperature distribution but only the magnitude of the per­
turbation, because of the change in the value of the root of N (A., a, K2/K1, p2/ p1) 

as compared with N (A., a, K 2/K1, 1). In region 2 the spatial temperature distribu­
tion will be altered owing both to the scaling due to the change in the charac­
teristic root and to the motion of colder material toward the phase boundary. 
This will tend to decrease the width of the temperature peak to the right of the 
phase boundary and corresponds to a translation of the temperature distribution 
by [2A. (p2 - p1) I p2] ,.112. 

As has been stated, the singularity in [oB(~, ,-) ]Jo~ at r = 0 makes [o17 (~, O) ]/ 
o~ or any other finite term negligible in the immediate ·neighborhood of the phase 
boundary for the initial motion. At points somewhat removed from the immediate 
vicinity of the phase boundary, however, the terms [oB(~, ,-) ]/o~ and [o77 (~, 0) ]/ 
o~ may. cancel for some given points in space and time. As seen from the Stefan 
problem, such 'accidental' cancellations should not significantly affect the actual 
solution to the problem, since the effect of convective heat transport is small for 
the cases considered here. 

At distances from the phase boundary where the temperature is little affected 
by the heat released at the phase QOlmdary, [o77 (~, 0) ]/o~ will become the domi­
nant term in the field equation. In the limiting case at point ~i, where the tem­
perature is invariant 

D'f/(~. r) I = 0 
Dr E~E• 

and 

[ae(<. r)]/ar I 
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will apply. Thus [ a:!a (~, r)] ;ae = 0 and the time dependence of the temperature 
is completely dominated by the convective term. This will apply at the lower 
boundary ~i = f3 ( r), if YJ (/3 ( r), r) = constant. If the lower boundary condition is 
constant flux, then 

ae(B( r), r) 
a~ 

ari(B(O), 0) 
a~ 

ari(B( r), 0) 
a~ 

If there are no sources, it follows that [ aa (/3 ( r) ;r)] /a~ = 0; hence again the term 
[oYJ(~, O) ]/a~ completely dominates the convective term. In these cases the changes 
in temperature are totally due to the translation of the initial temperature dis­
tribution. 

The principal effect of the motion of the lower boundary is its effect on the 
final equilibrium position of the phase boundary and the final temperature distri­
bution; even this, however, is slight for geophysically reasonable models. 

From the preceding discussion it can be seen that the neglect of the convec­
tive heat transport results in two effects: (1) the temperature distribution in the 
immediate neighborhood of the phase boundary will be altered and the motion of 
the phase boundary will be too slow; (2) the total movement of the phase bound­
ary, ~m (0) - ~m (co), will be slightly overestimated and the final temperature will 
be too low. The magnitude of these errors will, of course, depend on the values 
of the parameters used. For the geophysical situation considered in this paper, 
the errors appear to be unimportant, especially considering the uncertainties in 
the lower boundary condition and the values of the parameters. 

It may be noted that, if the nonlinear terms in the field equation are 
neglected, but the lower boundary ·p ( r) is moved so that the matter conservation 
equations are satisfied, and the correct boundary conditions are applied at that 
point, then the system will approach the proper final equilibrium state. This ap­
proximation effectively generates, however, an anomalous transient in the tem­
perature distribution corresponding to a heat source or sink depending on the sign 
of the velocity. This may be understood by referring to Figure l 7a. In the region 
between M ( t) and b ( t), the nonzero value of ® is primarily due to convected 
heat. If this means of heat transport is neglected, the final temperature distribu­
tion in this region will have to be attained solely by conduction, which will gen­
erate a long-term transient. 

In order to show the effects discussed in the preceding paragraphs, numerical 
solutions were obtained. In both models 10 and 11 the parameters are identical 
with those of model 9. In model 10 the lower boundary f3 ( r) was moved to satisfy 
mass conservation in the region 0 ~ ~ ~ f3 ( r), and the temperature at f3 ( r) was 
kept constant. The convective term v{ [oB(~, r) ]/a~ + [a17 (~, 0) ]Ian in the field 
equation was neglected. Model 11 is identical to model 10 except that the convec­
tive heat transport is not negle~ted. The position of the phase boundary with time 
for each case is shown in Figure 18. It should be noted that both cases have the 
same final equilibrium states. 

The temperature distributions in the vicinity of the phase boundary at a rela­
tively short time are shown in Figure l 7b for both cases. It may be seen that the 
phase boundary for the model including the convective term has tra velcd slightly 
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Fig. 17a. Model 11. Initial temperature and temperature after 
0.9 m.y., showing the effect of convective heat transport. The 
upper detail shows the effects due to the convective heat trans­
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Fig. 17b. Curve A shows the temperature in the neighborhood 
of the phase boundary for model 11 for short times. Curve B is 
for model 10, in which convective heat has been neglected but 
the lower boundary moved to conserve mass. The dashed curve 
shows the ratio of the convective term V aT /ax to the total time 
derivative of the temperature DG/Dt = ao/at + V (DT /ox). 
This ratio is less than 0.2 near the phase boundary except for 
an isolated point and becomes dominant in the region approach­
ing the lower boundary. The + and - signs correspond to 
branches of the dashed curve where V (oT/ox)/(DG/Dt) is 

positive or negative, respectively. 
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Fig. 18. Effect of convective heat on the motion 
of the phase boundary. In model 10 (dashed line), 
convective heat is neglected but mass is conserved by 
moving the lower boundary. In model 11 convective 
heat is not neglected. The difference between the two 

r curves for long times is due to the anomalous long­
term transient that results from the neglect of con­
vective heat in model 10. In general the difference 

between the two curves is small. 

farther than for the model neglecting the convective term. In addition, the tem­
perature immediately behind the phase boundary is lower for the former case, 
owing to the motion of 'colder' material toward the phase boundary. Farther be­
hind the phase boundary, the temperature for the case with convective heat trans­
port is greater than for the other case. This is due to the term v [ a71 ( ~' 0)] I a~ and 
is a result of the translation of the whole region ~m :S ~ :S f3 toward the phase 
boundary. 

Also shown in Figure 17b is the ratio of the convective term V (aT /ax) to 
the total time derivative D®/Dt = (a®/at) + V (aT /ax) for model 10. Since the. 
velocity vanishes identically in front of the phase boundary, this ratio also van­
ishes. Immediately behind the phase boundary the convective term is up to twenty 
per cent of D®/Dt. The singularities in the ratfo at depths of 39.2 and 42.3 km 
are due to the vanishing of D®/Dt and do not have a noticeable effect on the 
temperatures at these points. At depths greater than 43 km the neglected convec­
tive term would account for all the temperature, as is seen by comparing the 
temperature for model 11 in this region. At the point {3 ( r) (which may be seen 
in Figure 17a), the ratio is -1, as required by the invariance of the temperature 
at the lower boundary. 

Thermal blanketing and reversals. In all the preceding discussion we have 
assumed that the pressure pulse t:.P has no thermal impedance. As discussed in 
the section on static behavior, the initial effect of a thermal blanket is insignifi-
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cant, and the phase boundary will rise in response to the pressure pulse and move 
toward the position 1111 as determined for no thermal impedance. However, the 
upper boundary conditions must finally dominate and cause the phase boundary 
to move toward the true equilibrium position, which may involve a reversal of 
motion. The time and position at which such a reversal occurs is of deep signifi­
cance, since these factors determine the depth of maximum subsidence and the 
time at which the motion of the surface will reverse and uplift will begin. The 
time and position of reversal in conjunction with erosion rates, will govern the 
height and duration of positive relief. 

Although it is not the purpose of this paper to discuss the detailed geophys­
ical problem, including the effects of sedimentation and erosion rates, we can 
point out the basic effects that will result and the characteristic constants of the 
motion. We will present a discussion of the more complete geophysical problem in 
another paper. 

Let us consider a sediment layer of thickness s = t:.P /pg at zero temperature 
deposited instantaneously on the surface x = 0. The top of the sediments will 
then be at x == -s. The temperature distribution immediately after the deposi­
tion of the sediments will be 

T(x, O) = 0 -s :s; x :s; 0 

T( 0) 
= J(O, 0) 

x, K1 x 0 :s; x :s; M(O) 

T(x, O) = J(O, O) (x - M(O)) + .J(O, O) M(O) 
K2 K1 

M(O) :s; x :s; b(O) 

Subsequent to deposition, the temperature of the sediments and the material 
beneath the sediments will rise because of the flux from beneath, which is com­
prised of the initial flux and the flux due to the latent heat released by the phase 
change. The temperature gradient in the region 0 s x s .J.llvf (t) will therefore be 
decreased, which will slow the motion of the phase boundary. 

For short times the effect of the thermal blanketing will be small in the region 
of the phase boundary, and the initial motion of the phase boundary will be es­
sentially Stefan-like in behavior as shown in Figure l9a. Eventually, however, 
the temperature distribution in the region -s s x s M (t) will become substan­
tially different from that for Stefan behavior, owing to the effects of the bound-

. aries, which differ from those discussed in the previous sections because of the 
thermal blanketing caused by the sediments between -s s x s 0. 

We may estimate when the effects of the thermal blanketing will become 
significant by considering the superposition of the solution to the thermal blanket­
ing alone superposed on the solution for Stefan behavior. 

As the problem is intrinsically nonlinear, this approach is not exact. As be­
fore, however, we assume that a good approximation for ~m is obtained if the 

·approximation for () is a solution to the field equations, _satisfies the initial con­
ditions satisfies the boundary condition at ~m, and approximately satisfies the 
other boundary conditions. We will first formulate the problem exactly and then 
obtain approximations for fJ. 
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parison with model 11. 

In terms of the pe1;turbation temperature (), the problem for the thermal 
blanketing may conveniently be formulated by defining 

TJ(~, 0) = 'Yi~ ~. s; ~ s; 0; ~. = -s/bo 
This extends the initial temperature distribution into the region where 

the sediments will be deposited such that d7J(~, O) /a~ is continuous, thus as­
suring that()()(~, T)/a~ will be continuous in the region ~s s; ~:::; ~m(r) for r > o. · 

The initial perturbation temperature distribution is thus 

e(~, O) 

e(~, O) 

e(~m(O), O) 

~. s; ~ s; 0 

0 s; ~ ~ {3(0), ~ ~ ~m(O) (55) 

The boundary condition at the surface becomes ()(~s, r) = -y1~8 • This initial 
state may be seen in Figure 19b. 
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Fig. 19b. Perturbation temperature profiles for model 13. The sediments 
initially have the perturbation temperature shown to the left of x = 0. 
The phase boundary reverses its motion at r = 0.0192, just after the time 
of the second to last profile. The last profile shows the final steady state. 
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\Ve will here consider the case where ~8 is small relative to em· If we then 
neglect some of the heat initially in the sediments, i.e. () (~, 0) = -y1~ ~ 0, 
~8 < ~::;; 0 then 

e(~., O) = -'Yi~. 

e(~, O) = 0 

O(~m(O) 1 0) = Oc(~m(O)) 

an approximate solution for short times will be given by [ Carslaw and Jaege_r, 
1959, p. 310] 

OR(~, T) = OsA(~, T) + OB(~, T) 

Bn is the solution for a slab bf thickness ~m - ~s' initially at zero temperature, whose 
boundaries at~. and ~mare maintained at temperatures of -')' 1 ~. and 0, respectively. 
Thus 

()- (t ) = ')'18 ~ { ·f [(2n + 1) (~m - ~ .) - ~m + ~] 
u ~, T b. L.J CI C 2 1;2 . 

0 n=O 7 

_ ·f [(2n + l)(~m - ~.) + ~m - ~]} e1 c 
27

1;2 

for ~m(r) ~ ~ ~ /3(r). 

Bn satisfies the initial condition Bn = 0 everywhere except at ~ = ~0 and 
On(~., T) = -')'~ •. Hence OR = On + e SA satisfies the initial conditions and the 
boundary condition On(~m' T) = Bc(~m). The boundary condition O(~. , T) = -')' 1 ~. 
is in error · by the amount BSA(~s ' T) and that at /3(r) is in error by BsA([j(r), T). 

Inserting OR into the Condition at the moving boundary ~m(r) yields 

-C d~m r-.; Q(t 'A) = _l_ {er. exp (-'A
2

) + ')' 1 er. exp (-'A
2
/a) 

dr r-.; i;m, - 7r
112r 112 1 - erf 'A 'Y2(l + elf A./a112

) 

+ 2'Y,~. t, exp [ - (2n + !)~~~- - ~.)']} (56) 

Setting /.. = [~m(O) - ~m(r)]/2r112 and Oc = D~m - E thus results in a first­
order differential equation for ~m(r) . This first-order equation may be integrated 
numerically to obtain ~m(r). The time at which the phase boundary reverses motion 
is defined as TR and for this approximation fn may be determined by the condition 
-C d~m/dr = Q = 0. Since fn is obtained by a simple integration, the effectiveness 
of this method for estimating rR is of considerable importance. 

In the above approximation, fR is a root of Q(~m' A.) = 0, which defines a 
curve in the (~m' /..) plane. Thus the intersection of a curve /..(~m) with Q = 0 defines 
(d~m/dr) = 0 for the approximation of f..(~m) used. It would be useful to obtain 
an analytic expression for TR in order to gain some insight into the dependence of 
TR on the other parameters of the system. Insofar as the position of the phase 
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boundary as a function of time prior to reversal does not deviate greatly from the 
Stefan approximation, we may estimate 'A by use of the characteristic equation 
(54) N(A., a, K 2/K1 , pif p1) = Oc(~m)/C and Q = 0, resulting in an approximation 
of rn. It should be noted that this approximation is internally inconsistent. 

For the case for small J., N ~ [7r112A/(1 + Ki/K.1)], and using (35) and (56), 
in which only the first term in the infinite series is retained, we obtain the approxi­
mate relationship 

(57) 

(58) 

For finite positive values of T, we must then have ,\ s; -271~8/ [ C (7r) 112], 

which implies that Be s; -1'l~s2/ (1 + K.2/ K1). For the case when K 2 = K 1 this 
sin1ply states that the perturbation temperature at the phase boundary at the 
time of reversal must be less than -Yi~s, which is the perturbation temperature 
at the top of the sediments. The transcendental equation (58) may be solved 
graphically for TR· 

Equation 58 may be too coarse an approximation, since the intersection of 
Q(~m, A.) = 0 with A.(~m) may be very sensitive to the trajectory A.(~11i). Since the 
determination of (~m ( TJt), TR) is the most subtle of the characteristics of the 
motion so far discussed, it appears desirable to use the set of equations most 
consistent with the actual problem and to integrate equation 56 directly. Never­
theless, equation 58 should not be in serious error, since it depends only logarith­
mically on the value of ,\. 

Two models that include the effects of thermal blanketing were studied, and 
numerical solutions were found for 8, ~m by solving equations 25 and 26 with the 
initial and boundary conditions 55. Models 12 and 13 have 3.64 km of sediments 
deposited on the surface, and the lower boundary condition was fixed at a depth 
of 95 km beneath the bottom of the sediments. Otherwise models 12 and 13 arc 
identical to models 2 and 11, respectively. 

The temperature distributions . for model 13 at selected times are shown in 
F igure 19b. The time of reversal is TR = 0.019. The temperature curves show 
that as the time approaches TR, the temperature everywhere in the region between 
the sediment surface and the phase boundary has risen significantly and at TR 

the temperature distribution is dominated by the effect of the sediments. :Model 
13 takes into account different properties of the phases and the motion of the 
lower boundary. Nevertheless, the essential behavior is quite similar for both 
models 12 and 13. 
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TABLE 4. Actual and Predicted Reversal Times of the Phase Boundary 

Model 12 13 

TR 0.0219 0.0192 
~m( Tr) 0.3175 0.3379 

fn, 0.0278 0.0284 
~m(fn1 ) 0.3117 0.3170 

fn. 0.0162 0.0151 
~mCrnJ 0.3022 0.3010 

Estimates for rn were obtained from equation 58 (rnJ, and by numerically 
integrating equation 56 (rR.) to find the point Q = 0. These values are given in 
Table 4, as are the corresponding ~m values from equation 34a. The agreement of 
the f R with the actual value of TR is quite good. For either model, f R, overestimates 
and fn. underestimates rn. The agreement between ~m(fn) and ~m(rn) is not quite so 
~;)od, although it is satisfactory. It therefore appears that the theoretical considera­
tions provide a good estimate for the time and position of reversal, as well as a 
simple functional expression for this time in terms of the initial state of the system 
for the case of impulsive loading. 

Effects of (radioactive) heat sources. The presence of sources enters the 
pro bl em in two distinct ways: ( 1) as a term a ( cr1 - cr2 ) in the field equations 
and (2) in the determination of the initial steady state fJ(~, O) and the final 
equilibrium state. 

The source terms appear explicitely as the differen~e a(o-2 - cr1 ) in the field 
equation in region 3 but are not present in either region 1 or 2. They appear in 
region 3 only because of the change in spatial concentration due to the density 
change across the phase boundary, and they would vanish identically if p2/K2 == 
p1/K.1 • This region in which the source term appears comprises only the space 
between the phase boundary and its initial position, and, therefore, for the initial 
motion the region is extremely limited. However, owing to the source term, the 
final equilibrium value of cJ2fJ/ae will be nonzero, which will result in a curvature 
in () in region 3 as compared with the source-free case where () (~, oo) is linear in 
every region. This term thus generates a transient in fJ in region 3, owing to the 
difference between the initial state ()(~, 0) = 0 and the curved final state, where 
[CFO ( ~' co) ] I ae = <T1 - <T2. Insofar as a ( cr2 - .u1) is small, as would occur for 
most geophysical considerations, it is to be expected that the source terms are of 
little significance in the field equations. 

The initial steady state enters the field equations in the term v [ a'f/ (~, O) /a~] 
for convective heat. The effect of sources in making [CJ'f/(~, O)/a~] a linear func­
tion of ~ rather than a constant can be no greater than the effect that the term 
had in the case with no som:ces. As pointed out earlier, this term primarily com­
pensates for the mass transpor~ with respect to the fixed spatial coordinates and 
has only a minor effect. ' 

In the boundary conditions 26c and 26d, the terms [ a'f/ (~, O) /a~] appear as 
the break in slope of '1)(~, O) at the location of the phase boundary due to the 
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change of conductivity. The effect of these terms will be the same as in the case 
with no sources. Some minor differences will occur, since in the source-free case 
the exact mngnitude of this term is a constant independent of ~in (0). However, in 
the case with sources, since 77 (~, 0) is a quadratic function, the gradient will 
depend on the position of the phase boundary. 

In the models with no sources, the reduced Clapeyron curve ecW = rJcW -
77(~, O) was a linear function, ec(~) = D~ - E, since both 77cW and rJ(~, 0) were 
linear. When sources are present, however, '17(~, O) is no longer a linear function; 
hence ec W will also be a quadratic function of ~. This may be seen in Figure 20a. 
This figure compares the initial temperature T(x, O) and Clapeyron curve Tc(x) for 
a model with sources (model 14), with T(x, O) and Tc(x), for a no-source model 
(model 11), which is used to approximate the model with sources. The Clapeyron 
slopes [dTc(x)/dx] = dTc/dx = Gp1g are equal for both cases, as are the initial 
positions and temperature gradients at the phase boundary. Making these values 
coincide and utilizing equations 5 to construct the source-free model required a 
new value of F and J(O, O) = J, in the approximation. Thus Tc(O) is less than 
Tc(O) and J(O, O) is less than J(O, 0). In both cases the application of a pressure 
pulse !J.P shifts the Clapeyron curve a distance 6.P /pg to the left, and the tempera­
ture at the phase boundary increases by the same amount G 6.P for both cases. 
The reduced Clapeyron curves ec(x) and Gc(x) after application of the pressure 
pulse are shown on the right of Figure 20a. They have the same value and slope at 
the initial location of the phase boundary x = M ,. The initial motion of the phase 
boundary should thus be the same for both models. Owing to its curvature, 8c(x) 
diverges from Gc(x) for x ~ M,, and the former intercepts the x axis at a smaller 
value of x. Thus, for longer times the source model will depart slightly from the 
other, mainly owing to the different final equilibrium position of the phase boundary. 
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Fig. 20a.' Initial states for a model with moderate sources and an approximation 
to it without sources. The shift of the Clapeyron curve is shown. The reduced Clapey­
ron curve for each model is at lower right. The reduced Clapeyron slopes at the ini-

tial location of the phase boundary M, are the same for both models. 
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The magnitude of this difference will depend on the curvature of 6(x), hence on 
the magnitude of the sources. For larger sources than those shown here, the final 
position of the phase boundary could be substantially different for the two models 
and there would be a larger long-term displacement of the phase boundary for the 
model with sources. The effect of the curvature per se should be quite small, and, 
if proper account is taken of the initial and final positions of the phase boundary, 
the motion of the phase boundaries for the two cases should not differ significantly. 

Lastly, it should be noted that the final perturbation temperature distribu­
tion will be composed of straight-line segments except for the region between 
~m (0) and ~m (co), and that only in this region will the sources directly affect the 
temperature distribution. Thus the dependence of the solution on the source 
distribution is extremely limited, and we may therefore expect to be able to 
represent quite adequately a model with sources by a suitable model with no 
sources. 

In order to compare a model with sources with a 'no-source' approximation 
to it, a numerical solution was obtained for model 14, which has a source concen­
tration of 3.6 x 10-14 caljg sec in each phase. These heat sources, distributed 
through 100 km, are able to account for all the surface heat flux of 1.0 µcaljcm 2 

sec, as may be seen in Figure 20a. Model 11 is a 'no-source' approximation to 
model 14 in the sense that both have (1) the same initial position of the phase 
boundary Mi; (2) the same Clapeyron slope G; (3) the same reduced Clapeyron 
slope at Mi; and ( 4) equal initial pressure pulses applied to them, and all other 
material properties the same. This has been achieved by adjusting the zero inter­
cept of the Clapeyron curve F, and the initial surface heat flux J (0, O). The 
resultant values of the parameters are given in Table 1 and 2, and the initial 
states of both models may be seen in Figure 20a. 

The motion of the phase boundary for each case is shown in Figure 20b. For 
the first half of the motion, the ciiffarence between the two cases is insignificant. 
Since the final position of the phase boundary is different for each model, the 
motion for model 14 departs slightly from that for model 11 for longer times. 
Nevertheless, the behavior of the model with sources is entirely predictable from 
the model without sources, and we conclude that the effect of sources is insignifi­
cant for such cases, except in that they partly determine the final position of the 
phase boundary. 

Since the source concentration in model 14 was not particularly high, a 
numerical solution was obtained for model 15 in which the source concentration 
was 1.25 X 10-13 caljg sec. These sources were distributed only in the upper 40 
km of the crust, which was underlain by a layer with no sources but with thermal 
properties identical to those of the high-density phase. The resultant nonradio­
genic ~mat flux was only 3% of the surface flux of 1.5 µcaljcm 2 sec. The initial 
state for this model is shown !n Figure 2la. 

The first curve in Figure 2lb shows the final perturbation temperature for 
model 15 and illustrates the primary effects of the sources. The curve is not 
linear in the region between the initial position of the phase boundary M.,, and the 
final position M1• In addition, the discontinuities in o®/ax at Mi and M1 are not 
equal in magnitude, as they would be for a case without sources. The result is 
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Fig. 20b. Motion of the phase boundary for mod­
els shown in Figure 20a (models 14 and 11). The dif­
ference which begins to appear at t > 3 X 1()5 years 
is due to the different values of M ( oo) for each model 
(cf. 0a in 20a). Apart from the difference, the two 

curves are almost identical. 

32 33 34 35 36 37 38 39 

1?epth (km)-

aoo.....--.----,..~~~~~~~~~~~~~~~~~--,..~~~~,---..--. 

I 
I 

Clapeyron Curve {Initial-.._ 1 

Tc (x) = Gpgx Final /_Jl' ~-~T~(x~,0'.!._) :!!_W~ith~SO:!!!U!!<rc~eSL----::::;::::~::;.._--1 
. 600 

T(°C) 400 

200 

00~:.i._~10~.L-~2~0--1~~~,--.i_~4~0--...1L-.~50,.--..L_~6~o~L-.~1o~_J_-a~o~L-~oo~_J__J100 

Depth (km)-

Fig. 21a. Initial states for a high-source model (model 15) and two no­
source approximations (model 16 and 17). Model 15 has no sGurces below 

x = 40 km (cf. Figure 22). 
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Fig. 21b. Final perturbation temperatures for models 15, 16, and 17. Note that e(x, t') 
for approximation 2 comes nearest to e(x, ro) for model 15 (with sources), cf. Figure 22. 

that the temperature of the final state is everywhere greater than that of the 
initial state. This is in marked contrast with the models without sources investi­
gated earlier. We may expect that the result of this will be a limitation of any 
long-term transients in the motion. The short-term motion should remain un­
affected, however,.for the same reasons given for model 14. 

Model 15 was approximated by models without sources in a manner analo­
gous to the method used previously. In general, in constructing a no-source 
approximation, certain parameters are adjusted to make certain characteristics 
of the approximation coincide with those of the model being approximated. For 
our purpose, we wished to make the following values the same for both models: 
(1) the initial position of the phase boundary Mi; (2) the final position of the 
phase boundary M1; (3) the initial perturbation temperature at the phase 
boundary 0(Mi, 0); and (4) the final perturbation temperature at the phase 
boundary ® (J1ft, oo). This was done by adjusting the following parameters in 
equations 5, 7, and 26d: (1) the initial surface flux J(O, 0); (2) the zero intercept 
of the Clapeyron curve F; (3) the Clapeyron slope G; and ( 4) the pressure pulse 
D..P. This resulted in model 16, or approximation 1. The initial and final states 
are given in Figure 21, where it may be seen that the final state differs consider­
ably from that for model 15 in the region behind the phase boundary. 

The motion of the phase boundary for each case is shown in Figure 22. 
Approximation 1 and the model with sources have the same final position for 
the phase boundary. As can be seen in Figure 21b, approximation 1 has a much 
more prominent long-term transient; hence the phase boundary approaches its 
final position much more slowly and lags considerably behind the phase boundary 

. of the model with sources. The reason for this lag is that. in constructing the 
approximation we have changed the initial temperature gradient in the vicinity 
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Fig. 22. Motion of the phase boundary for models 15, 
16, and 17. Note that the curve for N = 6 has been omitted 
for clarity. Approximation 2 (model 17) is indistinguishable 
from model 1{5 for t < t' = 3.7 X 10° years (cf. Figure 21). 

of the phase boundary, which is obvious in Figure 2la. However, as was seen in 
the section on unmatched thermal constants, the initial temperature gradient 
enters the dynamic problem through the terms in dYJ/a~ in (26c) and (26d) and 
results in a slowing of the motion of the phase boundary, which becomes apparent 
for times near ,.t and dominant for times near -rn. The slower motion of model 16 
is primarily due to the effect of the larger temperature gradient near the phase 
boundary for this source-free model in comparison to the high-source model. The 
appearance of this effect by relatively short times indicates that attempts to 
approximate the long-term motion (in particular the final position of the phase 
boundary) may seriously affect the short-term motion. 

To better approximate the short-term motion, a second no-source approxima­
tion, model 17, was constructed in · a manner similar to that used to construct 
model 14. The only difference in the two methods of approximation is that, 
whereas the Clapeyron curve of model 11 matches the slope of the reduced 
Clapeyron curve of model 14 11t lvh model 17 has a reduced Clapeyron slope 
which is intermediate to the reduced Clapeyron slope of model 15 at points l\1i 
and A11. J (O, O) and F were adjusted to make the reduced Clapeyron curves for 
this model and model 15 coincide at Mi and ll!ft, as determined from model 15. 
The Clapeyron slope, pressure pulse and initial position of the phase boundary 
are the same for both models; only the final positions of the phase boundary and 
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the curvatures of the reduced Clapeyron curves are different. As can be seen in 
Figure 2la, this approximation (approximation 2) is more similar to model 15 in 
the vicinity of the phase boundary than was approximation 1. Figure 22 shows 
that this model approximates the motion of the phase boundary extremely well 
over nearly the entire displacement for model 15. At t = t', the approximation 
has reached the final position of the phase boundary for model 15, and at this 
point the two models have the same perturbation temperature at the phase 
boundary. The temperature distribution at this time may be seen in Figure 2Ia, 
where its similarity with the final · distribution for model 15 is apparent. In con­
trast, the final distributions for both approximations differ considerably from 
that for model 15, although approximation 2 appears to be the better one. 

These examples indicate that we cannot expect all the aspects of a model 
with sources to be represented by a no-source model. However, if no attempt is 
made to accurately model the long-term motion (e.g. by matching M1), then 
nearly all of the motion may be accurately modeled so long as the slopes of the 
temperature and Clapeyron curves are reasonably matched, as was done in models 

· 11 and 17. Thus the effects of sources on the dynamics of the short-term motion 
are extremely small. The main effect of sources is in the determination of the 
final steady state, which influences the long-term motion. The numerical results 
presented here are a clear verification of the conclusions about sources drawn 

· previously from inspection of the field equations in terms of the perturbation 
temperature. 

Time-dependent loading. In all the preceding discussions we have con­
sidered only the response to an instantaneous load causing a pressure change 11?. 
We will now extend this treatment to the case where P is time dependent; we 
will determine the condition that obtains when constant sedimentation rates may 
be approximated by an impulse load, and the criteria that determine if the phase 
boundary will be in 'secular equilibrium.' 

The effects of pressure enter the problem only through the Clapeyron curve 
'Jc(P) = GP - F; hence the field equations and boundary conditions remain un­
changed from those used so far, with the exception of the condition for the tem­
perature at the phase boundary (26e), (27d). In dimensionless form thi$ becomes 

(59) . 

where 

E(r) = (F /T0) - [GP(t)/T0 ] ;:::: E(O) - <p(r) 

P(t) is the time-dependent pressure applied at the surface. In all the previous cases 
with impulse loading, P(t) has been a step function of magnitude AP: 

·P(t) = 0 

P(t) = AP 

t < 0 

t ?. 0 

We have shown that the generalized Stefan approximation is an accurate 
representation for impulsive loading for short times primarily because of the singu­
lar behavior. In addition, by comparison with the numerical solution, it appears 
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that this approximation yields a reasonable description even after significant 
motion of the phase boundary has taken place, as long as the effects of the upper 
boundary are not strong. These conclusions. apply to any impulsive loading, how­
ever small. It therefore follows that the initial motion should always be of the Stefan 
form even for an infinitesimal l.l.P. This suggests that more realistic models with 
finite loading rates may be approximated with a sequence of small impulsive 
loadings, even though the problem is nonlinear. We are thus led to apply a Stefan­
type expression to approximate the temperature field for finite sedimentation 
rates and thus obtain an equation for d~m/dr. Letting O(~, r) = OsA(~, r) as before, 
we obtain from (27c), and (29) 

C d~m Oc(~m) ( 'f...2)[ 1 + 1 J dr ~ - w112r 112 exp - 1 - erf A 1 + erf A (60) 

where we have assumed P1 = P2, IC = K2, Ki = K2 for simplicity, and J...(~m) = 
[~m(O) - ~m(r)]/2r112 as before. For a sufficiently small impulsive load, A as deter­
mined from n(J...) = OjC is small. Therefore, for continuous loading with P(O) = 
0, n(J...) will be linear in A for some time. For such a case O(~, r) ~ BsAc (~, r), where 
BsAc(~,r) = BsA(~, r) under the condition rJ(A) ~ (7r112/2)"A and l.l.P = P(t). Equa­
tion 60 then becomes 

C <!:_~ r-.J -2 ~- _ -2 (D~m - E(r)) 
d r-.J 1/2 1/2 - 1/2 1/2 

'T 'ii" T 'ii" 7 

or 

d(~m(O) - ~m) -4D ( (0) ) + 4 (E(O) E( )) 
d(r)l/2 = C(n)l/2 ~m - ~"' C(7r)l/2 1 

-
1 

T _ 
(61) 

The condition of secular equilibrium is defined when the left-hand side of (61) 
is negligible and ~m ~ E(r)/D. This will be the case when 

I 1 d [E( ) E( )]I J1 dcpl 2D -1/2 

[E(O) - E(r)] dr 
1 

O -
1 7 = I; dr « C(7r) 112 7 

This criterion defines the conditions under which the system will respond to the 
loading. 

Direct integration of (61) yields 

~.(O) - ~.(r) = ; exp (-rr11
') J,"'' exp (rZ1

") [E(O) - E(Z)] d(Z1
") (62) 

where r == 4D JC (11") 112 is the natural rate constant for the system. Hence tran­
sients will decay as exp ( -rr1 l 2

), and a criterion for long times when transients 
will have decayed is rr1 l 2 == [ 4D / C ( 71") 112

] r1 l 2 » 1. If the loading rate is a linear 
function of time, cp(r) = E(O)- E(r) = DRr, where Risa constant determining 
the loading rate. In this case the criterion for secular equilibrium is rr112 » 2, 
and that for long times is rr1! 2 » 1, which are essentially the same. This criterion 
is independent of the loading rate. The time over which this approximation is 
valid will depend on the length of time before the effects of the upper boundary 
become large. 
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For a constant loading rate as above, (62) becomes 

) ( ) 2R 2R 112 2R ( . i12) 
~m(O - ~m T = Rr + -2 - - T - -2 exp --rr 

r r r 

or equivalently 

~m(O) - ~m(r) = 2Rrr312 £ ( -l)" (rr1 12t 
n~o (n + 3) ! 

(R ) 1/2[ 1 1 1/2 = T 2rr - - - TT + 
3! 4! ···] 

(63) 

The significance of the criteria for secular equilibrium and long times is apparent 
from these equations. In addition it may be seen that the initial velocity is 
proportional to ,.112

; hence the singular behavior that is characteristic of the 
Stefan problem is no longer present. 

We may represent an impulsive load by requiring that the product Rr remain 
finite as r --:) 0. The loading function is then 

E(O) - E( r) = RDr 

E(O) - E( r) = b.E (a 'constant) 

Using this in ( 62) , we obtain 

0 :=::; r :=::; D.E/RD = To 

( ) · ( ) !:::.E [ ( 112) ~ 2(n + 1) ( 112)n] ~m 0 - ~m r = D 1 - exp -rr ~ (n + 2) ! rro (64) 

for r > r 0 • For an impulse, r 0 --:) 0 and the infinite sum on the right of (64) 
approaches 1. Thus, the criterion for an impulsive load is that the terms other 
than the first in the sum may be neglected, or 

jrr0
112 = jr(b.E/RD) 112 « 1 

Thus the time criterion for impulsive loading is independent of the loading rate, 
and the response to any load deposited in a time considerably less than ,.0 = 
(3/2r) 2 will be as for an impulsive load. For the models considered here, this 
time corresponds to --'l million years. In this case (64) becomes for ,. > ,.0 

/::;,E i12 !:::.E ii2( rr
112 

) ~,,. (O) ""'.""' ~m ( r) = D- [1 - exp ( -rr ) ] = D rr 1 - - 2- + · · · 

and d~m/dr is initially singular and proportional to r- 112 as required for an impulse. 
In addition, since ~m(O) - ~m( oo) = t:..E/D, we may write the preceding equation 
as 

~,,.(r) - ~,,.( oo) = (!;;,E/ D) exp (-rr112
) 

which agrees with ( 47). It s;hould be remembered that the above results hold 
only when 

[Bc(~m)/C] = n(/..) ~ [(7r) 112/2]/.. 

i.e., they hold only for small pulses, and not for such large pulses as we have 
discussed in the previous sections. 
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A more general result for larger/.. may undoubtedly be obtained by extension 
of the methods given in this paper. 

Numerical solutions were obtained for three models with linear pressure 
loading. The models (18, 19, 20) were similar to model 2 and corresponded to 
the gutted problem. The loading rate R was taken as 0.1, 1.0, and 10.0 in models 
18, 19, and 20, respectively. These correspond to sedimentation rates of roughly 
10, 100, and 1000 m/106 years. The motion of the phase boundary for each model 
is shown in Figure 23. The initial motion, as seen in Figure 23a, is proportional 
to r 312

, as predicted by equation 63. The irregularities in the curves result from 
numerical errors due to changes in the space and time steps, which were necessary 
to limit the computation time. The logarithmic plot exaggerates the numerical 
irregularities for short times. 

The motion for longer times is best seen in Figure 23b. N ote that the time 
scale is different for each curve. Thus the curve for R = 0.1 extends up tor = 1.0 
(R-r = 0.1) or t = 355 X 106 years. Long-time behavior and secular equilibrium 
should obtain for r1 l 2 » 1/r = 0.04. Thus, for r 1 ! 2 

,...., 0.4 or r ,_, 0.1, secular 
equilibrium should obtain and transients will have decayed. As can be seen, the 
phase boundary is in secular equilibrium after this time and follows E (r)/D at 
a constant distance. 

For the Stefan approximation, the lag l of the phase boundary behind 
E (-r)/D is 

10-1 
Continuous Linear Loading 

i [E(Ol-Eh·l] = R-r 

E~Ol "' (m (0) = 0.391 
. 10-2 

Cm(O)-(m(T) ----

t 10-3 
T i 

10-4 

1: (0) _ /: (Tl: - 4- J2..RT3/2 
"'m "m 3.17r C 

% • 0.0915 

10-6 '--,-'-0-..._1 J......J..-'--,o-'--2....._.__.___.__10.::i..-3J......J..._..____.__1_._o-...1.-4 ..L....L-.L--10-'--s-'--'---'---'--, ..... o--f-6 _.__._..____-"10-~1 _.__.____. 

·-(m(Ol-(m(T) 

Fig. 23a. Motion of the phase boundary for models 18, 19, and 20, which have 
constant loading rates. The dashed curves show the initial motion expected from the 
Stefan approximation. The irregularities in the computed curves (solid lines) are 

due to numerical errors (see text). 

(65) 
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Fig. 23b. Linear plot of Figure 23a showing the motion of the phase boundary for 
a constant loading rate proportional to R. If secular equilibrium obtains, ~m(O) -
~m(r) = Rr and all continuous linear loading curves would fall on the same straight 
line, which is dashed. The times may be obtained from the Rr or Rt scales by divid­
ing by R. R = 0.1, 1.0, and 10.0 correspond to sedimentation rates of 10, 100, and 
1000 m/10° years, respectively. The solutions from the Stefan approximation are 
shown as individual points, which in each case lie above and to the right of the 
corresponding numerical solution. All curves lag behind E ( r) ID; the Stefan approxi-

mation overestimates the actual lag. 

At T = 0.16, the lag should be 0.003 in ~ or ,_,300 meters for R = 0.1. Inspection 
of Figure 23b shows that the lag remains around this value up to the time the 
computation was stopped when the displacement was around 10 km. 

The case for R = 1.0 is similar. Thus the lag at T ,_, 0.1 or t ,_, 35 X 106 

years should be ,_,0.022 or 2.2 km. The actual lag is ,_,0.015, and the phase 
boundary follows E ( T) / D at this distance after this time. Similarly the lag for 
the case R = 10 at T = 0.02 is 0.055, rather than 0.08, as predicted. In both cases 
this is probably due to errors incurred in the linear approximation of n(,\), which 
causes the Stefan approximation to overestimate the actual lag. For T > 0.02 in 
model 20 (R = 10), the lag does not increase much and the phase boundary 
follows E ( r) / D. 

The approximate solution for the position of the phase boundary without 
assuming secular equilibrium (equation 63) is rather good. A comparison of the 
computed results and those obtained from (63) are also shown in Figure 23 and 
indicate the accuracy of the approximation. The lag from (63) is seen to be 
greater than the computed lag, as mentioned before, and appears to place an 
upper bound on the magnitude of the lag. 

The effect of the surface should become apparent for T ,...., ~in2 ,_, 0.1 or t ,...., 
35 X 106 years. The boundary condition B(O, T) = 0 will result in the removal of 
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more hent from the vicinity of the phase boundary than would be the case for an 
infinite medium. This in turn would tend to decrease the lag of the phase bound­
ary behind ~ = E ( T) /D. The fact tlrnt the observed lag is smaller than that 
predicted by (65) is undoubtedly due to the boundary effect at~ = 0 in addition 
to the SAC approximation for the temperature field. For long times the surface 
effect predominates and the Stefan approximation should no longer apply. 

These three models span the range of sedimentation rates that would be 
expected in a reasonable geophysical model, and comparison of the numerical and 
theoretical results indicates that it should be possible to estimate the response 
of most models with reasonable accuracy. 

In the preceding discussion we have neglected the thermal impedance of the 
sediments. As discussed in the section on thermal blanketing, sediments will cause 
the temperature beneath them to rise, eventually stopping and reversing the 
motion of the phase boundary. The time at which this occurs is of paramount 
importance, since it signals the end of subsidence and onset of uplift, and hence 
also the cessation of sedimentation. Thus this will control the total amount of 
sediments, which in turn determine the total uplift. 

As we did for impulsive loading, we approximate the temperature field by 
superposing the temperature due to the sediments on the temperature from the 
Stefan approximation. Since the thickness of the sediments, s, will in general be 
small compared with the depth of the phase boundary, we shall neglect it. The 
boundary condition of the surface is thus 

8(0, r) ~ e(~sl r) = -'Yi~h) 
Ifs is not small in comparison with ~m' this case will overestimate the effect of the 
surface. For loading that is proportional to the time (constant sedimentation rate), 
the initial and boundary conditions for the temperature due to the sediments, 
One(~, T), are 

where 

One(~, O) = 0 

Onc(O, r) = ('Y1P1 WR/ Ps)r 

Bnc(~m1 r) = 0 

0 :::; ~:::; ~m 

T 2:: 0 

T 2:: 0 

W = [1 - J(O, O)/Gp1gK1] = D(To/Gp1gbo). 

p. is the density of the sediments and R is the rate parameter: 

R = _1_ P .• dt ds = _!_ p,,c1bn ds 
b0 W P1 dr dt W K 1 dt 

We will treat ~mas constant in the derivation of Bnc, which is justified as long as the 
displacement of ~m is small compared with ~m(O). 

The solution to this problem is given by Carslaw and Jaeger [1959, p. 102]. 
We are concerned with the heat flux at the phase boundary, ~m' since it is this value 
that will influence the motion of the phase boundary. This is 

a enc I = -'Y1P1 WR [:!.. - ~m - 2~m .i: c-:t exp (- n
2

:

2 r)] 
a~ ~-~,,. p. ~m 6 7r n-1 n ~m 
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This may be added to the flux due to the Stefan approximation to determine the 
velocity of the phase boundary, as was done in (56). 

-c d~m ~ 8011c I + ae f'. .\C I - aeP,\C I 
dr d~ ~ ~ tn.- ()~ ~ = tm- a~ t ~ tm+ 

This can then be integrated numerically from r = 0 to find the reversal time rn 
when d~m/ dr = 0. This is analogous to equation 56 for the case of impulsive loading. 

Alternatively, if secular equilibrium obtains before the reversal time, then 
-C(d~m/dr) ~ RC. But since this is proportional to the flux out of the phase 
boundary for the Stefan approximation, the criterion indicating the reversal of 
the motion may be approximated by 

(J0p,c I + aes~c I _ aeS/\C I = 0 
()~ Hm - ()~ Hm- a~ ~ - ~ m + 

or 

a Bnc I + RC = 0 
a~ ~ - ~m -

Thus, at the time of reversal, the following relationship should approximately 
obtain: 

~~m + t~ = r - 2~;n2 f c-;r exp (- n2~2 r) 
'Y1P1 W 6 7r n=1 n ~m 

(66) 

This may be combined with equation 63 and solved graphically for the time of 
reversal TR· This is analogous to equation 58 for impulsive loading. 

If ~m can be estimated, then (66) can be used alone to determine rn. For the 
parameters in models 18, 19, and 20, Tn = 0.048, 0.061, and 0.074 for ~m = 0.25, 
0.30, and 0.35, respectively. These values correspond to times of 17, 22, and 26 
million years. In each case the exponential terms have been negligible and Tn ~ 

(Cp./'Y 1P1 W)~m + ~m2 /6. If we substitute ~m(r) = ~m(O) - Rr in this equation, a 
quadratic equation for Ta is obtained and the dependence on the:rate R is readily 
seen. 

Thus the reversal time depends only weakly and indirectly (through ~m(r)) 
on the sedimentation rate. It is of interest to note that it depends on the ratio 
C/D (since Wis proportional to D). 

We have not obtained numerical solutions for models including continuous 
sedimentation and the thermal impedance of the sediments. These will be con­
sidered in a later paper considering the more complex geophysical problem. Never­
theless, the accuracy of the above expressions for the reversal time should not 
be in serious error and should exhibit the dependence of TR on the parameters of 
the model used, if we may judge from the cases for which we have obtained numeri­
cal solutions, in particular models 12 and 13. 

5. EFFECTS OF ISOSTASY 

In order to consider the effect of isostasy in conjunction with a phase change, 
we find it convenient to consider the following model : 
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X = X 10 sea level 

Pw 

x = x. top of sediments 
PH IC 

x = 0 bottom of sediments 
xl P11 IC 

x = M phase boundary 
P2, K2 

x = b lower boundary 
Pc 

---- x = Xe 'level of compensation' 

Mean sea level, xw, is taken as a reference level, fixed with respect to the center 
of the earth. The depth of water is w = Xs - xw; similarly, the sediment thickness 
is s = -X8 • The densities of the water and the sediments are pw and pa, 

respectively. 
We shall consider isostatic equilibrium to obtain if the mass per unit area 

is the same after the deposition of sediments as it was before. This is equivalent 
to considering a crustal block floating in a denser fluid substratum. 

We assume that the mass per unit area is always constant below x =Xe 

which is fixed with respect to the center of the earth, so that Xe - Xw is constant. 
Thus the mass per unit area above Xe will be constant if the column is in isostatic 
equilibrium, isostatic adjustments being made by varying the amount of matter 
of density Pc between x = band x = x0 by lateral flow. 

For simplicity we discuss the case with no heat sources and with constant 
heat flux at the lower boundary x = b. This is not a severe limitation, since in 
many cases an appropriate 'no-source approximation' can be constructed for 
models with sources. In addition we define 

Pw ( w) = {l if w ~ 0 
0 if w<O 

since w < 0 corresponds to the top of the sediments, Xs, being above sea level, in 
which case no water will be present. This allows generalization of the model to 
treat cases of deposition and erosion above sea level. 

The initial state of the model will be specified by the initial depth of the 
water, w0 , the initial sediment thickness, which we take as zero, and the initial 
location of the phase boundary, which will be determined by the intersection of 
the Clapeyron curve and the temperature distribution in the earth. The location 
of the lower boundary b will depend on the total mass of material between x = 0 
and x = b, which will be constant and on the position of the phase boundary. 

If sediments of thickness s are deposited on the surface x = 0, the phase 
boundary will initially move only in response to the pressure load, but it will lag 
behind its equilibrium position by a distance las discussed in the previous section. 
The resultant conversion of the low-density (p1 ) phase to the high-density (p2 ) 



72 

398 O'CONNELL AND WASSERBURG 

phase will result in the subsidence of the material in the region above the phase 
boundary. In addition, the entire block x ::; b will subside, owing to the isostatic 
response to the load of the sediments. The exact magnitude of this subsidence 
will depend on how rapidly isostatic adjustments are made. Except where other­
wise stated, we shall assume that the time scale of isostatic adjustments is much 
shorter than that of the response of the phase boundary; consequently, we assume 

· that a state of isostatic equilibrium always obtains. If on the other hand the 
time scale for isostatic adjustment is much greater than the time for the phase 
boundary to respond (as may be determined from the Stefan approximation), 
then the effects of isostasy will not be important and may be neglected altogether. 

For longer times the effect of thermal blanketing by the sediments will 
influence the motion of the phase boundary and may cause it to reverse the 
direction of its motion. For times less than the time of reversal, which can be 
estimated, the effect of thermal blanketing will be small, as was shown in the 
previous section on thermal blanketing and reversals. Thus we may discuss the 
response of the model to sedimentation for times less than the time of reversal 
by neglecting the thermal effect of the sediments altogether. We will include the 
effect of thermal blanketing later in the discussion. 

The requirement that the mass per unit area be conserved in the regions 
x ::; x0 and J ::; x s:; b, subject to x0 - Xw constant, gives the following relation 
between the sediment thickness s (t), water depth w (t), and initial water depth 
w0 • At any given instant of time 

(67) 
where 

Q, = p.[(1- _ L) _ l (1- _ L)] ; 
P• Pc W P1 P2 

i = S, W, Wo 

and 

Since Pw is a function of w, to allow the treatment of cases involving uplift 
above sea level (xa < Xw or w < O), we must distinguish between Qw and Qw.· 
The lag of the phase boundary, l(t) is defined as the distance of the boundary behind 
the position it would have if thermal equilibrium obtained at each instant of time. 
Equation 67 applies to a source-free model, in which case JM = J(O, 0). To treat 
a case when sources are present it is necessary to model the case with sources by 
a no-source approximation, as discussed in the section on radioactiye heat sources. 
In this case, JM ~ K 1 [T(M(O), O) - T(M(t), O)]/[M(O) - M(t)] and JM is con­
sidered as a constant. 

If p1 = p2, the phase change will have no effect on subsidence, and (67) 
reduces to the equation for ~sostatic .adjustment alone [Jeffreys, 1962, p. 336]. 
Similarly, we can obtain the effect of the phase change alone in the absence of 
isostatic adjustment by letting pc ~ co in (67). It should be noted that, when 
Q8 = 0, equation 67 is independent of s and the sediment thickness is indetermi- . 

· nate. 
The nature of the subsidence can best be seen by differentiating (67): 
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(68) 

At a given instant of time a negative value of dw / ds corresponds to a basin being 
fil1ed as a result of sedimentation or, conversely, a decrease in elevation as a 
result of denudation. If dw/ds = 0, the subsidence rate will be exactly equal to 
the sedimentation rate and the water depth will remain the same even though 
sediments are deposited. If dw/ds > 0, the water depth will increase with sedi­
mentation. For this case then, if the rate of sedimentation increased with the 
water depth, initial sedimentation would cause subsidence, which would result in 

· · even more rapid sedimentation and subsidence. Hence vve shall regard the case 
dw/ds > 0 as dynamically unstable. The two previous cases we shall regard as 
dynamically stable (dw/ds < 0) and neutrally stable (dw/ds = 0), respectively. 

Assuming Qw > 0, a given model will be dynamically unstable if 

QB + pif(l/ P1) - (I/pz)](dl/ds) < 0 
. As can be seen from the definition of Qs, this term will be negative for (1/W) 
[ (1/p1) - (l/p2)] > (I/ps - I/pc), which will be the case for sufficiently small 
W JM/ (K.1 Ggp1) or sufficiently close to 1.0. This condition can be attained for 
values of the parnrneters that are not outside the range of probability. (For 
example, for model 11, Qs = -0.012 if p8 = 2.4 and pc = 3.5.) In this case the 
value of dl/ds becomes critical in determining the sign of dw/ds, and hence the 
dynamic stability of the system. Systems that exhibit dynamic instability at one 

. time may become stable at later times, and conversely. This is due to the time 
dependence of l (t). 

It should also be noted that the possibility of instability is not due solely to 
the presence of the phase change, since instability would result if Ps > pc with no 
phase change. The phase change does, however, permit instability to occur for 
ps < pc, as would generally be expected in a geophysical model. The instabilities 
discussed here appear to have been overlooked by previous workers. 

If we consider the case of a constant sedimentation (or denudation) rate, 
then we can evaluate dl/ds for the Stefan approximation (SAC) from (65): 

dl ~ p,L(_I - 2W) (7rK1)112 r112{1 - exp [- 4J l\f w ( P1C1)
112 tl/2]} 

ds 4J MW P1C1 . P1L(I - W) 7rK1 

Values for dw/ds for models 11 and 17, taking p,q = 2.4, piv = 1.0, and po = 3.5 
are given in Table 5. These models are no-source approximations to models 14 
and 15, respectively. 

As can be seen, the lag of the phase boundary prevents model 11 from being 
unstable. Examination of Figure 23b reveals, however, that the Stefan approxi­
mation overestimates the lag by about a factor of 2. If we had used the value of 
the lag from the numerical so lution rather than from the Stefan approximntion, 
the model would hnve shown the instability, as mny be seen by substituting in 
(67) directly. Thus the possibility of accumulating thick deposits of sediments 

. in relatively shallow water exists for models similar to model 14. 
The values of dw/ds in Table 5 should be contrasted with the value dw/ds 

= -0.44 for the case with isostasy alone and with no phase change effect. Thus 
the phase change has a noticeable effect on model 17, even though this model may 
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TABLE 5. Effect of Phase Change with Isostasy on Subsidence Due to Sedimentation 

Time, 1oa yr dw / ds, Model 11 dw/ds, Model 17 

0 .2 -0.41 -0.37 
1.0 -0 .29 -0.32 
5.0 -0.16 -0.27 

10.0 -0.13 -0 .26 
15.0 -0.090 -0.26 
20 .0 -0.075 -0 .26 
30.0 -0 .057 . -0.26 
50.0 - 0.040 -0 .26 

All times (no phase change) - 0.44 -0.44 

be considered conservative in terms of the magnitude of Q8 (since W is relatively 
large). The effect of the phase change in model 11 is very marked, as would be 
expected, owing to the negative value of Q8 • 

If we consider a basin subject to sedimentation as long as the surface is 
below sea level, sedimentation will stop when either (1) the basin fills up or (2) 
the motion of the phase boundary reverses, owing to thermal blanketing, even­
tually causing the surface to be elevated above sea level. The maximum thickness 
of sediments that could be deposited in the basin will be attained if (1) occurs, i.e. 
if the basin fills completely before the phase boundary reverses ; hence this maxi­
mum thickness is given by setting w = 0 in (67). For neutrally stable or unstable 
cases, this may result in a root for s that is negative and does not constitute a 
real physical solution. Since the time at which the phase boundary reverses 
motion has been estimated in the previous section, one can roughly determine 
whether or not this maximum thickness will be attained for a given sedimentation 
rate. If (2) occurs first, sediment thickness may be estimated from the sedimen­
tation rate and the reversal time. The exact thickness will depend on the amount 
deposited after reversal. 

After the reversal of the phase boundary, the effect of thermal blanketing 
will dominate the motion. Hence, since the thermal blanketing effects of the 
surface were completely neglected, equation 67 will no longer apply. Instead the 
elevation (-w) will be given by 

(69) 

where Q,,, and Qw. are as defined in (67) and l is the lag (or lead) of the phase bound­
ary from the position it would have if thermal equilibrium including the effects 
of the sediments obtained at each instant of time. This is the same definition as 
before; however the thermal blanketing effects are now to be included. 

· where Y = (Ggp1K1/Js) - (J,u/Js) and where Js / IC is the average temperature 
gradient in the sediments. If there are no heat sources in the sediments, J8 = 
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J (0, O). The problem of sedimentation in a basin mny now be approached by con­
sidering the possible sequences of events. The maximum sediment thickness that 
can be accumulated in a basin will occur if the basin completely fills up before the 
thermal blanketing causes the phase boundary to reverse its motion. This thick­
ness may be found by set.ting w = O in equation 67. The time necessary for the 
deposition of this thickness of sediments can then be obtained from the sedimen­
tation rate. If this time is greater than the reversal time of the phase boundary, 
then the reversal of the boundary, resulting in uplift, may cause the surface to 
rise above sea level before the above-mentioned maximum sediment thickness has 
been attained. In this event the sediment thickness ·m!1y be estimated from the 
sedimentation rate and the reversal time. In either event, once the sediment 
thickness is known, the maximum final elevation can be determined from (69) 
by setting l == 0, which is equivalent to assuming that the final steady-state 
thermal equilibrium has been attained. This maximum elevation would be 
attained only under the exceptional circumstance of no erosion and then only 
after a time sufficiently long for the region Xs ~ x ~ b to approach thermal 
equilibrium. For a region ,..._, 100 km thick, this would be of the order of 108 years. 
Since the Stefan approximation certainly does not apply after the reversal of 
motion of the phase boundary, we will not attempt to estimate the uplift in the 
event of erosion. It should be noted, however, that, owing to isostatic compensa­
tion and the effect of the phase change (through the term dw/ds discussed above), 
the erosion of a given thickness of sediment will not cause a decrease in elevation 
of the same amount but rather less. 

In Table 6 are the maximum sediment thicknesses calculated from equation 
67 with w == 0 and the final elevations calculated from equation 69 for various 
values of the lag of the phase boundary for several cases. All of the cases employ 
the physical parameters used in model 15 (to which model 17 is the appropriate 
no-source approximation), but with various values for the surface heat flux (Js) 
and sediment conductivity (K8 ) . In all cases JM, the heat flux in the vicinity of 
the phase boundary, and all other relevant pG,rameters are identical to those 
in model 17 (or 15). This may be considered a fairly conservative model, since, 
as shown in Table 5, the value of dw/ds is not especially small. If the ratio J,1r/ 
K1Ggp1 were greater, as would be the case if more heat originated below the 
phase boundary, i .. e for x > J.11, then the sediment thickness and final elevation 
could be substantially greater. This would also be the case for denser sediments, 
a less dense substratum, or a greater density change with the phase change than 
considered here. 

The first six cases are for marine deposition and later emergence above sea 
level. The last case, on the other hand, treats the rapid erosion to a reference 
level (taken arbitrarily at sea level) of a surface initially 1 km above that 
reference level. Since there is no water present, the ratio of the change in elevation 
to the sediments removed ( dw / ds) is less than would be the case for a marine 
environment. 

For all cases for the values of l given in Table 6, model 11 is unstable; i.e., 
the only limit to the sediment thickness is the time of reversal of the phase 
boundary. Since this has been previously shown to be ,_,20 million years, the 
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TABLE 6. Possible Sediment Thickness and Final Elevation Assuming No Erosion for Models 
(including phase change and isostasy) 

J. K. Wo st -w 
Maximum 

Average Flux Conductivity Initial Maximum Final 
in Sediments, of Sediments, Water Lag of Phase Thickness of Elevation, 
µ. cal/ cm2/ sec cal/ cm/ sec/°C . Depth, km Boundary 1km Sediments, km km 

1.0 .0.005 3 0 12.6 2.3 
2 10.6 1.6 
4 8.6 1.0 

1.2 0.005 3 0 12.6 . 2.7 
2 10.6 2.0 
4 8.6 1.3 

1.2 0. 0035 3 0 12 .6 3.9 
2 10.6 3.0 
4 8 .6 2.1 

1.5 0.005 3 0 12.6 3.4 
2 10.6 2.6 
4 8.6 1. 7 

5 0 21.0 5.7 
2 19.0 4.8 
4 17.0 4.0 

1.5 0.0035 3 0 12.6 4.9 
2 10.6 3.8 
4 8.6 2.7 

1.5 0.005 -1* 0 -6.5 -1.7* 
-1 -5.5 -1.3* 
-2 -4.5 -0. 92* 
-3 -3.5 -0.50* 

*Surface initially above sea level, subsequently eroded to sea level. Weight of water neglected· 
tP• = 2.4;po = 3.5. 

sediment thickness will be just the amount that can be deposited in that time, 
and it will be independent of the initial water depth. 

Thus, there seems to be little difficulty in accounting for thick sectioi1s of 
sediments that were deposited. in relatively shallow water, so long as the deposi­
tion was sufficiently rapid. The long-term evolution of the surface after uplift 
will depend on the erosion of the surface above sea level and may be subject to 
an extension of the simple analysis as presented in this paper. 

The possibility of a small value of dw/ ds would indicate that rapid erosion 
rates may not substantially reduce the elevation of the eroded surface. 
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6. SUMMARY 

403 

The dynamic response of a phase boundary to sudden changes in pressure 
has been investigated by considering a one-dimensional model of two layers 
separated by a phase change. The problem wns formulated in terms of a dimen­
sionless perturbation temperature by subtracting the initial ste[Lcly temperature 
distribution. In this form the simplest case, .neglecting radioactive heat sources, 

· convective heat trnnsport, and the. difference in thermal properties of the two 
phases, mny be approximated by a simple generalization of Neumann's solution 
to the problem of freezing at a constant temperature. Comparison of the approxi­
mate solution with exact numerical solution revealed that the approximation very 
accurately described both the initial motion of the phase boundary and the 
temperature distribution. More complex models considering the differences in 
thermal properties of the two phases may also be accurately described by the 
approximate solution up to a time that may be determined from the approxima­
tion. In all cases, the initial motion is completely determined from (1) the ratio 
of the latent heat of the phase change to the difference between the Clapeyron 
slope and the earth's temperature gradient and (2) the product of the Clapeyron 
slope and the applied pressure divided by the latent heat. 

The motion of the phase boundary for long times may also be accurately 
described from simple considerations based on the over-all geometry of the model. 
In addition to (1) above, the motion then depends most critically on the location 
of, and the boundary conditions at, the lower boundary. Since for most geophy­
sical models the effects of the lower boundary will probably dominate the behavior 
for long times, the choice of this boundary condition is extremely important and 
is probably the most severe limitation of a one-dimensional model that attempts 
to describe the complete geophysical problem. 

The effect of convective heat transport, which is partly estimable from the 
approximate solution, has been shown to be small for many geophysical cases by 
direct comparison of numerical solutions. Thus neglect of the convective term in 
the field equations is probably justified, considering the implicit limitations of 
a one-dimensional model and the uncertainties in the parameters. 

Radioactive heat sources were shown to enter the problem only in the region 
through which the phase boundary actually moved. In addition, comparisons of 
numerical solutions indicated that the effect of sources per se on the dynamics 
of the motion is small. Thus a model with sources can be adequately approxi­
mated by a model without sources to which all the previous conclusions apply. 

The effect of thermal blanketing by sediments has also been considered. The 
approximate time at which the blanketing would cause the phase boundary to 
reverse its motion may be determined from an analytic expression or by the inte­
gration of a first-order linear differential equation. Since the time at which re­
versal occurs signals the start 'Of uplift, this criterion is especially important. 

The approximate solution for impulsive loads was extended to the case of 
continuous sedimentation at a constant rate, and the accuracy verified by com­
parison with numerical solutions for sedimentation rates ranging from ,_,10 meters/ 
106 years to ,_,1000 meters/106 years. It was shown that a condition of secular 
equilibrium would eventually obtain, where the phase boundary would follow 
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the applied load, and criteria were presented to determine when such a situation 
would obtain. In addition, the criterion determining when a continuous load 
would appear as an impulsive one was determined and shown to be independent 
of the loading rate. Similarly, the time at which the phase boundary would 
reverse its motion was shown to have only weak dependence on the loading rate, 
and an explicit expression for this time was ·given. 

The effect of a phase change in conjunction with isostatic compensation on 
subsidence due to sedimentation was shown to be major. For a proper choice of 
reasonable parameters, the thickness of sediments that can be deposited in a 
basin is limited primarily by the time at which the phase boundary reverses mo­
tion, and not the initial depth of water. For a phase change at a depth of ,_,40 km, 
this time is ,_,20 million years; thus for a wide variety of cases, where the basin 
is not filled before reversal the sediment thickness depends almost exclusively on 
the sedimentation rate. The final elevation after uplift and attainment of thermal 
equilibrium can be substantial; the actual elevation will depend, however, on 
erosion rates after uplift, which have not been studied here. The proper study 
of the problem including erosion will depend strongly on the actual long-term 
behavior. Since this behavior will be dominated by the boundary conditions at 
depth, the problem of the proper choice for this condition must be resolved for 
further progress with a one-dimensional model. 

The existence of reasonably accurate analytic approximations to the actual 
solution permits the dependence of the solution on the various parameters to be 
readily seen. This allovvs various geophysical models to be considered without 
the need of obtaining numerical solutions for each one. In addition, certain char­
acteristics of the solution may be identified (e.g. long- or short-term motion), or 
certain aspects of the model may be characterized in terms of their effect on the 
solution (e.g. slow or rapid sedimentation). The problem may be separated into 
rather distinct physical processes with characteristic time constants. The charac­
teristic times arc determined from the initial state of the model. Insofar as the 
characteristic times of the various processes are distinct, the separate modes of 
the motion are then subject to an a priori analysis. When the characteristic times 
overlap, the motion may be more complicated. This allows the determination of 

·the conditions under which the motion of a phase change will be an important 
geophysical process. Once this is done, the problem of whether such conditions 
actually exist may be treated separately. 

APPENDIX 1 

The gutted problem is formulated for()(~, -r), ~m ( -r) : 

ae/aT = a28/a{: O ~ ~ < ~m' ~m < ~ ~ 1, T > O (Al) 

8(0, T) = 8(1, T) = 0, T ~ 0 (A2) 

a8 I ·a8 J = C d~m (A3) 
()~ (-tm + (1') a~ t-(m -er> dT 

.,. ~ 0 (A4) 
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fJ(t 0) = 0, ~ ~ ~,,.(O); fJ(~m(O), O) = D~m(O) - E (A5) 

C, D, E constants, 0 < E < D, 0 < ~m(O) < 1, C ~ D~m(O) - E (A6) 

We will show that these equations determine the initial motion of the phase 
boundary, that the phase boundary is bounded by the equilibrium position and 
the initial position, that the temperature to the right of the phase boundary al­
ways lies beneath the Clapeyron curve, and that the sign of (J2fJ/iJ~2 immediately 
to the right of the phase boundary is determined. 

Multiplying (AI) by fJ and integrating . 

t :~ ( 0 ~~) d~ + { :~ ( 0 ~~) ~ 
= 1(m [(oe)2 + ! i_ (fJ2)J d~ + r1 [(ofJ)2 + ! i_ (tl)J d~ 

0 o~ 2 OT J ~m o~ 2 OT 

Carrying out the integration . on the left and substituting (A2), (A4), and 
(A5) 

(D~m(T) - E)(-c ~~m) 

. = 1( ... [(ae)2 + ! i_ (e2)J d~ + r1 [(oe)2 + ! i_ (iJ2)] d~ 
o o~ 2 oT J (,,. o~ 2 oT 

Integrating with respect to T and using (A5), which implies 

{ fl(~, O) d~ = 0 

we obtain 

[ [DMr) - Ei[ -C ~~m J dr 

1.,. [l(m (ae)2 r1 (oe)2 J 1 11 
= 0 0 a~ d~ + J(,,. o~ d~ dT + 2 0 fJ2(~, T) d~ 

This is strictly positive, since the terms on the right are positive and vanish only 
. if () and iJfJ/iJ~ vanish identically on the whole interval. If the integration is car­

ried out on the left 

C[(D/2)(~m(O) + ~m(T)) - E][~m(O) - ~m(T)] > 0 

By reductio ad absurdum D~m(O) - E > 0 implies ~m(O) - ~m(T) > 0 and 
D~m(O) - E < 0 implies ~m(O) - ~m(T) < 0. Thus the phase boundary is con­
strained to lie on only one side of its initial position, and the sign (d~m/dr) IT=O+ is 
determined. 

By applying the maximum-minimum principle, we now show that ~m ( r) never 
crosses~= E/D, which is the only equilibrium position for the phase boundary. 
This principle states that, if (J2fJ/ae = · iJB/iJr on a region in space R with bound­
ary B, that both the maximum and minimum of () on R for Ti ~ ,, ~ 0, where ,, 
is some arbitrary time, will be attained for either ~tB, r 1 ~ r > 0 or ~f.R, r = 0. 
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Hence, the extrema must lie on the boundaries 

~ = 0, ~ = ~,,.(r), r > 0 or 0 ~ ~ ~ ~m(O), r = 0 in region 1 

or 

~ = 1, r = 0 in region 2 

If the zero of the Clapeyron curve has not been crossed, ~m(r) ~ E/D. Use 
of the minimum principle then shows B(~, r) ~ 0. If ~m approaches E/D from the 
right, then d~11J dr < 0. We now show that d~m/ dr either goes to zero or reverses 
sign, if ~m = E/D. 

()()I = ·lim [8[(E/D) + e, r] - 8[(E/D), r]J ~ O 
a~ tm•E/D+ E-+0 E 

and similarly 

Hence, from (A3) 

at the boundary, whereas it is negative when approaching the boundary; hence, 
~ = E/D is never crossed and ~m(r) ~ E/D. 

We now show that the Clapeyron curve is never exceeded in region 2. Con­
sider the function f)'(~, r) = B(~, r) - (D~ - E) in region 2. Since obviously a2B/ 
ae = ofl/or, we may apply the maximum principle. Since 

O'(~, O) = -(D~ - E) < 0 

()' (1, T) = - ( D - E) < 0 

O'(~m(r), - r) = 0 

~,,.(O) < ~ ~ 1 

T > 0 

r~O 

then fJ' (~, r) ~ 0 or () (~, r) ~ D~ - E. Thus the temperature to the right of the 
phase boundary always lies beneath the Clapeyron curve. In addition, if ~m ( r) < 
~m(O), applying the maximum principle to f) shows that B(~, r) < fJ(~ni(O), O) = 
D~m(O) - E. 

We now exhibit a relationship that determines the sign of a2B/a~2 at the phase 
boundary. This or an analogous relationship may be useful in, providing insight 
to other problems of this type. 

Since fJ(~m, r) = D~m - E, we obtain by the chain rule 

D d~m = ae I d~.,n + ae I = ()f) I d~m + d2 ~ I 
dr a~ /;=/;m dr OT /; = /;m a~ /;=/;m dr a~ 1; ~ 1;,,.. 

Hence 
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To the right of the phase boundary,() is bounded by the Clapeyron curve; hence 

Therefore 

Thus, if d~,,,j dr ~ 0, then 

and the shape of the temperature curve to the right of the phase boundary is al­
ways convex upward. In addition, from consideration of the initial conditions 
(A5), for a short enough time, say r < r 1 , 

<le I ;d~m 
hence a~2 ~~tm- . dr < 0 for T < Ti 

Thus, the initial shape of the temperature curve near the phase boundary is de­
termined. 

APPENDIX 2 

For numerical solution, the derivatives in equations 25, 26, and 27 were re­
placed by standard finite difference approximations [Forsythe and Wasow, 1964]. 
The field equation aB/or = a2fJ/ae was replaced by the implicit difference equa­
tion 

()(~, T + le) - ()(~, r) = 8(~ - h, T + le) - 28(~, r + le) + 8(~ + h, T + le) (A7) 
k h2 

where hand k are the space and time increments, respectively. This may be writ-
ten, withµ= k/h2, as · 

()(~, r) = - µ()(~ - h, T + le) + (1 + 2µ) 8(~, r + le) - µ()(~ + h, T + le) (A8) 

which may be regarded as a system of simultaneous linear equations for the values 
of fJ(~, r + k) at the net points~= ih, i = 0, 1, 2, ···.If the number of equations 
is finite and suitable boundary conditions are applied at the en~ points of the 
region, the above system can be solved for () (~, r + k) in terms of fJ (~, r) at the 
net points. 

The advantage of such a11 implicit method is that it is stable for all values 
of µ; that is, it obeys the same maximum-minimum principle as does the original 

differential equation [Forsythe and Wasow, 1964, p. 102]. 
The above method can be applied in each of the regions 0 ~ ~ ~ ~m and 

~m ~ ~ ~ 1, provided ~in ( r + k), and hence () (~in ( r + k) , t + k) are known. If 
~ = mih and ~ = m2h are the net points immediately to the left and right of the 
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phase boundary, and h1 == ~m - m1h, h2 == m2h - ~m, the boundary condition 27c 
becomes 

~.(r + k) _ ~.(r) = ~ [ e(m,h, r') h~ 8(~ •• r') _ e(~ •• r') -h
1

e(m,h, r') J (A9) 

where r' may be r or r + k . 8(~m, T') is given by the Clapeyron curve, once 
~m ( r') is known. · 

The method of solution used was: knowing 8(~, r), '~m ( r), 

(1) ~m(r + k) was calculated from (9) by letting r' = -r. Hence, O(~m, 
7' + k) was calculated. 

(2) The system of equations (A8) was solved for the net points i = 1, .. ·, 
mi and i = m2 • • ·, n where (n + 1) h = 1, by Gauss' elimination 
method. 

(3) ~m(r + k) was recalculated from (A9), using r' = r + k. 
(4) Using this new value of ~m(r + k), steps 2 and 3 were repeated. 
(5) If two successive determinations of ~m(r + k) were within a certain 

limit of one another, the iterative process was stopped and the whole 
process was repeated for the next time step. 

The equation A9 gives the velocity of the phase boundary at a given time; 
the average velocity over a time step was used to calculate the movement of the 
phase boundary: 

( + 7) _ ( ) _ 11 l d~m I + d~m I J ~m T IC ~m T - z'CL dr ... - ,. dr T-'f+k 

In addition, since the velocity of the phase boundary is singular at r = 0, it 
was assumed in analogy with the classical Stefan problem that d~m/dr was pro­
portional to r-112 for short times. Thus ~m(k) - ~m(O) could be calculated from 
(d~m/dr) l-r = k· (For problems in which the singular behavior is of paramount im­
portance a change of variable to V r may be desirable). In order to check this 
assumption, the integral form of the boundary condition 

- c d~m = !:___ 11 e d~ + a (J I - a (J I 
dr dr 0 a~ ~~o a~ ~ - 1 

was used in the computer program, performing the integral numerically by the 
trapezoidal rule. In this way the displacement of the phase boundary is deter­
mined directly . for each time step rather than the velocity. Thus it was found, 
using this form of the boundary condition: 

~111 (2k) - ~m(O) = l .44 
~~,,.(le) - ~"'(O) 

Using the differential form including the assumption on d~m/dr gave a ratio 
slightly closer to 2112 = 1.414, which was the expected value. Considering the in­

. herent difficulties in treating such a singularity numerically, the results were con-
sidered acceptable. · 
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The singularity in velocity at r == 0 also made it desirable to use an ex­
tremely fine space net and small time steps. The retention of such a fine net, how­
ever, would have required a prohibitively long execution time for the solution to 
proceed to large enough values of r. Therefore, provisions were made in the pro­
gram both for making the space net coarser and for varying the time step. The 
space net was made coarser at times chosen so that () would be sufficiently smooth 
to be relatively unaffected by the change. The time step k was doubled whenever 
I ~m ( r + k) - ~m ( r) I was less than a predetermined minimum. A maximum step 
was set, though, beyond which k was not increased. Comparisons in trial cases . 
showed no significant differences between cases where the maximum k resulted 
in µ. == 3.2 or where µ. reached 102.4. In the solutions used in this paper, µ. varies 
from 0.1 initially to a final value of 51.2. 

Comparisons of trial solutions with different net spacings and time steps in­
dicated: (1) refinement of the space net caused the phase boundary to move 
faster, especially for small r; and (2) a smaller time step caused the phase bound­
ary to move more slowly, especially for small r. The maximum difference between 
any two trial solutions for the location of the phase boundary at a given time 
was 300 meters, and this difference appeared during the first 15% of the 9 km of 
total movement of the phase boundary, the difference decreasing slowly during 
the last 85 % . 

Thus, the finite net spacing and time steps seem to cause errors of opposite 
sign that are significant only during the initial phases of the solution. These errors 
may be attributed primarily to the singularity in velocity at time r == 0. The 
solutions presented in this paper have all been performed with the same net spac­
ing and initial time steps; comparisons among them should therefore be subject 
to relatively little error. 
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CHAPTER II 

RESPONSE OF PHASE BOUNDARIES IN THE UPPER 

MANTLE TO SEDIMENTATION AND EROSION 
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The possible geologic consequences of shallow phase changes 

in the mantle have been noted and qualitatively discussed by 

Lovering (1958) and Kennedy (1959) and others. The geologically 

most interesting consequences are subsidence accompanying 

sedimentation because of the conversion of a low density phase to 

higher density owing to the increase in pressure from the overlying 

sediments, and the subsequent uplift of the sediments as a result 

of the rise in temperature at depth caused by the thermal blanketing 

effect of the sediments. Thus this mechanism is a candidate for 

explaining thick sediment sections deposited in relatively shallow 

water, and the subsequent uplift of the sediments above sea level. 

In order to consider the question of whether the phase 

change mechanism is an important geologic process, one must have 

quantitative information about the behavior of a phase change model; 

and in view of the diversity of geologic conditions, one actually 

needs a quantitative understanding of the problem general enough 

to be applied to a number of different cases, and specific enough 

to give details of the behavior of the model to an accuracy compar­

able to that obtained from the geologic record. We will give a 

solution that meets these criteria, thus allowing the behavior of 

phase changes models to be easily understood and computed. Such 

phase change models are then a suitable me ans for exploring 

geologic phenomena, allowing one to delimit the various phenomena 

that can be explained by such a model, even though a phase change 

model might not be the correct one. 

The problem of a moving phase boundary which is of interest 

in this problem is a type of Stefan problem, in which the location 

of the phase boundary must be determined together with the solution 
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of the partial differential equation of heat transfer. The formal 

problem is complicated by the nonlinearity of the boupdary 

condition at the phase boundary, and the presence of convective 

heat transfer and of heat sources. Since an analytic solution has 

not been found, MacDonald and Ness (1960), van de Lindt (1967), 

and Joyner (1967) obtained numerical solutions of several specific 

models. MacDonald and Ness did not include the effects of 

isostasy, which is of paramount importance. Thus they were not 

able to explain very great thicknesses of sediments from their 

calculations. Van de Lindt (1967) did include isostasy in his 

numerical calculations based on MacDonald and Ness's models; 

however, possible errors in his work have been pointed out by 

O'Connell (1968). Nevertheless, these solutions are certainly 

suggestive in showing that a phase change mechanism with isostasy 

could in certain cases account for the deposition of great thicknesses 

of sediments and their subsequent uplift as was suggested by 

Wetherill (1961) on the basis of steady state models, who also 

pointed out some errors in the paper of MacDonald and Ness. 

Nonetheless, the numerical solutions still leave many questions 

unanswered, and more importantly, they do not provide sufficient 

understanding of the problem, so that the geologic consequences 

of phase changes can be discussed in a simple manner separate 

from the technical difficulties inherent in the solution of the 

mathematical model or from the various shortcomings of the 

model itself. This is especially important in view of the uncertainty 

of both the values of the physical parameters and the choice of proper 
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boundary conditions. It is important in this problem to know if 

the behavior of a particular model is inherent in the phase change 

mechanism or is only a numerical peculiarity of that one model. 

O'Connell and Wasserburg (1967) (hereafter referred to 

as OW, which is reproduced as Chapter I of this thesis) have 

obtained an analytic approximation to the solution of this problem 

that overcomes the difficulties associated with numerical solution. 

This approximation defines characteristic time constants which 

allow the identification of different time domains during which the 

motion of the phase boundary exhibits a certain type of behavior. 

It is also shown that convected heat and radioactive heat sources 

have only a small effect on the problem, and may be safely neglected 

The analytic expressions describing the motion of the phase bound­

ary that one obtains from the approximation are in fact quite simple, 

and depend primarily on the difference in slope of the Clapeyron 

curve and the earth's temperature curve at the phase boundary 

divided by the latent heat of the phase change. For long times the 

expressions also depend on the distance of the phase boundary from 

the surface, and the position at which the lower boundary condition 

is applied, as well as the boundary condition itself. 

Since the rationale and justification of the analytic approxi­

mations have been dealt with at length in our previous paper, we 

shall not go into them here. The object of this paper is to collect 

the analytical expressions relevant to phase changes in the mantle, 

present them in usable form, extend the approximations, and 

compare the results of the approximations with the numerical 

results of another worker (Joyner, 1967). In doing these things, 
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we hope to demonstrate the usefulness and simplicity of the 

approximations we have developed, and to indicate how they allow 

the geologic problem to be attacked in both a quantitative and 

qualitative manner. 

In order to provide a conceptual framework for our discus­

sion, we shall first qualitatively describe the history of a 

sedimentary basin underlain by a phase change. The basin has an 

initial depth w 0 , is full of water, and is subject to sedimentation. 

After some sediments are deposited, the original surface will 

subside owing to isostatic response to the load of the sediments. 

This will proceed at a rate characterized by the isostatic response 

time. Owing to this subsidence, the reduction in the depth of the 

water will be less than the thickness of sediments deposited. 

In addition to the isostatic response, the phase boundary 

will also respond to the load from the sediments. The depth of 

the phase boundary is determined by the pressure and temperature 

distribution in the earth. Changes in either of these can change 

the equilibrium position of the phase boundary. Sediments 

deposited on the surface will increase the pressure at depth; we 

assume that the surf ace pressure is transmitted perfectly to the 

depth of the phase boundary and is not supported by the strength of 

the overlying material. This causes the phase boundary to move 

and low density ·material to change to a denser phase. The 

conversion of a low density, high entropy phase to a high density, 

low entropy phase will result in the liberation of he at at the phase 

boundary. The removal of this extra heat will govern the rate of 

movement of the phase boundary. 
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The reduction in volume from the change in phase will cause 

the original surface to subside. This subsidence will be in addition 

to that from isostasy, and will have the same effect. The total 

subsidence will be the sum of the subsidence from the two 

mechanisms. 

The latent heat released at the phase boundary will result 

in a transient temperature field associated with the moving phase 

boundary. Initially, after the start of sedimentation, this transient 

temperature perturbation will be largely confined to the immediate 

vicinity of the phase boundary. We shall call the short time or 

initial response of the phase boundary that movement of the phase 

boundary during the period when the temperature perturbation from 

the latent heat is substantially unaffected either by the thermal 

boundary conditions arising from the presence of the surface or by 

thermal boundary conditions specified at depth in the earth. This 

is illustrated in Figure 1. 

In contrast to the short time response defined above, we 

shall call long term response that movement of the phase boundary 

during the period when the temperature field near the phase boundary 

is predominantly determined by the temperature distribution of the 

entire region under consideration, which in turn depends on the 

boundary conditions at the surface and at depth and on the distri­

bution of thermal conductivity with depth. This is also illustrated 

in Figure 1. 

Owing to the subsidence of the surf ace and the different 

thermal conductivities of the two phases, the movement of the phase 

boundary may result in a temperature distribution which differs 



91 

FIGURE 1 

Temperature field for different regimes of behavior . 

During short time behavior, the temperature near the phase 

boundary M (t) is not influenced by either boundary or by the 

sediments on the surf ace. During blanketed response, the 

temperature field near M (t) is noticeably influenced by the 

thermal blanketing of the sediments. During long time res­

ponse, the temperature field in the whole region between the 

surf ace and the lower boundary is primarily influenced by the 

boundary conditions at the boundaries. Also shown is a 

representative illustration of the history of a sedimentary 

basin subsiding as it is filled with sediments. The sediments 

will probably be eroded after they emerge above sea level. 

(Note: temperature effects exaggerated in Figure.) 
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from the initial temperature distribution over the entire region in 

consideration which may extend to considerable depths in the earth. 

For our analysis, this region is limited by a lower boundary. The 

position of this boundary, and the boundary condition specified at 

it, will influence the temperature field of the whole region above 

it, and can significantly influence the motion of the phase boundary. 

Thus as sedimentation proceeds, the phase boundary will 

first exhibit short time behavior. Eventually, the thermal effects 

of the boundaries will begin to predominate, and the motion of the 

phase boundary will enter the regime of long term behavior. 

During the period of short term response, the thermal 

effect of the sediments on the surface will be negligible. When the 

thermal effects of the sediments do finally reach the phase boundary, 

they will affect its motion by favoring the conversion of the low 

entropy, high density phase to the higher entropy, lower density 

phase. This effect is just opposite to that from the pressure loading 

from the sediments, and will tend to retard or reverse the upward 

motion of the phase boundary due to the pressure loading. 

We shall call blanketed response the movement of the phase 

boundary when it is substantially affected by the blanketing effect of 

the sediments. Note that this differs from long term response 

since the latter includes the effects of both surf ace and the lower 

boundary. This is illustrated in Figure 1. 

In summary then, as sedimentation proceeds in the basin, 

the rate of subsidence due to the phase change will decrease as the 

period of initial response gives way to that of blanketed response. 
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Consequently the water depth will decrease more rapidly. Even­

tually the basin will fill up completely with sediments. Owing to 

the subsidence due to both the phase change and isostasy, the 

basin will contain a thickness of sediments considerably greater 

than the initial water depth. Presumably, sedimentation will stop 

when the basin fills up. With the cessation of sedimentation, the 

changing pressure responsible for the upward motion of the phase 

boundary will cease. The effect of thermal blanketing will continue 

for some time, however, since thermal equilibrium will not be 

immediately attained. Thus the response of the phase boundary 

will be dominated by the thermal blanketing, and it will move down­

ward, away from the surface. This will change dense material 

to less dense, and will cause the surface to be uplifted above sea 

level. As the sediments are uplifted they will presumably be 

eroded. This will cause a decrease in pressure, and will force the 

phase boundary to move even deeper, uplifting the sediments in 

response to erosion. Thus just as subsidence from sedimentation 

allows a basin to exist even after sediments thicker than the initial 

water depth had been deposited, so emergence occasioned by erosion 

can maintain elevations above sea level even though considerable 

thiclmesses are eroded away. 

Model for Analytic Description 

We now turn to a quantitative treatment of the problem. The 

basic model used to represent the crust and upper mantle, including 

the effects of a phase change and isostasy, is that introduced 

before (OW, p. 396). 
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x=x sea level w 
w = x -x s w 

water PW x=x top of sediments s 
s = - x s 

sediment Ps' Ks x=O bottom of sediments 

low-density 
phase Pi, Kl x = M phase boundary 

high-density K 
phase P2, 2 x=b thermal lower boundary 

asthenosphere Pc x=x c level of isostatic compensation 

The origin of the coordinate system x = 0 is fixed in the upper 

crust at the original sedimentation surf ace. Mean sea level, x ' w 

the top of the sediments x ' s the position of the phase boundary 

M, the bottom of the denser phase b, and the level at which 

isostatic compensation takes place x ' c are all expressed relative 

to the origin in the upper crust. The water density p is equal to 1 
w 

if w > 0 and is equal 0 if w < 0, to take into account the fact 

that no water will be present when the surface is above sea level. 

depth 

This is thus a model of a sedimentary basin with water of 

w = x - x s w with sediments of thickness s = -x. s 

We consider the basin to be in isostatic equilibrium when the mass 

per unit area is the same after the deposition of sediments as it 
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was before. Our reference level is mean sea level, which is 

fixed with respect to the level of isostatic compensation. Thus 

x - x is constant. In addition the mass between x = b c w · 

and x = 0 is conserved, although the volume may change owing 

to the motion of the phase boundary. 

We shall assume that the phase boundary is a plane 

separating the two phases. Thus we do not permit the nucleation 

of a phase away from the phase boundary or the presence of a 

mixed phase region. 

In order to treatthe motion of the phase boundary M, we 

shall neglect the presence of radioactive heat sources. This has 

been previously justified (OW, pp. 347, 384-390). Thus the 

temperature · near the phase boundary is similar to that shown in 

Figure 2, except that the initial temperature curve near the phase 

boundary is taken as linear with slope o T (x, O) /ax =JM /K 1 
where JM is the original heat flux at the phase boundary and 

K1 is the thermal conductivity of the low density phase which was 

originally present in this region. 

If there were no thermal transients associated with the move­

ment of the phase boundary, it would be at the intersection of the 

Clapeyron curve and initial temperature distribution, M , as 
e 

shown in Figure 2. Because of the latent heat of the phase change, 

there will be a thermal transient due to the release of latent heat 

at the phase boundary, and M (t), the position of the phase 

boundary, will actually lag a distance .t (t) behind M . Since e 
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FIGURE 2 

Temperature field near moving phase boundary. 

Me (t) is defined as the intersection of the Clapeyron curve 

T (x, t) and the initial temperature curve T (x, O). 
c 

The phase boundary M (t) will lag a distance t .(t) behind 

M (t) because of transient thermal effects due to the re-e 
lease of the latent heat of the phase change. The thermal 

effect of sediments on the surf ace is also indicated. 
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we can compute M at any time from a knowledge of the pressure e 
and initial state of the model, we can write M(t) = Me (t) + t(t) in 

which case all the information about the dynamic response of the 

phase boundary is contained in the lag, t(t). For our model, 

neglecting heat sources, 

oT 
where the Clapeyron slope is __E. = G and P

0
( t) is the pressure 

oP 
at the surface. 

We thus obtain the following basic relation for an isostatic 

model between water depth w, initial water depth w 
0

, sediment 

thickness s, and the lag of the phase boundary l , 

1 1 Qw-Q w +Qs=-tp1{---} 
w WO 0 s pl P2 

where Q. are constants defined by the initial conditions of the 
1 

model: 

and 

1 
_ oT(x, 0) 

ox x=M 

(1) 

(2) 

(3) 
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This relationship has been given and discussed previously 

(OW, p. 398), and it was noted that the model may be unstable in 

the sense that an increase in sediment thickness could result in an 

increase in water depth. This remarkable effect is an example. of 

the magnitude and possible importance of this mechanism and had 

not previously been recognized, and will be discussed more fully 

later. 

When sedimentation starts at some rate in water of depth 

w 0, the original surface will subside owing to both the isostatic 

effect and the movement of the phase boundary. Insofar as the 

time scale of the sedimentation process we are considering is 

longer than the characteristic time for isostatic response, we can 

consider the model to be in isostatic equilibrium at all times, in 

which case Equation (1) applies. Thus at any time we can compute 

the water depth w, knowing the sediment thickness s, and the lag 

of the phase boundary l . 

On the other hand, if the isostatic response time is long 

compared to the time scale we are considering, we must include 

the effect of imperfect isostatic adjustment. This could be done, 

but since the time scale with which we shall be concerned in this 

problem is of the order of millions of years, and the characteristic 

time for isostatic processes is of the order of tens of thousands of 

years (McConnell, 196_?), our assumption of instantaneous isostatic 

response should suffice for most cases. The limiting case with no 

"isostasy corresponds to letting p ~ co in (1). The non-isostatic . c 
response can thus be readily compared with the isostatic case. 

This also gives an estimation of the effect of imperfect isostasy 

without going to the trouble of obtaining an explicit solution. 
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On the basis of this model, knowing the lag ~(t), allows 

us to describe a basin in which sediments are being deposited. 

Eventually the basin will completely fill with sediments and sedi­

mentation will stop. Throughout the whole period during which the 

basin is filling up, Equation (1) will apply, so long as the lag is 

correct, and the various regimes of motion mentioned before are 

considered in its calculation. The basin will be full, of course, 

when w = 0. The sediment thickness s given by Equation (1) when 

w = 0 is the thickness of sediments that can accumulate in the 

basin. 

Before explicitly calculating the exact value of the lag, we 

can obtain certain characteristics of the model. By setting t = 0 

and w = 0 in Equation (1) and solving for s, we obtain the maximum 

sediment thickness that can be deposited in the basin. This will be 

a strict upper bound to the thickness, which would be attained only 

if there were no thermal effects associated with the motion of the 

phase boundary. The equation for this maximum thickness is then: 

Qw 
0 

smax = Qs wo (4) 

For an unstable model Q is negative and Equation (4) is . s 
meaningless, since it may give a non-positive value for s . max 
The definition of any conditions for instability (OW, p. 399) come 

from considering the incremental change in water depth w, with 

sedimentation by differentiating Equation (1) : 

(5) 
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At a given instant of time ~: < 0 corresponds to a basin being 

filled as a result of sedimentation, and the model is considered 

as dynamically stable. If, on the other hand, ~: > 0 the basin 

will become deeper as sedimentation proceeds, and we consider 

the model as dynamically unstable in this instance, If Q > O 
w 

(note that Q > Q ) , this will be the case if w s 

(6) 

From Equation (2), Q will be negative if the ratio of the 
s 

slopes JM/K1Gp 1 g is sufficiently near 1, i.e., if W is small 

enough. Thus Qs can be negative whe·n the slopes of the Clapeyron 

curve and temperature curve are nearly the same at the phase 

boundary. Although for typical models d-t./ds is positive, a large 

negative value of Q could cause the model to be unstable by over-s 
whelming the term in dt/ds in (6). 

If Qs is positive for a given model, the appearance of 

dynamic instability is precluded if dt/ds is positive. A model 

satisfying this is termed stable. If Q is negative we cannot know s 
if the model will exhibit instability until we know d,f,/ds. Neverthe-

less, since the possibility of instability exists, we shall term such 

a model unstable. Examples of stable and unstable behavior are 

shown in Figure 3. 

For some cases with a varying sedimentation rate, 

~; = ~~/ ~: may be negative or undefined. In such cases, the 

above treatment of dynamic instability may not apply, and new 
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FIGURE 3 

Comparison of stable and unstable behavior. For a 

stable model, the water depth always decreases as sediments 

are deposited, and the basin fills up. For an unstable model, 

there may be times of dynamic instability when the water 

depth increases as sediments are deposited. Thermal blan­

keting eventually causes the behavior to become dynamically 

stable again so that the basin does eventually fill up. 
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criteria may have to be found based upon more detailed knowledge 

of d,f/ds. For models with a constant sedimentation rate, our 

criteria suffice. 

Thus Equation (4) is valid only for stable models. For 

unstable models there is no absolute maximum to the sediment 

thickness. Only consideration of the value of the lag can indicate 

the thickness of sediments that the basin can accept before filling 

up. 

We shall present expressions for the lag .t(t) for the 

various regimes of motion defined previously. The basis of and 

justification for the analytical expressions for the value of the lag 

have been treated at length in our previous paper (OW). Since 

different expressions apply for different regimes of the motion we 

shall present the criteria for distinguishing these regimes and the 

proper expressions for the lag during each regime. In addition we 

shall extend some of our previous work to treat the problem of 

thermal blanketing for longer times. 

The analytic results we shall present recommend them­

selves through their simplicity and the insight they give into the 

fundamental characteristics of the problem. Moreover, they are 

accurate enough to allow one to investigate the problem without 

resorting to more sophisticated methods, including numerical 

solutions for each specific model. All of our approximations 

derive ultimately from approximating the temperature field and 

then formally deriving the motion of the phase boundary. These 

approximate solutions have been compared with numerical solutions 

of the exact equations for many cases in our previous paper with 
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excellent agreement. Thus our analytic results may be regarded 

either as approximate solutions formally derived from the equations 

governing the problem or as an empirical scheme for interpolating 

between the numerical solutions which have been obtained. 

Short Time or Initial Response 

The initial behavior of the phase boundary is obtained from 

the Stefan approximation (SAC) presented in our previous paper. 

Implicit in this approximation is the assumption that the phase 

boundary is in an infinite medium; consequently, we shall use this 

solution only until the time when the finite nature of the medium 

becomes important. 

@(x, t) 

@(x, t) 

where 

The change in temperature from the initial state is 

® c (M) x - M(O) 
= 1 - erfA [ 1 + erf ( 

2
(x.lt)1/2 ) ] 

@ (x) 
c 

JM 
- (Gp g - - ) [x - M (t)] 1 K

1 
e 

x S M(t) 

x 2. M(t) 

(7) 
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and A. is defined by M(O) - M(t) = 2A.(it
1 
t/12 

For this approximation, the motion of the phase boundary 

is described by the differential equation: 

d Ps 
l/2 [M(O) - M(t)] = -µ[M(O)-M(t)] +~ - s(t) (8) 

d(x.
1
t) P1 

where the constant 

_ 2 Gp 1gWC1 [ 1 + (rv T) 1/2 J 
µ ;;; Jn L Vv 

is the fundamental rate constant for the response of the phase 

boundary, and has the dimension of inverse length. Equations (7) 

and (8) contain the effect of convected heat arising from the density 

change across the moving phase boundary (Appendix 1). This effect 

was not included in our previous paper (OW, p. 391). 

Integrating (8) yields 

We can define certain characteristics of the solution in 

terms of the characteristic rate constant µ even without knowing 

the form of the sedimentation function s (t). The condition of 

secular equilibrium is defined as that obtaining when 
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1 ds(t) 
sm ar << (10) 

This will be the case when the left-hand side of (8) is negligible 

and 

M(O) - M(t) 

This condition essentially says that the lag will be small compared 

to the total displacement of the phase boundary. 

From (9) we see that transients will decay as 

exp(-µ(x. 1 t)
112). Thus a criterion for times long enough so that 

transients will have decayed is µ(it
1 
t)112 » 1. Details in sedi­

mentation will no longer be important or resolvable after a time 

satisfying this criterion. 

Similarly, the model with continuous loading will behave 

similarly to an impulsively loaded model if the load is applied 

over a time satisfying 

This criterion is independent of the loading rate. The phase 

boundary is unable to res pond to changes in the sedimentation rate 

which occur in a time satisfying this criterion. Rather the phase 

boundary will respond as if a constant average load had been applied 
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during this time. In a sense, this criterion defines the "resolution" 

of the response of the phase boundary to rapid changes in sediment 

thickness. 

We shall consider only the case where the sediment 

thickness is a linear function of time, i. e. the case of a constant 

sedimentation rate. We emphasize that this is only for convenience, 

since (10) holds for any sedimentation s(t). Integrating (9) for 

s(t) = kt where k is constant, we obtain for the lag t(t), where 

l(t) M(t) - M (t) 
1 PS 

[M{O) - M(t)] - = - - s(t) -e W Pt 

(11) 
1/2 

t(t) 2 Ps k [ µ (>1.lt)l/2 -
- µ ( f\1 t) 

::: w - --2 1 + e J 
p 1 x.1µ 

This then, used in (1), permits the calculation of the 

configuration of the sedimentary basin so long as the assumptions 

used in constructing approximation SAC remain valid. 

Knowing t(t) we can evaluate the criterion (6) for the 

dynamic stability of the model. From (11) 

dt = dt/ ds = 
ds dt dt 

1 dt 
= k dt 

so that (6) becomes 
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Taking the limit t .... 0, we see that a model will be initially 

dynamically unstable only if p > p ; this is the same criterion 
s c 

one would obtain if there were no phase change, but only isostasy, 

namely, that the sedime~ts be denser than the material at the level 

of isostatic compensation. Thus a phase change cannot contribute 

to dynamic instability at the onset of sedimentation. 

We should note that the criterion for dynamic instability at 

time t = 0, namely p > p , rests upon the assumption of 
s c 

instantaneous attainment of isostatic equilibrium. This criterion 

would be different if we had considered the time dependence of 

isostatic adjustment. This, however, does not affect our conclusion 

that a phase change does not contribute to dynamic instability at the 

very onset of sedimentation. 

In the context of approximation SAC, however, an unstable 

model will be dynamically unstable by a time satisfying 

(12) 

Remember that Q is negative for an unstable model. . s 
Thus the value of the time satisfying (12) will tell us whether 

dynamic instability can occur during the period when approximation 

SAC is· valid, as well as give an indication of the degree of dynamic 
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instability that will occur. We note that (12) is independent of the 

sedimentation rate. 

End of Short Term Behavior 

Since the Stefan approximation is based upon a solution 

in an infinite medium, it will become invalid when the boundaries 

of the region, at x == 0 and x = b, begin to substantially affect the 

temperature field near the phase boundary. The influence of the 

surface on the phase boundary will be important by a time satisfying 

(13a) 

and the influence of the lower boundary will be important by a time 

satisfying 

(13b) 

Short term behavior will end when either boundary becomes im­

portant, i. e. when either of these criteria is satisfied. See 

Appendix 2 for the derivation of this. 

After this time, we should not expect the Stefan approxi­

mation to hold up. Nevertheless, experience has shown that the 

Stefan approximation can often be used as a means of extrapolation 

for a while beyond this time if necessary. 
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Long Term Response 

For times after the Stefan approximation has broken down, 

we appeal to a quasi-steady state approximation (QSSA). This has 

been given in our previous paper for the case where the loading was 

impulsive (OW, pp. 354, 365, 372}. The solution for the continuous 

case is a .straightforward extension of the impulsive case (Appendix 

3). The QSSA should be valid when both boundaries affect the phase 

boundary. The effect of the surface will be felt for times satisfying 

(M + s)2 
> 

TI 
(14a} 

and the effect of the lower boundary will be felt when 

(b - M)
2 

x,2t 2:. TT (14b) 

Thus when both of these criteria are satisfied, long term behavior 

should prevail. In general this will occur at a time greater than 

the time given by (13) for the breakdown of the Stefan approximation, 

and there will be a transition period during which neither approxi­

mation is applicable. Nevertheless, our experience has shown that 

either one or the other approximation will usually serve as a 

reasonable means of extrapolating the behavior of the model during 

this period. This will be discussed later. 

The differential equation of motion for the QSSA is (Appendix 

3) 
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d 
d(x.lt) 11\f(O) - M(t)J = - w[M(O) - M(t)] 

(15) 

G_P_s_gc_l [ s(t) ( d _c2 d') _1 ds J 
+ H d + 2 + c

1 
x.

1 
dt 

where 

w -

and d and .. d' are constants: d is the average value of M(t) + s(t) 

and d' is the average value of b - M(t). The sediment thickness 

s(t) is· an arbitrary function of time. 

Integrating (15) gives 

Gp gc -w7-t t ~lt 
M(to) - M(t) = sH 1 e 1 J 

KltO 
(16) 

d c2 , 1 ds 
+ ( - + - d )- - ] d(7-t z) 

2 c 1 '1 dz 1 
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As in the Stefan approximation, a criterion for times long enough 

so that transients have decayed is that w x.1 t >> 1. Since the QSSA 

will not be valid for short times, one should employ it only after 

the time given by (14), say t0. Thus the solution QSSA should be 

matched with solution SAC at time t0 when the transition is made 

from one solution to the other. 

When the sediment thickness is a linear function of time, 

s = kt, we obtain for the lag of the phase boundary, with the lower 

limit of integration t0 = 0 

l(t) (17) 

Comparison of (17) and (11) reveals that for short times the lag 

eventually grows as t 112, whereas for long times the lag approaches 

a limiting value. Of course, when thermal blanketing is included 

in the solution, it will cause the lag to grow with time in some 

other manner. 

Blanketed Response 

By the time that the boundary effects become important, 

necessitating use of the QSSA, the thermal blanketing from the 

sediments, which is also a boundary effect, should be making itself 

felt. This is included in the solution for the motion of the phase 

boundary by considering the superposition of the temperature field 

due to the blanketing on that from the latent heat released by the 
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phase boundary (Appendix 4). We consider here only the case with 

a constant sedimentation rate. 

A criterion for the time by which thermal blanketing would 

certainly dominate the motion of the phase boundary (OW, p. 66) is 

1 12 
+2 

TI 

co 

l (-t e 

n=l n 

2 2 
n TI x.1 t 

d2 
(18) 

Here d == ave[ M(t) + s(t)] may be obtained from (11) or (17) or 

else just estimated. For many cases the exponential terms will 

be negligible, which simplifies matters. Note that {18) does not 

contain the sedimentation rate explicitly; it enters only through 

d, and thus its influence is limited. 

In our previous paper, we said that the time given by (18) 

would signal the reversal of the motion of the phase boundary. 

This is not correct. Rather it will signal the end of the more 

rapid response of the phase boundary and the start of the retar­

dation of the motion of the phase boundary due to the thermal 

blanketing. This will not in general result in the reversal of the 

motion of the phase boundary as was stated before (OW, p. 395). 

If the phase boundary is nearer the surface than the lower 

boundary, blanketed response will be manifested before long term 

response, since the latter presupposes the influence of both the 

upper and lower boundaries. In this event, use of the short term 

approximation including thermal blanketing (SACTB) is indicated 
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up to the onset of long term behavior, where approximation QSSA 

with thermal blanketing (QSSATB) will be appropriate. 

If the phase boundary is nearer the lower boundary than 

the surface, on the other hand, use of approximation SAC might be 

followed directly by use of QSSA and then QSSATB. These consider­

ations depend on the values for the three criteria for: l) the end of 

short time response, 2) the onset of blanketed response, and 

3) the onset of long term response. These may occur in any 

sequence, except that (1) must precede (3). These possibilities, 

combined with other considerations are shown in Figure 4 and will 

be discussed more fully later. 

Short Term Blanketed Response 

The expression for the lag of the phase boundary, including 

the effect of thermal blanketing, is for the Stefan approximation 

(SAC TB): 

2 psk 3/n a 1 3 312 (t) (t) [ µ6 ('-' lt) t = 2 't/l + 3 , .. 
w plx.1µ µ 

(19a) 

c:o 

where 
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2 
e(x) g ~TT ex erf c(x) 

(19b) 

J
8
k exp (dk/2 rt 1) 2 rt 1 d 

a2 - 2K
8

x.
1 

sinh (dk/2 x.
1
)Gp

1
gW [ 1( - tanh(dk/2 x.

1
) J 

a -
3 

(20) 
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2 
When ( d k ) << 1 th b t t b . t 1 e a ove cons an s ecome approx1ma e y 2 u1 

2 2 
Il TT 

\Jn = 7 
Jk 

s 
al = Ksu1dGp 1 gW 

J kd 
a2 

s (21) = -
6~ n1 Gp 1 gW 

2 
2 TT J k s 

a3 = 3 
Ksuld Gp 1 gW 

h = 
(-l)n d4 

n 2 4 
n TT 

These approximations, which apply when the sedimentation rate is 

small, may considerably simplify the computation of t(t). Also 

note that the terms in the infinite sum become small rapidly as t 
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increases; in fact, the sum is usually negligible by the time that 

thermal blanketing must be included in the determination of the lag. 

Long Term Blanketed Response 

Similarly, the quasi-steady state approximation with 

thermal blanketing (QSSATB) gives 

l(t) 

a
1
d -wrt t -wrt t 

+ W ( w x. 1 t - 1 + e 1 ) + a2d(l - e 1 ) 

co 

- dwa3 l 
n=l 

h -v ftlt -w rtlt 
n ( n ) (w _ v ) e - e 

n 

(22) 

The constants a1, a2, a3, h and vn are given by (20) or 

(21) as before. In this case, too, the infinite sum usually becomes 

small by the time thermal blanketing must be included. 

The time at which a basin completely fills with sediment 

and uplift and erosion begin will depend on several factors, most 

important being the rate of sedimentation and the initial water 

depth. When the basin becomes completely full, at time tf say, 

the sediment thickness will be 

(23) 
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This we obtained · by setting w = 0 in (1). The proper expression 

to use for -t(t) will, of course, depend on which regime of motion 

the phase boundary is in when the basin fills. In any event (23) is 

a transcendental equation in time which may be solved graphically 

or by trial and error for the time tf when the basin fills. In the 

event of multiple roots of (23), tf should be taken as the smallest 

root. 

When the basin is full, sedimentation should stop. At this 

time, the model will not be in thermal equilibrium, and the phase 

boundary will still have to move to reach its final equilibrium 

position. With the cessation of sedimentation, the driving force 

for the upward motion of the phase boundary will stop. The effect 

of thermal blanketing will persist for some time, however. This 

will tend to move the phase boundary deeper, which will cause the 

surface to emerge above sea level. If there is no erosion, i.e. , 

s (t) = s (tf) for t ~ tf, the equilibrium value of the lag is 

l (t .... 00) = (24) 

The final elevation will be given by using (24) in (1), where -w is 

the elevation above sea level 
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Since the surface is above sea level, p must be taken as 
w 

equal to zero in calculating Q . The elevation given by (25) is the 
w 

maximum elevation that can be attained from the uplif ! due to the 

thermal blanketing effect. This elevation will be attained only if 

there is no erosion and only after final thermal equilibrium has been 

reached. 

Since the phase boundary will ultimately enter the period 

of long term motion, the approach of the phase boundary to its final 

position given by (24), will ultimately be described by the quasi­

steady state approximation. If sedimentation stops after long term 

motion has started, the motion of the phase boundary will be 

described by 

l{t) - l(co) (26) 

where tf and t(c:o) are given by (23) and (24). Similarly, the elevation 

after tf will be 

(27) 

Thus final equilibrium will be approached at a rate determined by 

the long term response constant w • Expressions (26) and (27) 

neglect the effect due to thermal transients generated by the change 

in the sedimentation rate, at time tf , which enter through the 
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QSSATB approximation. These effects will be proportional to the 

sedimentation rate, and should die out as exp(- x.
1 

(t - tf)/d2) , 

where d = ave[ .M(t) + s(t)] as before. A solution including these 

effects will be given later. 

If the basin finally is filled at a time tf such that w ~ 1 tf>> 1 

and 11
2

x. 1 t/d
2 » 1, then the exponential terms in (22) will be small, 

and (23) can be solved directly for the sediment thickness at time tf, 

insofar as the QSSATB applies. This gives, with s(tf) = .ktf , 

{28) 

Gp g c J d 
+ _s_ (d + 2 ~ d') -

6 
~ ] 

2 cl s 

which allows (23) to be solved 

Even where this expression may be inexact, as for example 

if w x. 1 tf ('Y 1, it indicates the effects of the different parameters. For 

example, a slower sedimentation rate (smaller k) will permit a 
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a greater thickness of sediments, so long as long term behavior 

obtains when the basin finally fills completely. 

Considerations in Modeling a Basin 

With the analytic expressions we have presented for the lag 

of the phase boundary, we are now able to quantitatively treat the 

problem of sedimentation in a basin underlain by a phase boundary. 

Before actually doing so though, it is useful to consider the possi­

ble relations between the various regimes of motion and any other 

times or events defined by the analytic scheme we have introduced. 

In addition, we shall outline a possible schedule for attacking the 

problem, pointing out conclusions that ,may be drawn at various 

stages, which provide insight into the particular model being 

treated. 

Presumably, the initial state of the model is known, as well 

as the sedimentation rate. The first thing to do is to evaluate the 

constants W and Q. given by (3) and (2). A small value of W 
1 

indicates that the phase change may be very responsive to loading, 

since M(O) - M (t) ex: 1/W. And the determination of the sign of e 
Q will reveal if the model is absolutely stable or not. s 

If Q is positive and the model is absolutely stable, then s 
the maximum sediment thickness can be calculated from (4). From 

the sedimentation rate, the time needed to attain this thickness can 

then be calculated. This time should first be compared with the 

time for the end of short-term response (13) and the time for the 

onset of long-term response (14). In these two equations, M(O) 
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may be used as a first approximation for M (t) + s (t) or for 

M (t) (in the term b - M (t). This comparison will indicate in 

which time domain the basin will fill up. 

If the basin should fill well before the end of short-term 

behavior, we need not be concerned with the other regimes of 

motion. If secular equilibrium obtains (as determined from (10)) 

before the basin is filled, then the sediment thickness when the 

basin is filled may be quite near the maximum thickness. If the 

basin should fill before secular equilibrium, on the other hand, 

the actual sediment thickness may be considerably less than the 

maximum. These cases are shown as case la in Figure 4. 

The end of short-term response depends on the effect of 

the boundary nearest the phase boundary. If this boundary is the 

surf ace, then thermal blanketing effects may become important 

before the end of short-term behavior, necessitating use of the 

approximation SACTB (19). Thus if the basin should fill near the 

end of short-term response, this time should be compared with the 

time, given (18), by which thermal blanketing effects will be large. 

Then, if indicated, the final sediment thickness can be determined 

using (19) for the lag. This case is shown as case 1 b in Figure 4. 

If the boundary nearest the phase boundary is the lower 

boundary, then short-term response will end before thermal blan­

keting is important. Thus for this case, in contrast to the pre­

vious case, the effect of thermal blanketing need not be considered 

if the basin is filled during short-term response. This case is 

shown as case 2 a in Figure 4. 
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FIGURE 4 

Effect of different types of behavior on the sediment 

thickness. During short term response, the attainment of 

secular equilibrium allows the maximum sediment thiclmess 

to be approached more nearly (cases lai and laii). The end 

of short term response decreases the sediment thickness that 

fills the basin (cases lai and 2a). The onset of blanketed 

response markedly reduces the sediment thickness that fills 

the basin (cases lb and 2b). Note that the start of blanketed 

response can occur during either short time or long time 

behavior. (The maximum sediment thickness is that attained 

when the lag of the phase boundary -l{t) == 0. ) 
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If the time for attaining s falls in the domain of 
max 

long-term behavior, then it may not be possible to apply such 

general reasoning as used above, and the lag must be computed 

and (23) solved as a transcendental equation. The exception to 

this is when it takes a very long time for the basin to fill, such 

that w rt1 tf >> 1. In this case (28) applies, and the final sedi­

ment thickness is given by (29). The final sediment thickness 

will then be considerably less than 

as cases le and 2c in Figure 4. 

s 
max 

This case is shown 

If a model is unstable, it is not possible to calculate a 

maximum sediment thickness. In such cases, the time for dynamic 

instability to appear, from (12) should be compared with the time 

for the end of short-term behavior (13) and the time by which 

thermal blanketing is important (18). If the model is dynamically 

unstable during short-term response and before blanketed response, 

then the water depth will probably not decrease much, . if any, 

during this time. Once blanketed response begins, of course, the 

water depth will decrease, and eventually the basin will fill. 

During the whole time, though, equation 1 will apply, with the lag 

determined from the appropriate formula. If the sedimentation is 

such that the basin only filled after a long time such that w rt1 t >> 1, 

(23) and (29) will apply, in which the effect of a negative Q on s 
the final sediment thickness may be seen. In such a case (26) and 

(27) will govern uplift if there is no erosion. In (27) a negative 

Q by itself tends to reduce the final elevation, but is played off s 
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against Qw (which becomes less as Qs does, but not as fast) 

and the term in J /K G p1gW. s s It is this latter term which 

actually dominates, since W must be small to make Q s 
negative, and J /K G pl g should be greater than 1. Thus s s 

an unstable model will allow a comparatively thick section of sedi­

ments to be deposited, and will in turn tend to uplift the surface 

to an elevation comparatively high, relative to a similar but 

stable model. 

During the transition period from short-term to long-term 

response, there are, unfortunately, no hard and.fast rules to 

indicate which expression to use for the lag. The end of short­

term response depends on the distance of the boundary nearest the 

phase boundary; the beginning of long-term response depends on 

the distance to the boundary farthest from the phase boundary. 

If the phase boundary is roughly equidistant between the upper and 

lower boundaries the transition period will be short and should 

present little difficulty. If the phase boundary is nearer the surface, 

use of SACTB will take into account the effect of the surface, and 

thus this approximation may be the best to use during the transi­

tion period. If the phase boundary is nearer the lower boundary, 

then use of QSSA might be best, since it does take into account 

the effects of the lower boundary. In any event, short-term and 

long-term solutions may be compared during the transition period; 

if they differ little then either may be used. If they differ signifi­

cantly, then it is probably best to adhere to the rules given above. 
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The two solutions for the motion of the phase boundary 

including thermal blanketing, SACTB (19) and QSSATB (22) are 

both correct from t = 0, insofar as the solutions without thermal 

blanketing are also correct. For short times, though, the infinite 

sums in the solutions do not converge rapidly, thus causing the 

evaluation of the solution to be tedious. Since the effect of thermal 

blanketing is small for such short times the corresponding solu­

tions without thermal blanketing may be used with no significant 

error. However, by the time given by (18), thermal blanketing 

should be very important; Hence it should be included in the solu­

tion some time before this. At any time, the effect of thermal 

blanketing can be determined by comparing the various terms in 

the expressions for the lag, (19) and (22). 

We may note here that errors incurred in using the wrong 

approximation during a period of time will be important only in 

relation to the length of the period compared to the total length of 

time that we are considering. Thus error incurred during a 

10 million year transition period will be relatively small if we are 

considering the configuration of the basin 150 million years after 

the start of sedimentation. In fact, even the error incurred in 

using QSSA rather than SAC during short term response of 20 

million years will probably be small. 

Comparison with Numerical Results 

In our previous paper (OW), we compared the continuous 

Stefan approximation (SAC) with numerical solutions of the exact 

equations governing the problem, with excellent agreement, thus 
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verifying the general validity of the approximation. In addition we 

similarly showed that the QSSA governed the long-term behavior, 

and that the effect of thermal blanketing could be superimposed on 

the solution for the effect of the moving phase boundary. 

As a further, and independent, test of our approximate 

solutions, we shall now compare them with results obtained by 

another worker (Joyner, 1967) who used a numerical scheme to 

solve the exact equations. This comparison also allows us to 

draw general conclusions about the behavior of the models investi­

gated, based on the general understanding gained from the 

analytical solutions. 

The models of Joyner's we have chosen for comparison are 

models 2, 4 and 5c. The parameters for the models, in our nota­

tion, are given in Table 1. The gradient at the phase boundary, 

JM /K1 , is taken as that for the initial state of the model at 

M (O). The change in gradient with depth, due to heat sources, 

has no significant effect for the range of motion of the phase 

boundary encountered in these models. Similarly the average 

gradient in the sediments was taken as that given by the original 

surf ace heat flux. 

Rather than specifying a constant latent heat for the phase 

change, as we have, Joyner specified a constant entropy change 

6S. We have taken the latent heat as T (M (O), 0) 6S. The 

change in latent heat with the position of the phase boundary has no 

significant effect on these models. 
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TABLE 1 MODEL PARAMETERS 

MODEL 

2 4 5c 

K joule/cm sec 0 c s 0.017 0.025 0.021 

Kl 0. 025 0.025 0.025 

K2 0.033 0.033 0.033 

g/cm 3 2.5 2.7 2.6 Ps 

pl 2.9 2.9 · 2.9 

p2 3.4 3.4 3.4 

Pc 3.4 3.4 3.4 

c joule/g 0 c 0.85 0.85 0.85 s 

cl 1. 1 1. 1 1. 1 

c2 1. 1 1. 1 1. 1 

G °C/kbar 141. 0 141. 0 66.0 

L joule/g 31. 8 31. 8 67.9 

~ 
2 erg/cm sec 28.6 28.6 28.6 

J 45.7 s 45.7 45.7 

d km 41 41 41 

d' km 19 19 19 
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For cases such that the gradient at the phase boundary and 

the latent heat change significantly with the motion of the phase 

boundary, adjustments can be made in these parameters as the 

phase boundary moves, or else an average value may be used. 

For the models considered here, however, this was not necessary. 

The derived constants and times for the three models are 

given in Table 2. We shall discuss each model in turn, but a few 

characteristics common to all three models are worth mention here. 

All the models have a phase boundary at around 40 km 

depth, while the lower boundary is at 60 km. The lower boundary 

condition is that of constant heat flux at 60 km. A consequence of 

this geometry is that the effects of the lower boundary will be felt 

roughly four times earlier than the effect of the surface. Thus 

there will be a prominent transition period between short-term and 

long-term behavior. In accord with our previous discussion, it 

will probably be best to use the QSSA during most of this period 

since the lower boundary is nearer to the phase boundary. We 

shall, however, compare both short-term and long-term solutions 

during this period. 

The density of the lowest layer, that in which isostatic com­

pensation takes place, is equal to the density of the denser phase. 

Consequently, the isostatic effect is maximized in that a denser 

substratum would result in smaller isostatic effect. This does 

not affect the motion of the phase boundary; it only affects the 

elevation of the surface. 
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TABLE 2. Derived Model Parameters 

Model 

2 4 5c 

2 0.00784 0.00784 0.00784 x.1 cm /sec 

x2 0.00882 0.00882 0.00882 

w 0.715 0.715 0.391 

Qs 0.0873 0.0139 -0.102 

Qw 0.635 0.635 0.576 

µ (kmr 1 2.51 2.51 0.30 

l/µ2rtl y 6407 6407 447,909 

M(0)2 
106 y 21. 6 21. 6 21. 6 

X.11T 

(b-M(0))2 
106 4.13 4.13 4. 13 

ft TI y 
2 

w (cmr 2 5. 65 x 10- 14 5.65xlo- 14 4.18x 10- 14 

H joule/g 1360 1360 470.8 

1/wtt1 106 
y 71. 6 71. 6 96.84 
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The first model we consider is Joyner's model 2a. This 

is a model of a sedimentary basin 1. 5 km deep being filled at a 

rate of 200 meters per 106 years. From Table 2 we see that 

the value of W (0. 715) is not particularly small compared to 

1. 0, and that the phase change is not as responsive as it might be 

if W were smaller. The model is stable. 

We shall first compare the four approximations and their 

relation with the various regimes of motion. Figure 5 shows the 

lag l (t) for all four solutions; SAC, SAC TB, QSSA, QSSATB 

from time t = 0 to 50 million years, as well as the end of a 

short-term response (13), the start of long-term response (14) 

and the time by which thermal blanketing dominates (18). Also 

shown is M (O) - M (t), which is the value the lag would have if e 
the phase boundary didn't move at all. This, then, is an absolute 

upper bound for the lag. Comparing SAC and QSSA with their 

thermal blanket extensions clearly shows the effect of thermal 

blanketing for longer times. Note that by the time given by (18), 

thermal blanketing clearly is important, and it should be included 

in the solution we 11 before this time. 

The insert in the upper left-hand corner of Figure 5 is a 

plot at an expanded vertical scale which better shows the relationship 

of the solutions for short times. Note that at the end of short time 

response (4 m. y.) all the solutions are virtually identical. 

During the transition period, the QSSATB solution is most likely 

the best, since it takes the lower boundary condition into account 

as was discussed above. After the start of long term behavior 
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FIGURE 5 

Lag of the phase boundary for different solutions of 

Joyner's model 2a. For short times (see insert in upper 

left), the solutions differ only slightly. Note the divergence 

of the solutions with thermal blanketing (SACTB and QSSATB) 

from the solutions without thermal blanketing (SAC and QSSA) 

by the time that thermal blanketing is dominant (14 x 106 y). 

For short times, SAC is the proper solution. During the 

transition interval between short and long time behavior 

(4 - 22 x 10
6 

y), QSSATB is probably the best solution since 

it takes into account the effect of the lower boundary, which 

SACTB doesn't. For long times, QSSATB is the proper 

solution. 
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(22 m. y. ), of course, it clearly is the best solution. Owing to 

the excellent agreement between the SACTB and QSSATB solu­

tions at short times, the QSSATB solution could be used from 

time t = 0 with no notice able error, in the value of the lag. The 

temperature field could be in error however. 

Because of the way we have defined the lag t(t) a 

large error in its value may still result in a proportionally smaller 

error in the value of the motion of the phase boundary M (0) - M <n 
Thus at 20 m. y., values of the lag from the solutions QSSATB 

and SACTB differ by a factor of two; in terms of the total motion 

of the phase boundary the two solutions differ by only ,...., 15%. 

Figure 6 shows a copy of Joyner's Figure 5, showing his 

results for model 2a with the analytic solutions QSSATB and 

SACTB added. As mentioned above, the QSSATB solution is the 

more accurate; the results of the SAC TB solution were added to 

illustrate that it differs only slightly from solution QSSATB in this 

plot, in spite of the fact that the values of the lag for the two solu­

tions differ significantly. 

The open circles in Figure 6 are Joyner's numerical re­

sults for this model. The irregularities in the numerical 

solution arise from the fact that sediments were deposited in units 

of 1 km thick slabs rather than continuously. Thus in this model, 

one km of sediments was placed instantaneously on the surface 

every 5 million years. This type of deposition produces irregu­

larities in the curve showing the surface of the sediments which may 



138 

FIGURE 6 

Results for Joyner's model 2a. Solutions QSSATB 

(solid line) and SACTB (dashed line) compared with Joyner's 

numerical solution (dotted line). The time at which the 

surface emerged above sea level is indicated for each solution. 

The numerical solution probably overestimates the time of 

emergence (see text). Solution QSSATB is the proper solu­

tion; the results for solution SAC TB were included to show 

that it is not in gross error even though it is beyond its regime 

of applicability. 
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cause the surface to emerge above sea level at a time considerably 

different from the time of emergence had deposition been contin­

uous. Thus the time of emergence from the numerical solution 

may easily be in error by ± 5 million years for this model. 

The agreement between the two solutions QSSATB and 

SACTB shown in Figure 6 is remarkably good considering the 

different values of the lag from the two solutions for times greater 

than "'J 10 million years. The agreement is so good because we 

have isolated the only unlmown, the response of the phase boun­

dary, in the term containing the lag. Everything else, the 

isostatic response and M (0) - M (t) can be calculated exactly. e 
Since the subsidence depends on all three of these factors, an 

error in the lag does not cause an error of the same relative magni­

tude in the subsidence. Thus we expect that the errors that arise 

from our approximate solutions for the lag will not seriously 

affect any solutions for the history of a sedimentary basin. 

With the irregularities in the numerically computed curve 

taken into account, the agreement of Joyner's numerical solution 

with our solution is remarkably good. In fact, it would require a 

numerical solution considerably more refined than Joyner's to 

reveal errors in the approximate solution. In view of the approxi­

mations inherent in a one-dimensional model, and the uncertainties 

in the appropriate parameters, a more accurate solution is 

probably not justified. Thus the approximate analytic solutions we 

have presented are to be preferred over numerical solutions, 

because · of the analytic form of the former, which provides 
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considerable insight into the problem and a much more basic 

understanding of the process. Of course, even the relative sim­

plicity of the analytic solution recommends its use, since it 

reduces the computational effort from the level of a large computer 

to the level of a slide rule. 

Joyner's models 2b through 2f are variations of model 2a, 

with different sedimentation rates and initial water depth. The 

parameters for these models, the times of emergence of the 

surface, the final sediment thickness and the ratios of final 

thickness to initial water depth for the numerical and analytic solu­

tions are given in Table 3. The agreement is again excellent. 

Again, in view of the irregularities in the numerical solution, we 

should regard the final thicknesses obtained numerically as 

accurate to only ± 1 km. 

The fact that the final sediment thickness increases as the 

sedimentation rate does is undoubtedly due to the effect of thermal 

blanketing, which increases with time. Thus the models with a 

slower sedimentation rate spend more time in the regime of 

blanketed response, which tends to reduce the final sediment 

thickness. Similarly, the models of a shallower basin, 2d, 2e, 2f, 

attain a relatively greater final sediment thickness since they fill in 

a shorter time, again reducing the effect of thermal blanketing. 

Since model 2a barely gets into long-term response, we 

shall also consider Joyner's model 4, for which sedimentation 

continues for 200 million years. Thus this model should exhibit 

long-term response for most of its history. Model 4 has denser 

sediments of higher thermal conductivity than model 2a. Thus, the 
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isostatic response should be greater, and the effect of thermal 

blanketing less than for model 2a. 

The comparison between the numerical solution and the 

QSSATB solution is shown in Figure 7. The agreement, espe­

cially for the position of the phase boundary, is extremely good. 

The times for the emergence of the surface, however, differ by 

50 million years, which is fairly large. In view of the irregu­

larities in the numerical solution, and the excellent agreement for 

the posit ion of the phase boundary, the emergence time for 

QSSATB solution is probably more accurate. Note that for the 

numerical solution, the surface emerged just after a slab of sedi­

ments had been deposited. Had deposition been continuous, 

emergence would have been sooner. Thus the discrepancy is not 

surprising, especially when one considers that in the numerical 

solution, sediments are deposited in units of 1 km thickness in a 

basin less than 0. 5 km deep. 

In an attempt to obtain thick sediment sections in a basin 

only 0. 5 km deep, Joyner designed model 5c, which has a rela­

tively small Clapeyron slope. In doing this, he inadvertently 

designed an unstable model, which allows us to compare our solu­

tion with a numerical solution of this type of model. For model 5c 

a value of W = 0. 391, which is not very small, compared to 

1. 0, nevertheless results in a value of Q = - 0. 102. Thus the s 
model is unstable, and should exhibit dynamic instability by a time, 
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FIGURE 7 

Results of Joyner's model 4, comparing solution 

QSSATB (solid line) and Joyner's numerical solution (dotted 

line). The agreement for the position of the phase boundary 

is excellent. The discrepancy between the emergence times 

is most probably due to the discontinuous sedimentation in the 

numerical solution as discussed in the text. 
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given by (12), of 5 million years. Since thermal blanketing 

should be dominant by a time of 30 million years ( 18 ), the model 

should exhibit dynamic instability for some time between 5 and 

3 0 million years. 

Figure 8 shows the numerical results for model 5c, taken 

from Joyner's Figure 8. Also shown is the solution QSSATB, 

which differs only insignificantly from solution SACTB for short 

times. The agreement between the two solutions is remarkably 

good, with the QSSATB solution appearing as a smoothed version 

of the numerical solution. 

The instability of the model was manifested in the numeri­

cal solution by an increase in water depth when the first sediment 

slab was deposited at 33 million years. The responsiveness of 

the phase boundary is shown by its rapid movement upward when 

the slab was deposited. The SACTB solution showed dynamic 

instability around 5 million years; the effect of thermal blanketing, 

however, caused the model to be dynamically stable by 10 million 

years, but only barely. Thus during the first 40 million years 

of deposition, while 1. 2 km of sediments were put in the basin, the 

water depth decreased by only around 50 meters. After this time, 

the thermal blanketing, which became dominant at around 30 

million years, starts to dominate, and the water depth decreases 

more rapidly, becoming zero by around 100 million years. Thus the 

unstable nature of this model caused the water depth to remain 

essentially constant during the initial 40 million years of deposi -

tion. Had the sedimentation rate been greater, a considerable 
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FIGURE 8 

Results for Joyner's model 5c, which is unstable. 

For the numerical solution (dotted line) the water depth 

increased when the first 1 km slab of sediments was deposited. 

For solution QSSA TB (solid line), the water depth remains 

nearly constant for the first 40 million years of sedimentation, 

even though 1. 2 km of sedimmts were deposited. In spite of 

the irregularity of the numerical solution, the agreement of 

the two solutions is excellent. 
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greater sediment thickness could have been accommodated in the 

basin, since more could have been deposited during the time that 

the water depth did not decrease significantly. 

Deposition and Erosion 

We have so far applied our solution only to cases of depo­

sition. The examples we have just given have demonstrated the 

accuracy and utility of the solutions, so that we feel secure in 

now extending the QSSATB solution to cases involving several 

cycles of erosion and deposition. 

As before, we combine the solutions for the heat flux at the 

phase boundary from the QSSA solution which the heat flux due to 

the thermal blanketing of the sediments, and then solve the 

resulting differential equation for the motion of the phase boundary 

(cf. Appendix 4). We shall treat first the case of a succession of 

constant erosion or deposition rates. During a time interval 

ti ~ t ~ ti + 1 sediments of density p ~ and conductivity 

K~ are deposited (or eroded) at a constant rate ~~ = ki. 

Thus the sediment thickness is at any time 

(30) s = k. t + j.; 
1 1 

k. - constant ; 
1 

t < t < t 
i i + 1 ' 

= (k. -k.+l)t. + j. 
1 1 1 1 

i == o, l, ... 
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We assume that the time intervals are lmown, i.e . the t. 
1 

are 

given, as is j 0 and the k.. The times t. 
1 1 

between 

periods of erosion and deposition (or deposition or erosion at 

different rates) will pre sum ably occur when the water depth w 

reaches some certain value, such as zero, or else when some 

other variable (such as sediment thiclmess) reaches a certain 

value. In this case the times t. may be found successively 
1 

by following the solution from time t 0. 

The flux at the phase boundary resulting from thermal 

blanketing is found in a manner exactly analogous to that used for 

the QSSATB solution, except that the more complex variations of 

temperature at the surface was taken into account. This neces­

sitated neglecting the motion of the phase boundary and surface of 

sedimentation relative to the region of phase 1. When only one 

cycle of deposition occurs, the solution will reduce to the QSSATB 

solution with constants defined by (21). This should not be a 

serious restriction on the accuracy of the solution for most geo­

physical cases. In any event the accuracy can be checked by 

comparing the QSSATB solutions using constants given by (20) 

with the solution using constants given by (21) for any one period 

of deposition or erosion. 

The solution so obtained for the position of the phase 

boundary at time t such that t ~ t ~ t 1 is then m - - m+ 
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i m 
PS PS 
-(J\.(t. 1)-A.(t.)- - A (t ) w 11+ 11 w mm 

i=O 

m 
Ps 

+­w r l 
-m-1 

k t+j k C C J -Wft ;t 
m m-~(_.!_-(~+~d'}) }+~{e I \' (TI.(t. ) 

d ft l wd 2 c 1 H _L 1 i+ 1 
- - Fl 

- TI. (t.)) - TI (t ) - m m + 1 
k t + j 

1 1 m m Km dw 
s 

00 

(- l)n o m -v ft t 
+~ \' n enl} 

d L (w - vn) 
n71 

where 

wft1z k.z k. 1 d c 2 j. 
_ e [-1 _ __!_(-- {-+-d'))+_!_J 

d ftl wd 2 c1 d 

wx.lz k. 1 d kl.z + jl. 
I1. (z) = e [ .

1 
( - + - ) - . ] 

1 K I wd 6 K 1 dw 

2 
+ -

d 

i-1 

s x.1 w s 

(-l)n l (w-v) 
n n=l 

. (w - 'J ) ftlZ 
o 1 e n 

n 

Oni - l [ llnp (tp+l) - llnp (tp) ] - llni (ti) 

p=l 

(31) 

(32) 
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6 p(z) 
n 

152 

1 
- --(kz+j 

K p p p 
s 

as before in (21). 

In (31) and (32) the notation is the same as in the QSSATB 

solution and is given in (15) and (21). Note also that z is a dummy 

variable in (32). 

In order to model a basin where sedimentation started at 

time t0 with rate k0, one would evaluate (1), using the definition 

of -t(t) and (31). If erosion occurred when the surface of the 

sediments was above sea level, one would take t 1 as the time 

when w = 0. Thus k1 would be negative, since it would corres­

pond to erosion. This method can be continued, of course, through 

any number of cycles of de po~ ition and erosion. 

As a final numerical check, we shall compare Joyner's 

numerical solution for model 5c with the solution given by (31). 
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Joyner carried his solution to 450 million years, which extended 

into the second period of erosion for the model. The results of 

the two solutions are shown in Figure 9 which is based on Joyner's 

Figure 8. 

Comparison of Figure 8 and Figure 9 reveals the difference 

between solution QSSATB and that given by (31). For solution 

QSSATB the surface emerged after 108 million years, whereas 

for solution given by (31) the surface emerged after 98 million 

years. This difference is well within the uncertainty of Joyner's 

numerical scheme, so that we may regard as insignificant the 

errors introduced by use of (31) rather than QSSATB. 

In Joyner's solution, the erosion rate was taken as propor­

tional to the height of the surface above sea level. This is not 

within the capability of our solution as given by (31) which assumes 

a constant erosion rate. For purposes of comparison, we used a 

constant erosion rate of 15 meters/million years, which is very 

near the average erosion rate of Joyner's solution. It is also just 

half of the sedimentation rate, which is constant in both the numeri­

cal solution and our analytic solution (31). 

As can be seen in Figure 9, the general agreement between 

the numerical solution and the analytic solution is very good; what 

differences there ar.e can be easily explained and are minor . The 

first difference is the previously mentioned time of emergence of 

the surface of the sediments above sea level. As mentioned before, 
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FIGURE 9 

Results for Joyner's model 5c for longer times than 

Figure 8. During two cycles of deposition and uplift and 

erosion, the analytic approximation from equation (31) agrees 

excellently with the numerical solution. The differences that 

do exist are due to the different erosion laws of the two 

solutions (see text) and the discontinuous sedimentation in the 

numerical solution. 
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the numerical scheme Joyner used, in which sediments are 

deposited as one km-thick slabs, could easily result in a time of 

emergence that was considerably in error. This is especially 

obvious when one notices the roughness of the numerical solution, 

as evidenced by the dotted curves in Figure 9. 

The second difference is during the first cycle of erosion, 

and is most notice able in the curve showing the base of the 

sediments. This arises from the different erosion laws of the 

two solutions. In the numerical solution, since the erosion rate 

is proportional to elevation, the sediment thickness is reduced less 

rapidly right after emergence, when the elevation is small. When 

the elevation is at its maximum, at around 200 million years, the 

erosion rate is the greatest, and the numerical solution rejoins 

the analytic solution which has a constant erosion rate. The fact 

that the two solutions agree so well, in spite of the different erosion 

laws, would indicate that the type of erosion law may not be of 

paramount importance. 

The differences between the two solutions during the second 

cycle of deposition and erosion may be attributed to the same 

reasons discussed above that accounted for the differences during 

the first cycle. The most noticeable difference is the sediment 

thickness after ,,...., 400 million years. As before, the numerical 

scheme has probably permitted a greater thickness of sediments to 

be deposited than would have been the case had deposition been 

continuous. Examination of the curve showing the motion of the 

surface supports this conclusion. 



157 

At the end of the first cycle of erosion, all the sediments 

had been removed while the surface was still above sea level. It 

is not clear whether or not Joyner permitted the basement rock to 

be eroded in his solution when this occurred. In the analytic 

solution shown in Figure 9, the basement rock was not eroded; 

it does not differ substantially from a similar solution in which the 

basement rock was eroded, so that the uncertainty on this point 

does not affect any of our conclusions. This effect probably 

results from the fact that when w > 0, water is present, whereas 

if w < 0, water is not present. This gives rise to asymmetry 

expressed in the fact that p is a function of w in equation (1). w 

The existence of a second cycle of sedimentation and erosion 

for model 5c raises the question of just how many such cycles could 

occur. We should note that van de Lindt (1967) also observed 

more than one cycle in some of his models and also the erosion of 

basement rock. To investigate this question, the solution for 

model 5c was carried out to 1000 million years. The movement of 

the surf ace and base of the sediments is shown in Figure ~O . The 

third and fourth cycles are exactly the same as the second cycle, 

at least within the accuracy of ,.._, 1 part in 104 to which the solu­

tion was computed. It is clear that the solution is periodic after 

the first cycle, and that subsequent cycles would appear the same 

as the second, third, and fourth. 

During each cycle of 234 million years, 2. 21 km of sedi­

ments are deposited while the water depth never exceeds 120 meters. 
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FIGURE 10 

Analytic solution of model 5c of Figure 9 extended to 

109 years showing the existence of undamped oscillations 

after the first cycle of deposition and erosion. During the 

80 million year deposition phase of each cycle, 2. 21 km of 

sediments are deposited in water that never exceeds 120 

meters' depth. During the erosion of these 2. 21 km of sedi­

ments, a surface elevation of up to 164 meters is maintained. 

In this solution, deposition occurs at a constant rate when the 

surface is below sea level, and erosion occurs at a constant 

rate when the surface is above sea level. 
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The resulting ratio of sediment thickness to water depth of 18. 4 

exceeds by far the value of 6 for the first cycle, and is a striking 

illustration of the amount of subsidence that this mechanism can 

cause. 

Oscillatory Solutions 

The fact that oscillations can occur is important for the 

geologic consequences of a phase change model. If the mechanism 

permitted only one cycle, some means would have to be found to 

account for the presence of an initial basin. This basin could only 

be filled once, unless an outside mechanism would again create a 

new basin. 

An oscillatory process, on the other hand, periodically 

creates a new basin, allowing the whole cycle of deposition, uplift, 

and erosion to be repeated again and again. If the period of a cycle 

is a few hundred million years, as for model 5c, only a few cycles 

can account for a significant period of geologic time. Thus it is 

worthwhile to further investigate the possibilities of oscillatory 

solutions. 

For models with a constant sedimentation or erosion rate, 

the solution given by (31) can be used to calculate the history of any 

such model. A few variations of model 5c were solved, and it was 

found that when the density of the lowest layer, p , was raised c 
from 3. 4 to 3. 7 (changing Q from -0. 102 to -0. 048), the s 
oscillations were damped so that only the first two cycles were 



161 

significant. This occurred even though the model was still 

unstable, since Q was less than zero. Other models indicated s 
that the existence of oscillations was not dependent primarily on 

the erosion rate. 

To investigate the problem of oscillations in more detail, we 

shall use a model for which the sedimentation rate is a linear 

function of water depth, and the erosion rate is the same linear 

function of erosion. We shall also neglect the functional dependence 

of the water density p on the value of w, so that all the para-w 
meters in the model will be the same during both deposition and 

erosion. 

The differential equation of motion for the phase ooundary 

is 

Gp gc c 
d [M(O)-M(t)] = -w[M(O)-M(t)] + s l [ s(t)+(~+~d')_!_ ds] 

d(rt1 t) H d 2 c1 rtl dt 

2 2 2 2 
tt1n TT t rt

1
n TT Z 

t 
a2 J e a2 

n=l 0 

Using the relation 

p 
M(O) - M(t) = M(O) - M (t) - t(t) = SW s(t) - t(t) 

e Pl 

J 
Ks s(z)dz 

s 

(33) 

(34) 
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and Equation (1), we obtain the following equation: 

2 2 2 2 

2 2 
ftln TI 

t t 
ftln TI Z 

co 

d2 d2 211 ftl Cl JS 

l n 2 I + 
ct

3
HK 

(-1) n e e 

s n=l 0 

Since we are looking for oscillatory solutions, we assume 

where y is the frequency of the oscillation and is 

constant. Using our sedimentation and erosion law 

ds = dt ~w 

we have 

s(t) ~ iyt 
= -. c

1
e + B0 1 y . 

(35) 

s(z) dz 

(36) 

(37) 
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Plugging (36) and (37) into (35), and letting y = O, we obtain for 

2 
tt111 t 

long times such that e 
d2 

< < 1' 

pl JS BO 
Q w = Q B + (1 ) =----=----=,,,.,,,.. w

0 
0 s 0 - p K Gp gW 

2 s 1 

This is just (1) with w = O, with (24) for t(t) and B0 for s. 

Thus for zero frequency, the solution reduces to the steady state 

case as it should. In addition, it says that the solution will 

oscillate around this steady state solution. 

For non- zero frequency, we obtain 

(38) 

2 2 
h ' ' ' d ' t t _nrr d w ere a1 , a2 , a3 , an a4 are cons ans, vn;::; d2 an 

i = /-1 again. Neglecting the exponential terms leads us to a 

solution for times after all initial transients have decayed. It is 

just this solution that we seek, since it will reveal the existence 

of persistent oscillations if they exist. Thus for times long enough 

so that the exponential in the sum is small, we neglect it, in which 

case we can evaluate the sum. Thus 
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where we define 

l(z) -

co 

(-l)nn
2 = - n/Z I -"---'2 "------ ---

n = 1 n + z 2 sin h (TT /Z) 

In terms of a dimensionless frequency 

Equation (38) reduces to 

where 

2 
A 1 cr - A icr - A 2 3 

Q HK x.
1 w s 

;rcr 
=----

2 sinh /la 

(1 - ~ ) 2c1 J ~ a3 
P2 s 

{39) 
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Ggpl K WQ s s 

2 J (1 - ~) 
s P2 

Separating cr into real and imaginary pa;rts 

cr = u + iv 

where u and v are both real, allows us to separate (40) into 

two equations: 

A ( 2 _ 2) A _ A = z sinh z cosy+ y cosh z sinh y 
1 u v + 2v 3 . 2 2 ,2 . 2 

where 

2[srnh z cos y + cosn z srn y] 

= y sin h z cosy - z cos h z sin y 

2 [ . h2 2 ., 2 . 2 J 
Sill Z COS y + COS n Z Sill y 

z - r cos S 

u ~ 0 

y - r sin 6 

1 -1 u) s - 2 tan (- v 

~ ,..- TT > Q 4~e~2' v_ 

{41) 

(42) 

(43) 
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The right-hand side of (42) is shown in Figure 11; the right-hand 

side of (43) is shown in Figure 12. 

The values of u and v that simultaneously satisfy (42} 

and (43) will then give the frequency and damping (or growth rate) 

of a stable oscillatory solution of (33), if such a solution exists. 

Thus the solution for the water depth w is 

w(t) 

from (36). We consider only the root u ~ O, since (42) and (43) 

are symmetric in ±u, if e is allowed negative values for negative 

u. In contrast, v may be either positive or negative; if v is 

positive, the oscillations are damped; if v is negative, the ampli­

tude of the oscillations grows exponentially. 

Let us examine the conditions for the existence of roots for 

a few special cases. 

i) undamped oscillations, i.e. v = O. In this case, the 

left-hand side of {42) is 

which is a parabola, concave upward, that intersects the vertical 

axis at -A
3 

. Thus a solution to (42) with v = 0 will exist for 

A3 ?:. - ~ (cf. Figure 11). 

However, {43) must be satisfied at the same time. The 

left-hand side of (43) becomes -A2 u, which is a straight line of 
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FIGURE 11 

Function for determining frequency of oscillatory 

solution for model with deposition or erosion rate proportional 

to water depth or elevation. Frequency equals 1t1/d2 (u + iv), 

and u and v satisfy A1 (u
2 

- v2> + A2 v - A3 = function 

illustrated, as well as satisfy equation of Figure 12. 
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FIGURE 12 

Analogous to Figure 11. Roots u and v must 

satisfy 2A1 uv - A2 u = function illustrated, as well as 

satisfy equation of Figure 11. 
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slope -A2 which passes through the origin. Thus (43) can have 

a root for u, with v = O, only if A2 _::: - {
2 

. However, this root 

will not in general be the same as the root for (42). A solution will 

occur only for special cases such that (42) and (43) can be satisfied 

simultaneously with v = 0. We may conclude then that an undamped 

oscillatory solution will in general occur only for special cases. 

ii) non-oscillatory solution, i.e. u = O. 

(42) becomes 

In this case, 

A2 2 = -A1(v - -) 2A1 

If v < 0, the right- hand side becomes 

2sinh!=V" 

2 
A2 ./v 

(A3 + 4A ) = --
1 2 sin ./v 

where -v is positive. This function is shown in Figure 13. 

(44) 

The left-hand side of (44) is a parabola, convex upward, 

with a maximum of -(A
3 

+ A2 
2 

/ 2A1) at v = A2/ 2A1. Examination 

of Figure 13 indicates that there will always be a root of (44) near 

v = rr2, where the parabola will intercept the branch coming from 

-oo • This root does not interest us, however, since we have 

assumed that the time was such that the exponential terms in (38) 
2 

~lTI t 2 
may be neglected, viz. exp(- 2 ) < < 1. A solution with v = n 

d 
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FIGURE 13 

Function given in Figure 11 plotted as a function of 

v with u = O. If v > O, the solution decays exponentially, 

u v < O, the solution grows exponentially. The root v (with 

u = 0) must satisfy -A1 v
2 

+ A2 v - A3 = lv/2 sin /v which 

is function shown.. Roots from the branch that approaches 

- 00 at v = rr2 decay so rapidly as to be unimportant. A 

growing solution with v < 0 will exist if -A
3 

> 1/2 . 
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2 
x.1n t 

would be proportional to exp (- 2 ) and would thus be small 
d 

by this time. 

There will be a negative root of {44) if -A
3 

> 1/2, as well 

as a positive root. The negative root, however, will give rise to 

a solution that will grow exponentially, and hence will dominate. 

Two positive roots could exist only if -A3 < 1/2, A2 > 1/2, and 

-(A3 + A2 
2 /4A1) > 1/2, which in turn requires A1 < 0. However, 

A1 > 0 if Qw > 0 (cf. {41)), thus two positive roots are not possible, 

unless Qw < O, which is unlikely. 

For u = O, (43) is always satisfied identically, thus the 

above mentioned roots of (44) are solutions. 

From these two limiting cases, then, we conclude i) that 

a purely oscillatory solution is a special case and will not occur in 

general and ii) if A3 < - 1/2, a solution will exist that grows 

exponentially. From {41), the condition for an exponentially 

growing solution is 

J pl 
Q < s (1 - ) 

s Ks Ggpl W P2 

In general, roots u and v of (42) and {43) will have to be 

found by solving the equations, which must be done by trial and 

error or some other such process. 

As an example, we present the roots for model 5c, which 

we have previously solved for the case when sedimentation and 
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erosion rates were constant. The roots we now present will give 

the frequency and decay (or growth) constants for an oscillatory 

solution which will exist for times considerably after d2 /rr2
1'!.1 Rj 7 

million years. Thus the oscillatory behavior should prevail by 

20 o.c 30 million years after the start of sedimentation. 

The dimensionless frequency constants u and v are given 

in Table 4, along with the period of the oscillations (time for one 

complete cycle of deposition and erosion) and the e-folding time of 

the growth or decay of the oscillations (time for solution to decay 

to 1/ e of its former amplitude, or to grow to e times its former 

amplitude). These all are given for several sedimentation rate 

constants, and for cases with water present or absent at all times. 

The asymmetric case, where water is present during deposition 

but absent during erosion, will probably lie between these two 

cases. 

Since our solution doesnvt fix the amplitude of the oscillations, 

but only the frequency, we do not know the absolute sedimentation 

rates. However, for an average water depth of 100 meters, the 

average sedimentation and erosion rates would range from 10 to 50 

m per million years for our values of ~(O. 1 to 0. 5 (m. y. f 1). 

The mean value of the sediment thickness is B0 = 2. 8 km, 

from (37); thus the sediment thickness will oscillate around this 

value. If more than 5. 6 km of sediments are eroded during any 

period of erosion, the basement rock will be exposed to erosion. 

At an erosion rate of 50 m/million years, this would require 112 

million years of erosion or a period of 224 million years for one 

whole cycle. This is of the same order as the periods given in 
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Table 4; thus the erosion of all the sediments and the exposure 

of basement rock is clearly within the realm of possibility. 

The most striking fact revealed in Table 4 is the number 

of exponentially growing solutions. The most rapidly growing of 

these will increase in amplitude by a factor of e in 111 million 

years or in less than one period (132 million years); in less than 

two periods the amplitude of oscillation will increase by a factor 

of ten. The sedimentation rate will also increase by a factor of 
-

ten; thus the deposition and erosion of a considerable thickness 

of sediments should be a feature of this model. The basement 

rock will eventually be exposed and eroded as well. 

Even for the decaying solutions, the rate of decay is slow 

enough that a few cycles of significant amplitude could occur. In 

fact, some solutions grow or decay so slowly as to be essentially 

stable. Thus we may expect solutions with oscillations for a con­

siderable range of sedimentation rate constants for model 5c, and 

models with a sedimentation rate constant ~ greater than 

,...., O. 5(m. y. r l should exhibit rapidly growing oscillations. Models 

with sedimentation constants much less than,...., 0. l(m. y. r 1 should 

have oscillations that damp out so rapidly that they should exhibit 

only one or two cycles of appreciable amplitude. 

Before discussing the implications of these oscillatory 

solutions further, we should determine whether model 5c is a fairly 

representative realistic model, or is it an unusual model with 

little applicability to geologic conditions. The main thing that 

distinguishes model 5c from other models devised by Joyner or 

other workers, is the value of W (0. 391) that results in the model's 
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instability. This value is smaller than that for most other models 

investigated, which arises from the fact that the temperature 

gradient at the phase boundary (11. 4°C/km) is 0. 61 times the 

Clapeyron slope (18. 7°c /km). Yet neither of these gradients is 

unrealistic; in fact, the Clapeyron slope would have been even less 

(14. 2°c/km) had the value of G (50°C/kbar) (Clark, 1966) for the 

reaction albite ~ jadeite+ quartz been used. This would have re­

sulted in a model even more unstable than model 5c. Thus we con­

clude that models similar to model 5c might reasonably be expected 

to represent actual geologic situations, and that the phenomenon of 

repeated oscillations exhibited by such models may very well be 

important geologically and are worthy of further investigation. 

In order to start the first cycle of erosion or deposition, 

either an initial basin or initial elevation must exist. For a model 

with growing oscillations, this initial state need not be very far 

from equilibrium, for the successive cycles will grow in amplitude. 

Each cycle will obliterate the record of the preceding cycle, since 

it will erode away more than was deposited during the preceding 

cycle. 

For a model with decaying oscillations, on the other hand, 

the first cycle will be the largest, hence the initial impetus that 

starts the process must be considerable. Each cycle, however, 

will leave its record, since a cycle will not erode all of the 

sediments deposited during the previous cycle. 

For any oscillatory solution, the ratio of sediment thickness 

deposited to the maximum water depth can be considerable, since 

the period of the oscillation, and hence the time available for 
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deposition, is independent of the water depth. Thus if the period 

is 200 million years, and the average water depth is 100 m, then 

for ~ = 0. 3 (m. y. r 1, 3 km of sediments will be deposited, while 

the maximum water depth will be 157 m. The ratio of sediment 

thickness to water depth will be 19. 1. In fact, this ratio is inde­

pendent of the water depth, and is approximately equal to ST /rr 

where T is the period of the oscillation. The value of 19. 1 

obtained above may be contrasted with the value of 3. 0 for this 

ratio if there were no phase change, but only isostasy. 

The existence of oscillations, and even the presence of 

uplift after deposition, associated with phase change models are 

both cases of a system novershooting" when it moves to equilibrium. 

This arises for phase change model because, while the pressure 

of the sediments is transmitted to the phase boundary at the speed 

of sound (several km/sec), the thermal effect of the sediments is 

only transmitted with a velocity characterized by ~ 1/d, which is 
-14 of the order of 10 km/ sec. The resultant phase lag between 

the two effects at the phase boundary causes the phase boundary 

to move toward a "false" equilibrium position; false because it is 

determined by the thermal effect from a previous configuration of 

sediments, and the pressure effect from the present configuration. 

Anything that tends to increase or speed up the thermal effect at 

the phase boundary will tend to reduce the phase lag between 

pressure and temperature effects, and hence the period of any 

oscillations. Thus a more rapid sedimentation rate, by causing 

a more rapid change of surface thermal conditions, tends to reduce 

the period of oscillation. This is seen in Table 4. A lower value 

of thermal conductivity for the sediments, a shallower phase 
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boundary, a higher surface heat flux or a higher value of 1-tl would 

have the same effect. In this manner, the effect of most parameters 

can be predicted and understood. 

Limitations and Extensions of Model Results 

The analytic, approximate solutions we have presented 

have been shown to be quite accurate for the general type of models 

considered. In addition they have allowed us to understand the 

problem well enough to confidently predict the effects of different 

parameters of a model. How restricted are our solutions as a 

result of implicit assumptions in the model? We shall discuss 

several points. 

The fact that the model is one-dimensional is clearly a 

simplification. Yet if we are concerned with shallow phase changes 

not much deeper than the Mohorovicic discontinuity, and with areas 

more than rv 100 km in extent, the one-dimensional model is 

probably quite good. For deeper phase changes, or more limited 

regions, the one-dimensional model exaggerates the effects 

associated with the phase boundary. Nevertheless, the effects 

should be of the same type, only reduced in amplitude somewhat. 

The proper boundary condition to apply at the base of the 

model, indeed even the depth which one should take for the base, 

is not known, although it is of great importance for the long term 

behavior of the model (OW, p. 337, 372). We have constructed the 

QSSA approximation for the case with constant heat flux prescribed 

at the base of the model. In this case the depth of the lower 

boundary enters primarily through d' in the values for H and in 
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the differential equation (15). A deeper lower boundary results in 

a smaller value of w in (15), and hence a slower long term 

response. 

The proper quasi-steady state approximation can be easily 

derived for the case with constant temperature at the lower 

boundary, although we shall not do it here. In general, a model 

with constant temperature at the lower boundary will respond 

faster for long times than a similar model with a constant flux 

boundary condition. 

The quasi- steady state approximation lends itself easily 

to other boundary conditions as well. For example, a time dependent 

temperature could be prescribed at the lower boundary. This might 

be a suitable model of a phase change in the lithosphere above a 

convection cell that is not in a steady state, e.g. it may be starting 

to overturn or else moving under the region of the phase change. 

Such a model could be used to investigate the movement of western 

North America over the East Pacific rise, for instance. 

In our models we have assumed that the phase boundary is a 

plane of separation between two phases, and that no mixed phase 

region exists. Phase transitions in the earth, though, are most 

probably characterized by transition regions of mixed phase. These 

regions may be several kilometers thick, so that we must re­

examine our assumption of a plane phase boundary. 

For very short times, the width of the temperature dis­

turbance will be narrow (cf. Figure 1); if the width is of the same 

order as a transition zone or less, the assumption of a plane phase 

boundary will probably not be very good. For longer times, however, 
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when the temperature disturbance is considerably wider than the 

transition region, the finite width of the phase boundary should 

have only a limited effect, since it will, in fact, be narrow com­

pared with width of the temperature disturbance. Thus our as­

sumption should be reasonably good. This is so because the 

diffusion of latent heat away from the phase boundary will be 

controlled by the transport of heat over the whole region of the 

temperature disturbance, and thus will not be strongly dependent 

on details near the phase boundary. 

We may note that the width of the temperature disturbance 

has been given for the Stefan approximation (OW, p. 351). The 

width for the solution SAC is exactly analogous to this, and this 

width may be compared with the width of a transition regis>n. This 

will allow one to determine when the assumption of a plane phase 

boundary is justified for short times. 

For long times the behavior of a model is described by the 

solution QSSA, which is obtained by integrating the change in 

temperature over the whol~ region of interest. The resultant 

solution should be affected little if any by the presence of a tran­

sition region, since the movement of the phase boundary is governed 

by the escape of heat at the boundaries and the change in the overall 

shape of the temperature disturbance. In fact, one could easily 

construct a quasi-steady state approximation for a whole series of 

phase transition regions, such as a series of metamorphic reactions 

in sediment section, underlain by even mor~ phase changes. 

Therefore the quasi- steady state approximation is not 

particularly restricted by our assumption of a plane phase boundary. 
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Since the solutions based on this approximation are applicable for 

all but short times, the conclusions we have drawn from our model 

should be little affected by the assumption of a planar phase 

boundary. In particular, the existence of oscillatory solutions like 

those we have demonstrated, should not depend on this assumption. 

We have been assuming that the level at which isostatic 

compensation takes place is deeper than the phase boundary. This 

has led to the operation of both isostasy and the phase change in 

promoting subsidence. If the phase change were beneath the level 

of isostatic compensation, it would be insulated from pressure 

changes at the surface by the fluid-like layer in which flow takes 

place to achieve isostatic compensation. Such a deep phase change, 

then, would play no role in the processes we have been consider_ing. 

Thus in considering the geologic problem of subsidence and uplift, 

interest will have to be restricted to those phase changes that occur 

in the uppermost mantle and crust above the level of isostatic 

compensation. 

The solutions we have presented are still of value in studying 

phase changes below the level of isostatic compensation. For 

example, how rapidly a phase change responds to a change in 

pressure due to a change in the earth's rotation rate can be readily 

determined from the SAC solution. And, of course, the general 

type of problem associated with a moving phase boundary arises in 

many other contexts and disciplines. The general techniques we 

have used in constructing our solutions may well be applicable in 

some of these other cases. 
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Broader Considerations 

It is not our purpose in this paper to explore the geological 

complexities of the phase change mechanism. That would entail a 

detailed study of the possible phase changes in the upper mantle and 

crust, a study of the crust and mantle structure of many areas to 

see if any phase changes can be correlated with known structure, 

and a study of the geologic record of regions where it is thought that 

a phase change meclianism might have played a role. All of these 

are the subjects of a different type of study than we have been doing, 

and are best left to another work. We shall, nonetheless, offer a 

few brief comments on some of these aspects of the problem, in 

perhaps a speculative vein. 

One most likely candidate for a phase change is still a basalt­

eclogite transition, since it has a substantial change in density, and 

might well be expected to occur in the uppermost mantle or crust. 

The transition would probably be spread out over a considerable 

interval thus would not be a sharply defined feature. Such a phase 

change could be a local feature, and would not necessarily coincide 

with the Mohorovicic discontinuity. It would be found in areas with 

sufficient basaltic material at some depth. A likely source of this 

basalt is either basaltic magmas which have come up from depth, 

or else the oceanic crust, which had been skimmed off the top of a 

tectonic plate as it descended into the mantle. This would be the 

same process as that which presumably skims the oceanic sediments 

off the plate and piles them up into a continental margin; the 5 km. 

oceanic crust, being too light to descend into the mantle with the 
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100 km. thick slab of lithosphere beneath it, would also pile up, 

but beneath the sediments. This then could be a starting point for 

a cycle of erosion, submergence, deposition and uplift. 

A "phase change" that should not be overlooked is the series 

of reactions of mineral assemblages to different metamorphic facies 

or grades. These reactions occur at the borders of stability fields 

in pressure-temperature space, and thus are the same general type 

of phase change as a basalt-eclogite transition. The important fact 

about these reactions is that they can be expected to occur in thick 

sediment sections, as the lower sediments are buried to a consider­

able depth. Thus a thick section of sediments that has accumulated 

in a basin has a built-in phase change. The transition zone is the 

whole sediment pile, and the density change is the integrated density 

change over the whole section. There would seem to be no difficulty 

in treating this type of model with a quasi- steady state approximation. 

Another phase change that could be readily treated by a quasi­

steady state transition is the serpentinization of peridotite. The role 

of this in causing uplift could then be quantitatively determined, for 

such regions as the Colorado Plateau. For this case a model with a 

changing temperature at depth could be constructed to investigate the 

effect of heat sources associated with the East Pacific rise moving 

under the phase change. 

The role of phase changes in promoting subsidence has 

received more attention in the literature than the role of phase 

changes in promoting emergence during erosion. Yet the phase 

change mechanism is more effective in the latter process, since 

it takes place above sea level, and the effective density of the 
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sediments is not reduced by the buoyant effect of the water. Thus 

the role of phase changes in maintaining positive elevations above 

sea level while kilometers of sediments and basement rock are 

removed by erosion is certainly worthy of more investigation. 

In taking erosion and sedimentation laws based on elevation 

relative to sea level, we have been implicitly assuming that there 

was a source of sediments when the surface was below sea level, 

and a convenient sink of sediments when the elevation was positive. 

This assumption would be easily satisfied at a continental margin. 

For an inland basin, on the other hand, while a source of sediments 

is readily available, there might not be available a location to accept 

a large volume of eroded sediments when the sediments were up­

lifted. Thus care should be used in accepting sea level as the 

boundary between erosion and deposition. A case in point is that of 

a mountain range being eroded adjacent to a basin being filled, such 

as may be found in the basin and range province. The important 

parameter for erosion and deposition is the relative relief between 

the mountains and the basin. A model of this situation may then 

require the solution of two models simultaneously, and the erosion­

sedimentation rates would depend on the solutions of both models. 

We finally note that the temperature effects associated with 

a moving phase boundary may be important. First, the latent heat 

associated with a moving phase boundary may be an important local 

source {or sink) of heat. Second, the maintenance of the temperature 

of the phase boundary at the Clapeyron temperature may cause sig­

nificant temperature changes over a large region, especially for 

long times (cf. Figure 1). Third, the change in the distribution of 
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thermal conductivity due to the movement of a boundary between 

two phases with different conductivities might also result in sig­

nificant temperature changes over a substantial region as thermal 

equilibrium is reestablished. 

Any of these temperature effects could result in partial 

melting in regions where the temperature was near or on the melting 

curve. In addition they could cause regions to follow a path in 

temperature- pressure space which might be well removed from 

the path representing thermal equilibrium, which might result in 

the formation of new mineral assemblages, thus resulting in more 

-phase boundaries. 

We have presented approximate analytic solutions for the 

history of a sedimentary basin (or eroding elevation) under lain by 

a phase change and which is isostatically compensated. These 

solutions are in closed form, and can be evaluated without recourse 

to high speed computers. The solutions are accurate, especially 

in view of the uncertainties of the appropriate parameters that 

should be used in modelling a basin on the earth. The analytic form 

of these solutions, and their simplicity allows the effect of the 

parameters of a model to be readily seen. Thus the behavior of 

models that are variations of a model that has been solved can be 

confidently predicted. 

In addition, certain characteristics of a model permit a 

classification of its behavior. Thus, for example, criteria for 

both long and short term behavior, which are distinct, allow one 

to consider the behavior of a model in a general sense, and permit 
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discussion of models in terms of these general characteristics. 

There are also criteria which establish generic types of models, 

such as stable or unstable. Models of one type all share certain 

important characteristics, which allows one to discuss the behavior 

and consequences of a sedimentary basin in terms of these general 

classes of models, rather than on the basis of individual cases. 

In essence, one might say that the solutions we have presented 

permit the creation of a vocabulary for discussing the behavior of 

models without dealing in particulars of any single model. 

This vocabulary then allows one to discuss the geological 

problem in a precise and quantitative malUler. Thus, whether or 

not phase changes actually are an important feature of sedimentary 

basins, a framework for discussing and investigating the question 

has been established. With this framework, the roles of phase 

changes in subsidence and uplift in the earth's history can be 

investigated in an orderly way. 

Thus, the existence of practicable solutions allows one to 

predict the consequences of any model; in this way models can be 

tested, and either discarded or accepted. The conditions on a 

model for it. to be acceptable can be evaluated, and the likelihood 

of these conditions being fulfilled can be treated as a question apart 

from the behavior of a model. 
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APPENDIX 1 

The equations governing t~e motion of the phase boundary 

may be written 

aT + ·v aT = 
at ox 

K ~ - K - = . 0T I eT I 
1 ox M- 2 ox M+ 

V · = (1 - ~) dM 
P2 dt 

0 < x _:s M(t) 

M(t) S x .:S b(t) 

b(O) - b(t) 
p 

= (1 - _l) [M(O) - M(t)] 
P2 

The· coordinate system is fixed in the region of phase 1; if 

p2 f pl' the region of phase 2 will move with velocity V with 

respect to the coordinate system as the phase boundary moves. 

The presence of the convective term in the field equations is due 

to this motion, and because it is a nonlinear term, it may compli­

cate the solution. 
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The term is easily removed if it is borne in mind that the 

two regions are indeed separate, and that solutions in the two 

regions need only mat~h at the phase boundary M(t). Thus there 

is no need to use the same coordinate system for both regions; 

rather two coordinate systems, fixed in each region may be used, 

as long as the boundary condition at M(t) takes this into account. 

In this way any convective term in the field equations can be 

eliminated. 

Thus if we let 

z. = x , 0 < x ,:::; M(t) 

z = P2 
M(t) + Pl (x - M(t)), M(t) .s x .:S b(t) 

the governing equations become 

0 < z .:::;: M(t) 

P2 
M(t).::;;; z .:S M(O) +Pl [ b(O) - M(O)] 
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P2 
and the lower boundary x = b(t) maps into z = M(O) + -[ b(O)- M(O)J 

. pl 

which is constant. Thus all translation of region 2 has been elimi­

nated from the equations. This coordinate transformation directly 

gives the solution for the simple Stefan problems with a change in 

volume. (Carslaw and Jaeger, (1959) p. 290) from the solution with 

no change in volume. 
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APPENDIX 2 

We obtain the criterion for the cessation of Stefan type 

behavior by comparing analogous solutions for a half space and a 

slab. Since the Stefan approximation (SAC) applies for a half space, 

we determine the time when the finite extent of the region becomes 

important. 

Consider the gradient at x = 0 for a half space x > 0 with 

T(O,t) = 1, T(x,O) = 0: 

oT I 
ox x=O 

1 

For a slab 0 < x s d, with the same conditions and T (d, t) 

T(d, t) = 0 

00 n2d2 

oT I 1 1 + 2 I e 
- ?Zt 

- -
( 1T 7't t)l/2 ~x x=O 

n=l 

The two solutions will diverge when the terms in the sum 

become large; we take as our criterion for the cessation of Stefan 

behavior 

1T 

at which the first term in the sum is O. 043. 
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APPENDIX 3 

The derivation of the quasi-steady state approximation 

(QSSA) for the case of continuous loading is basically an extension 

of that given for impulsive loading in our previous paper (OW, p. 

354, 372), although there are some minor differences. We shall 

derive the equations for the motion of the phase boundary in 

dimensionless notation; the reader should refer to our previous 

paper (OW, p. 330) for an explanation of the notation. 

Using the integral form of the boundary condition at the phase 

boundary (OW, p. 348) and using material coordinates rather than 

spatial coordinates (Appendix 1) we have 

We take for the quasi-steady state temperature distribution for the 

case with constant flux at s = 1 

n(s,rr) = 

= Bs - E ( r ) + y 2 ( S - S ) ; m m 
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where B ~ and 

Now, regarding ss as constant with regard to partial 

differentiation by time, we obtain 

where o is a constant equal to an average value of s - s 
m s 

and E: is a constant equal to an average value of 1 - s . This m 
approximation includes the effect of convective heat transport, 

since we have used material coordinates. 
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APPENDD{ 4 

The inclusion of the effect of thermal blanketing is done as 

in our previous paper (OW, p. 379, 395). We shall superimpose 

the temperature field due to the movement of the phase boundary 

and the field from the blanketing effect of the sediments. The heat 

flux at the phase boundary from both temperature fields is set 

proportional to the velocity of the phase boundary to obtain a differ­

ential equation for the motion of the phase boundary. 

The temperature field from the thermal blanket is the 

solution of: 

o, U constants 

s < i:: :::;. ~ s - '=> '=>m 

s - s ~ 0 m s 

J is the average heat flux in the sediments, which have s 
conductivity K . This is the same as the temperature field used s 
before (OW, p. 395) except that it partially takes into account the 
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movement of both the surface s and the phase boundary, and the s 
conductivity of the sediments. 

Using Laplace transforms (cf. Carslaw and Jaeger, 1959, 

p. 388) we obtain 

( 2 U T + 1/U) l cos h ( 2 U 6) 

r 
1 1 

sin h ( { U o) -
211 

sinh2( ~ U o) 

2 2 u2 
2 00 2 -(~+-)T 

- 2 TI \ (- 1 )n n e o 2 4 

0 
3 L 2 2 u2 2 

n=l (~ +-) 
62 4 

where, in dimensional units 

r = 
d ds 1 ds rtl cos h ( ..! ~ ds) 

Js ds 71 1 dt 2 t dt + ds/dt 2 71 1 dt 

- Ksitl dt e sinh( ..! .!. ds) - d sinh2( _! __<!_ ds ) 
- 2 rt 1 dt 2 ft 1 dt 

co 

- :TT: l 
n=l 

(- l)n n2 
[ n2

11
2 (ds/dt)2 

-
2 2 2 2 exp -(-2- + 2 ) rtlt 

[ 
11 n (ds/dt) J d 4 111 -2-+ 2 

d 4 711 

(Al) 
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In the limit neglecting the movement of the surface and the phase 

boundary (U .-. 0), we get the result of our previous paper (OW, p. 

395) and 

J ds 
s dt r - -

Ks 71.1 I (A2) 

n=l 

This expression is considerably simpler than (Al), and is sufficiently 

accurate where ~ ~l ~~ ,::; 0.1. A further simplification comes if 

the infinite sum on the right of (Al) and (A2) can be neglected. This 

often is the case by the time that thermal blanketing must be included 

in the solution for the lag t(t). 

To include the effect of thermal blanketing in the Stefan 

approximation (SAC) we must include a term 

r 

on the right hand side of (7). For the quasi-steady state approxi­

mation (QSSA), we must add a term r/(_!!) to the right hand side 
cl 

of (15). In either case the resulting differential equation is still 

directly integrable. For the SAC, a term 
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should be added to the right hand side of (9). For the QSSA a term 

-w f'(, t 
e 1 

0 

should be added to the right hand side of (16). 
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PART 2 

PLEISTOCENE GLACIATION AND THE VICOSITY 

OF THE LOWER MANTLE 
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CHAPTER I 

DEGLACIATION AND THE EARTH'S SECULAR ACCELERATION 
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The secular angular deceleration of the earth has been 

observed from growth rings on Devonian corals, observations of 

eclipses in antiquity an9~ astronomical observations over the last 

few hundred years (1). This deceleration (increase in the length 

of day, I. o. d.) is interpreted as primarily due to the effect of 

lunar tidal friction, which transfers angular momentum from the 

earth to the Moon. From observations of the longitude of the 

Moon, the Sun and Mercury over the last few hundred years, as well 

as from the effect of tidal torques on artificial satellites, one can 

calculate the variation in the rotation of the earth due to the tidal 

torques responsible for the acceleration of the Moon. Over this 

same period of time, though, short term non-tidal variations in 

the observed I. o. d. are so great as to swamp the tidal effect, 

which precludes a direct comparison of the tidal deceleration with 

that actually observed. However, records of the locations of 

eclipses in antiquity do permit one to calculate the actual change in 

1. o. d. over the last 2000 or 3000 years. Comparison of this 

observed variation, with that expected from tidal torques reveals 

that the earth has not slowed down as much as would be expected 

from a constant tidal friction over the last few thousand years, i.e. 

there is an apparent non-tidal angular acceleration of the earth. 

One likely cause of this wruld be a decrease in the earth's moment 

of inertia. 

We shall here investigate the effect of the isostatic compen­

sation of the earth to the melting of the Pleistocene ice sheets and 

the consequent rise in sea level. It will be seen that this effect 

can completely account for the non-tidal acceleration if the isostatic 

relaxation time has certain values. Since this relaxation time is at 
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present not !mown, one can attribute the acceleration to this effect 

and in turn infer the relaxation time. Under this assumption, the 

rheological properties of the mantle may be estimated from the 

relaxation times given by this method and from studies of uplift of 

formerly glaciated regions. 

I have expanded the areal extent of the Pleistocene ice 

sheets (2) into surface spherical harmonies, and treated the ice as 

a uniform surface mass distribution. The total change in the sur­

face distribution of mass upon melting was then determined using 

the ocean function to include the rise in sea level. (See following 

chapter) 

The first effect upon melting would be an increase in the 

moment of inertia of the earth as mass is transferred from the 

polar regions to the more equatorially situated oceans. Isostatic 

compensation of the load would then result in the flow of subcrustal 

material from under the oceans to beneath the formerly glaciated 

regions, which would decrease the moment of inertia. After 

complete compensation, of course, the net effect will be a slightly 

greater moment of inertia than before the ice melted, because rock 

under the oceans would have been replaced by an equal mass of 

water, which, being less dense, would have a greater moment of 

inertia since its center of mass would be farther from the earth's 

center than that of the rock was. I shall neglect this vertical mass 

redistribution, and treat the mass redistribution as a change in a 

surf ace mass distribution. This should introduce no significant 

errors. 
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To calculate the magnitude of the effect of deglaciation on 

the moment of inertia, the time history of the melting was taken to 

be proportional to the rise in sea level over the last 18, 000 years. 

Figure 1 shows three sea level curves that I have used. In view 

of the uncertainty about changes in sea level in the past, these 

should be regarded only as possible curves; the dependence of the 

conclusions I draw on details of the melting curves will be 

discussed later. 

The rate of isostatic response to a surf ace load was taken to 

be proportional to the uncompensated load, i.e. it is exponential 

with a relaxation time rr which fallows from the behavior of a 

viscous sphere. The spherical harmonic components of different 

degrees which characterize a given surface deformation will in 

general exhibit a different relaxation time for each degree. 

The moment of inertia of a surface mass distribution s on 

a sphere of radius ~' where 

00 t 

I I - m m + St m sin mA.] s = Pt (cos e) [Ct cos m A. 

t :;:Q m =O 

is, if c 0 
0 vanishes 

Brr 4 C 0 
I = - 3/5 a 2 

where e is colatitude, A. is longitude, and the Legendre functions 

P m(cos e ) are normalized so that the mean square of a spherical 
t 

harmonic is unity. 
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FIGURE 1 

Rise of sea level over the last 18, 000 years used in 

calculation of the change in Earth's moment of inertia. The 

circles show Shepard and Curray's (3) proposed eustatic 

curve and the crosses the lower limit of curves measured on 

the east coast of the U. So as reported by Shepard and Curray 

(3). 
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The second degree component of the surf ace load from the 

ice and water alone is cr 1 (t) and is a function of time propor-

tional to the rise in sea level. As mentioned above, we regard 

the mass redistribution due to isostatic compensation as a surface 

load as well; thus the second degree component of the total surface 

load er (t; 'f ) will be a function of time and the relaxation 

time 'f • The exponential nature of isostatic adjustment then gives 

d 
dt (J 

= 
1 -a + 
'f 

which can be integrated directly: 

cr(t; rr) = 

The integral can be evaluated since we know cr 
1 
(t) from the rise 

of sea level. 

The moment of inertia of this surface load can be written 

8'1i 4 o* I' :: 
315 

a c
2 

y{t; T) 
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where er is the coefficient from the ice load CJ 1 (t) at the 

present, i. e. the surf ace load from the complete melting of the ice 

sheets and the rise of sea level to its present stand. The dimen-

sionless function y(t; T) is proportional to the -i = 2, m = o 
coefficient of the expansion of cr(t; ,. ) and contains all the 

information on the time history of the melting and the nature of the 

isostatic response. 

Thus, after subtracting out the change in angular velocity 

due to tidal friction, conservation of angular momentum of the earth 

requires 

d 
dt [(I + I') w] = 0 

where I is the polar moment of inertia of the earth and ~ is the 

angular velocity of the earth. Since I' is small in comparison with 

I, this yie Ids 

3/5 
4 

8rra 

I 
. 
w 
w 

where w is the observed angular acceleration at time t 0. This 

equation can of course be integrated to re late the average value of 

y{t; T) over a time interval to the average value of w over 
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the same interval. It is this value that is appropriate for compari-

son with w 
d 

inferred from ancient eclipse data, whereas the value 

of dt y(t; T) at the present time should be compared with present 

astromonical values of w • If we knew the relaxation time .,. , 

we could calculate the expected acceleration for a given history of 

sea level. 

The relaxation time for an t = 2 m = O 
' 

spherical 

harmonic deformation of the earth has been previously inferred from 

the magnitude of the non-hydrostatic bulge of the earth, which is 

assumed to be anomalous and due to incomplete adjustment to the 

decelerating rotation of the earth (4). This assumption is now 

suspect, however, since the ellipticity of the equator is as great 

as the non-hydrostatic bulge; the fact that the C ~ coefficient in 

the geopotential is larger than the C~ coefficient is merely due to 

the choice of coordinate axes (5). To see this, we will, following 

McKenzie (4), compare the approximate energy represented by the 

various terms in the geopotential, using 

0 
where St = O. Taking for the non-hydrostatic coefficients of the 

geopotential (6) 
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c 0 -6 2 -6 
::;: -4. 7 x 10 ; c2 = 2. 42 x 10 ; 

2 

s 2 -6 
c2 

1 s 1 0 ::;: -1. 36 x 10 ; = = 
2 2 

we thus get E~ "" 110 x 10 - 12 and E~ a: 38. 5 x 10 - 12 · 

It was this difference that led McKenzie to conclude that the non­

hydrostatic bulge was anomalously large. That this is merely a 

consequence of the coordinate system he used can be seen by trans­

forming to a new system, which we will designate by primes, with 

the 9' = 0 pole aligned with the axis of the smallest moment of 

inertia of the earth and A.' = 0 aligned with the present pole. The 

harmonic coefficients of the geopotential in this system will also 

be represented by primes. The addition theorem for spherical 

harmonics (7) then yields 

l 

Since l [ (C~)2 + (S~)2 J is independent of the coordinate 

m =O 

system (7) we can obtain 

ex: 113 x 10- 12 

(C 2')2 
2 

and 

+ Thus, 

ex: 1 -12 
36. 0 x 0 . 
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The difference between the energies is the same as before, but 

now E ~' is associated with the ellipticity of the equator while 

2' E 2 is associated with the bulge. Thus the energy associated with 

the departure from hydrostaticity is the same for either term, and 

we must then conclude that the nonhydrostatic bulge is no more 

anomalous than the ellipticity of the equator. In view of this result 

it does not seem justified to associate the non-hydrostatic bulge with 

the deceleration of the earth's rotation. 

Thus, having no other estimate of the relaxation time rr ., 

we can assume that the observed non-tidal acceleration is due 

entirely to the melting of the ice sheets. On this basis we can 

then infer a value of T, if one exists, that will satisfy equation (1) 

using the measured acceleration and an assumed sea level curve. 

Figure 2 shows the ieft hand side of equation ( 1) at the 

present and averaged over the last 2000 arid 3000 years, plotted 

against the relaxation time. The right hand side of equation (1) is 

represented by the shaded regions. The stippled area uses Munk 

and MacDonald's (1) range of values for the angular acceleration, 

which is based on Fotheringham 's study of ancient eclipses. The 

hachured area is based on more recent data using Newton's values 

for the angular acceleration based on his analysis of tidal torques 

through their effect on artificial satellites and on Curott's study of 
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FIGURE 2 

Plot of equation (1) versus the relaxation time for the 

three sea level curves in Figure 1. Solid line: calculated 

acceleration at present; long dashes: calculated acceleration 

averaged over last 2000 years; short dashes: acceleration 

averaged over last 3000 years. The intersections of the 

dashed lines with the shaded regions define acceptable values 

for the relaxation time for an t = 2 deformation of the 

earth. As can be seen, the relaxation time is either around 

2000 years or 100, 000 years. 
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ancient eclipses (8). 
. O* 

In both regions the effect of a range of c2 
corresponding to a rise in sea level of 100 to 125 meters over the 

last 18, 000 years has been included. 

The first thing to notice is that the effect of isostatic com­

pensation to the melting of the ice sheets could have a very large 

effect on the acceleration of earth. In fact, if 1: were ~ 10
4 

years 

(which is the characteristic time scale for the melting of the ice 

sbeets) the magnitude of the effect could be up to ten times greater 

than the observed non-tidal acceleration, which would then be 

greater than the tidal deceleration, but of the opposite sign. 

The first set of curves corresponds to the sea level curve 

with a stand 2 meters above the present sea level 2000 years ago. 

A possible value for the relaxation time is around 800 years. If 

this is correct for the earth, the non-tidal acceleration should 

have increased by 50% over the last 3000 years. The other possible 

root for this sea level curve is greater than a few hundred thousand 

years. In this case the non-tidal acceleration would have increased 

roughly by a factor of 4 over the last 3000 years and the present 

non-tidal acceleration would nearly cancel the present tidal 

deceleration. 

Similarly for the other sea level curves, there are two roots: 

either around 2000 years or near 100, 000 years, and in every case 

except T ,..... 2000 y. for the second set of curves, the non-tidal 

acceleration should have increased over the last 3000 years. Dicke 

(9) finds evidence for a decrease in the non-tidal acceleration from 
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3000 to 2000 years before the present. However, since such a 

trend is not apparent in Curott's more comprehensive study, it does 

not seem possible to unequivocally exclude possible combinations 

of sea level curves and relaxation times solely on this basis. 

The values we have obtained as possible relaxation times 

removes some of the dependence of the calculated relaxation times 

on details in the sea level curve. If the relaxation time is short, 

we are mainly seeing the effect of sea level changes over the last 

few thousand years, since effects prior to that will have already 

decayed. If the relaxation time is long, we are seeing the total 

change in sea level, and any small irregularities in sea level will 

be "averaged out". These conclusions derive from the fact that 

either calculated relaxation time is significantly different from the 

characteristic time scale of the melting, which is ,...., 10, 000 years. 

Of course changes in sea level during the period over which we cal­

culate the change in w have a large effect, as can be seen in 

Figure 2. Nevertheless, the separation of possible relaxation 

times into two possible ranges which are quite distinct, appears to 

be a firm conclusion that one can draw from this calculation. 

We should note that if the relaxation time is of the order of 

100, 000 years, the earth may still be responding to changes in sea 

level that might have occurred prior to 18, 000 years ago. The 

calculated value for the relaxation time of 100, 000 years thus rests 

upon the assumption that the ice sheets persisted, except for 

variations over a time scale less than 100, 000 years, for the 100, 000 
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years or so preceding the onset of the melting 18, 000 years ago. 

If this assumption is not satisfied, the calculated relaxation time 

will be somewhat less, which will in turn weaken the dependence of 

the calculation on the ice history 100, 000 years ago. 

McConnell (10) has used another argument to deduce the 

relaxation time of an J, = 2 deformation. He assumes that the 

present non-hydrostatic bulge is a result of deglaciation. From 

the magnitude of the bulge, and the non-tidal acceleration he cal-
5 culates a relaxation time of ,_ 3 x 10 years. However, his 

assumption that the bulge is due to deglaciation is suspect because, 

as shown above, the bulge is not anomalously large, and thus there 

is no need to explain it by some other mechanism, such as degla­

ciation or the secular deceleration of the earth. In addition his 

assumption that the present bulge is a remnant of deglaciation 

implies directly that the isostatic disequilibrium from deglaciation 

is still substantial, which implicitly implies that the relaxation 

time is sufficiently long that the disequilibrium would not yet have 

had time to decay. In addition, the magnitude of C~ calculated from 

the actual configuration of the ice (see following chapter) is too 

small by a factor of three to explain the non hydrostatic bulge, i.e. 

that the isostatic disequilibrium following de glaciation could 

account for only 1/3 of the present bulge, even if the earth had not 

relaxed at all following the melting of the ice sheets. Thus our 

values for the relaxation time of an t = 2 deformation are to be 

preferred for these reasons. 
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We should note that McKenzie (4, 11) has also discussed this 

problem, and shown that if the relaxation time is ,...., 7000 years that 

only ,...., 5% of the present bulge could be due to deglaciation. He 

also suggests that the non-tidal acceleration is due to isostatic 

response following deglaciation. 
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CHAPTER II 

CORRELATION OF PLEISTOCENE ICE SHEETS 

WITH THE PRESENT GEOPOTENTIAL 
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In the previous chapter we have seen that the relaxation 

time for a degree two deformation of the earth is either ,...., 2000 

years or ~ 100, 000 years. The argument that was used to obtain 

these times, however, was incapable of discriminating between 

them. The consequences of these two relaxation times are distinctly 

different. If the proper choice is ,...., 2000 years, the long wavelength 

components of the deformation will have decayed by a factor of 

~ 1000 since the ice melted, and thus would be hardly detectable 

today. If the proper choice is ,...., 100, 000 years, the long wavelength 

components will have decayed by only a few percent, and might well 

be still observable. 

The change in the earth's moment of inertia discussed in the 

previous chapter may be alternatively expressed as a change in the 

degree two, order zero component of the earth's gravitational field. 

(McKenzie, 1967). This leads us to inquire if any evidence of the 

isostatic anomalies resulting from deglaciation can be found in the 

other coefficients of the geopotential. Since deformations character­

ized by different wavelengths or degrees will decay at different rates, 

we shall focus attention on the components of the geopotential of 

lowest degree, since these are most likely to have a relaxation time 

similar to the degree two relaxation time. In particular, the degree 

t = 2, order m = 2 components will have the same relaxation time 

as the moment of inertia; thus if the relaxation time for an t = 2 

deformation is long, the coefficients of the geopotential corresponding 

to t = 2, m = 2 should still contain the anomalies from deglaciation. 

This investigation should also answer the question of whether 

the non-hydrostatic bulge is a result of deglaciation, as suggested by 
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Wang (1966), and assumed by McConnell (1968) in his calculation 

of the viscosity of the lower mantle. 

In order to detect any effects of deglaciation on the geo­

potential, we will first expand the mass redistribution upon melting 

as a series of surface spherical harmonics. The gravitational 

potential from this mass redistribution will then be compared with 

a spherical harmonic representation of the geopotential. This will 

be done by correlating the two potentials at a fixed radius, and then 

inquiring into the significance of the calculated correlation 

coefficient. 

Harmonic Expansion of Ice Distribution 

The distribution of Pleistocene ice sheets which existed 

less than 30, 000 years ago has been taken from Donn et. al. (1962), 

who also give the thickness and ice volume of each ice sheet. In 

addition, the extent of South America glaciation was taken from 

Flint (1957). The distribution of ice in the northern hemisphere is 

shown in Figure 1. In order to obtain the harmonic coefficients of 

the mass of the ice, each ice sheet was first expanded separately as 

a function equal to one where the ice was present and zero every­

where else (Appendix 1). For this purpose, the ice sheets were 

assumed to be bounded by lines of latitude and longitude, which are 

shown as dotted lines in Figure 1. The expansion was carried out 

to degree 12. The coefficients of each ice sheet expansion were 

then multiplied by the average thickness assumed for the ice sheet, 

and the coefficients for all the ice sheets were combined to give an 
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FIGURE 1 

Distribution of Pleistocene ice sheets that existed 

less than 30, 000 years before present. The areas expanded 

into spherical harmonics are shown by the dotted lines. 
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expansion of the world ice thickness. The coefficients for the mass 

was obtained by multiplying the thickness by the ice density (0. 9174 

g/cm3). The areas, and thicknesses of the ice sheets which were 

analyzed are given in Table 1. 

The areas of the ice sheets analyzed was 16% less than the 

areas of the ice sheets as given by Donn et. al. (1962). This differ­

ence should partially compensate for the fact that the outer margins 

of the ice sheets were thinner than the average, and that they also 

would have been the first to disappear. Thus the area actually 

analyzed corresponded to the thicker, more central portions of the 

ice sheets, and thus are probably better for our purpose than an 

expansion that included the margins of the ice sheets as well. The 

thicknesses taken for the smaller ice sheets are probably too large; 

they are so small in area, though, that this doesn't have any effect 

on our conclusions, as will be seen. 

In order to obtain the total change in mass distribution upon 

melting of the ice sheets, the mass change from the rise in sea level 

was obtained using the coefficients of the ocean function given by 

Lee and Kaula (1967); the mass of the ice was assumed transferred 

uniformly to the oceans upon deglaciation. The resulting rise in 

sea level was 85 meters. Thus, if anything, we have underestimated 

the mass redistribution. The effect of a larger rise in sea level can 

be found just by scaling the harmonic coefficients we have obtained. 

In order to determine the effect that our lack of knowledge 

of the details of the ice distribution might have on our study, two 

different harmonic analyses of the ice distribution were used. The 
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Table 1. Areas and Average Thicknesses of Ice Sheets 

Ice Sheet 
6 2 

Area (10 km ) Thickness (m) 

Laurentide 10.97 2500 

Cordillera 1. 88 1100 

Brooks Range 0. 14 1000 

Fennoscandia 3.04 1770 

Iceland 0.05 600 

Spitz bergen 0.03 1000 

Siberian Islands 0.04 1000 

Urals 0.52 1000 

North Central Siberia 1. 12 1570 

East ·Siberia 1. 15 1000 

Kamchatka 0.12 1000 

South America 0.27 1000 



227 

first is as described above, and consists of the ice sheets shown 

in Figure 1 and listed in Table 1. This will be called ice analysis 

1. The second, called ice analysis 2, consists of only the 

Laurentide, Cordillera, Fennoscandia and Ural ice sheets. These 

ice sheets account for ,...., 85% of the glaciated area, and will pro ba­

bly account for most of the world wide effects associated with de­

glaciation. By comparing the results of the two ice analyses, we 

will be able to assess the importance of the smaller ice sheets, or 

details of the larger ice sheets and the effect of our approximating 

the borders of the ice sheets by lines of latitude and longitude. It 

will be seen that the two ice analyses give nearly the same results; 

thus our conclusions will not rest upon details in the ice distribution 

we have used. 

Earth's Gravitational Field 

We shall use the notation and conventions used by Kaula 

(1963). The earth's gravitational potential is given by 

00 

l 
KM { \' a -m m m . } v = -r- 1 + L (r) Pl (cos e) [Cl cosmA. + Sl s1nmA.] 

-t,=2 

where e is colatitude, A. is longitude, r is the radial coordinate, 

a is the radius of the earth, K is the gravitational constant and M 

is the mass of the earth. The fully normalized Legendre functions 

satisfy 
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2rr 
2 

TI - l cos mt.. 

I I P~(cos e) { . } sine de d A. = 4rr 

· o 0 smmA. 
- -

The spherical harmonic coefficients of the geopotential C ;1" and 

S ;1" represent the departure of the field from spherical symmetry. 

By far the largest of these is C ~ which represents the hydrostatic 

bulge of the earth due to its rotation. Since we will be interested in 

the non hydrostatic field, we shall subtract the value of C ~ for a 

truly hydrostatic earth, H~, (Jeffreys, 1963) from the observed 

value of C~. A similar correction will be made to C ~· 

The values for the harmonic coefficients of the geopotential 

we shall use are from Kaula (1966). The values we shall use prima­

rily are those of Kaula, obtained by combining values for the coef­

ficients obtained from orbiting satellites with information from ter­

restrial gravimetry. These values are given in Table 8 of Kaula's 

paper. 

For purposes of comparison, to determine the effect of our 

choice of a particular set of coefficients for the geopotential, we 

shall also use Gaposhkin 's values for the coefficients, given as 

solution GB in Table 5 of Kaula's paper. These coefficients were 

determined from satellite data alone. We shall see that the results 

we obtain are the same for either set of coefficients for the geo­

potential. 
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Comparison of Ice Potential and Geopotential 

We first compare the relative magnitudes of the geopotential 

and ice potential in order to see if the latter is actually large 

enough to noticeably affect the geopotential. A measure of the 

magnitude of the different degrees of a function is the degree 

variance or power spectrum at , wher e 

= l 
m=O 

This is independent of the coordinate system used, although the 

individual coefficients C tm and S tm are not (Kaula, 1967). 

The degree variances for the ice potentials from both 

analyses 1 and 2, and the degree variances for three different 

determinations of the geopotential are shown in Figure 2. The ice 

potential is smaller than the geopotential by a factor of 3 for 

t = 2, is comparable to the geopotential for t = 7 and t:;:; 8, and 

falls off relative to the geopotential for higher degrees. The hump 

in the curve for the ice potentials around l = 7 is a reflection of 

the average size of the ice sheets and ocean basins, since t = 7 

corresponds to a function with a characteristic wavelength of 

,...., 5000 km. (The wavelength A. of a function of spherical harmonic 

degree t on a sphere of radius a may be taken as 

A = 2 TT a/[ t(t + 1)] l/2. ) 

The degree variances for the three determinations of the 

geopotential agree among themselves very well for degrees 2, 3 and 
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FIGURE 2 

Degree variances or power spectra for the potential 

from the redistribution of mass due to deglaciation, and for 

three determinations of the geopotential. The geopotential 

spectrum A & S is from the solution by Anderle and Smith 

as reported by Kaula {1967b). Note that the ice potential is 

of a magnitude comparable to the geopotential. 
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4. The kink in Kaula's curve at t = 5 and 6 probably arises from 

his use of terrestrial gravimetric data. The differences in the 

curves for higher degrees reflects the difficulties in accurately 

determining the smaller, higher degree coefficients. 

Although the ice potential is up to three times smaller than 

the geopotential for degrees 2, 3 and 4, it is probably large enough 

to be detected in the present geopotential if it hasn't decayed sub­

stantially since deglaciation. For higher degrees uncertainties in 

the coefficients of the geopotential may make detection of the effects 

of the ice difficult to see, although for degrees 7 and 8 the ice 

potential is large enough to have a substantial effect on the geo­

potential. Thus it is worthwhile to attempt to detect a remnant of 

the effect of deglaciation in the present geopotential, since it may 

be large enough to be seen. 

Correlation of Two Functions on a Sphere 

As a measure of the relationship between the present geo­

potential and the ice potential we shall calculate a correlation coef­

ficient for the two potentials evaluated at the earth_'s surface. The 

ice potential evaluated at the surface is taken as 

co .t 
KM \ \' - m m m U(e ,A.) =-a L L Pl (cose) [At cosmA. + Bt sin mA.] (1) 

t=2 m=O 



233 

where Atm and Bt m are the coefficients of the potential obtained 

from the spherical harmonic expansion of the ice. 

The non hydrostatic geopotential at the surface is 

00 t 

V(e, A) = K!1 l \ ' -m m m () L Pl (cos 9) [Cl cos m A. + St sin m A J 2 

t=2 m::;:Q 

The correlation coefficient p is just the normalized co­

variance of the two functions over the sphere (Lee, 1960, p. 220; 

Kaula, 1967) 

211 TI 

J J U( e, A.) V( e, A.) sine de d A. 

0 0 p :;:; 
2rr TI 211 

J [U(e,A.)J
2 

sine dedA. f TI 1/2 
J [V(a, t..)]

2 
sine de d t..} {J 

0 0 0 0 
(3) 

or, using (1) and (2) 

00 t 

l l (A me m 
t t 

t=2 m=O 
p = 

00 l 2 2 

{ l l [(A ;:1> m 
+ (Bl ) ] 

t=2 m=O t=2 m=O 
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By the Cauchy-Schwarz inequality p 
2 

2: 1. (Apostol, 1957, pp. 6, 

244), and it can be shown that p 
2 

= 1. 0 if and only if the two 

functions are linearly related (Apostol, 1957, p. 20). A value of 

p such that p 
2 

< 1 is a measure of the linear dependence of one 

function on the other; if p = 0 the two functions are considered 

linearly independent. 

The correlation coefficient defined in (3) and (4) is exactly 

analogous to the correlation coefficient as used in statistics 

(Cramer, 1946, p. 265; Lee, 1960, p. 220) which is defined for 

random variables s, 'r1 as 

= E[(s - g) (Tl - fi)J 
P { E[{S - g >2J E[{11 - Tih} 1/ 2 

(5) 

where g and r; are the respective population means and E[f(S)J 

is the mathematical expectation of the random variable f(S) 

(Cramer, 1946, p. 170). Thus we may regard U and V as 

random variables which have been mapped into the random variables 

At m, Bl m and Ct m, St m. (The double indices and double sum 

associated with these coefficients may be eliminated by a change to 

a single index if desired. ) Since our choice of coordinate system 

was arbitrary, we could have chosen it so that all the coefficients 

had the opposite sign but same magnitude as they actually have with 

our present choice. Thus we conclude that the population means of 

At m, Bt m and Ct m, St m are zero. Thus (5) is equivalent to (4), 

and p may be regarded as the correlation coefficient of the two 
m m m m 

random variables represented by At , Bt and Ct , St . 
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On the basis of this analogy, we may use standard statistical 

techniques to determine the significance of any value of the corre­

lation coefficient that we may obtain from correlating the ice 

potential and geopotential. That this is of considerable importance 

is easily seen. 

The correlation coefficient is a measure of the linear de­

pendence of two random variables s and ri , i. e. it is a measure 

of the tendency of the variables to lie on a straight line in a s, ri 

plot. In evaluating the correlation coefficient we actually deal with 

a limited sample x., y. of the populations s, ri ; and the value we 
1 1 

obtain for the sample correlation coefficient will have a significance 

that depends on the sample size. For example, if we sample each 

population only two times, we obtain the pairs (x1, y1} and (x2, y2}. 

If we calculate a correlation coefficient from these we obtain ±1. 0. 

The only significance of this is that it confirms that a straight line 

can be drawn through any two points. It says nothing about the linear 

dependence of the two populations s and ri • 

If we designate the correlation coefficient calculated from a 

sample x., y. as r, we see that the value of r may differ from 
1 1 

the population correlation coefficient p • In fact, for small samples 

they may differ considerably. Thus we will need some standard by 

which we can assess the significance of the sample correlation coef­

ficient r. (In the remainder of this chapter we shall use Greek 

letters for population characteristics or variables; the corre­

sponding Roman letters will designate the corresponding sample 

characteristics or variables. Thus s, ri, p refer to the population, 

x, y and r to the sample of the population.) 
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A more complete measure of the linear dependence of two 

random variables may be obtained by linear regression. The 

linear regression line 

g{ s) = a + ~ s 

minimizes 2 
[n - g{s)J when 

and a = n - ~ 21 s 

where 

µ .. = 
lJ 

E c (s - ~ )i (n - Ti )iJ 

2 
E[(s - ~)2 J cr 1 - IJ20 ~ 

2 ( - 2 
cr2 - µ02 - E[n-n) J 

~21 is called the regression coefficient of n on s . 

The corresponding sample characteristics for a sample 

of size n are 

a = y - b21 x 

1 (x. - x ) {y. - y ) 
1 1 

i 
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2 1 I ( - 2 
sl - m20 - x. - x) n l 

i 

2 1 I -)2 
s2 - m02 - (yi - y n 

i 

mll 
r -

sls2 

This is just a "least squares" straight line through the points 

(x., y.). We shall use this means to try to determine the relation 
1 l 

between the geopotential and the ice potential. 

Significance of Calculated Correlation and Regression Parameters 

In order to determine the significance of the sample corre­

lation coefficient r and the regression coefficient b21 we shall 

answer the question: If actually p :;: O, what is the probability of 

having obtained the value of r that we did? Thus we shall test the 

null hypothesis that the population correlation coefficient p is 

actually ze~o. 

If p = 0 and the sample variable y. of size n comes 
l 

from a normal population, then the variable 

1/2 
t = r( n - ~) 

1 - r 

is distributed in Student's distribution with n - 2 degrees of 

freedom (Cramer, 1946). 

(6) 
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If p is not zero, the maximum likelihood estimate of the 

regression coefficient S is b21 (cf. Cramer, 1946, p. 548 for 

a fuller discussion of the assumptions implicit in this result). 

Further, the variable 

s 1/2 
_! ( n - 2 ) (b - S) -
s 2 1 _ r2 21 

(b21 - S) 

* . cr 
(7) 

has Student's distribution with n - 2 degrees of freedom. Thus 

if it appears that we must reject the null hypothesis that p = 0, 

we can place probabilistic bounds on the regression coefficient S • 

Therefore our tests of significance will be: 

i) to compare the computed value of the correlation 

coefficient r with a value that we would obtain with a certain 

probability had the coefficients of the geopotential been normally 

distributed. 

ii) if we conclude that the ice potential and geopotential 

are correlated, to establish limits for the population regression 

coefficient S by establishing with what probability we would have 

obtained the regression coefficient b21 that we did had the 

coefficients of both potentials been normally distributed with 

linearly related mean values. 

Linear Regression of Coefficients of Geopotential and Ice Potential 

Figure 3 shows the coefficients of the geopotential plotted 

against the coefficients of the ice potential, i. e. Ct m vs. At m 
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FIGURE 3 

Plot of harmonic coefficients of the ice potential vs. 

the geopotential. The linear regression line (least square 

fit) is dashed. Its slope is determined primarily by the coef­

ficient c2 O, which also causes the calculated correlation 

coefficie.nt to be spuriously large. 
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m m 
and St vs. B t , for t = 2 to t = 12 . The points for t = 2 

and t = 3 are indicated. 

First note that the value of C 2 O for the geopotential is 

three times as great as the value A2 0 for the ice potential. Thus 

the non hydrostatic bulge is too large to be explained as a result of 

de glaciation, as was mentioned in Chapter I. 

The calculated correlation coefficient is r == O. 47, which 

is significant on the O. 001 level, i.e. the probability of obtaining 

this value for r is 0. 001 with normally distributed coefficients. 

Before we conclude that there really is a correlation between the 

geopotential and ice potential, we should notice that the correlation 

coefficient is heavily dependent on the larger coefficients, and is 

in fact dominated by the coefficient c 2 °. That this could happen 

is made clear by remembering that r measures the goodness of 

fit of a least squares straight line through the points. Thus it will 

be controlled by the squares of distance of the points from the 

center of mass of the points. This is apparent in Figure 3, where 

the regression line (dashed line) is seen to be controlled by C 2 O. 

We should, however, expect a correlation between C 2° for 

the geopotential and A2 O for the ice potential. C 2 O should be 

negative because the non hydrostatic bulge exists. This in turn 

is merely an expression of the fact that the earth is rotating around 

the axis of its greatest moment of inertia. A large negative value 

for A2 O should exist because the ice sheets were located at high 

latitudes and the oceans are more equatorially situated than the 

continents. Thus there should be a correlation between C 2 O and 
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A2 O , but not a causal one. Therefore, not to bias the correlation, 

we should omit the coefficient C 2 O from our correlation. 

Figure 4 is similar to Figure 3, but with the point for C 2 O 

omitted. The large effect of this one point is apparent. With it 

absent, the correlation coefficient has dropped to O. 10, which has 

a probability of 19% of being obtained with random coefficients. 

Thus on this basis it appears that there is no overall correlation 

between the geopotential and the ice potential for spherical harmonic 

degrees through t = 12 . 

Because anomalies of different degree or wavelength can 

decay at different rates, we should not actually combine the coef­

ficients of different degrees in one correlation unless we know, or 

expressly assume, that the anomalies have not changed significantly 

in their relative magnitudes since deglaciation. Thus the corre­

lation from Figure 4 is subject to this assumption. 

To separate the coefficients of different degrees, we will 

correlate the coefficients of each degree separately to obtain the 

degree correlation coefficients, r-e., , and degree regression slopes 

b t . These are given in Table 2 for degrees 2 through 12. The 

parameters for t = 2 are given both with and without C 2 O 

included. The parameter t is that from Equation (6), and P is 

the probability of having obtained that value of t with normally 

distributed variables. Thus, the smaller P is,the greater the 

likelihood that a correlation exists. 

The parameter cr* is that defined in (7). The dispersion 

of the regression slope 6 b is 
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FIGURE 4 

Same as Figure 3, but with the coefficient c2 O 

omitted. The slope of the regression line is much smaller, 

and neither it nor the value of the correlation coefficient, 

r, is significant. 
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TABLE 2. Degree Regression Characteristics 

t rt t 

*2 0.81 2.41 

t2 0.35 0.64 

3 -0. 10 -0.21 

4 -0.11 -0.28 

5 0.54 1. 89 

6 -0.00 -0.01 

7 0.39 1. 52 

8 0.05 o. 19 

9 0.20 0.83 

10 0.32 1.. 48 

11 0.18 0.82 

12 0.22 1. 10 

* with C 
2 
O included 

t without c2 ° 

P(%) 

10 

60 

>60 

>60 

10 

>60 

20 

>60 

50 

20 

50 

30 

bt * ~b(l0%) cr 

2.59 1. 07 2.52 

1. 00 1. 56 4.55 

-0.24 1. 11 2.24 

-0.19 0.67 1. 27 

o. 66 0.35 0.64 

-0.01 0.48 0.86 

0.40 ·O. 26 0.46 

0.04 0.20 0.35 

0.20 0.24 0.42 

0.68 0.46 0.80 

0.34 0.42 0.72 

0.36 0.32 0.55 

n 

5 

4 

7 

9 

11 

13 

15 

17 

19 

21 

23 

25 
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6b ::;; 0* t p 

where tp is the value of Student's t distribution for a probability 

P with n - 2 degrees of freedom. Thus, if a correlation exists, 

the population regression slope has a probability of P of differing 

more than 6b from the calculated sample regression slope bt' if 

the dependent variable is normally distributed with a mean that is a 

linear function of the independent variable. Thus the true regression 

slope has a 90% probability of lying within 6 b of b t . Note that 

b t = 0 means that there is no correlation between the two potentials. 

The degree correlation coefficients are also shown in Figure 

5. As discussed above, we should dismiss the correlation that 

includes the coefficient c2 O. Thus the correlation coefficients r-t 

for t = 2, 3 and 4 are all very small. For t = 5, rt is fairly 

large, and would have been obtained with a probability between 5 

and 10% with random coefficients. But since we calculate 11 coef­

ficients rt , we might well expect to have one that has only a 10% 

probability of occurring. Thus we need not ascribe any significance 

to the coefficient rt for t = 5. 

In fact, it is interesting to notice that the probabilities P 

in Table 2 are distributed as one might expect they might be if they 

had been picked randomly from a population with a uniform distri­

bution between 0 and 100. 

The conclusions we draw from the regression slopes bt 

and the dispersion of the regression slopes 6b are similar to 

those from the correlation coefficients. Again, out of eleven cases, 

there is one case where 6. b is less than b t . If there were no 
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FIGURE 5 

Correlation coefficient for each degree separately 

(dashed line) and for all degrees from 2 through t together. 

No value of the degree correlation is significant, and the 

sawtooth shape is most likely accidental. Note the domi­

nance of the effect of the lower degree coefficients in the 

cumulative correlation coefficient (solid lines), and the 

large effect of including the coefficient C 2 O in the corre­

lation. Its inclusion causes a spurious high correlation. 
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correlation, (hence the population regression slope ~ == 0) then 

b.b would be greater than bt with a probability of 10%. That this 

occurs for one case out of eleven is entirely expected and con­

sistent with the absence of any correlation. 

Therefore, on the basis of the degree correlation coefficients 

and degree regression slopes, we conclude that there is no corre­

lation between the geopotential and ice potential that we have used. 

Having made this conclusion we return to Figure 5 for an 

illustration of the perils of correlation. The solid lines are the 

correlation coefficients for coefficients from t = 2 through the 

indicated value of t . The upper curve is for the correlation in­

cluding the coefficient C 2 O; the lower curve is for the correlation 

omitting C 2 O • Thus the values of r for t = 12 from these two 

curves are the correlations shown in Figures 3 and 4. We shall 

call the variable designated by these curves the cumulative corre­

lation coefficient. 

Owing to the greater magnitudes of the coefficients for lower 

degrees (cf. Figure 2), the cumulative correlation coefficient is 

dominated by the coefficients for lower degrees. Thus the effect 

of just one large coefficient C 2 O results in a seemingly significant 

correlation, one that would have occurred with a probability of 

< O. 1 % had the coefficients been random. And the omission of 

just this one coefficient drastically changes the significance of the 

calculated correlation coefficient. Thus, a plot of the coefficients 

like Figures 3 and 4 is useful for discovering whether there are any 

coefficients that might dominate the correlation. 

Even with C 2 O omitted, the lower degrees still dominate 

the cumulative correlation coefficient, even though the higher 
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degrees represent many more coefficients. Thus the cumulative 

correlation coefficient may be highly misleading as an indicator 

of the degree of correlation between two functions. 

As an illustration that our conclusion that the geopotential 

and ice potential are uncorrelated does not depend on the details of 

the ice distribution, we compare the results for our two different 

analyses of the ice distribution. Ice analysis 1 contains the effect 

of all the ice sheets shown in Figure 1; ice analysis 2 contains 

only the four large North American and European ice sheets. The 

degree correlation coefficients for the geopotential with each ice 

analysis are shown in Figure 6. The degree regression slopes are 

shown in Figure 7. As can be seen, the curves for the two analyses 

are nearly identical, and either ice analysis would lead to the same 

conclusion that we have drawn. 

Similarly we compare the results with two different solutions 

for the geopotential, one by Kaula and one by Gaposhkin, as given 

by Kaula (1966) as mentioned before. Figure 8 contains the com­

parison, and again we see that our conclusions would be the same 

had we used Gaposhkin's geopotential rather than Kaula's. 

Conclusions 

The spherical harmonic analysis of the change in mass 

distribution upon the melting of the most recent Pleistocene ice 

sheets has shown that the non-hydrostatic bulge of the earth is 

three times too large to be explained as a result of deglaciation 

as was suggested by Wang (1966). 
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FIGURE 6 

Comparison of correlation of geopotential with 

either ice analysis. The results are the same with either, 

hence our results are not sensitive to details of the ice 

distribution in Figure 1. 
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FIGURE 7 

Analogous to Figure 6, but showing slope of degree 

regression lines. 
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F IGURE 8 

Comparison of correlation of ice potential with either 

of two solutions for the geopotential. The agreement indicates 

that our conclusions are not dependent on our choice of a 

particular solution for the geopotential. 
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A comparison of the power spectra or degree variances 

of the potential from deglaciation and the geopotential indicates that 

the effects of deglaciation were large enough to have significantly 

affected the geopotential. Nevertheless a correlation of the two 

potentials for degrees 2 through 12 indicates that there is no 

noticeable correlation at the present time. Moreover, the corre­

lation coefficients for degrees 3 and 4 are particularly low. Since 

anomalies of these degrees would decay similarly to those of degree 

two, we conclude that any low degree anomalies resulting from 

deglaciation have already decayed substantially. This would indi­

cate that the relaxation times for deformations of degrees 2, 3 and 

4 are less than 10, 000 to 20, 000 years. In addition, the relaxation 

times for degrees 5 through 9 are most probably of the same order, 

though a hint of a small positive correlation for these degrees indi­

cates that the relaxation time may increase slightly as the degree 

does. 
Thus, if we must choose between the two possible values for 

the relaxation time for t = 2 as given in Chapter I, we conclude 

that the relaxation time is ...... 2000 years. 
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APPENDIX 1 

The spherical harmonic representation of a function f(e, A.), 

where e is colatitude and A. is longitude, on the surface of a 

sphere is 

- m m m 
Pt (cose) [Ct cosmA. +St sinmA.] 

t=O m=O 

The fully normalized Legendre functions Pt rn(sine) are as defined 

by Kaula {1967) such that 

2 TI TT . 2 
- m( { cos m A.} . [ Pt cos a) sin m :x. J s m e d e d A. = 4 TT I I 

0 0 

The coefficients of the expansion are obtained from 

2n TI 

Cm=~ 
l 4n Io Io f (e, A.) Pl m (cos e) cos m A. sine d e d A. 

2n TI 

Sm=~ 
t 4TT I I f( e, A.)P t m (cos e) cos m A. sine de d A. 

0 0 

For our analysis of the ice distribution we may use 
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f(8, A.) = 1 , 

f (9, A. ) = O otherwise 

Thus 

92 

J p tm(cos e) sine d 0 

el 

To evaluate this we had to do the integral of the associated Legendre 

functions. This was done analytically by writing the Legendre 

functions as 

Pt m(cos e) = l 
n=O 

[A sin n e + B cos n e J 
n n 

(Al) 

This representation lends itself readily to integration and differ­

entiation of the Legendre functions. Since I have not found it given 

in the literature, I shall outline its derivation here. 

First, recursion relations were found for An and Bn by 

inserting Al directly in Legendre's equation. However, this did 

not determine the first terms, and hence the normalization. 
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The lead terms of the series, indeed the whole series, was 

then found by expanding the generating equation for the associated 

Legendre functions: 

<2m> ! (- l)m sinm e (1 ~ 2h cos e + h2r m- l/2 

2m ' m. 

and 

co 

= \' t-m m ( ) L h Pt cose 

t=m 

ie For this, sine and cos e were written in terms of e , 

was used, and each binomial was expanded into a series in powers 

of h . Coefficients of the same powers of h were equated, and 

the 9 dependence was retained in coefficients of the form eine . 

The exponentials were then recombined into sines and cosines of 

integral multiples of e • 

Although this yielded the complete series for (Al}, it was 

more practicable to evaluate only the first term, and then generate 

the remainder of the series with the recurrence relations. 

The general formula was checked by comparing the formulas 

for Pt m(cos e) for t = 0 to t = 4 and m = 0 to m = 4 with the 

formulas given in standard references. Pt m(cos e) was then 

obtained by using the appropriate normalization factor (Kaula, 1967). 
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CHAPTER III 

VISCOSITY OF THE LOWER IVIANTLE 
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By attributing the non-tidal acceleration of the earth's 

rotation to the isostatic adjustment following deglaciation and the 

rise in sea level, we calculated in Chapter I that the relaxation 

time of the earth for a deformation of spherical harmonic degree 

l = 2 was either ,...,, 2000 years or ,...., 100, 000 years. In Chapter 

II a correlation of the geopotential with the potential that would have 

existed following deglaciation indicated that there was no observable 

remnant of the low degree components of the potential from de­

glaciation, as there should have been if the relaxatio"n time were 

,...,, 100, 000 years. We therefore concluded that the relaxation time 

of the earth for degree t = 2 is ,...., 2000 years. What can we infer 

about the rheological properties of the mantle from this? 

We shall interpret the relaxation times of the earth in terms 

of a Newtonian viscosity of the :mantle. We shall not justify the use 

of Newtonian viscosity here; this has been discussed by Gordon 

(1965), McKenzie (1966, 1967a) among others. In view of the dearth 

of data on the rel~xation times, we can hardly discriminate between 

Newtonian and non-Newtonian behavior of the mantle at this stage. 

The viscosity structure of the upper few hundred kilometers 

of the mantle has been worked out by McConnell (1965), using data 

from ancient shorelines which were upwarped by the isostatic ad­

justment following the deglaciation of Fennoscandia. He was unable 

to deduce the viscosity of the lower mantle with any certainty how­

ever, because of the limited areal extent of his data (McConnell, 

1968). 

The deformation from the Fennoscandia ice sheet was prima­

rily of degree t,....., 20. In order to depend much on the viscosity of 
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the lower mantle, a deformation must have a wavelength of the 

order of twice the mantle thickness. (The wavelength of a defor­

mation of degree .t is taken as A. == 2 rr a/[ t(t + 1) J 112, where a 

is the radius of the earth.) Thus deformations of degree less than 

~ 6 will depend more on the lower mantle. The degree most 

dependent on the lower mantle is t = 2; thus our value of the 

relaxation time for a degree t == 2 deformation, used with 

McConnell's data for higher degrees should allow us to deduce the . 

viscosity of the lower mantle. 

McConnell (1965) used a plane layered half space as a model; 

for the shorter wavelengths with which he was concerned, this was 

most probably adequate. For long wavelengths, and in particular 

for t = 2, the effect of sphericity and the earth's fluid core are 

probably large. Thus we shall use a spherical model. 

Model of Viscous Earth and Method of Solution 

Our model viscous earth consists of concentric layers, each 

with uniform viscosity and density, which we assume are incom­

pressible. In each layer the N~vier-Stokes equation is satisfied. 

At the boundaries between layers the velocity and stress are 

continuous. The core of the earth is considered an inviscid fluid, 

and the normal stress is continuous at the mantle core boundary. 

At the surface of the earth, either of two boundary conditions may 

be applied; either the tangential traction vanishes (a free surface) 

or the tangential velocity vanishes (no slip surface). Since the earth 

does have a rigid lithosphere the no slip condition at the surface is 

probably the more proper one, although the movements associated 

with plate tectonics could conceivably. accommodate some slip. 
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The Na:vier Stokes equation for an incompressible fluid was 

solved in each layer, in which viscosity and density were uniform. 

Since we are concerned only with the departure of the earth from 

hydrostaticity, the equation was solved in a non- rotating frame; 

the inertia terms were neglected since they were negligible; and 

the body forces resulting from the gravity perturbations from the 

displacement from sphericity of boundaries between layers of 

different density were included in the equation . (The results 

reported in Anderson and 0 'Connell (1967) did not include these 

body forces. ) A solution was sought in the form of the product of 

a function of radius alone and a spherical vector harmonic (cf. 

McKenzie (1966), eq. 29). This separated the equation into a 

separate equation for each degree; furthermore each equation 

reduced to a second order ordinary differential equation for the 

functions that depended only on the radius for each degree. These 

were transformed into a first order inhomogeneous vector differ -

ential equation, in which the vector had as components radial 

velocity, radial stress, tangential velocity and tangential stress. 

This is the same form obtained by Takeuchi and Hasegawa (1965), 

except for the presence of body force terms. With a change of 

variable from r to log r the equation was integrable, allowing 

the construction of a fundamental matrix (Coddington and Levinson, 

1955); this matrix, when inverted, in turn permitted the con­

struction of a propagator matrix (Gilbert and Backus, 1966). This 

is a matrix P(r, r 
0

) such that a solution of the differential equation 

is !.. (r) = P(r, r 0) !.. ( r 0) where r 0 is constant. 

A solution for the relaxation time rt for a given degree l 

was obtained by assuming that the surface of the earth was deformed 
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as a spherical harmonic. The deformation was assumed to decay 

exponentially in time with relaxation time T t . Thus the radial 

velocity was related through rt to the radial displacement which 

was proportional to the radial stress at the undeformed boundary. 

Using the propagator matrix from the core boundary to the surface 

with the boundary conditions gave a quadratic equation for rt , in 

which the coefficients were elements of the propagator matrix. 

Since the body force field could not be known until the velocity 

solution was, it was first set equal zero and a solution obtained. 

This solution was then used to evaluate the body force field, and a 

new solution found. This process was iterated until it converged on 

a solution. 

Model Solutions 

We first present an illustration of the effect of a fluid core, 

and the density distribution of the mantle, on the relaxation time 

for low degrees. Figure 1 shows the relaxation time vs. degree 

for four different models of the earth. The first is a uniform 

sphere, with no core. The second has a liquid core of the same 

dens.Uy as the mantle. The third has a liquid core with a density 

greater than that of the mantle. The density jump at the core­

mantle boundary is the same as for the earth. The fourth model 

is a realistic model of the earth with a uniform viscosity mantle, 

but with a five layer density distribution in the mantle similar to 

Bullen's model A' (Bullen and Haddon, 1967). The large effect 

these different features have on the relaxation time for t = 2 is 

apparent, and points up the inadequacy of a planar model for low 

degrees. 
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FIGURE 1 

Relaxation time spectrum for spherical earth models 

with increasing degrees of a realistic density structure. All 

four models have a uniform mantle viscosity. The introduction 

of a core with the same density as the mantle decreases 'f 2. 

The inclusion of a density jump at the core mantle boundary 

{case 3) increase rr 2, as does the inclusion of an increase of 

density with depth in the mantle (case 4). The latter model is 

a realistic model of the earth with a uniform mantle viscosity. 

Note that T t ex: viscosity; thus the relaxation times can be 

found for any value of the viscosity by appropriate scaling. 
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It is interesting to note that the relaxation times increase 

as more density variation is included in the model. This is proba­

bly because the body forces arising from the displacement of a 

region with a density gradient couple the motion of one part of the 

mantle to that of another. Thus the relaxation of the surface to an 

equilibrium position is coupled with the relaxation of the core­

mantle boundary through the gravity field associated with the defor­

mation of the surface. 

Since the effects from the presence of a core and density 

structure in the earth are large, we now compare the solutions for 

a spherical model and flat earth model with the same viscosity 

·structure. The spherical model has a realistic density variation, 

while the half space model has uniform density. The viscosity model 

is model-62-12 of McColUlell (1965), which gave the best fit to the 

data from the uplifted shore lines in Fennoscandia. The model is 

shown as a solid line in Figure 2. This model has a low viscosity 

channel at a depth of - ~ 400 km, with a rising viscosity at greater 

depths. 

The relaxation time curve, calculated for the realistic 

spherical model, is shown in Figure 3, together with the data from 

the shore lines. The flat earth solution, which is not shown, fit the 

data points very well, and gave a ,. value for .t = 2 of 3800 years. 

The spherical model exhibits a longer relaxation time at low degrees 

than the flat earth model. Presumably this is because of gravi­

tational coupling. If one wished to fit the shore line data, the 

viscosity of the lower mantle would have to be lower than shown in 

Figure 2. If one were to fit a relaxation time for t = 2 of ~ 2000 

years, as suggested by the two previous chapters, the lower mantle 
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FIGURE 2 

Viscosity models used in calculations. The solid 

line is McConnell's (1965) model 62-12, which best fit data 

from the uplift of FelUloscandia. Model a demonstrates 

the effect of the viscosity between 400 and 1200 km. on rr 20. 

Models b and c show that a high viscosity lower mantle 

will increase T 2 even with a large region of lower viscosity 

in the upper mantle. 
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FIGURE 3 

Relaxation time spectra for viscosity models of 

Figure 2. The effects of sphericity, the presence of a 

core and the density structure of the earth cause McConnell's 

model 62-12 to not fit the data for lower degrees (a flat 

earth solution of the same model fit the data). In order for 

this model to satisfy · 'T' 2 ::::: 3000 years, the lower mantle 

viscosity would have to be reduced to ,...., 2 x 1022 p. It would 

then also fit the data for low degrees. Model a shows the 

effect of the viscosity at ,..., 800 km. depth on T 20. Models b 

and c show that a high viscosity region confined to the lower 

mantle still significantly affects the relaxation times for low · 

degrees. 
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viscosity would need to be ~ 1022. This would result in a uniform 

viscosity, or only a very slight increase below ~ 400-800 km. 

depth. 

For degrees t ;::, 20, the spherical and half space solutions 

agree, as would be expected, since the scale of the deformations 

will then be much less than the radius of the earth, and only the 

upper mantle will be involved in the flow as isostatic readjustment 

takes place. 

Also shown in Figures 2 and 3 are two models b and c, to 

determine to what extent a high viscosity lower mantle could be 

"shielded" by a lower viscosity upper mantle. As shown by model 

c, a high viscosity lower mantle below 1200 km. depth substantially 

increases the relaxation time for the lower degrees. Even a higher 

viscosity region confined to depths below 2000 km. depth (model b) 

raises the relaxation time for t = 2 by a factor of 3. Note that 

both these models with a high viscosity lower mantle agree with 

M'cConnell 's model and data for t > 20. This is because they all ,....,., 

have the same structure in the upper mantle. Model a, on the 

other hand, has a different structure below 400 km. depth; and it 

has a higher relaxation time for t = 20 than the other models. 

Conclusions from Model Studies 

On the basis of the solutions of these models, we therefore 

conclude that a model of the mantle viscosity similar to McConnell's 

model 62-12 in the upper mantle, but with a lower mantle viscosity 

of ~ 1022 will fit McConnell's Fennoscandia data and give a 

relaxation time of ,...., 3000 years for an t == 2 deformation. 
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We might inquire whether a simpler model could give an 

acceptable relaxation time spectrum. As mentioned before the 

spectrum from the Fem10scandia data by McConnell may be un­

reliable for lower degrees although for t,...., 20, it should be reliable. 

As shown by McConnell (1965), the spectrum for higher degrees 

greater than 20 can be altered for a given model by making changes 

in the elastic layer representing the lithosphere, or by making 

changes in the viscosity of the uppermost mantle; this can be done 

without seriously changing the spectrum for lower degrees. 

We therefore take as controls on our spectrum, a relaxation 

time of ,..., 4000 years for t = 20, (from McConnell), and a relaxation 

time of from 1000 to 3000 years for t = 2 (from Figure 2 of Chapter 

I). The spectrum for degrees higher than t = 20 can be adjusted 

by changes in the uppermost mantle, so we shall not try to fit it. 

Rather, we shall concentrate on the relation between the upper 

mantle viscosity (at depths less than r-J 1000 km. ) which influences 

the relaxation time for t = 20, and the lower mantle viscosity which 

will influence the relaxation time for t = 2. 

The simplest model is one with a uniform viscosity, the 

spectrum for which is shown as model 4 in Figure 1. This model 

gives a value for the ratio of the relaxation times r 2/r 20 = O. 76, 

which is the same as one obtains with T 2 == 3000 years and r 20 = 

4000 years. Thus a mantle with a uniform viscosity of r-J 6 x lOi 1 

poise will result in acceptable relaxation times for both t = 2 and 

t = 20. (Note that for a uniform viscosity mantle, ,. t is proportional 

to viscosity. ) 

A relaxation time for t :::: 2 of less than 3000 years will 

require a viscosity in the lower mantle less than that of the upper 
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mantle, conversely an increase in viscosity with depth will result in 

a larger ratio 'T 2/'T 20 , which would require a value of rr 2 greater 

than 3000 years. We are thus led to conclude that ,- 2 ~ 3000 years, 

and that the mantle may be characterized by a uniform viscosity of 

rv 6 x 1021 poise, except for fine structure in the upper mantle at 

depths less than a few hundred kilometers. 

The implications of this conclusion are considerable. Such 

a viscosity would permit convection in the lower mantle (Knopoff, 

1964). With such a low viscosity, it is difficult to see how the 

lower mantle could statically support the low degree components of 

the geopotential (McKenzie, 1967b). Thus they must be supported 

by a dynamic process, such as convection. If this were so, 

changing patterns of convection would result in changes in the 

principle moments of inertia of the earth, thus changing the axis 

of the greatest principle moment of inertia. This could then result 

in polar wandering as suggested by Goldrei~h and Toomre (1969). 

The value of the viscosity we have calculated would permit polar 

wandering at the rate and in the manner that they suggest. 



278 

References Chapter ill 

Anderson, D. L., and R. 0 1Connell, Viscosity of the earth, 

Geophys. Journ. Roy. Astron. Soc., 14, 287-295, 1967. 

Bullen, K. E. , and R. A. W. ·Haddon, Earth oscillations and the 

earth's interior, Nature, 213, 574-576, 1967. 

Coddington, E. A. , and N. Levinson, Theory of Ordinary 

Differential Equations, McGraw-Hill, New York, 1955. 

Gilbert, F. , and G. E. Backus, Propagator matrices in elastic 

wave and vibration problems, Geophysics, XXXI, 326-332, 

1966. 

Goldreich, P., and A. Toomre, Some remarks on polar wandering, 

Jour. Geo phys. Res. , in press, 1969. 

Gordon, R. B., Diffusion creep in the earth's mantle, Jour. 

Geophys. Res., 70, 2413-2418, 1965. 

Knopoff, L., The convection current hypothesis, Rev. Geophys., 

~' 89-122, 1964. 

McConnell, R. K. , Jr. , Isostatic adjustment in a layered earth, 

Jour. Geophys. Res., 70, 5171-5188, 1965. 

McColUlell, R. K. , Jr., Viscosity of the mantle from relaxation 

time spectra of isostatic adjustment, Jour. Geophys. Res., 

73, 7089-7105, 1968. 

McKenzie, D. P., The viscosity of the lower mantle, Jour. 

Geophys. Res. , 71, 3995-4010, 1966. 



279 

McKenzie, D. P., The viscosity of the mantle, Geophys. Jour. 

Roy. Astron. Soc. , 14, 297-305, 1967a. 

McKenzie, D. P . , Some remarks on heat flow and gravity anomalies, 

Jour. Geophys. Res., 72, 6261-6274, 1967b. 

Takeuchi, H. , and Y. Hasegawa, Viscosity distribution within the 

earth, Geophys. Jour. Roy. Astron. Soc., 9, 503-508, 

1965. 


