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ABSTRACT 

This thesis presents theoretical treatments of vacancies and 

core excitons on semiconductor surfaces, After an introduction to the 

subject, the general Koster-Slater approach in the tight~binding 

approximation is reviewed. Realistic tight-binding parameters for 

a number of III-V and II-VI semiconductors are obtained. Chapter 3 

then deals with semiconductor surface core excitons. Vacancies near 

a semiconductor surface are treated in Chapter 4. 

We present in the third chapter calculations of the binding 

energies and oscillator strengths of surface core excitons . Results 

for the (_llO) surface of GaAs, GaP, GaSb, and InP are included ~ We 

find that transitions from core levels to the surface dangling bonds 

allow the confinement of the electron to the region near the hole, 

producing a Frenkel exciton, We find that transitions out of the 

cation d core to the large p component of the dangling bond lead to 

observable excitons. Transitions from the cation p core couple to 

the small s component of the surface state and have similar binding 

but damped oscillator strength. It is folUld that transitions from the 

anion core should produce no exciton. 

In the fourth chapter, we show calculations of the bolild state 

levels of vacancies near semiconductor surfaces. We present results 
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for ideal vacancy levels in bulk and near the GlO) surface of 

GaSh? Ga.As 1 GaP ~ In.As, AlAs ~ InP ~ ZnTe ~ CdTe , ZnSe, Ga.:xin1_xAs ~ 

G3JcA11 _jis, and Gaxin1 ~xp. We find that ideal vacancy levels are 

changed by less than 0,1 eV as the vacancy is moved near the surface 

until it reaches the second layer from the surface . On the surface, 

the highest occupied level in the neutral anion vacancy goes to 

higher energy and that in the cation vacancy goes to lower energy. 

General trends are noted for comparisons between covalent and 

more ionic materials . Cation vacancy levels tend to move toward 

the valence band and anion levels toward the conduction band as one 

considers increasingly ionic compounds. We consider also the Jahn­

Teller effect (lattice distortion) and Coulomb repulsion among the 

bolll1d electrons. 1hese effects cause the various charge states of 

vacancies to have different energies . Vacancies in III-V ' s and 

II-VI's show qualitatively different behavior . A neutral vacancy 

in a I I I -V compotmd has an odd mnnber of electrons and so can have 

both donor and acceptor roles. A neutral vacancy in a II-VI semi­

conductor has an even number and takes on either double acceptor or 

double donor character, depending on the specifics. 

The Defect Model of Schottky barrier formation is also 

investigated in Chapter 4, and it is concluded that anion vacancies 

in III-V semiconductors can account for the observed properties of 

Fermi level pinning. The role of vacancies in pinning 

the Fermi level of II -VI materials is uncertain. 
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CHAPTER 1 

INTRODUCTION 
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I. BACKGROUND 

The study of semiconductor surfaces has made great progress in 

the past decade. Surface-sensitive experiments, combined with 

theoretical analyses, are now capable of determining atomic geometries 

at the surface and can probe the electronic structure over a 

wide range of energies and with good resolution. Further 

progress is being made in the study of surface adsorption and the 

stages leading to interface and oxide fonnation. 

Such advances are technologically important. In some electrical 

devices, interfaces between a metal and a semiconductor control the 

active regions where essential electronic functions occur. As 

miniaturization of these devices continues, surface and interface 

effects become more crucial. Control of the effects is highly 

desirable and may be vital to future development in the field, 

but in some ways remains beyond our present abilities. Consequently, 

there has been much interest in studying the flil1damentals of inter-

faces and their formation. Several achievements have made these studies 

possible. The achievement of atomically clean semiconductor surfaces, 

prepared in ultra-high vacutun, has allowed the examination of the intrin­

sic states and surface structure. Low energy electron dif-

fraction (LEED) techniques for structural analysis and ultraviolet 

photoemission spectroscopy (lWS) for probing the electronic con-
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figurations have opened up great avenues of investigations. Con-

trolled contamination studies yield further infonnation on the 

chemistry and physics of interfaces. Theorists have contributed 

interpretations of complex data and investigations of proposals 

that would be difficult to test experimentally. 

Such advances also are scientifically important, The tennina­

tion of a crystal by the surface creates states that have no 

analog among the usual bulk phenomena. The surface-related states 

in many ways behave as localized entities neighboring the bulk 

crystal. When treated as though they were localized, they provide 

an interesting contrast to the more conventional solid state 

effects. 

This thesis covers work in two areas of semiconductor surface 

physics: one, the theoretical treatment of core excitons on (110) 

III-V compolIDds; the other, the theory of the electronic states 

of vacancies close to the (110) surface of III-V and II-VI 

semiconductors. Both areas involve the theory of electronic 

states near the surface. 

In connection with the first, the thesis presents a theoretical 

lll1derstanding of the large binding energies relative to the conduction 

band which have been reported for ultraviolet transitions 

from core levels to empty surface states. Some experiments have 

concluded that the exciton is bolllld by as much as 1 eV or more, (l) 

compared to bulk core exciton binding energies of near 0.1 eV (Z) 
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We also explore the possible connection between surface 

vacancies and Schottky barriers, and show that anion vacancies 

may indeed detennine Schottky barrier heights in III-V semicon-

ductors. This finding is consistent with evidence which has been 

presented on the effects of surface defects C3) 

A. Surface Core Excitons 

For nearly six years, investigators have known of tightly bolIDd 

surface state core excitons in (110) GaAs C4). Photoemission 

experiments have shown the existence of these excitons in GaSb, 

GaP, and InP as well. The measurements of binding energies vary 

somewhat for the same material, but the values are all in the range 

(5) of 0.1 to 1.5 eV • Excitons involving some core levels are 

prominent. Others have not been observed. For example, the 

transition from the Ga(3d) core to an empty surface state on (110) 

GaAs has been observed to produce an exciton, while that from 

Ga(3p) does not. 

Despite the availability of data and an interest in a realistic 

theoretical description of surface core excitons, the theory has 

remained underdeveloped. Del Sole and Tosatti (~) calculated 

binding energies and wave functions of surface state excitons in 

semiconductors for a logarithmic potential, But their approach, 

based on the effective mass approximation~ is invalid for surface 
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states and is therefore inteUlally inconsistent, Altarelli, 

Bachelet, and Del Sole (?) developed an exactly soluble model of 

surface core excitons which involves a one-band description of a 

semiconductor. Their interaction potential is overly simplified 

and its fonn and the weak binding in bulk creates inconsistencies 

in their calculation. Wang and Joannopoulos C3) provided what 

was by far the best treatment at the time, with their calculation 

of the binding energy of Ga(3d) surface core excitons in (_llO) 

GaAs. However, their potential energy was also unrealistic and, 

even more seriously, they failed to allow for realistic surface 

geometry. The latter flaw makes their calculation unreliable, 

since it has been shown that surface electronic states are 

. . . f. . (18) sens1t1ve to atonuc con 1gurat1on. 

The surface core exciton calculation presented in this thesis 

takes account of the fa~tors not provided for in the theories 

just mentioned. Accurate surface geometries, realistic band 

structures, and reasonable potential are all included. Our 

calculation thus makes possible a unified treatment of excitons 

on a variety of materials from different possible core levels and 

reveals strong binding for certain excitons on the (110) surface 

of GaAs, GaP, and InP (~). The results are in good agreement with 

the available data. Key experiments are suggested to test our 

llllderstanding of the effect ~ 
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B. Schottky Bartiets and Vacancies 

Schottky barriers have been made for many years but an ex­

planation of what detennines the barrier height has been elusive. 

A Schottky barrier is fonned at the interface of a metal and a senric-0n-

ductor. The Penni level of the semiconductor is usually fixed by 

impurities and is generally different from that of the metal. "When 

the two materials are brought into contact, electron transfer occurs 

to bring the Fermi level constant throughout the system. The charge 

transfer causes ionization of impurities near the interface in what 

is called the depletion region. This separation of charges causes 

the bands to bend near the interface, acting as a barrier to current. 

Four empirical rules have been noted for these contacts (lO). 

These are not fixed, out indicate trends: 

(1) For some difference ~~1 in the electronegativities 

of two metals, the barriers formed by the two metals on the 

same semiconductor differ by S·6XM· Values for S range from 

near 0 to 1.0. Barriers with small S are said to be pinned, 

or to have a pinned Fermi level. 

(2) If the semiconductors are ordered by some measure 

of their covalency, it becomes apparent that covalent materials 

are pinned, that is, have S < 0.4, while ionic semiconductors 

are less so, with S ~ 1.0. 
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(3) With few exceptions, the electron barriers on the 

covalent semiconductors are approximately two-thirds of the 

band gap. 

(4) For two covalent semiconductors with the same anion, 

the hole barriers on Au will be similar. 1bis connnon anion 

rule does not hold for semiconductors containing Al. 

To these empirical rules of Schottky barrier heights, one can now 

add the fact, shown by Huijser and Van Laa,r (ll), that an atomically 

clean semiconductor surface usually is not pinned, that is, there 

is no band bending. Small coverages with metal or oxygen causes 
(14) 

bending. 1be development of the bending can be followed carefully 

and ~15% coverage appears to complete the change. 

Possible explanations of the origin of the pinning have been 

advanced since at least 1947, when Bardeen (lZ) suggested that 

it might be due to the presence of surface states in the gap. 

Heine (l3) offered a modification, pointing out that in a metal-

semiconductor interface the semiconductor surface states will 
(11) 

extend throughout the metal. 1be experiments of Huijser and Van Laar, 
(14) 

and others, made it clear that these surface states in the band gap 

are not native to perfect, clean III-V surfaces, but are induced 

by the adsorption of any of several elements. Some effort has 

concentrated on analyzing the interaction of the dangling bond states 

with the metal. Conceivably, dangling bond resonances could occur 

in the gap in a metal-semiconductor interface (l3), but this mechanism 
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cannot accotmt for band bending of surfaces with less than a mono-

layer of metal atoms. 

Spicer and co-workers Cl4) recently suggested that defects at the 

interface could cause states in the gap. Following that suggestion, 

calculations were begtm to detennine the energy levels of anion and 

cation vacancies near the surface (lS) , A description of this 

research is presented in this thesis. We here conclude that anion 

vacancies in III-V semiconductors may be responsible for the Fenni 

level pinning. 
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II, OUfL !NE OF TIIBSIS 

1he balance of this thesis is organized into three chapters. 

Chapter 2 deals with the basic theoretical tools, The tight-

binding method for bulk and surface band structure calculations is 

sketched. The Greents flillction method for calculating states due 

to imperfections in the crystal is then discussed. 

In the third chapter, we present our work on surface core 

excitons . We compute binding energies and oscillator strengths of 

anion and cation, p- and d-core excitons on (JlO) GaSb~ GaAs, 

GaP, and InP. 

1he last chapter represents a detailed investigation of anion 

and cation vacancy states near the (110) surface of GaSb, GaAs, 

GaP, InAs, Al.As, InP, ZnTe, CdTe, and ZnSe. Ideal vacancy states 

are calculated for vacancies in the bulk and near the surface. 

The Jahn-Teller effect is taken into accolfilt and applied to the 

various charge states of vacancies. Finally, we discuss the pos­

sible relationship between vacancies and Penni level pinning and 

Schottky barriers. 
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III. A PRIMER ON THE (110) GaAs SURFACE AND ON ULTRAVIOLET 

PHOTOEMISSION SPECTROSCOPY 

The investigation of the (JlO) surface of Ga.As has been among 

the most successful studies of zinc blende surfa.cesf Ultraviolet 

h · . · · (UPS(J_gh) b . . 1 p' otoem1ss1on spectroscopy _ J as een a maJ or expenmenta 

tool. It may be in order at this point to provide some background 

on GaAs and the UPS technique~ 

The current and well-accepted model of the (JlO) GaAs surface 
(_16) 

structure is shown in Fig. CL l) . This geometry was determined by 
. (.17) . 

low energy electron diffraction (.LEED). The surface atoms have 

relaxed from their bulk-terminated positions . The relaxation of 

the second and third layers is smaller. The distortions change the 

bond lengths by less than 3%, Each surface Ga and As atom is bonded 

to two surface neighbors and one neighbor on the second layer. The 

fourth bond of the usual 'bulk tetrahedral arrangement has been chop­

ped off by the surface and each atom therefore has a dangling bond 

sticking out from the solid. The As dangling bond is fully oc-

cupied (with what is called a "lone pair") and the Ga dangling 

bond is empty. The bonds are hybrids of valence s and p states. 

Because of the direction of relaxation, the As atom moves out from 

the surface, giving its sp3 dangling bond :roore s-character. 

The Ga atom sinks into the surface and makes its bonds with neighbor­

ing As atoms almost planar (sp2), so that its dangling bond is 

largely p-like. 
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Figure 1.1. 1he (110) surface of GaAs. (a) Top view; (b) side 

view of projection in the (lIO) plane after relaxation. ~z and w are 

used to characterize the relaxation. From Ref. (16). 
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The electronic band structure 0£ this kind of surface is shown 

schematically in Fig~ Cl~ 2) t The usual valence and conduction 

band states are present~ modified by the surface , In addition the 

dangling bonds introduce rather localized states resonant with the 

bulk bands. The filled As dangling bond is resonant with the valence 

band and the empty Ga dangling bond with the conduction band . If 

one were to perform calculations of the bands at the surface without 

allowing for the relaxation pictured in Fig ., ()_ ~ 1), the dangling 
(18) 

bond states would generally be in the flilldamental band gap ,- 1he 

surface relaxation pushes the dangling bond states into the bands 

(the As dangling bond takes on more s--character and its energy 

decreases, while the energy of the Ga dangling bond becomes more 

p-like and goes up) ~ It is thus important in electronic structure 

calculations of the surface to include the relaxation . 

The use of UV photoemission as a spectroscopic tool was 

pioneered in the 1950s and brought to a well-·developed stage by 

the 1970s~19'1ne objective of UPS is to detennine the energy dis-

tribution of electrons excited by monochromatic radiation and to 

deduce from this information about the electronic structure of the 

solid. The surface sensitivity of UPS (jn the photon energy range 

of 15 to 100 eV or more) is determined by the escape depth, which 
0 

is typically arolilld 5 to 20 A for these experiments . Some tuning 

of the depth can be obtained by varying the incident photon energy~ 
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Figure 1. 2. Schematic of the band structure of the (110) GaAs 

surface. 
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Figure G f 3) is a schema.tic diagram of the photoe.mission 

process. Electrons from the occupied states are excited by photons 

of energy h:v into the conduction band and make their way into the 

vacuum. Electron-electron scattering slows many of the excited 

electrons and produces a broad backgr01.md of secondaries i 

'Ihe low-energy tail of the distribution is cut off by the potential 

barrier at the surface, while the higher energy electrons pass into 

the vacut.nn where their spectrum can be analyzed . In Figure (1.4), 

we see that some of the current is due to electrons excited directly 

from the valence bands . Other electrons are from an Auger process, 

where a core electron is excited to a relatively low-lying con­

duction band, a valence electron then falls into the core hole and 

a second valence electron is promoted to high energy. Still others 

are from a direct recombination process, in which the excited core 

electron recombines with its own hole and kicks a valence electron 

to the same energy it would possess if it were excited directly t 

In the last two processes, the emitted current can be enhanced by 

a resonant transition from the core to some unoccupied level. 

1he resulting spectrlllll for fixed h:v is called an energy 

distribution e;urve (EDC) ,. :Much of the band structure information 

can be deduced from the EDC's~ For h:v .:::_ 25 eV, the EDC gives a 

reasonable replica of the valence band density of states . Two 

other spectral techniques are connnonly practiced in UPS: con-
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Figure 1.3. Schematic of the photoe.mi.ssion process, visualized in 

three steps: excitation, transport 7 and escape .. .Eg is the fundamental 

band gap, hv is the photon energy, and E is the barrier to vacuum. 
0 

See Ref. 19. 
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Figure 1.4. Three absorption processes contributing to electrons in 

the conduction band: direct excitation, Auger· excitation, and direct 

recombination excitation. 1he photon energy is hv, the fundamental 

band gap is E , and E is the barrier to the vacuum, g 0 
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stant final state lCFS) and constant initial state c_crsf_~O) A CFS 

spectrtun (~lso called a partial yield spectn.nn} is obtained by 

fixing the electron analyzer to register only electrons at some 

fixed energy Ef above the valence band maximlUll, and then varying 

hv. A CIS spectrum is obtained by shifting Ef along with hv so 

that -Ei = hv - Ef is fixed, The use of one technique or the 

other allows identification of various features in the spectra 

depending on their origin, as will be seen in the following. 1he UPS 

technique can be used to locate band stlllcture features relative to 

the Fermi level (fixed by a metal contact on the back of the sample), 

and in particular those features related to the surface . 

Surface states related to the Ga dangling bond were first 

reported in 1975 by D, E. Eastman and J. L ~ Freeouf using CFS for (_110} 

GaAs ~21iiie spectnnn (see Fig. CL Sa)} showed two peaks related to 

transitions from the spin-.orbit split core levels to the Ga dangling 

bond. These peaks appear· in the band gap and can be eliminated by 

slight overlayers that tie up the dangling bonds t Eastman and 

Freeouf concluded that the peaks in the spectrtun were at the dangling 

bond energies, placing them in the gap. 

This interpretation of the CFS peaks agreed with Bardeen's 
(12) 

194 7 theory. - Bardeen had suggested that the dangling bond states 

were responsible for Penni level pinning in semiconductors (?ee 

Fig. (~.Sb)). At the time, there was no way to test Bardeen's 
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Figure 1.5. (~) Partial-yield (pr CFS) spectrum for Ga(3d) transitions 

in (110) GaAs, from Ref. 21. (b) Surface band structure as inter­

preted by authors of Ref, 21. 
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proposal on a free surface? but JUetal contacts could be fonned and 

the band bending then shows up as the Schottky barrier 1 It was known 

that the Schottky barrier height frelated to the degree of band 

bending) did not depend strongly on the work flIDction of the metal 

used, and consequently the Fermi level must be pinned , Bardeen 

proposed a density of states in the gap, created by the dangling 

bonds, that served to restrict the Penni level to a narrow range. 

Huijser and Van Laar changed the interpretation with evidence that 
. (11) (22) 

no band gap states were present in (_llO) GaAs. - Gudat and Eastman ·-

supported this with UPS measurements of the degree of band 

bending of well-cleaved crystals in ultra-high vacuum. No band-

bending occurred on a perfect, clean surface . 

(_14) 
Spicer and co -workers confirmed that no band gap states 

exist on (llO) GaAs C.i 1 e ~ , Fig. (1. 2) is the case) and that as little 

as l/lOOth of a monolayer of ad.atom caused significant 

bending. The asymptotic value of the bending Ci, e . , after 15% of 

a monolayer) was independent of ad.atom over a wide range of electro-

negativity (.including Cs~ Al, Ga, In, Au, and 0 adatoms) .. The band 

bending was also somewhat influenced by doping, being 0 .3 eV or 

so different for n- and p-type GaAs. 

The rather insensitive nature of the pinning on GaAs to adatom 

is reminiscent of the metal-independent Schottky barrier heights 
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on the same material~ Yet it is clear that intrinsic surface 

states do not exist in the gap. A natural conclusion might be that 

the adsorption of metals or oxygen could cause defects in the lattice 
(J.4) 

structure. 1hese defects may produce band gap states and pin the 

Penni level. Indeed, imperfectly cleaved crystals~ even though 

clean, were pinned, prest.nnably by defects. 

So now we may have some idea of what is causing the pinning. 

But what about the states seen clearly in Fig. (ltSa)? It was 

shown by Lapeyre and Anderson CZ3) that these peaks were indeed 

due to transitions from the core to the Ga dangling bond, but that 

strong attraction between hole and electron produces a bolilld state 

which appears in the gap in a CFS spectn.un, that is, an exciton. 
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BULK AND SURFACE BAND STRUCTURE CALCULATIONS 
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L INTRODUCTION 

This chapter presents a method of calculating the band 

structure of a semiconductor in bulk or near the surface, With this 

infonnation one can calculate the states resulting from defects or 

excitations in the material. In particular, we are interested in 

the deep levels which might be caused by a vacancy (atom missing 

from a lattice site) or core excitations formed from ultraviolet 

absorption by the semiconductor. The nature of these states is 

determined as much by the host as by the excitation or defect. 1here­

fore, we first describe the states of the perfect semiconductor. 

Following that, we describe the method used to obtain the states 

of the imperfect or excited material. 

There are several methods for computing band structures in semi­

conductors Cl) These vary in degree of rigor. For our purposes, we 

needed a method which would provide a realistic description of the 

bands within a few electron~volts on either side of the ftmdamental 

band gap and yet enable us to calculate states near the surface. We 

also wanted to develop descriptions of several semiconductors to com­

pare the behavior between hosts. In addition, there are the usual 

limitations of the computer. A method such as the pseudopotential (2) 

or a variation of it, while it may be realistic, is slow and cumber­

some. Calculating the surface states C3) is difficult enough for 

such a technique; to add a vacancy near the surface is irr~ractical. 
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'Ihe tight-binding method C
4) can be used for rapid calculations of bulk 

or surface band structures. 'Ihe problem of handling a variety of 

materials reduces to fitting a non-linear function of 20 or so param-

eters for each required material. We therefore chose to use 

the tight-binding method discussed in the next section. 

Once the description of the host semiconductor has been obtained, 

the electronic states of defects or excitations may be calculated. 

The theory of shallow states involving wave functions with character­

istic lengths of 100 ~ or more has been successfully developed C5) . 

For vacancies or excitations near the surface, states localized to 

the region of a few atoms may be produced. Such deep states have been 

treated with somewhat less success, depending more strongly on the 

local environment of the center than on the larger scale properties C5) 

For the deep states it becomes practical to use a Green's function 

method with a basis in position-space. This is described in the third 

section of this chapter. 

With tight-binding Hamiltonian and the Green's function technique 

in hand? one may proceed to calculate in a practical fashion vacancy 

and core exciton states near the surface of a variety of semi~ 

conductors. 
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II. TIIE TIGIIT-BINDING HAMILTONIAN 

We would like to find a parametric approximation to the 

Hamiltonian such as the ~emi-empirical pseudopotential one (2 ) that 

produced the band structure shown in Fig. (2.la). Suc;h an approxi-

mate Hamiltonian could serve ~ a basis for calculations in cases 

in which the more sophisticated techniques, such as the one used for 

the figure, are very costly. 

A natural form for such a Hamiltonian is suggested by 

the tight-binding theory. Here one begins by expressing a Bloch 

wave as a linear combination of localized orbitals centered on each atom: 

(2.1) 

~ 

where lJJbk is a Bloch wave of momentlllll k and band b , 't labels the 

unit cells and R the translation vectors of the lattice, j identifies 
'T 

the atom within the unit cell and p. is its location relative to 
J 

some origin in the cell, cp. represent localized ftmctions on 
]q 7 

atom j with quantrnn numbers q, and C~k are coefficients to be deter­
Jq 

mined by solving Schrodinger's equation. In bulk zincblende 

crystals, there are two atoms per unit cell and k is restricted 

to a three-dimensional Brillouin zone. We asswne the overlap of two 

cp-functions on separate sites to be negligible. In that case the 

orthonormality of the Bloch waves requires 
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Figure 2.1. Bulk band structures for GaAs. (~) Nonlocal pse~do­

potential band structure from Ref. 2; (b) tight-binding band struc-· 

ture from Ref. 14; (~) first Brillouin zone and symmetry points 

for zinc blende crystals., 
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b'k * bk 
L (C. ) C. = ob'b 
jq )q Jq 

Schrodinger's equation for llbk is 

and integrate over r, we get 

bk 
L [H . , I . (k) - F.~k o., I . Jc. = 0 
j q J q 'J q -b J q 'J q J q 

(2.2) 

with 

~ 

H., , . (k) :: L 
J q ,Jq 

ik· CR -R ) 
'T 'T ' e 

-+-;t -+ -+-;t-+ 
<rf... , , (r-K , -p.,) IHI r1-,. (r ... K - p.) > 

't' J q 'T J 't' J q '[ ' J ·--
'T 

(2. 3) 

being the Hamiltonian reduced by translation synunetry. One can see 

from the matrix equation (2.2) that the number of bands at a given 
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k is equal to the nlUilber of basis ftmctions in a tmit cell, For our 

work we use one s- and three p-like states, not including spin, on 

each atom. In bulk, then, since there are two atoms per tmit 

cell, we have (without spin) eight bands. 1his is adequate for 

our work. Certainly high accuracy would require a better basis set, 

but for the energy range of interest we can make this restriction , 

1he 8x8 matrix tl(k) representing the reduced bulk Hamiltonian 

in our restricted basis contains an adequate description 

of band energies and Bloch states near the ftmdamental band gap. To 

evaluate this matrix directly from first principles would be time-

conslilTling and not in keeping with our intentions. Rather, we can 

choose to take the terms 

-+* -+ -+* -+ 
<¢ . , , (r-K ,-p. ,) IHl<P· (r-K -p.)> 

J q T J Jq T J 

to be parameters, and adjust them to fit the band structure shown in 

Fig. (2.la), 1he lowest conduction bands along the 6 direction 

appear to have an important second Fourier component, and this can 

be provided by second nearest neighbor terms, Dropping all terms 

beyond second nearest neighbor ones in Equation (2.3) leaves 19 

parameters in zinc blende materials, With certain botmds on the param-

eters to keep them physically reasonable, one can produce a good 

approximation to the band structure in Fig . (2.1). 

Before describing the procedure for finding the best set of 

tight-binding parameters, we first mention that in some cases, such 
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as GaSb, the spin-orbit splitting of the valence band is nearly as 

large as the band gap and so cannot be neglected in the procedure 

described above. To include spin, one augments the wave function in 

Eq. (2.1) to include spinor components, This produces a 16xl6 

reduced Hamiltonian matrix similar to that in Eq. (2.3). In 

the absence of spin-orbit splitting, the 16xl6 matrix involves the 

8x8 matrix and an identical copy, with no interactions connecting 

them, so the eigenvalues are just those of the 8x8, doubled. Spin-

orbit interaction can be naturally included in (2.3), where we 

asswne that such interaction is negligible unless the two localized 

functions are on the same atom. This is equivalent to replacing the 

six p states on each atom with four p
312 

and two p
112 

states, and 

again the eigenvalues are doubled. (The doubling is required by 

time reversal syrmnetry, with or without spin-orbit splitting.) We thus 

have two additional parameters, reflecting the spin-orbit interactions 

of each atom. 

The fit shown in Fig. (2.lb) was produced by matching the 

eigenvalues of the matrix Eq. (_2. 3) to the band structure in Fig. 

(2.la) at the high-synnnetry points r, X, and L. The eigenvalues 

at X and r were constrained to have the proper ordering of the various 

synnnetries. The diagonal, k-independent terms, which represent the 

atomic state energies, were required to be similar to the energies 



from atomic calculations. The first and second nearest neighbor 

interactions were constrained to have the proper sign, and be roughly 

the size expected. With all these restrictions, the space takes on 

very convoluted bmmdaries. The optimization of the tight-binding 

parameters with these constraints was carried out by a constrained sim­

plex algorithm(6). The object is to minimize the function 

f ( { t } ) = lr E W. (E ( { t}) . - E • ) 
2 J0 W · 

. 1 1 1 . 1 
1 1 

where E({t}). are some eigenvalues of the Hamiltonian with the set 
1 

of parameters {t}, E. are the energies to be fit, and W. is some weight. 
1 1 

Initial guesses were generated by setting second nearest neighbor param-

eters to z.ero, which allows simple analytic solutions of E ({ t} ) 

at certain points. It was sometimes necessary to fit additional 

points along the 6 and A directions. Convergence and uniqueness 

were checked by changing the search parameters and initial guess. 

The parameters obtained by the above prescription for a variety 

of semiconductors are shown in Table 2.1. The on-site energies 

(the first four) have cOllllllon zero which is determined by setting to 

zero the energy of the valence band maximl.Ilil of the resulting band 

structure. The original band structures for GaAs, GaSb, GaP, InP, 

InAs, ZnSe, and CdTe were taken from Ref. (2). The ZnTe band struc-

ture was obtained from Ref. (7). Reference (8) was the source of the 

AlAs band structure. 
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Table 2.1. Tight-binding parameters for several III-V and II-VI 

parameters. The notation is that of Ref. 4. The subscripts 0 and 

1 designate anion and cation, respectively. ~ is the spin-orbit 

strength. All parameters are in llllits of eV. The zero of energy is 

the valence band maximum. The GaAs parameters are from Ref. 14. 

All others were obtained by M. S. Daw and D. L. Smith, 
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The calculations for the (110) surface band structure were 

perfonned in the manner used for bulk bands, except that now we des-

cribe the surface by using a finite slab of atoms. The crystal 

momentum parallel to the surface is a conserved quantity and is 

used to label the states. The unit cell now consists of a volume 

which stretches from one surface to the other. The slab is thick 

enough to isolate the opposite surfaces from each other, this thick-

ness being nine atomic layers. The surface geometry is taken to be 

that suggested by LEED results (_l 2), when available, and from energy 

minimization calculations C1 3) when LEED results have not been ob-

tained. The tight-binding parameters at the surface are linear 

combinations of the bulk parameters, analogous to the transfonnation 

of components of a rotated vector modulated by a d- 2 scaling relation. 

1be scaling had little effect on the results because nearest neighbor 

bond lengths are constant to within 3%. Prior to relaxation, oc-

cupied As-derived and empty Ga-derived surface states occur in the 

band gap. The surface relaxation pushes the Ga-derived states into 

the conduction band and the As-derived states into the valence band. 

The relaxed (110) GaAs surface band structure produced by our 

tight-binding method is shown in Fig. (2.2). The energy is relative 

to the valence band maximtnn at 0. Surface states can be identified 

near the valence band maximum and the conduction band minimum . 

These states have low dispersion and are removed from the valence 

and conduction bands at the M point, These states are largely the 

As and Ga dangling bonds . 
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Figure 2 ~ 2. The band structure of a slab of Ga.As ( The· slab is nine 

layers thick along the (llO) direction. 1he structure -is from the 

tight-binding Hamiltonian discussed in the text. 
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III. GREEN'S FUNCTION IN SEMICONDUCTORS 

Now that we have devised a means for handling the electronic 

states in the perfect crystal, we treat the case where some modifica-

tion is added, represented by a potential Vd(r) that vanishes as 

r + 00 • Schrodinger's equation is now 

where H is the perfect crystal Hamiltonian for bulk or slab. 
0 

Following the treatment developed in Ref. 9, we have 

A A 

(1 - G+(s) Vd]~ = W 

where w represents an incoming Bloch wave and ~ is the complete 

solution including incoming wave and some outgoing scattered wave. 

1he Green's flillction is defined by 

A -1 
(s + io - H ) 

0 

For bolfild states, we have 

A A 

[l - G+(s) Vd]~ = 0 

(2.4) 

(2.5) 

1he solutions are obtained by tracing out the eigenvalues of 
A A 

[l - G+(s) Vd] and finding when one or more cross zero. The flillction 

~ is then the appropriate eigenfunction, given C~I~) = 1. We label 
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the various solutions by ss and ~6 . 

We expand~ in terms of localized functions, as we expanded 

the Bloch waves in Eq. (_2 .1) : 

-+ -+R-+ 
~(r) = ~ DLjq ¢jq(r- T-pj) 

T]q 
(2 .6) 

1hen Eq. (2.5) becomes 

(2. 7) 

If Vd can be taken as localized in this basis, then Eq. (2.7) can 

be solved in practical fashion. In particular, suppose that Vd can be 

restricted to the set of functions localized on one lattice site, 

call it 0. 1hen 

(2. 8) 

In this case, Eq. (2.7) separates into two equations, one for j' = 0, 

T' = 0 and one for j' f 0, T' f 0. If we call 

d = D 
q ooq 

then 
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(_2. 9) 

(_2 .10) 

where 

(_2.11) 

Equation (2. 9) now fixes s and dq (.to within a nonnalization 

factor). We take ones and three p functions on each atom in our 

basis, so this equation involves a 4x4 matrix. Once the energies 

s6 and d~ are found, Eq. (2.10) gives the rest of the wave function, 

and (~I~) = 1 fixes the nonnalization factor. 1he matrix g+ and 

the solutions depend strongly on the chosen site 0, 1his is implicit 

in what follows . 

We come now to evaluating the Green's function. To find the 

energies s 6, we need 

bk bk* c c 
( ) = l: oq oq ' C.2 . 12) g+ s qq' ~ + 

bk€ - ~k 

where the C's and E's come from solutions to Eq. (2.2). Symmetry 
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can clearly be used to reduce the sum. It is convenient to form the 
=r A =r 

set of all rotations R such that E (pk) = E CP (_ORk)). These form the 

operations of the point group and are characteristic of the lattice. 

It is then convenient to set the localized functions into symmetrized 

linear combinations transfonning like irreducible representations 

of the group, where the origin for the rotations is chosen to be 

the center of the potential V. By manipulations, the sum over the 

set of k can then be reduced to a fraction of that set. 

Time-reversal synnnetry reduces the sun by another factor 

of two. For bulk zinc blende crystals, we need effectively only 

evaluate l/48th of the full Brillouin zone. For example, 

where gr is like g+ in Eq. (2.12), except that the sum over k is 

restricted to l/48th of the zone. Near the surface, l/4th of the 

two-dimensional zone is required. One can also use translation 

symmetry to speed convergence of the sum for the non-singular part 

of g (ll). The mnnber of points in the integration over k was 

increased until the solutions E: of Eqt (_2.9) discussed in Chapters 

3 and 4 converged to within 0.1 eV. 

In bulk, g+ is diagonal in the s-p basis. The diagonal elements 
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for the three p-states are identical . This leaves four independent 

elements: (g+) for s-states and (g+) for p~states on cation and 
SS XX 

anion. The four elements for bulk GaAs are shown in Fig . (2.3) for 

energies in the band gap, where their imaginary parts vanish. 

Near the surface, g+(s) is no longer diagonal in the s-p basis. 

We diagonalize g+(s) by a unitary transformation u(s). Each collD1111 of 

u(s) defines a linear combination of s and p states on the given site 
/\. 

which is (within the basis) an eigenvector of g+ (s). These coll.llTUls 

are labelled a(+) (s) T (_+) (s) T (_+) (s) and -r (-) (s) where the 
· ' D 'B · ' T ' 

sign indicates the parity of the specified combination of flilctions 

under the mirror synnnetry of the (110) surface. The elements of g+ when 

diagonalized are (a(+)(s)lg+(s) la(+)(s)), and (-r~+)(s)lg+(s)l-rD(+)(s)), 

(TB (+)(s) lg+(s)l-rB(+)(s)), and (-rT(-)(s)lg+(s)l-rT(-)(s)). These 

we call gaa' gDD' gBB' and gTT, respectively. Loosely speaking, the 

g bulk element goes into the g element as one approaches the ss aa 

surface, while the degenerate gxx elements split to fonn the gDD'· 

gBB' and gTT. 

The four components of g, the diagonalized form of g, are 

plotted for surface Ga and As atoms in Figs. (2.4) and (2.5) for 

(110) GaAs. The gDD elements in both figures are obviously dif­

ferent from the other components and from the bulk components in Fig. 

(2.2). These flmctions show a major effect of the dangling bonds 

on the Green's flmction. 
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~igure 2.3. 1he diagonal elements of the Green's flillction in bulk 

GaAs. 1he ~ refers to the elements between the same p-functions. 
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Figure 2.4, 1he components of g on Ga atoms in the (110) surface 

of GaAs. 'Ihe notation is explained in the text. 
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Figure 2 .s. The components. of g on A;; atoms in the (110) surface of 

GaAs. The notation is explained in the text, 
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The role of the surface states can be demonstrated by examining 

the form of g. In the gap, g has the fonn 

00 

J 
n(s) .Q, 

g(s)n = P ds m Nm € - S 
(2. 8) 

-oo 

where P indicates the principal part, and where the density of states 

matrix is 
* bk bk 

n(s).Q,m = ~k co.Q, com o(s - ~k) (2.9) 

The site 0 may be in bulk or near the surface, 

Then, for instance 

(2 .10) 

-oo 

where c/ (s) is one of the cohmms of u(s), which diagonalizes g(s). 

The numerator of the foregoing integrand represents the contribution to 

the density of states due to one particular state. This we call a 

partial density of states. 

We plot in Fig. (2.6) the partial densities of states for 

TD ( +) and TT(-) on Ga and As atoms in bulk and on the surface. The 

states TD(+) and TT(-) are fixed by finding where the corresponding 

diagonal element of g vanishes, i.e., (TD ( +) (_s) I g(s) I TD ( +) (s)) = 0 
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Figure 2.6. Partial density 0£ state$ £or the TD(~) and TT c~) 

states near the CllO) GaAs surfacer The corresponding bulk (p or t 2 

orbital) partial density of states is also shown. 
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or (TT(-)(s)jg(s)!TT(-)(s)) = 0. Clearly the TD(+) partial density 

has sharp resonances near the surface. 1hese are the Ga and As 

dangling bond states. lhe TT(-) partial density changes less, because 

the dangling bonds have positive parity and TT(-) has negative. 

1bus the large surface state resonances push the TD(+) functions 

far away from their bulk values. 1be other functions change near the 

surface, but not by as much . 

Having calculated g+(s) in bulk and near the surface, we may 

proceed to find botmd states due to some potential V, as prescribed 

by Eq. (2.5). 1bis is done in the next two chapters for core excitons 

and vacancies. 
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IV. SUMMARY 

This chapter presents a realistic, second nearest neighbor 

tight-binding Hamiltonian for bulk and surface band structure 

calculations. The wave functions are expanded in a set of localized 

orbitals and the matrix elements of the Hamiltonian are treated as 

adjustable parameters. These parameters are adjusted to fit the bulk 

band structures of nine zinc blende semiconductors. Band structures 

for the (110) surfaces of these materials are then calculated. 

111e states due to an interruption in the periodic potential 

are then obtained using a Koster-Slater, tight-binding Green's 

function approach. The Green's function is calculated in bulk 

and near the (110) surface, in preparation for calculations in 

Chapter 3 and 4. 
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CHAPTER 3 

SURFACE CORE EXCITONS IN SEMICONDUCTORS 
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I. INTRODUCTION 

1he existence of surface core excitons was first substantiated 

by Lapeyre and Anderson in 1975 (_Z). Their work explained the pre-

sence of peaks in some photoemission experiments, such as those in 

Fig. (I.Sa) (l). 1hese peaks had originally been interpreted as 

evidence of intrinsic surface states in the gaps of some semicon­

ductors (l) When Huijser and Van Laar ( ) showed that no such 

surface states exist on, for example, (110) GaAs, the appearance 

of the peaks in the gap was then attributed to strong core 

exciton effects . 1his was proven by Lapeyre and .Anderson, who 

showed that the peaks in the (110) GaAs surface spectra were 

definitely related to transitions from the Ga(3d) core to the Ga 

dangling bond, and that the attraction between core hole and elec-

tron must be strong enough to make the transition appear in the gap. 

1he existence of strongly bound surface excitons was somewhat 

surprising at first. Bulk core excitons have been observed and well 

tlllderstood Cl3). 1here the core hole resembles a positive charge in 

the nucleus, leading to donor-like states. 1hese states are hydrogenic 
0 

with Bohr radii of typically tens or hundreds of A's and binding energies 

of tens of meV. 1he surface excitons are by contrast very localized, 

being restricted to mostly one atom, and the binding energies reach 

nearly 1. 0 eV. 
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Excitons have been observed by exciting the Ga(3d) level in 
. (1 3 4 6 7 8 9) 

(110) GaAs, GaP, and GaSb and the In(4d) level 1n (llO) InP ' ' ' ' ' ' . 

Reports of p-core excitons have been absent. Some authors have 

searched and concluded that no excitonic transitions are observable 

from those cores (S, 7). 

The situation with anion surface core excitons is obscured some-

what. The best data are available for (110) GaAs. The As (3d) to 

Ga dangling bond transition has been observed as a resonance with 

transitions to the conduction band C9), so excitonic effects are much 

smaller than for the cation core transitions. Only one observa-

tion of an As(3p) transition has been reported, and this appears 

to have very large binding energy C7) . This report was not very 

complete, and is in contradiction with preliminary results from 

other experiments (lZ) . 

In the next section., we show theoretically how the electron-hole in­

teraction does produce a bolllld state for transitions from cation core levels 

on the (110) surface of III-V semiconductors. The p-core transitions 

are shown to have weaker oscillator strengths than the d-core 

transitions, making the former much less observable. We also show 

that anion core transitions produce no bolllld states. Detailed 

comparison to experiment is made. 
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II. CALCULATION OF BINDING ENERGIES AND OSCILLATOR STRENGTHS 

We present here a complete theoretical picture of anion and cation 

core excitons for III-V surfaces, using relaxed surface geometries. 

A qualitative picture serves to summarize our concept of surface core 

exci tons . On the (llO) surface of II I ... V's there are two species of 

dangling bonds: the cation dangling bond, which because of surface 

relaxation is mostly p (3% s) and is empty, and the anion 

dangling bond which is mostly sp3-hybrid and fully occupied. A dipole 

transition out of a cation d- or s- core level, for example, goes 

easily to the empty, p-type dangling bond on that atom. The electron 

in this final state is localized near the hole and the Coulombic 

attraction produces strong binding. The d- or s-core excitation would 

have different transition energies, but closely similar binding 

energies because the potential due to an s-core hole is hardly dif­

ferent from that due to a d-core hole, as viewed by the excited 

electron. 

An excitation out of a cation p-core level would have the same 

binding energy as s- or d-core excitons, but this transition couples 

to the small s-component of the dangling bond, reducing the oscil­

lator strength by a factor of about 30 from the cation d-core level 

transition. 

In the case of excitation out of the anion core, the on-site 

dangling bond is fully occupied and the electron must go to other un-
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occupied states, any of which is less localized. One would for this 

reason expect less binding for surface anion core excitons than for 

the cation excitation. We thus find a sharp contrast between anion 

and cation surface core excitations. 

The calculations were based on the Koster-Slater approach in 

the tight-binding approximation, discussed in Chapter 2. We start 
' 

with the condition for a bound state, from Eqt (~,. 9_ ) ~ 

where v represents the potential due to the exciton . We approximate 

v by considering that the core hole is very localized compared to 

the valence electrons and so the potential for the excited electron 

in the localized basis should resemble that for the valence electrons 

of the next heaviest element. We can then take 

(3. 2) 

where E (z) is the energy of state a on the atom with nuclear charge 
a 

z, as culled from atomic calculations. Values for v are shown in Table a 

3.1. 

In Table 3.2 we present our results for binding energies and 

oscillator strengths. The cation p and d core excitations on GaAs, 

GaP, and InP are seen to be bolild strongly. The Ga core excitations 

on GaSb are bound weakly with respect to the conduction band minimum. 

We find no binding for any of the anion core excitations~ We £ind 
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Table 3.1. Values of the· core exciton potentials for Ga ~ In ~ P, 

As, and Sb. Th.e potentials are defined in the text. 

Atomic energy levels come from Ref. 11. 
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TABLE 3,1 

Atom v (eV) 
SS .- .. . 

v (eV) 
· :PP 

Ga -3. 0 -1.5 

In -2 . 4 -1. 2 

p -3.7 -2.0 

As -3 . 0 -1.6 

Sb -2.3 -1.3 
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Table 3. 2. Theoretical and experimental binding energies of surface 

core exci tons on (_110) GaAs, GaP, InP, and GaSb. Oscillator strengths 

for excitons are also calculated and nonnalized to the d~core strength. 

References for the data follow. 

a) Ref. 1 

b) Ref. 3 

c) Ref. 4 

d) Ref. 5 

e) Ref. 6 

f) Ref. 7 

g) Ref. 8 

h) Ref. 9 

i)_ Ref~ 12 
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TABLE 3. 2 

Theory 

Material Core Binding Energy Oscillator Strength 
(eV) (relative to d) 

Ga(3p) 0.9 3% 

Ga(3d) 0.9 100% 

GaAs 

As (3p) <0 

As (3d) <O 

Ga(3p) 0.8 3% 

Ga(3d) 0.8 100% 
GaP P(Zp) <O 

In(_4p) ! 0,6 3% 
l 

InP In(4d) 0.6 100% 

p (Zp) <O 

Ga(3p) ::::0 3% 

Ga Sb Ga(3d) ::::0 100% 

Sb(4p) <O 

Sb (4d) <O 

Experiment 
Binding Energy 

(eV) 

d,f -
a b e 

0.8 ,0.6 ,0.5 ' 
f g h 

::::0 . 4 ' (:0 . 8 ' 1. 3 
f i 

::::1.5 ' --
_d' f' g' -0 . 7h 

b e 
1.45 ,1.1 ' 0.8g 

c e 0(3 ~0.4 

b e 
0.2 ,0.1 ' 0.7g 

g 
-
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that these states occur in the conduction band, We also present 

the oscillator strengths relative to the d-core exciton for deeply 

bound excitons. In GaAs, GaP, and InP, we see that the cation p-core 

transition is more than an order of magnitude weaker than the cation 

d-core, though they have the same binding. This difference in 

magnitude reflects the small s-character of the cation dangling bond. 

Also in the table we present binding energies published from 

separate experiments. In general, though the reported binding 

energies show some disagreement between experiments, there is good 

agreement between most of the data and our calculated binding energies, 

Also, the reports show no observed transition for cation p-core 

excitations, in agreement with the predicted relative oscillator 

strengths. 

-Anion core excitons have not been reported except for a rather 

incomplete description by Bauer, et al (S) of an observed As(3p) 

exciton on GaAs with binding on the order of the band gap. This ob­

servation contradicts our picture of surface core excitons. For a 

surface As(3p) electron to be promoted to a dangling bond, it must end 

up principally on the neighboring surface Ga dangling bonds, and the 

resulting separation between hole and electron is larger than in 

the case of a Ga core exciton where the electron can reside on the 

same atom as the hole. The resulting larger separation for the As 

excitation lowers the Coulombic interaction and, one would expect? 
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also the binding energy, One would believe that the .As excitons 

would have less binding, not more, than the Ga exciton, The reported 

.As (_3p) exciton is clearly in contradiction with this theory. 

Preliminary results from other experiments have indicated that no As (3p) 

. . (12) exciton 1s present . 

Our calculations are confirmed somewhat by calculations by 

Swarts, Goddard, and McGill (lO). They calculate for clusters of 

surface atoms the transition energies of various core excitations 

and the nature of the electron's final state. The anion excita-

tion is less botmd than the cation exciton, in agreement with our 

results. They show that the final state for the electron excited 

from an anion core is mostly (?90%) composed of neighboring surface 

Ga dangling bonds. This holds despite the inclusion of additional 

states centered on the arsenic which would allow for the electron to 

pull closer to the hole. 'Ihey also note the discrepancy with Bauer's 

reported .As(3p) exciton. 

The uniqueness of the Ga dangling bond state on (JlO) Ga.As 

can be seen clearly in Fig. (3.1.). Here are plotted solutions of 

Eq. (2.5) for v = v = v . The error in neglecting the difference 
SS pp 

between v and v is not large for our problem. One can see 
SS pp 

innnediately that there is a state which binds for lvl < 5 eV when 

the potential is centered on a surface Ga atom. This is nostly 

fonned from the Ga dangling bond. Our definition puts v ~ -1.5 eV 

for core excitations on both Ga and As. The binding energy for the 
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Figure 3.1. Core exciton binding energies in GaAs for v = v . 
· SS pp 

Surface states are in the (_110) surface. Ga and As refer to the 

position of the core hole. 
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Ga(3d) exciton is thus estimated to be about 0.8 eV, close to the 

value shown in Table 3.2. 1he binding energy is clearly sensitive 

to the values of vas· It is also evident that no bound states are pro­

duced for a potential centered on a surface As atom for lvl < 6 eV. To 

get a binding energy of~ 1.5 eV for such a state would require 

v ~ -500 eV! In light of this, one sees that the reported As(3p) 

exciton cannot be explained by refining the values of v · 
0 

,, 
~!:,) 

In light of the theoretical evidence against the existence of the 

As(3p) surface exciton in GaAs, and for lack of confirmation from other 

experiments, we conclude that transitions from anion cores on III-V 

surfaces do not lead to excitons. 

In conclusion, the calculated surface core excitonic binding 

energies appear to be in good agreement with the data in all but 

one case. 1he report of the As (3p) exciton has not been confinned 

by another experiment, and may yet prove to be in error. The 

computed oscillator strengths explain why cation d-core excitons are 

seen when no p-core transitions are observed. 
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III. SUMMARY 

1his chapter presents a complete theoretical picture of anion 

and cation core excitons in III-V surfaces, using the Koster-Slater , 

tight-binding Green's function technique, discussed in Chapter 2. 

1he nature of surface core excitons is shown to be closely related 

to the cation dangling bonds, Binding energies and relative oscil­

lator strengths are calculated and comparison is ·made with experiment. 

1he localization of the electron to the same atom as the core hole 

produces large binding for cation core transitions . Anion core 

transitions are shown to have no binding. Cation p-core transitions 

are shown to be clamped relative to d-core transitions due to weak 

oscillator strengths . 
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CHAPTER 4 

VACANCIES NEAR SEMICONDUCTOR SURFACES 
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I • INfRODUCT ION 

This chapter presents the first realistic calculation, to our 

laiowledge, of deep levels near the surface of semiconductors. The 

study of deep levels in the bulk has advanced only to the stage of 

qualitative accuracy (l), and the calculation for levels near the 

surface is similarly primitive. Yet there is a great deal of interest 

in these states, and much can be learned from the results presented 

here. 

We begin by treating in the next section the levels of an 

ideal vacancy in bulk. We use the tight-binding Koster-Slater C3 t
4l 

approach from Chapter 2 to calculate the states due to ideal vacancies 

in the bulk of a variety of III-V and II-VI semiconductors. Even 

.though we ignore the Jahn-Teller effect (_Z) and Coulomb repulsion 

among bolIDd electrons in the treatment of ideal vacancies, many 

of the qualitative aspects of ideal vacancies hold for real vacancies, 

In the third section we treat the Jahn-Teller effect and 

Coulomb repulsion, showing how the coupling of the vibronic modes 

to the electronic states alters the energies of various charge 

states of the vacancy. The results are still qualitatively similar 

to the ideal vacancy. 

Finally we treat ideal vacancies near the surfacec We calculate 

the vacancy energies as functions of the distance from the vacancy 

to the surface. The Jahn-Teller effect and Coulomb repulsion are 
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a.gain ignored because surface vacancies could induce large lattice 

distortions whicll are beyond our present llllderstanding, But the 

qualitative features of ideal vacancies are still interesting. 

In the final section, we discuss the possible relationship 

between vacancies and Schottky barriers in III""'V and II-VI semi­

conductors. We conclude that if vacancies were present in sufficient 

concentration at the surface of a semiconductor, the band 

bending would be fixed to a large degree by the defect levels. 
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II. IDEAL BULK VACANCIES 

In this section we present a calculation of the bolIDd state 

energies and wave flIDctions for ideal vacancies in the bulk of GaSb, 

GaAs, GaP, InAs, AlAs, InP, ZnTe, CdTe, and ZnSe+ The calculations 

were perfo!1Iled using the Koster-Slater C3 ,4) approach in the tight-

binding approximation. "Ideal" vacancy here refers to having ignored 

lattice relaxation and the Coulombic repulsion among bolIDd electrons, 

which will be treated in the next section. 

In the Koster-Slater approach, the energy and wave function 

of a botmd defect state can be determined by solving C3,4) 

(4.1) 

where G+(s) is the Green~s function at energy s for the perfect crystal, 

Vd is the defect potential, and~ is the bound state wave function. 

We use as a basis one s and three p states on each atom. In our case, 

the ideal vacancy potential is defined by raising to infinity the 

on-site energies of the atom to be removed. This prescription is 

equivalent to setting to zero all the interaction matrix elements 

involving the removed atom. For the ideal case, the condition for a 

bound state then becomes (S) 
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where g+(s) is the block of G+(s) confined to a vacancy site in the 

tight-binding representation, and so is a 4x4 matrix without spin 

and an 8x8 matrix with spin . This can be obtained from Eq. (2.5) by 

setting ~ = Ii.!_ and taking A -+ 00 • 

The matrix g+ (_s) in (~. 2) gives not only the energies of bound 

states but also their synunetry. Neglecting spin-orbit splitting, 

g+ (t:) is diagonal in the s-p atomic basis. Six of the diagonal 

elements (those for p states with spin) are degenerate, and 

the remaining two (for s states) are also degenerate, so (4.2) 

reduces to 

where x refers to a p-state oriented along the x-axis. In the first 

case the state has a1 (scalar or s-like) synnnetry while the second case 

has t 2 (vector or p-like) synnnetry. Spin-orbit splitting breaks the 

t 2 state into a two-fold and a four-fcrld state. This splitting is small 

(<O.l eV) for vacancy states in the materials considered here (except 

ZnTe). For simplicity, this splitting will not be explicitly carried 

through the following discussion, although extension is straight­

fonvard and has been done. 

The wave ftmction can be recovered, as in Eq. (2 .10), once condi-

tion ( 4. 2) is satisfied and is (.in normalized form) 

(4' 3) 
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with¢. the a-th state on atom j, R is the vector to the tmit cell T,-
Ja T 

:-+ :;t -+ -+ -+ 
and G1;a.,soo (s)= (.<Pja (;--KT ~pj) I G+ (s) I ¢

06 
Cr-p

0
)). The prime denotes dif-

ferentiation with respect to s. The ~S has the synunetry of the state B 

as mentioned above. The vacancy is at site 0 .. 

For each vacancy, then, we expect an a1 level and a t 2 level 

as in Fig. 4.1. Viewing the vacancy state as a tetrahedral arrange­

ment of nearest neighbors with dangling sp3 bonds directed toward 

the vacancy, one can see that there are four synnnetrized arrangements 

of amplitudes for the dangling bonds . The a1 state corresponds to 

the syrrunetric combination, while the t 2 state has an orbital 

degeneracy of three and corresponds to the three ways of assigning 

two positive and two negative amplitudes to the dangling bonds. 

Our results for bulk ideal vacancies in GaSb, GaAs, GaP, InAs, 

AlAs, and InP are presented in Table 4.1. Each vacancy produces an 

a1 and a t 2 level, the latter of which may be slightly split (< 0.1 eV) 

by spin-orbit interactions. Some levels are resonant in a band. The 

daggers indicate the highest occupied level in the neutral vacancy. 

The positions of the levels can be understood in qualitative 

terms, In covalent materials, such as GaSb, the valence band is composed 

of bonding states between neighbors, while the conduction band is anti-

bonding. Severing a bond, as creating a vacancy does, produces 
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Figure 4.1. Schematic of the ideal vacancy configuration in a zinc­

blende crystal. The removal of an atom leaves four nearest neighbors 

in a tetrahedron with their dangling bonds pointing inward. The 

interaction of these bonds causes a splitting between synnnetric 

(a1) and tetragonal (t2) amplitudes. 
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Table 4. L Ideal bulk vacancy levels for GaSb, GaAs, GaP ~ InAs, AlAs, 

InP, ZnTe, CdTe, and ZnSe, Below each material is noted 

the band gap and the ionicity defined in the text. Anion 

and cation levels are measured relative to the valence 

band maxinn.nn . Daggers indicate the highest occupied 

level in the neutral vacancy . .Asteris·.ks denote where 

spin-orbit interactions were included. 



TA
BL

E 
4

.1
. 

ID
EA

L 
VA

CA
NC

Y 
LE

VE
LS

 

M
at

er
ia

l 
C

at
io

n 
V

ac
an

cy
 L

ev
el

s 

(B
an

d 
ga

p 
(e

V
),

 
Io

n
ic

it
y

 
(e

V
) 

(e
V

 a
bo

ve
 V

BM
) 

a
l 

t2
 

* 
G

aS
b 

C0
~9

, 
-3

.8
) 

<0
 

Q
~
l
9
,
0

,1
4
 

+
 

G
aA

s 
(L

S
, 

-3
.6

) 
<0

 
0 

45
 

+
 

' 
G

aP
 

(2
.2

, 
-2

.9
) 

<0
 

0
.4

 +
 

In
A

s 
(0

.4
, 

-2
.6

) 
<0

 
0,

25
 +

 

A
lA

s 
(2

 . 
3 

' 
-2

 . 2
) 

<0
 

0
,8

 +
 

In
P 

(1
.5

, 
-1

.9
) 

<0
 

0.
45

 +
 

Zn
 Te

 
(1

. 5
' 

0.
 3

) 
<0

 
L

l 
+

 

* 
C

dT
e 

(1
.6

, 
1

.0
) 

<0
 

0
.2

2
,0

.2
5 

+
 

* 
Zn

Se
 

(2
.8

,1
.2

) 
<O

 
0

.4
,0

,5
7

 +
 

A
ni

on
 V

ac
an

cy
 L

ev
el

s 
(e

V
 a

bo
ve

 V
BM

) 
a
l 

0(
05

 

0.
05

 

0
.5

 

0.
05

 

0
.8

 

0
.7

5 

1.
45

 +
 

>E
 g 

2.
5 

+
 

t2
 

>E
 

+
 

g 

1.
05

 +
 

1
.4

 +
 

>E
 

+
 

g 

1
.6

 +
 

>E
 g 

>E
 g 

>E
 g 

>E
 g 

I 0
0

 
-..

..,
J 

I 

+
 



-88-

a dangling bond which would reasonably have an energy somewhere in 

between bonding and anti~bonding states, that is, in the gap, In 

an ionic material like CdTe, the mixing between bonds is lessened, 

with the valence band becoming more anionic and the conduction band 

more cationic. An anion vacancy, with cation dangling bonds, should 

then produce states resonant with the conduction band. Similarly, a 

cation vacancy should produce states in or near the valence band. 

In representing each material by a parameterized Hamiltonian, we 

include parameters that correspond roughly to free atomic energy levels. 

Our parameters are constrained to have values for these parameters in 

agreement with the energy levels from atomic calculations. We then 

define x, the ionicity measure, to be the difference between the cation 

s-state energy and the anion p-state energy. GaAs has x = -3.6, while 

CdTe has x = 1. 0, GaAs being: more covalent, The materials in Table 

4.1 are ordered according to their ionicities. 

The vacancy levels do show the trend with ionicity suggested by 

the previous qualitative argument. This is shown in Fig. 4.2 by Ga.As, 

InP, and CdTe. Anion levels tend to move toward the conduction band 

with increasingly ionic materials, while cation levels go in the 

reverse. 

Vacancy states in bulk GaAs have been calculated by others using 

similar and more sophisticated techniques. The main difference 

between our calculations and other tight-binding work is in the 
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Figure 4.2. Ideal vacancy· levels in GaAs~ InP, and CdTe, Cation and 

anion vacancy levels are shown relative to valence band CYB) and 

conduction band (CB) for each material. The figure is arranged to 

demonstrate the trend from covalent to more ionic materials, 
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parameters used to describe the Hamiltonian (S). 

Pseudopotential calculations have also been reported for vacancies 

in bulk GaAs and perhaps represent more accurate results. Jaros and 
(6) 

Brand use a Green's function approach, like ours, but with a one-

electron pseudopotential formalism . They find that an As vacancy 

has an a1 level just below the valence band maximlllll and a t 2 level 

about 0. 4 eV above the conduction band edge, while a Ga vacancy has 

an a1 level just below and a t 2 level at about 0 .15 eV above the 

f d h 
.. (7) f 

valence band edge. Bachelet, Baraf , an Sc luter, using a sel -

consistent pseudopotential Green's ftmction calculation, find the Ga 

t 2 level weakly bolllld about the valence band edge and the As t 2 level 

at 1.08 eV. The agreement between our results and those of Bachelet, 

Baraff. and Schluter is quite good, 

So far, no mention has been made of the occupation of the states 

shown in Fig . (~ , 2). Neutral anion vacancies in III-Vmaterials have 

three electrons to put into the defect levels a1 and t 2, because, of 

the eight electrons tied in the four covalent bonds arolllld an As atom, 

five are removed with the neutral atom. This leaves the six-fold 

t 2 state with one electron . This degenerate ground state is unstable 

to lattice distortions, as will be discussed in the next section, but 

these distortions are ignored in this section . Similarly .a neutral 

cation vacancy in a III-V semiconductor has five electrons , an anion 
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vacancy in a II~VI semiconductor has two, and a cation vacancy in a 

II-VI compolllld has six. 

In the approximation of an ideal vacancy, the one-electron 

energies give the changes in total energy as one changes the occupa.,. 

tion of the states, A neutral vacancy in a III-V compolllld, for 

example, has an odd ntnnber of electrons, so the highest state is 

only partially occupied. In the ideal approximation, the energy 

required to remove the highest electron is the same as that gained 

by putting on a second electron. A neutral vacancy in a 

II-VI material has· an even number of electrons, In the ideal 

approximation, adding two electrons gives twice as much ene_rgy as 

one electron. Likewise, removing two electrons takes twice 

as much energy as one . 

. , Because- of this ideal approximation, a III-V material with 

only ideal anion or cation vacancies present, the Fermi level at 

absolute zero would be at the t 2 energy calculated in this section. 

For ideal cation vacancies in an otherwise pure II-VI semiconductor, 

the highest occupied level is 6-fold degenerate and has 4 electrons 

in it. 1he Penni level at absolute zero would again be at the t 2 

energy. For ideal anion vacancies in the otherwise pure II-VI semi­

conductor, the highest occupied level is 2-fold degenerate and is 

filled. The Fermi level at absolute zero then lies halfway between 

this level and the lowest lllloccupied level. 
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Impurities in the crystal will cause a charging of the vacancies . 

If one assumes that the doping concentration is much larger than the 

vacancy concentration, then the Fermi level in the material is 

determined by the doping. If the Penni level lies above the 

calculated one-electron levels, these levels will be filled. If the 

Penni level lies below, the levels will be empty. Hence, the doping 

determines the charge state of the vacancies. 

The ideal approximation is clearly incomplete , One must 

include the Coulombic repulsion among electrons bound to the defect, 

This raises the total energy. The lattice arolIDd the vacancy will 

distort, the extent of which is detennined by the m.unber of b0tmd 

electrons. This lowers the total energy, The two effects tend to 

cancel and do not alter greatly the conclusions of the one--electron 

calculations, These corrections are included in the next section, 
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III. CHARGED VACANCY STATES AND TIIE JAHN-TELLER EFFECT 

It was noted in the previous section that ideal vacancies can 

become charged when doping is added. Clearly two important effects 

have been neglected. First, we have n_eglected Coulombic repulsions 

among localized electrons. The tight-binding parameters we have 

may, in some lumped and disguised fonn, reflect Coulombic inter-

actions am~mg Bloch waves, but now we nrust accotmt for the additional 

interactions among the electrons localized at the defect. From 

Eq. (4.3), we calculate that up to 80% of the wave ftmction for the 

vacancy states is localized on the nearest neighbors of the vacancy, 

so Coulomb repulsion is not negligible. Second, the lattice relaxation 

arotmd the vacancy was ignored previously. The void left by the 

vacancy could certainly allow some modifications in the lattice 

structure near the defect lowering the total energy. 

The relaxation depends on the charge state of the vacancy. This 

latter point, the Jahn-Teller effect (Z), represents a breakdown in 

the Born-Oppenheimer approximation, where now changes in the elec­

tronic state can modify strongly the lattice arrangement, These two 

effects, Coulombic repulsion and lattice distortion, tend to cancel 

out, but the difference can play an important role in the behavior 

of the vacancies. 
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In the absence of an atom~ the neighboring lattice will clearly 

relax. The strength and type of distortion may depend on the elec-

tronic configuration, in which case the Born~Oppenheimer approximation 

breaks down. This occurs when the electronic state is orbitally 

degenerate C.2) This can be seen from 

(~ ~4) 

Here ~ is the grotmd state electronic wave function calculated for a 

Hamiltonian H({R}), a ftmction of the nuclear positions {R}, and 

Q. is the coordinate of some normal mode displacement of the nuclei . 
1 

Suppose the group of symmetry operations of H is formed . If ~ trans-

forms like the identity representation of that group, then V. 
1 

vanishes for all modes except those not changing the symmetry of H, 

such as a breathing mode. However, if~ transforms as some repre-

sentation other than the identity, V. might not vanish for symmetry-
1 

breaking modes. Thus, orbital degeneracies may be removed by 

coupling to lattice distortions . 

For the case of a vacancy in a zinc blende crystal, the un-

distorted levels have a1 and t 2 symmetry. The a1 level is the 

identity representation and its two-fold spin degeneracy cannot be 

removed by lattice distortions. The six-fold t 2 level, on the other 

hand, is susceptible to splitting by the Jahn-Teller effect when 

occupied. 
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Three of the nounal modes for vacancies in zinc blende crystals 

are illustrated in Fig. (4,3), The breather mode does not change the 

tetrahedral syrrnnetry. The synnnetry group remains Td, and the a1 
and t 2 levels shift without splitting. The tetragonal mode changes 

the synunetry group from Td to D2d, splitting the t 2 level into the 

four-fold e and two-fold b2 levels. A trigonal distortion has the 

symmetry group c3v· This mode splits the tz level into the two-fold 

a1 and four-fold e levels. Other modes exist, but the three dis­

cussed here are of most interest in the following. 

The electronic states of relaxed neutral vacancies in the bulk ·of III-V 

and II-VI semiconductors are illustrated schematically in Fig, (4.4). 

The number of electrons on the neutral vacancy increases as one goes 

counterclockwise in the figure starting with the anion vacancy in a 

II-VI semiconductor, which has two electrons. For the state with 

two electrons, the a1 state is filled and only breathing mode dis-

tortions can occur. For three electrons, as the anion vacancy in 

III-V's has, the t 2 level is split by the occupation with one elec-

tron. The cation vacancy in III-Vts has five electrons~ and this 

splits the t 2 level completely into three two-fold levels. The 

neutral cation vacancy in a II-VI semiconductor has six electrons, 

so that the t 2 level is split into four-fold and two-fold levels, 

with the former being lower and filledt 
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Figure 4.3. Three lattice distortions for vacancies in zincblende 

crystals. The breather, tetr.agonal, and trigonal modes are il­

lustrated, along with the consequences for the a1 and t 2 levels. 
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Figure 4.4. The electronic states of neutral vacancies in the bulk 

of III-V and II-VI semiconductors~ 1his schematic picture shows 

electron occupation (arrows), level splittings a residual degeneracies 

(arrows). 
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We now look in detail at an example of charging ,, The anion 

vacancy in a III-V semiconductor can have three charge states: 
+ .. ,.o -V , v , and V . The v+ has two electrons, both in the al level , 

The absence of electrons in the t 2 level makes possible only breathing 

mode distortions which lower the a1 level t The v0 has a filled a1 
level and one electron in the t 2 level. In Si~ the vacancy with three 

electrons undergoes a tetragonal Jahn-Teller distortion C3?
9) We 

assllllle that the same holds for the anion vacancy in III-V ' s. 1he 

tetragonal mode splits the t 2 level, allowing the total energy to 

be lowered. The distortion is such that the two~fold level is lower. 

The v- has two electrons in a1 and two in t 2. 1his enhances the 

tetragonal distortion. We also nrust account for the Coulomb repulsion 

between the two electrons bolIDd to the t 2 level. (It is asswned 

that, as in GaAs, the a1 level occurs near the valence band and so 

the electrons in that state are not well localized and do not con-

tribute significantly to additional Coulomb repulsions.) 

If we expand the total energies to second order in the tetra­

gonal mode coordinate and take the V+ state with no distortion as 

the zero of energy, we have 

E = ~Q2 
+ c - VQ 

0 2 
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1 2 
E_ = YQ + 2E - 2VQ + U (4 < 5) 

Here Q is the displacement of a single atom in the tetragonal dis-

tortion, k is the lattice restoring force constant for the displace-

ment, E is the one-electron energy of the t 2 state of the neutral 

vacancy with no distortion, V is the Jahn-Teller coupling for this 

distortion, and U is the electrostatic repulsion for the negatively 

charged vacancy. The value of Q is fixed by minimizing the energy 

of each state and so depends on the charge; 

Q = V/k (4 . 6) 

The minimum values for the energy are 

E = + 0 

E = E: - v2/zk 
0 

(_4 .. 7) 

E = 2E - 2V2/k + U 

For fixed number of electrons, then, the energy is given by the 

foregoing. However, the usual circlUllStance is to have the Fenni 

level fixed. In that case, the probability of finding the vacancy in 
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i a given charge state V - is given by 

- (E. -N. µ)/kT 
e i i . . . 

- (Ei -Niµ)/kT 
L: e 
i 

where µ is the chemical potential and N. is the number of electrons 
l 

in the t 2 level. At T = O, the lowest of (Ei - Niµ) will be occupied, 

so the charge state depends onµ. Nonnally, one might expect that 

asµ is raised, the vacancy goes through the sequence v+, v°, v-. 

The transition between V+ and v° OCCUrS at µ ( + -+ 0) = E -- V2 /2k, and 

between v° and v- at µ(O-+ -) = E + u: '3V2/2k. However, if u < v2/k, 

there is no value ofµ for which the v° state is stable, as pointed 

out by Baraff, Kane, and Schluter (JO}. This situation is often 

called an "Anderson negative-U" case (Z2). In this case, the 

transition between v+ and v- occurs at µ (+ -+ - ) = E - v2 /k + U/2 . 

In the top panel of Fig. (4.5), we show the splitting of the 

charge states of the anion vacancy in a III-V semiconductor for the 

case of a stable v0 state. 

We estimate the Jahn-Teller coupling V and the Coulomb repulsion 

U in the bulk using perturbation theory. The lIDperturbed wave 

function wave function, ~S' is given by Eq. (4.3), where S indicates 

a t 2 synnnetry state. The Jahn-Teller coupling is calculated from 
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Figure 4. 5. The effect of Coulomb repulsion and lattice distortion 

on the transition energies for the anion vacancy in a III ~V semi­

conductor and a cation vacancy in a II-VI semiconductor . On the 

left in each case is the two-·fold level which is the lowest tmoc­

cupied state in the neutral vacancy. The anion vacancy in the III-V 

compound can gain or lose an electron, while a cation vacancy in the 

II-VI can gain one or two electrons. The transition energies (Fenni 

level at which the charge changes) is indicated on the right~ Coulomb 

interactions and Jahn-Teller effects split the various charge states. 
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where Q is the tetragonal mode displacement. The distortion potential, 

3H/3Q, is folllld by assuming that the tight-binding parameters scale like 

the overlap of the atomic ftmctions C2B). For GaAs and Al.As, the tetra-
o 0 

gonal distortion couplings for the b2 state are L 3 eV /A and O. 7 eV /A, 

respectively. The e states shift in the opposite direction by half 

those amotmts. The Coulombic repulsion was estimated as 

where [e2/s(r) r] is the Fourier transform of (4Tie2/s(q) q2) and s(q) 

is the dielectric ftmction (ll). One center integrals on the first and 

second atomic shells were included in the estimate of U. The results 

were 0.20 and 0.27 eV for GaAs and AlAs, respectively. The force con-

stant k, was estimated by scaling the Keating model calculations o~ 

Ref. (10) for Si by the bond stretching force constant determined from 

compressibility (lZ). The result of this scaling was 12 ev/c;;;. for both 

GaAs and AlAs (compared with 14.8 eV/~2 for Si). 

These values for the parameters indicate that there is a small 

stability region for the neutral anion vacancy in GaAs and AlAs, as 

shown schematically in the top panel of Fig. (4.5). In GaAs, the v° 

is stable for 1.0 eV < µ < 1.05 eV and in AlAs if 1.6 eV < µ < 1.8 

eV. For µ less than the lower bolllld, V+ is stable, while for µ higher 

than the upper bolllld, V is stable. 
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The cation vacancies in II-VI semiconductors have six electrons 

in the neutral state. In ZnSe and CdS, the negative cation vacancy 

is known to have trigonal syrrnnetry (S, 9) We assume that the dis-

tortion for the neutral cation vacancy in the II-VI semiconductors is 

also trigonal. This splits the t 2 level to two-fold and four-fold 

levels. The four-fold level goes down and is fully occupied. Thus 

there is a separation between occupied and lillOccupied levels. We will 

concentrate here on the states fanned by adding electrons to the lll1.­

occupied, two-fold level: v°, v-' v=. 

Now the situation is somewhat reversed from that of the anion vacancy 

in III-V's. There the distortion increases with increasing ntunber of 

electrons. Here the distortion decreases with added electrons. The 

reason can be seen as follows. The trigonal distortion splits the t 2 

level into two-fold a1 and four-fold e levels, with the four-fold level 

lower in energy as in Fig. (4.3). In the V° case, this four-fold level 

is occupied. Adding an electron to the upper a1 level to make v- causes 

the distortion to decrease, lowering the a1. Inv-, there is no dis­

tortion because the six-fold t 2 state is non-degenerate when filled. 

The energies of the v0 ~ v-, 
1 

v= states can be written in terms 

of the trigonal distortion, taking the neutral state with no dis-

tortion to be the zero: 



1 2 2 
E = z kQ -. VQ + t: + 4 (V /2k) ( 4. 9) 

1 2 2 
E= = 2 kQ + 2 c + U + 4 (V I 2k) 

where the symbols are the same as for Equation (4,5),, but apply to 

the trigonal mode . The mininrum values for the energy are; 

E = 0 
0 

E = 3(Y2/2k) + € ( 4 .10) 

E = 2€ + u + 4 cv2 /2k) = 

If U > v2k, then the transition between v° and v- occurs for the 

Penni level at µ(0 + -) = c + 3(V2/Zk) and from v- to v- when 

µ(~ + =) = s + U + v2/Zk. If U < V2/k, then there is no µ for 

which the V- state is stable. The transitions from v° to v= occurs 

when µ(0 + =) = c + U/2 + v2/k. 

The bottom panel of Fig. (4.5) shows the splitting of the v°, 

V , and v- lmr;els for a cation vacancy in a II-VI semiconductor, 

for the case of stable V- state. 
(30) 

Estimating the parameters V, k and U as before gives for CdTe, 

V = 0.4 eV/~, k = 6 eV/~2 , and U = 0.20 eV, and for ZnTe, V = 0.4 
0 Oz 

eV/A, k = 8.2 eV/A , and U = 0.20 eV. 1hese values indicate that 
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V- occurs if 0. 3 V < µ < 0. 45, In ZnTe ~ the y-· is stable for 1.1 

eV < µ < 1. 3 eV. 

Cation vacancies in III-V semiconductors have five electrons 

in the neutral state, so that in the ideal case the tz level has 

three electrons in it, and this is llllStable to a Jahn-Teller dis­

tortion. We have not carried out the analysis for these vacancies. 

This case is similar to the anion vacancy in III-v~s in having an 

odd number of electrons in the neutral vacancy. 

Anion vacancies in II-VI compollllds are not affected 

by synnnetry-breaking lattice distortions. 1hese vacancies have two 

electrons in the neutral state and are susceptible to breathing 

mode distortions. We have not calculated the breathing mode dis­

tortion energy for this case, 
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IV. IDEAL VACANCIES NEAR THE SURFACE 

In this section we present a calculation of ommd state energy 

levels of ideal vacancies near or on a semiconductor surface,, We 

consider the (llO) surface of GaSb, GaAs ~ GaP ~ InAs, Al.As ·' InP, 

ZnTe and CdTe. Effects due to lattice relaxation are ignored in 

this section. 

The calculations were perfoTIIled in the manner used for ideal 

bulk vacancies, except that now we describe the surface by using 

a nine layer slab of atoms. The slab is thick enough to isolate the 

opposite surfaces from each other and to give less than 0.1 eV 

deviation from bulk vacancy energies for a vacancy in the center of 

the slab, this thickness being nine atomic layers. 

The equation for a botmd state energy is still (4,2), but 

g(s) is no longer diagonal owing to the presence of the surface. 

Near the surface, the bulk synnnetry is broken and the a1 and t 2 
states mix to fonn orbitally nondegenerate levels, three of which have 

positive parity and one of which has negative parity 1mder the mirror 

synnnetry of the (_110) surface. 

The results of our calculation for the botmd state energies of 

ideal vacancies near the GaAs (110) surface are shown in Fig. (~.6). 

A Ga vacancy on the fifth layer from the surface induces an essentially 

triply degenerate bolll1d state (without spin) 0.4 eV above the valence 
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Figure 4.6 . Ene_rgies, relative to the band e_dges, of ideal vacancies 

near the (llO) surface of GaAs, The batmd-state energies are es­

sentially the same as those for bulk until the vacancy reaches the 

second atomic layer from the surface. 1he arrow indicates the 

highest energy state occupied in the neutral vacancy. 
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band maximlllll. There is also a well-defined singlet resonance 0,4 

eV below the valence band edge, An As vacancy on the fifth layer 

induces an essentially triply degenerate bound state 1,1 eV 

above the valence band edge and a singlet level at the valence band 

edge. The energy positions of the bound vacancy levels on the fifth 

layer of the slab are essentially the same (~o better than 0.1 eV} 

as those for the bulk. 

As a vacancy is moved near the surface, the bound state energy 

levels are not much changed (by less than 0.1 eV) until the vacancy 

is put on the second layer from the surface. From an atom on the 

third atomic layer from the (llO) surface, the closest atom absent 

because of the surface is a fifth nearest neighbor (and only 1 of 

12 fifth nearest neighbors is absent). For an atom on the second 

atomic plane~ a second nearest neighbor is removed because of the 

surface and the degenerate triplet levels are split by an appreciable 

amount. Arrows indicate .the highest occupied level in the neutral 

vacancies. The highest occupied level of the Ga vacancy moves to 

higher energy as the vacancy is moved toward the surface, while the 

highest occupied level of the As vacancy moves to lower energy. 

The direction of motion near the surface can be understood in 

terms of the bonds near the surface , Because of relaxation, the 

hybridization of the surface cation orbitals involved in the bonding 

2 3 is sp rather than sp as in the bulk, As a result, an anion 

vacancy on the second atomic layer breaks one st»2 bond and this is 
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of lower energy than the bulk sp3 bonds because of its larger s 

character. For an anion vacancy on the surface layer, two sp2 

bonds are broken and again the bound states are at lower energy than 

the bulk. The surface anion orbitals involved in the bonding have 

become trigonal as a result of the relaxation, and so have larger p 

character. Therefore, second or surface layer cation vacancies, in 

having these trigonal bonds arolllld them, are at higher energy 

than the bulk cation vacancies. 

The labeling of the states in Fig. (_4. 6) is based 

on the character of the wave functions of the states. We examined 

the unitary transfonnation u(t:) which diagonalizes the Green's 

function g(s) and detennines the orbital decomposition of the atomic 

functions on .the vacancy site which_ generates the bound state (j_n 

the sense of Eq. (4.2)). In the bulk, this decomposition consists 

of the s state and the 3 p states which generate the a1 and t 2 levels, 

respectively. Near the surface the decomposition is mixed and 

depends both on the position and type of vacancy. However, the 

states labeled a(~) are generated largely by the s level, The 

states labeled T4--) are generated by the p orbital which lies in 

the plane of the surface and changes sign under the mirror synnnetry 

of the (110) surface. The states labeled T~+) are generated largely 

by the p orbital which lies in the plane of the surface and is even 

under the mirror synnnetry. The states labeled Trl+) are generated 
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largely by the p orbital which is orthogonal to the surface (.i.e. , 

the surface dangling bond state). 

In Fig. (4.7) we show similar results for vacancies near the 

(110) surface of InP, arranged to show comparison to GaAs. We 

noted in the first section that as one went from covalent to more 

ionic materials, anion vacancy levels tended to move to higher energy. 

At the same time cation vacancy levels tend to lower energy (see 

Fig. (4.2)). The same trends hold for vacancies near the surface: 

The more ionic InP shows almost unifonn upward shift of anion vacancy 

levels for all depths from the surface relative to GaAs, and small 

downward shift for the cation vacancy levels. The trend with ionicity 

is preserved for vacancies near the surface. 

In Fig. (.4. 8) we show results for vacancies near the (J.10) 

surface of two II-VI compmmds: CdTe and ZnTe. Cation vacancies 

produce levels in the gap, similar in nature to those in III-V's. 

Anion vacancies produce deep states in ZnTe but not in CdTe, The 

relationship between vacancy .states in ZnTe and CdTe can be under­

stood again by noting that CdTe is more ionic than ZnTe. 
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Figures 4.7a and 4t7b. Energy levels, relative to the band edges, of 

ideal vacancies near the (llO) surface of InP and GaAs. Cation vacancy 

levels are shown in (_4. 7a), and anion levels in C4.7b}. The b01.md 

state levels are essentially the same as those in bulk tmtil the 

vacancy reaches the second atomic layer from the surface. The arrows 

indicate the highest state occupied in the neutral vacancy, 
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Figure 4.8. Energy levels, relative to the band edges, of ideal 

cation vacancies near the (JlOl surface of CdTe and ZnTet The bol.ll1d 

state levels are essentially the same as those in bulk until the 

vacancy reaches the second atomic layer from the surface. The arrows 

indicate the highest occupied state in the neutral vacancy. 
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V. VACANCIES AND SGIOTIKY BA.RRIERS 

There has emerged recently a new ·model of Schottky barrier fonna-. 

tion in III-V's: the Defect Model (1
3)_ 'IWo observations led to this 

proposal (1
4
). The first was that clean 1 well ... cleaved semiconductor 

surfaces had no band bending, and that the bands bent when slight 

contamination was present. The second was that the band bending 

reached an asymptotic value rather independent of adatom, reminiscent 

of the metal-independent band bending of fully-formed Schottky 

barriers. 

The Defect Model seems to explain naturally the foregoing observa­

tions. The energy liberated by adsorption of metal or oxygen 

may produce defects that would not be present on a perfect surface, 

These defects could cause levels deep in the band gap that in turn 

could pin the Fermi level. The pinning position would then be 

independent of the adatoni., 

There are three other criteria for which any explanation of the 

band bending in III-V's must accolm.t. In the case of the free · sur-

face with some contamination, the asymptotic values of the Fermi 

level relative to the surface bands are different for n- and p-type 

semiconductors Cl3,l4) The difference is about 0.3 eV for many 

adatoms on (HO) GaAs. Also, the Penni level pinning seems to move 

toward the conduction band as one considers increasingly ionic materials. 
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In addition, the Schottky barrier appears to obey a connnon 

anion rule in the III-V's (¢xcept those involving Al)~ and some 

II-VI's (lS) That is, for two materials with the same anion, the 

barrier for holes appears to be the same, Compounds containing 

Al violate this rule. 
(13,14) 

Spicer and co-workers - proposed a dual defect model? 

two defects associated with missing cations and anions. The defect 

caused by missing anions would pin the n-type and that associated 

with missing cations the p-type. There is some evidence against 

this suggestion (16). 

An alternative, the Single Defect Model presented here) is 

that anion vacancies in III~V semiconductors can account for all 

the observed behavior. Vacancies in III-V's can charge with either 

sign, and so pin both n.,, and p-type materials, 

It seems very unlike.ly that only one type of defect is 

present or is active in causing the pinning. But calculations of 

a large variety of defect states at this time seem pointless , 

However, certain qualitative behavior can be expected from classes 

of defects, and this can be explored by calculating simple cases, 

such as vacancy levels. 

In II-VI semiconductors? the situation is unclear, No clear 

UPS data are available for a II-VI semiconductor as they are for 

III-V's. The Schottky barrier data are also inconclusive for 

II-VI's. Since these inadequacies are generally due to the natural 
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instabilities 0£ the comp01mds which_ may be compensated for i:n 

the future, it seems· worthwhile to explore the vacancy states in 

these materials. 

To judge the Single Defect Model · of Schottky barrier formation, 

we therefore examine our calculated levels in IJJ ... Vts and II~VI's 

in light of the criteria outlined above, In particular? we calculate 

the pinning positions for n- and p-type materials given a sufficient 

density of vacancies, compute vacancy levels in semiconductors 

with different ionicities to compare with the ionicity trend, 

and also calculate levels in semiconductors with the same anion to 

check with the common anion rulee 

We considered in Section III the energies of charged vacancy 

states for vacancies in III-V's and II-VI'st 'Ille charge state of 

the vacancy depends on the Fermi level. In the 

bulk, one would assl.Illle that usually the vacancy concentration is 

small compared to that of impurities. In that case, the chemical 

potential is fixed by the shallow dopants and that fixes the charge 

state of the vacancies as discussed in Section III, However, in 

the Defect Model for Schottky barrier fonnation 11 it is asswned that 

there is a large concentration of defects in a thin layer near the 

semiconductor surface, In this case, the position of the band 

edges at the surface relative to the Fermi level will be detennined 

by the defects. For the case of a free surface (without a macro­

scopic metal overlayer1 the defects near the surface will charge 
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so as to compensate the charge in the depletion region 0£ the semi~ 

conductor. 

Let us consider vacancies near the surface of a III~V semi-

conductor. In this case the charge of the vacancies can be positive, 

negative or neutral. From electrostatics, the Penni level measured 

relative to the valence band maximum at the surface, µs' inn-type 

material is given by 

µ = µ s 

where 

( 4 .11) 

C4. 12) 

Here nd is the donor concentration, £ is the semiconductor dielectric 
. 0 

constant and N+, N_ and Nv are the number per unit area of positively 

charged, negatively charged and all vacancies, respectively, P(Vi) 

is the probability that the charge state vi will exist, as in Eq. (4.8) 

withµ replaced by µS. In p-type material, nd in Eq. (4.11) is replaced 

with (-n ) . a 

For a Schottky barrier with a macroscopic metal overlayer on 

a II I-V semiconductor, the defects charge and form a dipole with 

their image charge in the metal . 1he charge state of the defects 
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need not be oppo$ite to that in the space charge region because the 

metal overlayer can screen the space charge, Taking the vacancies 

to lie in a plane a distance 9., from the metal surface, p in n ~type s . 

material is given by 

( 4 .13) 

Here I is the semiconductor ionization potential, x is the metal s m 

work function, xd is the depletion length, DI is any additional 

(perhaps chemically induced) dipole layer which may occur at the inter-

face and sd is the dielectric constant of the disordered region at the 

interface. In p-type material nd in Eq. (4.13) is replaced with (-na). 

At room temperature, kT is very small compared to the energy 

scale of interest. 1bus, the function (N+ - N_) will change very 

rapidly as µ moves past the stability points for the vacancy charge 
s 

states. As a result, for a sufficiently high surface density of 

vacancies, µ will be pinned at one of the stability points. In s 

Table (4.2), we list the stability points at which the pinning 

occurs and the minimlilll surface density of vacancies required to 

pin for the various possibilities. From this table, we see that 

the vacancy charge state,and hence the relevant stability point at 

the free surface,depends on the semiconductor doping . However, in 

the Schottky barrier case, the vacancy charge state and relevant 
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stability- point depends on (Is ... X;n + D1L Consequently? it is 

possible that µs may differ for the free surface of an n- and p-type 

semiconductor, but doping does not significantly influence µ in a 
s 

macroscopic Schottky barrier. 

In order that µ be approximately equal for metals in which s . 

Os - Xm + DI) has opposite signs, it is necessary to charge the 

defect region with opposite polarities, Simple donors and acceptors 

can charge with only one sign. Thus a single donor or acceptor 

defect cannot account for the independence of µ on x observed s -m 

in the III-V semiconductors, whereas a level which can charge with 

either sign (~uch as the anion vacancy) can accolll1t for this obser-

vation, 

For the case of As vacancies near the free GaAs surface, 

taking the parameters V, k, and U from our bulk calculations 

indicates that v° is stable, as mentioned in Section IIIt In this 

case the n-type and p-type materials should be pinned about 0.1 

eV apart, in rough agreement with the 0,3 eV difference reported 
(13,14) 

by Spicer, et al. Thus then- and p-type pinning difference can 

be accounted for by this model. 

The ionicity trend of Schottky barriers is displayed by Table 

(4.3), In the series of materials shown, the Fermi level moves from 

near the valence band maximum to nearer the conduction band. The 

sequence is arranged by ionicity, going from covalent to more 
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TABLE 4 ~ 3. Comparison of the s.urface Fermi leyel relative to valence 

band maximum (pFl with the scaled electronegativity parameter for 

the common III .... y semiconductors. The value for Ef from Ref , 

is for oxidized surfacess the numbers in parentheses (~ithout parentheses) 

are for n-type (p-type) material. All numbers are in units of eV. 

a 
Ef E x g 

(Ref. } (Ref. ) 

GaSb -5.0 0 0.1 (0.1) 0.67 

InSb .-.4.0 0 0.16 

Al Sb -3.5 0.55 1.63 

GaAs -3.5 0.5 0. 5 (O. 7) 1.43 

GaP -2.7 0.7 2.24 

InAs -2.6 0.5 0.33 

AlAs ~2 . 2 l.lb 2.16 

InP -2.0 0,8 1.1 (1.2) 1.34 

a) Ref. ( ) 

b) From the n barrier asstnning n and p barriers add to the band gap. 



-129-

ionic, Fro.m Section II 1 we recall tha.t the same trend is followed 

by ideal anion vacancies, Cation vacancies generally tend in the 

opposite direction. Anion vacancies then obey the trend with ionicityr 

The connnon anion rule (IS) represents another test that the 

Single Defect Model passes. To show this, we calculated idea1 

anion vacancy levels near the surface of alloys such. as Ga Al
1 

As 
JC ..-.x 

and Ga In1 As, as flll1ctions of x. The hole barrier in the latter x .,.x 

alloy is relatively independent of mole fraction, x, while in the 

fonner alloy the hole barrier shows marked dependence. 

In Fig. 4.9, we show the calculated energy positions of the 

highest occupied level in the neutral anion vacancy (~he charging 

level) in the bulk, second atomic layer and first atomic layer from 

the (llO) surface of Gaxin1"'xAs and GaxAll.,.xAs. Levels in third 

and deeper layers are close to those for the bulk. The calculated 

positions of the conduction band minima are also showni (Jn the 

In-rich Gaxin1_xAs alloys, the calculated energy levels move above 

the conduction band minimum. For these compositions the defect 

induced levels are resonances rather than bound states 1 The 

Fenni level would be fixed by the conduction band minimum rather than 

by the defect-induced level in these compositions.) The lower 

panel in Fig. (4~9) shows the measured position of the Fenni level 

relative to the valence band maximum of the interface for Au 

Schottky barriers . The measured positions of the conduction band 
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Figure 4,9. In the upper panels, the calculated positions of the 

highest occupied state in the neutral anion vacancy as a function of 

composition in Ga1 In As and Ga A11 As are shown. Results 
~x x x -x 

for vacancies in the bulk, second atomic layer, and on the (llO) 

surface are presented. The energy zero is the valence band maximum; 

the calculated position of the conduction band minimum is also shown, 

The lower panels show the measured position of the surface Fermi level 

as a function of alloy composition in the same materials. The data 

represented by crosses are from Ref. 22., solid squares from Ref. 23, 

and inverted triangles from Ref. 18. The conduction band measurements 

are from Ref. 24. 
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minima are also shown, From this figure? we see that the calculated 

position of the anion vacancy levels are relatively weak functions 

of composition in the Gaxin1_xAs alloy system. The energy positions, 

relative to the valence band maximum, increase by less than 0.2 eV 

as the In mole fraction increases from zero to 1Dlity~ By contrast, 

the energy positions of the anion vacancy levels in the alloy 

Ga Al1 As are much more sensitive functions of composition, x -x 

increasing by about 0.6 eV as the Al mole fraction increases from 

zero to unity. Comparing the calculated levels with the measured 

Fermi level positions, we see a good correlationg There is some 

uncertainty in the absolute values of the calculated energy levels, 

but we believe that the trends with composition are significantf 

The GainAs system represents a case in which the connnon anion 

rule is satisfied and the GaAlAs system represents an exception 

to this rulet 

Figure C4~10) shows the analogous~ calculated positions and 

measurements for Ga In1 P. Comparing the calculated anion vacancy x ~x 

levels with the measured Fenni level positions, we again see good 

correlation as x is varied. The GainP alloy system satisfies the 

common anion rule. 

In III""'V semiconductors~ it seems quite plausible that vacancies, 

particularly anion vacancies~ are responsible for Fermi level pinning, 

A single vacancy can behave as both donor and acceptor, Furthermore, 
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Figure 4.10. 1he calculated positions of the highest occupied state 

in the neutral anion vacancy as a function of alloy composition in 

Ga1 In P are shown in the upper panel. Results for vacancies in -x x 

the bulk, second atomic layer, and on the (JlO) surface are presented. 

1he energy zero is the valence band ma.ximlml; the calculated position 

of the conduction band minimum is also shown. 1he lower panel shows 

the measured position of the surface Fermi level as a fllll.ction of alloy 

composition in GalnP. Data represented by crossed circles are taken 

from Ref. band edge measurements from Ref. 1he solid square 

is from Ref. 
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the trends in anion vacancy levels w;lth_ ionicity and with composition 

of connnon anion alloys are in agreement with_ the datat 

In II-VI semiconductors~ the nature of the vacancy,.~Jevels is 

very, different las we saw in Section III), Anion vacancies are 

double donors. 1he bulk cation vacancy in CdTe is a double acceptor. 

In ZnTe, the bulk cation vacancy can act as both donor and ac~ 

ceptor. Near the surface, levels like the donor~ · in CdTe ·
7 

which are in the valence band in bulk may get pushed up into the 

gap (see Fig. ('.4. 8)), In general, the Fermi level should be pinned 

between the highest occupied state and the lowest unoccupied state 

in the neutral vacancy. 

At the present time there are only limited data on the values of 

the fully fonned Schottky barriers on CdTe (lB) and ZnTe. These data 

have been used to argue for a connnon anion rule for these materials (lS) • 

1he Schottky barrier on ~-type material with Au contacts is approxi­

mately the same for CdTe and ZnTe. Comparing these observations with 

our results, we note that the pinning position for anion vacancies 

is too close to the conduction band edge. For cation vacancies, we 

would not predict a connnon anion behavior. Thus the role of simple 

vacancies in pinning the Penni level in II-VI semiconductors is not 

so clear. 

In st.mnnary, it seems quite plausible that anion vacancies 

determine the Fermi level position at III~V surfaces. The 
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role of cation vacancies in III~V Schottky barriers is unlikely due 

to their behavior when the ionicity is varied. In II-VI semicon­

ductors, anion vacancies are probably not involved because they 

induce levels very high in the gap. The role of cation vacancies 

in detennining the Schottky, barrier in II ·VI f s is uncertain, 
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VI. SUMMARY 

In this chapter we calculate the energy levels of vacancies in 

the bulk and on the (llO) surface of nine zinc blende materials. 

Using the Koster-Slater approach from Chapter 2, the ideal vacancy 

states in bulk and near the surface are computed& 1he effects of 

lattice distortion and Coulomb repulsion are treated perturbatively 

for bulk vacancies. 

Generally it is folllld that the vacancy levels are dependent 

on the ionicity of the material. Cation vacancy states move toward 

the valence band as one considers increasingly ionic materials, 

while anion states move toward the conduction band. The ideal 

vacancy levels change by less than 0.1 eV as a vacancy is moved to 

the surface tmtil it reaches the second atomic layer from the surface. 

Lattice distortion and Coulomb repulsion in bulk vacancies produce a 

splitting between the var1ous charge states. These splittings are 

estimated. 

Finally, the possible relationship between vacancies and Schottky 

barriers is discussed, It is concluded that anion vacancies can 

acc0tmt for the observed Fermi leve 1 pirn1ing on II I-V semiconductors. 
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APPENDIX 

111e point group of the zincblende crystal is Td~ which con-· 

sists of all those operations which. send a regular tetrahedron into 

itself, 1be subgroups of Td of interest in this thesis are c3v and 

D2d' C2v' and Cs. We give here for reference their double group 

character tables and a compatibility table. The notation is that of 

Koster, et al C 21) . The basis flmctions Sx, 8y, and Sz are pseudo­

vectors. The flmctions ¢(1/2) and ¢(3/2) are spinors. 
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CHARACTER TABLES 

rd E E 8C
3 

3C
2 6S

4 
6S Bases 3'C 4 . . 2 . 

al (rl) 1 1 1 1 1 1 R or xyz 

a2 cr2) 1 1 1 1 -1 -1 s s s 
JC y z 

e(r 3) 2 2 -1 2 0 0 2 2 2 2 2 (Zz -x -y ) , /3"(x -y ) 

tl er 4) 3 3 0 -1 1 1 sx,sy,sz 

tz er 5) 3 3 0 -1 -1 -1 x,y ,z 

r6 2 -2 -1 0 ./2 -./2 <1>nt2) ; 

r7 2 -2 -1 0 -12 12 r
6
xr2 

rs 4 -4 1 0 0 0 ¢ (3/2) 
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CZ 2C~ 2od 

Dzd 
E. E 2S

4 2s4 Bases 
C' 2c·, 20d 2 2 

al (_rl) 1 1 1 1 1 1 1 R 

a2Cr 2) 1 1 1 1 1 .,.1 ~1 s z 

bl er 3) 1 1 -1 .,1 1 1 -1 2 2 x -.y 

b2 er 4) 1 1 ... 1 -1 1 -1 1 xy or z 

e er 5) 2 2 0 0 -2 0 0 sx,sy 

r7 2 --2 IZ -/2 0 0 0 ¢(1/2) 

rs 2 -2 ~JZ .IZ 0 0 0 r 6xr3 

c3v E E 2C3 zc 
3 3ov 30v Bases 

al c.r 1) 1 1 1 1 1 1 R or Z 

az er 2) 1 1 1 1 ~1 ~1 s z 

e(f 3) 2 2 -1 -1 0 0 s ±i s x y 

r4 2 -2 1 -1 0 0 <P (1/2) 

rs ) 1 -1 -1 1 i ,..i ) 
) ) <P (3/2 '±3/2) 
) 

r6 ) 1 ~1 ~l 1 ... i . ) 
1 ) 

rs and r6 are degenerate by time-reversal synnnetry. 
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CZ, .0 .ov, 
czv E E 

y 
Bases C- 0 - 0 t 2 v V ' 

a1Cr1) 1 1 1 1 1 z 

b1 er2) 1 1 -1 1 -1 s or :x; 
y 

a2 er 3) 1 1 1 -1 .,.1 s-. or x.y 
z 

bz er 4) 1 1 -1 -1 1 S · or y 
x 

rs 2 -·2 0 0 0 cp (1/2) 

-c E E 0 0 Bases 
s 

a(r1) 1 1 1 1 s or ..x or y z 

b er z) 1 1 -1 -.1 S or S or z x y 

r3 1 -1 i -i 
¢ (1/2) 

r4 1 -1 -i i 

r3 and r4 are degenerate by time-reversal. 
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CCMPATIBIL~1Y TABLE 



-143-

REFERENCES 

1. See the review by S. T. Pantelides, Rev. Mod. Phys.; 50, 797 (1978). 

2. H. A. Jahn and E. Teller, Proc. Roy. Soc., Al61, 220 (1937). 

3. G. F. Koster and J.C. Slater, Phys. Rev . . 95, 1167 and 96, 1208 

(1954). 

4. J. Callaway,_ J. Math. Phys. i, 783 (1964) , J. Callaway, Phys. Rev. 

154, 515 (1967). 

5. J. Berriholc and S. T. Pantelides, Phys. Rev. Bl8, 1780 (1978). 

6. M. Jaros and S. Brand, Phys. Rev. Bl4, 4494 (1976). 

7. G. B. Bachelet, G. A. Baraff, M. Schluter (to be published). 

8. G. D. Watkins, in Lattice Defects in Semiconductors-1974, edited 

by F. A. Huntley, Institute of Physics, Conference Series No. 23 

(Institute of Physics, Bristol and London, 1975) p. 1. 

9. G. D. Watkins, Proceedings of the 1972 Reading Conference on 

Radiation Defects in Semiconductors, (Institute of Physics, London, 

1973)' p. 228. 

10. G. A. Baraff, E. 0. Kane, and M. Schluter, Phys. Rev. Lett. 43, 

956 (1979). 

11. J. Bernholc and S. T. Pantelides, Phys. Rev. B15, 4935 (1977). 

12. J. Waser and L. Pauling, J. Chem. Phys. 18, 747 (1950). 

13. J. Lindau, P. W. Chye, C. W. Garner, P. Pianetta, C. Y. Su, and 

W. E. Spicer, J. Vac. Sci. Technol. 15, 1332 (1978). P. W. 

Chye, I. Lindau, P. Pianetta, C. M. Garner, C. Y. Su, and 

W. E. Spicer, Phys. Rev. Bl8, 5545 (1978). 



.... 144_ 

14. W. E. Spicer, I. Lindau~ P. Skeath.~ and C, Y. Su, J, Vac. Sci. 

TechnoL 17 1 1019 (_1980), 

15. J. 0. McCaldin, T. C. McGill, and C. A. Mead, Phys. Rev. Lett. 

36' 56 (1976). 

16. R. W. Grant, J. R. Waldrop, S. P. Kowalczyk, and E. A. Kraut, J. 

Vac. Sci. Technol. 16, 1370 (1979). 

17. W. E. Spicer, P. W. Chye, P. R. Skeath, C. Y. Su, and I. Lindau, J. 

Vac. Sci. Technol. 16, 1370 (1979). 

18. C. A.Mead, Solid-State Electron. ~' 1023 (1966). 

19. E. J. Mele and J. D. Joannopoulos, Phys. Rev. Bl7, 1528 (1978). 

20. J. C. Slater, QuantumTheory of Matter (McGraw-Hill, New York, 

1968). 

21. C. F. Koster, J. 0. Dinnnock, R. G. Wheeler, and H. Statz, 

Properties of the Thirty-two Point Groups (MIT Press, Cambridge 

Mass. 1963). 

22. P. W. Anderson, Phys. · Rev. Lett. 34, 953 (1975). 

23. J. S. Best, Appl. Phys. Lett. 34, 522 (1979). 

24. K. Kajiyama, Y. Mizushima, and S. Sakata, Appl. Phys. Lett. 23, 

458 (1973). 

2 5 . The CBM' s for GaA.lAs are from B. Mcnemar, K, H. Shih 1 and G • D. 

Petit, J. Appl. Phys. 47, 2604 (1976). Those for GaAuAs are from 

Ref. 24. 

26. T. Kuech and J. O. McCaldin, J. Vac, Sci. Technol. 17, 891 Ci980). 

27. A. Onton, M. R. Lorenz, and W, Renten, J. Appl. Phys. 42, 3420 (_1971). 



-145-

28. F. Hennan and s. Skillman, ·Atomic ·structure Calculations, Q?rentice.,.. 

Hall, New Jersey, 1963). 

29. 1hese calculations ~eglect the spin-orbit splitting of the states. 


