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ABSTRACT 

All of the common techniques for obtaining structural info'.!'.'mation from 

macromolecular and supramolecular objects suffer from one type of drawback or 

another . X-ray and neutron diffraction methods have the phase problem (only 

the amplitude and not the phase angle of the complex diffraction vector can 

be experimentally observed). Low-dose 3-dimensional electron microscopy 

suffers from the inability to collect a complete data set due to instrumental 

limitations. Although light microscopy allows the sample to be kept under 

biological conditions (compare with standard electron microscopic techniques), 

the low resolution has limited its appeal to more qualitative aspects of 

ultrastructure analysis . 

All of these limitations can be considered as a lack of information in 

the Fourier space domain. A generalized mathematical approach is presented 

where global real-space constraints are utilized to ameliorate this loss of 

information. In simple cases (one-dimensional analysis) it is possible to 

solve the phase problem, and in more complex cases (two- and three-dimensional 

analyses) the added real-space information is used to augment the experiment­

ally derived data. The iterative Fourier refinement scheme was chosen as it 

represents the most versatile means for incorporating global knowledge con­

cerning the real-space behavior of the object. 

This approach was used to solve the three-dimensional x-ray structure of 

the snake polypeptide neurotoxin a.-Bungarotoxin, the one-dimensional transmem­

brane electron density profile. fol;' acetylcholine receptor containing m.embra.nes, 

and to solve the missing cone problem of ele.ctron microscopic structure 
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analysis . 

Real-space constraints were als.o incorporated into an iterative de­

convolution schem.e used both for image processing and for the quantitative 

analysis of overlapping gel electrophoretogra.m peaks. None of this work 

would have been possible if the information supplied by real-space constraints 

had not been utilized . The approaches presented to these problems are 

general ones and should be applicable to other systems. 
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The work presented in this thesis is organized not chronologically 

but so as to emphasize the common thewatic elements tha.t underlie each 

of the research projects discussed . The order of presentation is one of 

increasing size: f'.J'.'om atomic to microscopic; decreasing resolution: from 

0 0 

3 . 5 A to greater than 1000 A; and decreasing specimen order: from 3-

dimensional crystals of a pure protein to in-vivo supramolecular structures 

composed of protein and nucleic acid complexes. The theme is one of 

utilizing physical constraints as a source of information. This information 

is then used to improve the quality of the structure determination. 

All of the common techniques for obtaining 3-dimensional structural 

information suffer from one type of drawback or another. X-ray and 

neutron diffraction methods have the phase problem (only the amplitude 

and not the phase angle of the complex diffraction vector can be experimentally 

observed). Low-dose 3-dimensional electron microscopy (a new technique 

pioneered by Henderson & Unwin (1, 2)) suffers from the inability to 

collect a complete data set due to instrumental limitations. Although 

light microscopy allows the sample to be kept under biological conditions 

(compare with standard electron microscopic techniques), the low resolution 

has limited its appeal to the more qualitative aspects of ultra-structure 

analysis. 

The limitations of these various physical techniques are perhaps best 

considered in the Fourier transform (reciprocal space) domain. X-ray and 

neutron diffraction techniques can provide high resolution d;lffraction 

amplitudes but the phase information is .missing. In high-resolution 3-

dimensional electron microscopy both phase information (from low-dose 
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unstained images) and amplitude information (;from electron diffraction 

patterns) are available. Instrumental limitat;ions on tilt angle (the 

sample can be tilted to only a.bout :t 60° frow the horizontal) l.imJts the 

region (')f recipr(')cal space where data can be col.lected. Thus a conical 

region of half-angle 30° a.bout the axis normal to the grid is missing 

from the observed data . In the (')ptical microscope, amplitude and phase 

information are again available, but only to quite limited resolution. 

Although not an intrinsic limita.tion of the optical microscope, beyond 

stereo pairs very little use has been made of its 3-dimensional imaging 

capabilities. 

It can thus be seen that each of these limitations can be ascribed 

to incompleteness of the observed data in the Fourier space domain. In 

some cases (such as macromolecular crystallography) experimental techniques 

exist for deriving the missing information based on multiple observations 

of samples perturbed in some relatively simple manner (e.g. the multiple 

isomorphous replacement method (_3)). In all cases, however, it is possible 

to at least partially compensate for the missing information in the re­

ciprocal space domain by using known properties of the object in the 

real~space domain. The iterative Fourier refinement scheme (Figure 1) has 

proven to be the most versatile means for incorporating both real-space 

information (density constraints, non-crystallographic symmetry, etc.) as 

well as knowledge of which aspects of the Fourier space <la.ta are most 

incorrect . This approach, be it used indepencl,ently as in the solution 

X-ray diffraction analysis (chapter III, a,ppendi,ces rv) V)' the mi.ssin,g 

cone studies (cha,pter II:, appendix III) , or micrograph image processing 

(chapter IV, appendices VT, VlI); or in conjunction with other experimental 
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data such as with the large-cell Ml:R data for CY,-Bungarotox:i.n (chapter I, 

appendices I, II), forms the ba~;is of the <;1.pproa,ch to structural problems pre­

sented in the ensuing chapters. Although the wot'k presented in the last appen­

dix on the mathem.a.tical resolution enhancem.ent of electrophoresis gel profiles 

does not relate to structural problems, the underlying mathematics are indeed 

quite similar tb that presented in previous chapers. The chapters serve as 

introductory material for the relevant manuscripts which appear in the 

appendices . 
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FIGURE LEGENDS 

Figure 1. 

The generalized Fourier refinement scheme. Starting with an object or 

density function, p, real-space density constraints are applied to generate a 

modified p'. This is then Fourier transformed to yield a set of amplitudes F 
c 

and phases ¢ which are then constrained to provide to current best guess 
c 

F,¢ to the true structure factor. Fourier transformation of F,¢ leads to 

the current guess for the structure. The entire process is cycled until con-

vergence is reached . The nature of the real-space and reciprocal space con-

straints depends on the particular problem being investigated. 
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FIGURE 1 

GENERAL FOURIER REFINEMENT SCHEME 
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CHAf'TER l 

The 3-dimensional X-ray Crystal St1:'uc.tuJ:;"e of cx-Bungarotoxin 

0 

at 3 . 5 A Resolution 
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This is an example of a relatively high resolution three-dimensional 

structural anci,lysis of a single macromolecule. The protein can be crystallized 

and conventional techniques can be used to helr> solve the phase r>roblem. In 

this case, however, there ar e extenuating circumstances th.at preclude the 

possibility of an atomic interpretation. Using knowledge about crystal 

packing and the global behavior of the electron density, it was possible to 

substantially improve the quality of the experimentally derived phases. The 

resultant electron density map was of sufficient quality to permit an atomic 

interpretation . A molecular model was built and refined to a crystallo-

q • 
graphic residual of 21% at 3 . 5 A resolution. 

Snakes feed by either killing or paralyzing their prey with an injection 

of a highly toxic venom . Th.is venom has evolved to contain many extremely 

toxic components ranging from small molecules of about 300 d molecular 

weight to phospholipase A-like enzymes of about 26000 d. In general, these 

components act synergistically to augment to total toxic effect. The major 

toxic component of the venom of elapidae snakes is a pre-synaptic curare-

mimetic polypeptide a-tox in. This class of proteins acts by binding tightly 

to the nicotinic acetylcholine receptor, blocking the depolarizing action 

of acetylcholine; thereby producing paralysis and death due to respiratory 

collapse. The a-neurotoxins (so named for a-Bungarotoxin) fall into two 

classes: long (71-75 residues; 5 disulfide bridges) and short (60-62 residues; 

4 disulfide bridges) . At the time of writing the amino acid sequences were 

known for 18 long toxins and 25 short toxins CJ.J . 

a-Bungarotoxin, first isolated by Chang and Lee (2) is, a mem.ber of: the 

long class with 7 4 residues and a molecular· weight 790Q d. Qwi,ng to its 
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nearly irreversible binding to the nicotinic acetylcholine receptor 

(kd lo- 1 01, this toxin has played an iJ11portant role in the biochemical studies 

of the :receptor (3, 4, 5 2. 

The structural study of a-Bungarotoxin was begun in Stroud's lab in 

1974 by S.A. Spencer (thesis project, Department of Chemistry, California 

Institute of Technology2 as part of the structural investigation of the mem-

brane bound acetylcholine receptor from the electroplax of Torpedo cali-

forriica. It was felt that the tight binding between toxin and receptor could 

not be the result of a simple 1 or 2 point interaction, but rather could 

arise only from the large contact area afforded by the precise alignment of 

complementary surfaces. An analysis of the toxin structure, it was hoped, 

would provide valuable insights into the structure of the receptor at a 

higher resolution than obtainable with other techniques. 

Spencer purified a-Bungarotoxin from the venom of Bungarus multicinctus 

according to the procedure of Chang & Lee (2), grew crystals and collected 

native and derivative data. He was also able to produce a low-resolution 

density map. Owing to pseudo-symmetry and twinning problems (see below) it 

was not possible to extend the analysis beyond 5 A resolution; obviating 

the possibility of an atomic interpretation. Although a detailed description 

of the problems surrounding the low-resolution determination is to be 

found in Spencer's thesis (1977), those points relevant to the final solution 

of the structure will be recapitulated here. 

Two crystal forms of the toxin ha,ve so fat" been obtaJned: a "l,arge cell" 

Q 0 0 

form (a=69. 9 A, b= 7 6. 7 A, c=44 . 8 A, a;::: ~=y;:::90 °) with 16 mol,ec:ules per unit 

cell and a "small cell 11 ;for Ca' ( a,2=67. 8 A, b' ( b );:::78. 4 A, _ c' ( c/2};:::22. 4 A, 
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a=S=y=90°) with 8 molecules per unit cell. Both crystal forms show mmm 

diffraction SyPWletry. Crystals of the large cell, form are only stabl,e 

below pH 4.4 and below 14°C. Small cell. crystal$ (]::-oom temperature, pH 

>7) suitable for data collection have not yet been obtained. Raising the 

tempera.tu:r;e of the large cell crystals above 14°C generally results in 

crystal destruction (as always happens with pH elevation), On rare 

occasions, however, a conversion to the sm.all cell form occurs. At least 

partial conversion can be induced by some heavy-atom derivatives. The 

large cell form diffracts well to at lea.st 2 A resolution and all deriva-

0 

tive data were collected on this form. One 3.5 A resolution native data set 

was collected on a crystal that survived temperature conversion. 

The diffraction pattern for the h¢£ projection of the large cell form 

is shown in Figure 1. A;n exam.ination of the intensity as a function of £ 

reveals that at low angles the £=2n+l rows are substantially weaker than 

the £=2n rows. This distinction vanishes at high angles. A plot of £odd/ 

£ is shown in Figure 2. This is indicative of a unit cell composed of 
even 

nearly identical halves. The native Patterson map shows two prominent fea-

tures (Figure 3) , The first, a very strong bimodal, pea,k at uvw= .47c & 

.53c, supports the cell halving hypothesis. When integrated, this peak 

has the same intensity as the origin, indicating that for every atom 

there is a. corresponding atom related by either ± • 4 7 c. The displacement 

from uvw= .Sc indicates that the molecules in the upper half cell are 

shifted by ± • 03c wi.th respect to those in the lower half cell,. The other 

dramatic feature of the native large cell Patterson map is a. peak at uvw= 

. 416a, 341b, • 28c. Upon integra.ti.on, this peak also corresponds to the 



12 

full height of the origin, provid,i ng indica.tion of a,dd;i;tiQn<.1J non-

crystallographic symmetry. 
0 

At low resolution (below 5 A} t he .Q,odd rows a,,r:e su:tfic.;lent ly wea.k tha.t 

they can be igt).ored . Using only the £ rows cor responds to averaging the 
even 

contents of the upper and lower half cells. The averaged half-cell can then 

0 

be re-indexed to correspond to a c axis length of 22.4 A. In this averaged 

ha.lf ceH the non--crystallographic symmetry peak falls exactly on c= .5 

(. 416a, . 34lb, . Sc) . 

Spencer was only able to solve the heavy atom derivatives in the averaged 

half cell and only in the space group P2
1

2
1

2
1

. This observation was confirmed 

by both J.L. Chambers and myself. The dilemma raised by this finding results 

from the fact that the stacking of two slightly different P2
1

2
1

2
1 

unit cells 

leads to a large cell with at most P2
1 

symmetry (see Figure 4); yet the 

diffraction data shows mmm symmetry for all reflections. (Because the half 

cells are P212121 symmetric, the .Q, even rows are expected to possess mmm 

symmetry but the .Q, odd cannot.) 

A situation similar to a-Bungarotoxin has recently been reported in 

the co-crystallization of histidine and aspartic acid (6). The authors 

correctly point out that two-fold rotational twinning where the hk.Q, and 

hk.Q, reflections are precisely super i mposed would give rise to the 

observed diffraction symmetry. We also believe that the large cell 

Bungarotoxin crystals are twinned. In our case, however, the temperature-

induced conversion from a twinned to a non-twinned state precl.udes the 

existence of such rotational twinning . Anothe-r;· very attractive possibility 

is that since only one of the 2
1 

a.xes (either a.:I,ong a. or b} ca.n surv ive 
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in the large cell form, the twinning results fr:om the co-existence of 

domains having the unique 2
1 

axis along either a or b. This possibility 

is being further investigated. In any event, it seems unlikely that the 

large cell form, in spite of its high-resolution diffraction, will prove 

to be useful during the refinement of the existing model. 

The sta;rting point for my work on this project was the low-resolution 

0 . • 

(5 A) electron densl.ty map from the averaged half cell MIR analysis as well 

as the one native 3 . 5 A resolution data set taken from a tempterature con-

verted small cell crystal. At that time, the nature of the twinning was 

not understood. Initially, I attempted to solve both the averaged half 

cell and small cell crystal forms using molecular replacement methods. 

The search molecule was the short (62 residues; 4 disulfides) a-toxin 

erabutoxin b. This structure was solved independently and virtually simul-

taneously by Tsernoglou & Fetsko (7) and Low et al. , . (8) . The coordinates 

used were those from Tsernoglou & Petsko. The sequences were examined and 

where different, atoms were removed from the erabutoxin starting model. 

Thus a ser-thr transition (erabutoxin to bungarotoxin) was left as a ser 

whereas a thr-ser was converted to a ser . Dissimilar residues were truncated 

at the S carbon . Rotation searches were performed using the approaches of 

Crowther (9), La.ttman (10), and Huber (lJJ. All of the rotation functions 

showed very poor discrimination and had very few peaks in common. The top 

dozen pea.ks were screened by behavior during translation searches. Instead 

of using a conventional. Pa.t.terson space tran(:)lation sea;)'.;"ch procedure (12), 

I developed a fast reciprocal space method (f;ee a.ppendlx I} th.at has a 

much higher signal-to-noise ra.tio . Th.is is a direct consequence of using 
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the phase information inherent in the model to separate the inter-molecular 

vectors from the contaminating intra-molecular vectors. The results were 

quite disappointing and this approach was abandoned. After solving the 

a.-Bungarotoxin structure G~ee appendi_ces l: _ & 11) the erabutoxin coordinates 

were best fit . to those of Bungarotoxin a_nd structure factors were calculated. 

The standard crystallographic residual: R ;:::; L: 11F
0

1-1 F c I I /I: IF 
0 
I providing 

0 

an assay for the equivalence of the two structures was 57% at 3.5 A resolution. 

This explains the difficulty encountered with the molecular replacement 

approach. A more detailed comparison of erabutoxin b to a.-Bungarotoxin is 

presented in appendix II. 

The a.-Bungarotoxin structure was solved by transferring the MIR phase 

information from the averaged half cell form to the small cell form and then 

refining the phases in the small cell using the constraint that the two 

molecules in the asymmetric unit must be identical (see appendix I). The 

assumption of equivalence places a powerful joint constraint on the phase 

terms. In addition, solvent regions surrounding each molecule were set to 

zero electron density and both upper and lower limits were placed on the 

allowed electron density values within the molecular volume. The net 

effect is to use this wealth of real space information concerning the 

nature of the electron density within the unit cell as a mathematical con-

straint with which the phases must be consistent . The iterative Fourier 

refinement procedure enforces this consistency. 

As part of the non-crystallograph::Lc phase refinement, a new approach 

was developed for averaging the density from tra_nslationalI,y related mole-

cules. It was recognized that averaging in the real-space doma_:;i_n is a 
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superposition operation and hence can be performed more efficiently in 

reciprocal space as a multiplication. The approach does not require any 

interpola,tions (as does ~r;i.cogne' s CU, 14} methods} and is thus much faster 

and more accurate . The increase in accuracy is quite important when only two 

molecules are being averaged. A complete discussion of this method and the 

phase refinement scheme is presented ;in appendix r. 
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FIGURE LEGENDS 

Figure 1. 

An h<jl ,Q, precession diffraction pattern from a large cell a,-Bungarotoxin 

crystal. 

Figure 2. 

Note the weak ,Q, dd rows . 
0 . 

0 

A plot of ,Q, dd/,Q, out to a resolution of 2 . 5 A using 3-dimensional o · even 

native data from the large cell a-Bungarotoxin crystal form. 

Figure 3 . 

Two regions of the native large cell :Patterson function indicating the 

presence of translational non-crystallographic symmetry within the unit cell. 

The peak corresponding to the approximate cell halving (o,o,±.47) is 

shown in a) and the other non-crystallographic translation vector (. 416, 

.341, .28) is shown in b). Plot regions are: a) u = O; V = -.25, .25; 

w = 0,1; w is vertical and b) u = O, .5; v = 0, .5; w = .28; v is 

vertical. 

Figure 4. 

A packing diagram for the two interconverta.ble crystal forms of a-

Bungarotoxin . The large cell form is known to be composed, of two nearly 
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Figure 4 (cont.) 

identical halves . On conversion to the small cell form, the space group is 

P2
1

2
1

2
1

. The. large cell must have P2
1 

symmetry, with the 2
1 

axis either 

along x or along y . z is vertical only; y is horizontal. 
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FIGURE 1 
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FIGURE 2 
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FIGURE 3 
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CRAPTER I.I. 

Finding the Linker Regions in Bacter:iorhodops;ln.: A. 

Solution to the Missing Cone Pr:oblem 
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Thr·ee-dimens:;i:onal. eli:;ctton microscopic st;ru.ctural a,nal;ysis requires 

the recombination of many different tilted views of the same specimen. The 

inability to tilt the sample to angles greater than 60° on most instruments 

or without severe distortion due to different focal distances across the 

specimen · implies that the observable range of electron diffraction data is 

limited to this range of angles. Thus, it is not generally possible to 

observe the diffraction maxima which lie within a conical region of re­

ciprocal space around the direction perpendicular to the electron microscope 

grid. The absence of data in this region leads to a predictable distortion 

in the object, and makes the resolution essentially twice as bad in the 

direction perpendicular to the grid as it is for the in-plane image. 

This problem can be solved by an iterative Fourier refinement scheme 

that uses the properties of limited spatial extent and non-negativity in 

the object domain to extrapolate into the missing cone region in Fourier 

space. Thus Fourier space data -nre generated in the missing region so as to 

rectify the object's inconsistency with the applied real-space constraints. 

In the case of the moderate resolution analysis of Bacteriorhodopsin, this 

processing rendered visible the regions of polypeptide chain connecting the 

a-helices. 

The bacteriorhodopsin molecule (BR) functions both as a photosensory 

receptor (1) and, under anaerobic conditions, as an energy transducer. Acting 

as a light-driven proton pu,mp, BR directly converts incident light energy 

into the chemical energy of a hydrogen ion gradient (2) , In support of the 

Mitchell chemi-osmotic hypothesis (3), the stored proton gradient is de­

pleted to drive ATP synthesis C!i-1 and oth~r ener:gy requ;lr::ing processes such 
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as active ion translocation, active transport, etc. The direc:,t involvement 

of the proton gradient in ATP generation is well established, and simultaneous 

monitoring of proton influx and photophosphorylation has revealed a proton 

per ATP ratio of 3 (5). 

Bacteriorhodopsin is an integral membrane protein of about 26,000 d 

m.olecular weight containing a light absorbing chromophore (retinal) bound to 

the protein in a 1:1 ratio via a Schiff's-base linkage to a lysine side 

chain (6). The amino acid sequence has recently been reported by several 

workers (7, 8). 

I strongly feel that understanding the bacteriorhodopsin structure will 

have general implications above and beyond those related simply to BR. 

Certainly understanding the energy transduction mechanism of BR will be 

important in the study of other light-activated systems such as photo­

synthetic centers and quantum-detectors like rhodopsin. Furthermore, it 

should significantly advance our knowledge concerning the structure of 

integral membrane proteins as a class. Comparison of the interactions within 

the molecule and with its hydrophobic environment to those normally found 

in soluble proteins should shed new light on the role of solvent (both 

hydrophobic and hydrophilic) in protein folding. Currently this is the 

only integral membrane protein that is truly amenable to high-resolution 

structural analysis. 

Although 3-dimensional crystals of BR suitable for high resolution x-ray 

analysis have not yet been obtained, the molecule naturally exists in large 2-

dimensional crystalline patches within the cytoplasmic membrane (9). These 

2-dim.ensional crystals are of suitable quality to make ER amenable to high-
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resolution structural analysis using the elegant low-dose electron microscopic 

techniques pioneered by Unwin and Ftend.erson (.J,O, 11) . EJ,ectron diffraction 

data (in projection) have recently been recorded to 2. 5 A resolution by 

Glaeser and colleagues using a low temperature stage (Jlayward, unpublished) 

indicating the high degree of inherent crystallinity. Unfortunately, dis-

tortions introduced by the objective lens as well as signal-to-noise limi-

tations have made it impossible to record images that diffract to better 

0 

than about 6-7 A with currently available instrumentation. In the analysis 

procedure, phases derived from the image are coupled with the observed 

electron diffraction amplitudes to yield a potential density map of the BR 

molecule . Thus the unavailability of experimentally derived phases beyond 

about 7 A has limited the resolution of the calculated map to this value. 

The result of such an electron microscopic analysis (10, 11) reveals that 

each BR molecule consists of 7 a-helical segments running nearly perpendicular 

to the plane of the membrane and extending from one side to the other (approx. 

45 A) . Three such molecules are clustered around the crystallographic 

three-fold axis, the remaining space in the unit cell (approx. 25 % by 

weight) being occupied by lipid m.olecules (Figure 1). 

An implicit requirement for the structure determination is knowledge 

of which residues are in which helix. In the current 7 A structure (11), 

the linker regions cannot be visualized, only the helical segments are 

visible . This is partly, if not entirely, a consequence of the un-

availability of diffraction data. in a conical region about the z;~ axis. 

This results from the inability to tilt the sample to angles steeper than 

about 60° from the horizontal . The lack of data. about the z* a.xis (the 



27 

missing cone problem) introduces a systematic distortion into the calculated 

structure: each point in the potential density map is convoluted with a 

function similar to a prolate ellipsoid having an axial ratio of about 2:1 

(elongated about the z axis). The density values are thus smeared out in 

the z direction (smoothing and elongating the helices) and washed out in 

the other directions (tending to obliterate the connecting regions). 

The work presented in appendix III indicates that the judicial appli­

cation of real-space constra.ints in a.n iterative Fourier refinement 

scheme can lead to an enhanced potential density map where many of the 

linker regions are visible. This map would then serve as the starting 

point for further structural studies where model a-helices and linkers 

would be built into the low-resolution density and refined against 

higher resolution diffraction amplitudes. 
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FIGURE LEGENDS 

Figure 1. 

The 7 a-helical rods of Bacteriorhodopsin as determined by Unwin & 

Henderson (11). Because of the missing cone problem, the regions of 

polypeptide chain that connect the rods cannot be seen. Figure taken 

from reference 11 . 



' 

30 

FIGURE 1 
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C!IAPl'E.R Ill 

X-ray Diffract;i,on Analysis of Ac.etyl-c.h.01,ine Rec.eptor Membranes: A 

Solution to the One- P;imensional Phase Problem 
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Biological membranes represent a two-dimensional assemblage of protein 

within a fluid lipid bilayer. With the possible exception of Bacterio'rhodop-

sin (1), m.embrane proteins have not been crystallized in a manner suitable 

for three~dimensional x-ray diffraction studies. The majority of membrane 

systems do not show the inherent two-dimensional crystallinity that is 

also characteristic of Bacteriorhodopsin (2) . As a consequence, it has 

not been possible to structurally study most membrane-protein systems 

using either high-resolution, low dose electron microscopic or single 

crystal diffraction methods. 

Solution diffraction from either suspensions or oriented pellets 

of membranes can provide valuable information concerning the distribution 

of protein components with respect to the lipid bilayer. When there is 

in-plane diffraction (as occurs with the acetylcholine receptor, appendix 

V, orienting the membranes allows the in-plane and normal diffraction 

components to be separated . The observed data in either case represent. 
' 

the continuous Fourier transform of the membrane projected onto an axis 

perpendic~lar to the membrane plane. In this simple one-dimensional 

case, one is again confronted with the phase problem: the amplitudes of 

the complex structure factors are observable, the phases are not. It is 

possible to utilize the knowledge of how thick the membrane is (limited 

spatial extent) to generate a solution to the phase problem. The technique 

of choice is again an iterative Fourier refinement scheme where limited 

spatial extent serves as the real-space constraint. In many cases, the 

resultant electron density profile represents a unique solution to 

the phase problem. Otherwise, members of the limited family of mathe-
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matically allowed solutions can he found, a.nd some elimina.ted on the grounds 

of chemical unreasonablene.ss. 

Appendix IV concerns the development of the technique, its performance 

using both synthetic and real data, and a comparison to other methods. Appen-

dix V discusses the utilization of this procedure in the study of a membrane 

bound acetylcholine receptor from electroplax tissue of Torpedo californica. 

The trans-membrane electron density profile derived from the observed 

diffraction amplitudes suggests that the acetylcholine receptor spans the 

lipid bilayer, is 110 A long, and is situated asymmetrically with respect 

to the bilayer . In. a separate experiment, analysis of high-angle diffraction 

data indicates that the receptor is composed of long stretches of a-helix 

0 

(ru80 A) oriented roughly normal to the membrane plane. The electron density 

profile has since been confirmed by direct electron microscopic observation 

of edge-views from folded receptor membranes (3). 
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CRAPTE.R. rv 

Examination of ChI:omosome Structure 
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The study of supramoleculal'.:' stl'.;ucture. especially at the level of cellular 

architectur;-e can both confound and intrigue the structur:al investigator. Such 

structures although perhaps bu;ilt following regular structural principles, 

are invariably not sufficiently crystalline to allow study using methodologies 

based on repeating objects. One is thus left to consider large, complex, 

three-dimensional, non-crystalline objects. The investigative tools avail­

able for such studies are either electron or optical microscopy depending 

on the desired resolution range and specimen size. Optical microscopy offers 

the advantages of studying the specimen in a hydrated, defined ionic environ­

ment at one atmosphere pressure. Unfortunately, because of its relatively 

low resolving power, it has generally been relegated to qualitative instead 

of quantitative investigations. While electron microscopy (especially using 

high voltage microscopes) resolves the resolution problem, the need for 

dried, in vacuo samples may preclude the study of environment-sensitive struc­

tures in their native state. 

The work discussed in this chapter and in appendix VI has all been 

done in collaboration with Dr . J. W. Sedat (Biochemistry & Biophysics Depart- · 

ment, University of California at San Francisco). Long involved in the 

study of nuclear architecture, Dr. Sedat has recently begun investigations 

using the fluorescent, DNA-specific, non-intercalative dye Hoechst 33258. 

This dye has the properties of only fluorescing when bound, only binding 

to DNA, and because it does not intercalate, little or no perturbations 

are introduced into the chromosome structure. Furthermore, the use of a 

specific dye means that only a specific molecular species (in this case 

DNA) is imaged . 



37 

Both sperm heads and mitotic chromosom.es from Drosophila have been 

under investigation as they represent well-'-def ined stages of highly-condensed 

DNA. Drosophila was chosen beca.use ;i.t is a rather simple system (four 

chromosomes} with well characterized genetici;>. Using image processing and 

reconstruction techniques, we plan to examine the higher-order levels of DNA 

condensation and packaging in these two systems. The goal is to treat the 

problem of chromosome architecture in a manner analogous to macromolecular 

architecture: first, solve its three-dimensional structure: then, build 

and refine a model. Three-dimensional data would be collected using either 

tilted views or optical sections and processed to yield an enhanced three­

dimensional image. The image would be interpreted by model building much 

as would an electron density map. Parameters of the model would then be 

refined and questions concerning structure-function relationships posed. 

It would also be hoped that the model could be extended to higher resolution 

using high-voltage electron microscopy and potentially even solution x-ray 

scattering. 

The first steps in this project have been accomplished. Two-dimensional 

fluorescent images of both sperm heads and mitotic chromosomes have been 

taken and analyzed to reveal that they have well defined sub-structures. 

Various image processing methods have been investigated for their ability to 

enhance fluorescent images (mainly by correcting the gaussian emitter effect). 

Three-dimensional data. from sperm heads has also been collected, but not 

yet processed. The details of the re::mltE> obtained to date are presented 

in manuscript form in appendix VJ; . 

This general approach is essentially tomography a.t the cell.ular level. 
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It is hoped that techniques developed in the course of studying chromosome 

architecture will be of general use for investigating very large, non­

crystalline biological objects. 



39 

APPENDIX I 

A Rapid Method for Averaging Non~crystallographically, 

Translationally Related Molecules with Application 

to a-Bungarotoxin 
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ABSTRACT: 

In macromolecular crystallography multiple and independent images of 

the same chemical species are often present in the crystallographic 

asymmetric unit. Averaging of density for non-crystallographically 

related molecules is a powerful technique both for improvement of the 

density image, and for subsequent phase refinement. Surprisingly often, 

a non-crystallographic axis of symmetry lies parallel to a crystallographic 

axis. In such cases, the averaged electron density map can be computed 

simply and directly from the observed structure factors without subsequent 

interpolation or averaging in the molecular density map. The procedure 

described is much more efficient tha.n averaging with consequent inter-

polation in the real space domain. 

The same algorithm can be used in reverse both for very rapid 

computation of the Fourier transform F (s) of a unit cell based on c ~ -

replacement of the "averaged" density image for the non-crystallographically 

related molecules, and consequently for a rapid translation function 

search based on minimization of R=?:[ jF
0

j-[Fc[ [/?:jF
0

j directly. This 

residual is much more sensitive than any "Patterson" search technique 

where there is overlap between inter- and intra-molecular vectors. 

Jointly these rapid analytic techniques for density averaging and 

subsequent computation of calculated structure factors from the averaged 

density map were used to solve and refine the crys.ta1 structure of 

a-Bungarotoxin. The rapid translation sear·ch procedure was crucial to 

the solution of the a-Bungarotoxin structure which is described. 
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INTRODUCTION: 

Many examples now exist where inacromolecules crystallize with more 

than one molecule per crystallographic asymmetric unit (a.su}; the most 

striking instance perhaps being the regular icosahedral or helical 

viruses (Harrison et al., 1978; Bloomer et al., 1978). If each of the 

molecules in the a.su are identical, the resultant non-crystallographic 

symmetry (NCS) ;i:mpUes a powerful joint relationship amongst the phases. 

Both Rossmann and co-workers (Rossmann & Blow, 1963; Main & Rossmann, 

1966) a.nd Bricogne (1974, 1976) have developed formalisms for utilizing 

the real-space redundancy to constrain or refine experimentally-derived 

phases. Bricogne's approach has proven to be the most useful for macromolecular 

structural problems. The principle behind both methods derives from the 

fact that inaccuracies in the experimentally determined, or even refined 

phase terms will cause the electron density calculated for the NCS-

related molecules to be non-equivalent. An improved estimation of the 

"true" molecular density distribution can be obtained by averaging the 

related density for NCS-related molecules. A new set of phases can then 

be derived by back-transforming the density map using "averaged" density 

images for the NCS molecules. · The improved phases are associated with 

observed amplitudes and a new density map computed. The entire process 

is reiterated until convergence is reached, generating an improved set 

of phases consistent with the constraints implied by non-crystallographic 

symmetry . The coherent identical components of the density are reinforced 

while incoherent or non-identical noise components are d;tmJnished at 

each cycle. For a detailed description of th:ts approach, se.e Bricogne 

(1974, 1976). 
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In those cases where the rotational pa;rt of the NCS is parallel to 

a crystallographic axis and a. subset of the Laue symmetl,"y about 

that axis Q._e .g. a 2-fold NCS rotation in a cell of space group P2 1212
1 

as in Bungal,"otoxin) the NCS ca.n be considered as arising from pure 

translationally related molecules. Vfuere all or part of the NCS can be 

considered as purely translational (e.g., in crystals of a"-Bungarotoxin 

(Spencer, 1977), lac repressor core (Steitz, personal conununication), 

glutamine sythetase (Heidner, et al., 1978), melitin, (Eisenberg -personal 

communication), a more efficient approach to molecular averaging than 

the real-space method suggested by Bricogne (1974) can be utilized. 

Described here, along with application to the low-resolution structure 

determination of the snake neurotoxin a-Bungarotoxin, is a technique 

where the averaging is performed as a simple multiplication in reciprocal-

space. For pure translations of the kind described above no interpolations 

are required with this approach so affording significant increases in 

speed and accuracy over conventional methods. 

Theory of the Method 

(i) The Translation Operation 

Let p (r) represent the electron density distribution of one molecule 
m-

and F (s) be its Fourier transform as defined by m-

F (s) 
m -

v m 

CL) 

where V is the volume containing the dens;i:.ty for the molecule m,, an.d 
m 
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where_£, ~represent real and reciprocal space vectors respectively. 

Translation of pm(~_) by a vector ~ causes the phase of :Fm(~_) to be shifted 

by 2IILl·s while leaving the amplitude unchanged: 

F 1 (s) 
m -

(. , 2:rri (r + Lil • s P r1 e - - -m "- -

F (s) 
m-· 

2IIi(A•s} e ~ - -

dr 

(2) 

The Fourier transform of a. collect:i..on of N equivalent molecules 

related by N translations LI. for j = 1-N can be described in terms of 
-] 

the Fourier transform of a single molecule :F (s) by expansion of 
m-

equation 2. 

N 2Tii(6. •s) 
F~) = :F Cs) E e ~J -

m~ · 

j=l 
(3) 

F~) = F (s) F (s) m- · t~ 

where now 
N 2IIi (LI. • s) 

Ft(~) E e -J -
j=l 

Ft(~) is independent of the molecular transform and arises solely from 

the non-crystallographic symmetry. 

From another viewpoint, the rec:i.procal-space multiplication implied 

by equation 3 is equivalent to a real-space convoluti.on of p with N 
m 

delta functions appropriately located ;tn the unit cell (i.e., at the 
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positions ~- for j=l-N). 
J 

This equivalence is exploited, in the 

averaging method . 

(ii) Density Averaging, 

tf an observed set of amplitudes [ F 
0 

Cs) I and phases t (§_) have been 

obtained, the electron density for the unit cell is given by 

where 

F (s) 
o-

t:F (s) s 0 ~ -

-2IIir-s e -

(42 

This map will contain N different images of the molecule at 

positions ~j " It is convenient to set ~1=0 so fixing the origin: 

i.e., p (r) (. l) corresponds to the density for the first molecule m -- J= 

with respect to the unit cell origin at .£ = 0. Translation of the 

entire unit cell density map by -~. leads to superposition of the 
-J 

experimentally determined images for the jth and first molecule. 

Thus, the .ourier transform of 

F (s) [l + e +ZIIi ~ ·~] 
o-

(5) 

will superimpose and add density for the jth and fi-rst molecule at the 

position of the first molecule. Outside of: the molecular volume V 
m 

the superpositton wlll be of non-equivalent (non-NCS rela,ted) parts of 

the unit cell, and will be meaningless. All NCS m.91ecu1es may be summed, 



and averaged by: 

1 
P Cr) = o '- . N 

N 
L:F (s)(?; s 0 '-.. 

j=l 
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-2Tii A.•s e -J -) • -2Tiir•s e -- (6) 

where .A= O. Thus, p
0

(t:) is given directly as the Fourier transform of the 

modified coeffi.cients 

N 
F · (s) ((:; e -ZITi ~ ·~) 

0 - j=l 
(7) 

p (r) now contains the averaged density for all NCS rela.ted molecules, 
o-

with incoherent overlap contributing to other regions of the map 

everywhere else. It must be emphasized that this procedure does not 

depend on knowing anything about V , or the volume shape of each molecule. 
m 

Indeed, the p (r) maps will be the means of best defining V . 
o- m 

The A. are readily obtained from the native Patterson map and can be 
J 

refined later using the rapid translation/R factor search described below. 

Since the averaged map p (r) (Equation 6) will contain only one 
o-

copy of the averaged molecule, it will always be of triclinic (P1) 

symmetry, no matter what the space group of the crystals is. Correspond-

ingly, the modified F(_§_) produced in Equation 3 must be calculated for 

all h, k, and for t > o. This increase in the number of input F(~) to a 

triclinic (P 1) Fast Fourier Transfo-i::-m is compensated for by the fact 

that it is only necessary to compute p (r)over the volume o:f a single o- . 

molecule. Because the averaging is pe-rformed i.n reciprocal-spa.~e. the 
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translations are analytically incorporated; hence, no interpolations are 

required. The result is a dramatic increase in the speed and 

accuracy over a conventional approach (e.g. involving averaging by 

interpolation in the real-space domain) . Only the first molecule, over 

whi.ch all others have been placed will be properly averaged, the 

remainder of the density map outside V will be completely scrambled. 
m 

This is a direct consequence of translating the entire unit cell by the 

local translational symmetry between molecules. 

Since the averaging process does not require the definition of a 

molecular boundary, solvent regions im;m.ediateJy surrounding the molecule, 

if they are represented around ea.ch molecule, are correctly averaged. 

Iterative phase refinement, however, does require that the molecular 

envelope be defined, a task simplified by using the averaged density 

map. 

(iii) Crystallographic Symmetry and Ca.lcula.tion of F c (§..) 

For efficiency in the total NCS r·efinement procedure, and for 

application of the molecular density transform to rapid translation 

search, it is necessary to build the calculated structure factor F (s) c-

for the entire unit cell, directly from the transform of one averaged 

molecular image, 

(8) 
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The contributions from shifted and symmetry related mo1ecu1,es are a.dded 

vectorally to F (s) as follows: c -

The coordinate transformati,on corresponding to the ith crystallographic 

symmetry element i,s described by a rotation matrix A. and a translator 
l. 

vector t., for M symmetry related molecules. Thus by analogy with 
--i 

Equation 5 ; F "(s) -the transform of crystallographic symmetry related, m -

and translated molecules becomes: 

M ..:.1 
= l:. F (Ai ·~) 

i=l 
m 

2IIi[t.•s] 
e -i. -

( 9) 

where A-l is the inverse of matrix A. 

Finally, including Nj non-crystallographic translations (~j) 

which apply among each of the M crystallographically related sets of 

molecules, the transform of the whole unit cell F (s) becomes: 
c-

M -1 N 
2IIi [(A. 4. + t.)•s] F (s) = l: F (A. • s) l: e · i-J -i -c ~ · 

i=l 
m . 1. -

j=l 

or (1,0) 
M 

F (s) = l: F (E_) ft. (g_) 
c~ m· ·;!. 

i=l ·;I., 



where now 

and 

N 

F 
m 

4: 
j=l 

49 

. -1 
CA. • s) 

l - · 

(11) 

2ITi[A.A. + t.]•s e i-J -i -

Fti (~) is easily calcuJ,ated, and for crystallographic rotations 

-1 
the values Fmi (~) are already contained in Fm(~) (i. e, = Fm (Ai · ·~) com-

puted in equation 9. 

(iv) Optimal Translation Search 

The separation of terms Fm and Ft in Equation 10 provides great 

simplification in the calculation of F (s) from the density for a single c-

image, and provides the basis for rapid translation search where changes 

in ~. of F are assayed directly in the conventional crystallographic 
-J t 

residual. This procedure was crucial to the solution of both a-Bungaro-

toxin and Cobrotoxin in our laboratory. 

The translation function search was developed independently from that 

described by Nixon & North (1976 ) though it is of similar form. The 

values of A. can be refined to minimize the residual 
-J 

R"" E[jF
0

C:e)i-[Fc(2_)[j/?:IJ!'
0

C:s)I. 0 ,2) 
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by the simple computation of Fti (~_) CFmi Cs) is only ca.lcuLat:ed once) 

for all 15. .. 'I:his "reciprocal space" translation funct;i.on ha.s a much 
- J 

higher signal-to-no;ise ratio than Patterson sea.rch techniques since it 

searches onLy for inter-moJ.,ecular ve.ctors, where a Pa.tterson search implies 

a. search for intermolecular vectors in a map which includes both inter-

a.nd intra-molecular vectors . 

(v) Density Map Refinement 

The separation of terms in Equations 6,7 & 10,11 permits density 

map refinement without any interpolation ~ Rapid density averaging 

(Eq. 6,7) Leads to the initial averaged density map. p (s) is extracted 
m~ 

from p (r) with a boundary function g(f_) that has values of unity inside 
0 

V and zero outside . Next, this average density for a single molecule 
m 

is Fourier transformed to yield F (s) (Eq. 8) which is used in equation 
m-

10 to reconstruct the structure factors of the unit cell. Lastly, the 

phases of F c (_~), are associated with the observed IF 
0 
(~) I (using a 

weighting scheme if desired), and Fourier transformed to provide a new 

electron density map. These operations can be reiterated until no 

further improvement in the electron density map is observable. Since 

no interpolations are required, substantial improvements in accl\racy 

and computation time can be achieved. 

APPLICATION TO q,-BUNGAROTOXJ:N: 

a.-Bungarotoxin is a polypeptide o.-neurot:qx.;i:n ;i.sol,a,ted f ;t:Qm the 

venom of the banded krait Bl\nga:tus m.ultieinctus (Cha.ng & Lee, 19631. 
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Two orthorhombic crystal forms have been obtained by Spencer & Stroud, 

(Spencer, 1977), a "1arge-cell11 form Ca=69 . 9 A, b=76.7 A, c=44 . 8 A) 

wi,th 4 molecules per asymmetric unit and a "small-cell" form, Ca' ( "'a)=67 .8 

A, b'("'b)=78 . 4 A, c("'c/2}=22 , 4 A) with 2 molecules per a.symmetric unit. 

The native Patterson function for the large cell form shows that 

four molecul es within the unit cell are related by pure translational 

non-crystallographic symmetry. The smal l cell form obtained under 

slightly differ ent conditions has almost identical a and b cell dimensions, 

and half size c dimension . Thus, the native Patterson for the small 

cell form, and the NCS vectors show that packing in the small cell form 

is almost identical to that in the large cell form. The large cell 

consists of two almost equivalent halves in the c direction, which become truly 

equivalent in the small cell form. The NCS translational vector between 

pairs of molecules in the small cell is (uvw)= 0.416~-0 . 341~ + 0.5.£_. 

(The additional pure - translational NCS vector in the large cell is 

parallel to the c axis, (uvw)= 0. 53.£_.) 

0 

The structure was solved initial ly to 5 A resolution for the averaged 

half-cell, in the large cell form, by multiple isomorphous replacement 

methods, Spencer & Stroud (Spencer , 1977). The assumption of equivalence 

0 

between the two halves becomes invalid beyond about S A resolution. 

Since this assumption is required to achieve the solution, analysis of 
0 

this form is restricted to S A resolut.ion. To c:Lrcumvent this problem, 

attention was turned to the sm.a11 celJ form: this wa.s solved by pl.a.cement -

and refinement of the navet\3,ged1
' density ma.p obtai.ned from the large 

cell form. 
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0 

The final 5 A averaged denisty map for the large cell form was 

calculated using eq. 6. NCS vectors IS. and the correct placement of 
-J 

molecules for the sill.all cell form were refined using this 5 A MrR 

density map, ;instead of an atomic model via the translational seaxch. 

(Eqns. 10, 11~ 12) . 

The initial phases for the small cell form were defined by three 

cycles of non-:-crystallographic avera.ging and phase refinement. The net 

result was a much improved 5 A resolution density map computed from the 

small cell data. The calculated data were compared to the observed 

jF
0

(.§)I using the standard crystallographic residual (Equation 12) which 

dropped from 40% to 30%. A section through the translation function show-

ing the correct location (-.004, .008, .023; R=40%) is shown in Figure 1. 

The final averaged 5 A density map is shown in Fig. 2, 

In an effort to extend the structural analysis to higher resolution, 

MIR phases were calculated for the averaged half-cell in the large cell form 

0 

to 4 A. Since the assumption of equivalence between the two halves in 

0 

the large cell form is invalid beyond 5 A, these calculated phases were 

greatly in error. Using the positions and molecular boundary defined by 

0 0 

the 5 A analysis, the 4 A phases were transferred to the small cell 

form. The electron density map calculated using these phases and the 

small-cell IF
0

I (Fig. 3) became the starting point for three cycles of 

non-crystallographic phase averaging using the procedures described 

above. Throughout the refine:\11.ent. process, new ave;i:aged electron density 

maps were computed using S;i:.m' s. we:;Lghted (Sim,, 1959 2 2IF
0

1-1 :F c I amplitudes. 

The correct molecular boundary wa.s redefined a.nd three. more cycles 
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of dens:Lty map refinement us:Lng the ref:Lned A.. reduced the residual from -'J . . . 

3S% to 20% and gave the much improvec;l, map shown in Fig. 4. 

The main chain connectivity, was unambiguously estab:Lished from this 

map as well as the location of the S disulph:Lde cross-bridges and many 

of the larger side-chains. A Lab-Quip molecular model wa.s bu:Llt to 
0 

the map using a R:Lchard's box (R:Lchards, 1968). Subsequently, 3.S A data were 

included and the structure refined using the difference Fourier method 

(Chambers & Stroud, 1977, 1979) to a residual of 23%, A section through 

0 
the 3.S A averaged 2F -F map is shown in Fig. Sa. The a-carbon structure 

. 0 c 

is presented in Fig. Sb. 

DISCUSSION: 

The power of this method is emphasized by the fact that the structure 

analysis of Bungarotoxin has withstood attack by conventional MIR methods, 

by use of Patterson search and rotation function analysis using the 

structure of erabutoxin (Tsernoglou & Petsko, 1976, Low et al., 1976) and 

0 

by all attempts to build a correct model to the S A MIR map (>Vhich in this 

application was the starting point for the successful scheme outlined). 

The existence of non-crystallographic symmetry implies that 

the crystallographic phase terms are not independent. They are coupled 

in a complex manner reflecting the duplicate copies of a single structure 

at different locations within the asymmetric unit. This joint relation-

ship amongst the phases can be exploJted to :Llllprove the experimentally 

determined values. ln many instances , a.11 or part of the NCS ca.n be 

interpreted as arising from tra,nslationally rela.ted moLeGule$. When this 

occurs, our hybrid real- reciprocal space approach to phase ref:Lnement 
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is more accurate and computa.tionally efficient than eithex thg excl.usively 

real-space (Bricogne) or exclusively recip')'.'ocal-space (Rossmann) approaches 

previously described . With our method, the averaging and unit cell 

reconstruction steps are recognized to be convolutions in real-space. 

These convolutions are more conveniently performed in reciprocal-space 

as multiplica.tions whe';(e the tran.slations are incorporated analytically; 

hence, no interpolations are required. The imposition of a molecular 

boundary (necessary for phase refinement) is pe'!'.'formed in real-space 

as a simple multiplication instead of in reciprocal-space as a convolution 

(Rossman), again resulting in significant time savings. 

In this paper the mathematics required to pe'!'.'f orm these operations 

have been developed and applied to the low~resolution structure determin-

ation of a-Bungarotoxin. The problem here was to transfer phases from 

one crystal form to another by molecular replacement methods and to 

subsequently refine the phases in the new unit cell (containing two 

0 

copies of the molecule per asu). The resultant 5 A electron density 

map is a significant improvement over the starting map. S;Lnce there are 

only two a-Bungarotoxin molecules per asu, accurate averaging and re-

construction a.re crucial for ;refinem.ent. 

For those cases where part of the non-crystallographic symmetry 

is translational and part is rotational about an arbitrary axis, inter-

polations must be performed with any refinement scheme. The translat;lonal 

component can always be dealt with as described here . The remaining 

rotational NCS is probably best treated in real-space as described by 

Bricogne (1974, 1976} ,_ although it is possible to use geng)'.;al;ize.d r.otat:ions 
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(Equation 10, requiring interpolations) in the reciprocal-space approach. 

Where applicable, however, the methods described here represent 

significant improvements in $peed and accuracy. 
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FlGURE CAPTIONS: 

Figure 1.: 
0 A peg;i.,on through the final averaged 5 A small-cell 

maps shown in stel;"eo (x:;: .23- . 73, y=.38-.69, z;:=.8-1.3; 

x -horizorital, y -vertical) . 

Figure 2. : A section through the transia,tion function relating 

the electron density :fr:om the averaged half-cell to the 

sm.all cell form Cx=. -12- .12, y= • 008, z;:; - . 35-. 35; x 

horizontal, z vertical). The peak corresponding to a 

crystallographic residual of about 40% indicates a fractional 

translation of (:-.004, .008, . 023) . Contour levels are at 

1% intervals; the function 1-R is plotted to show the 

correct location as a peak. 

Figure 3 . : Stereo plots of three different regions through the 

0 

starting 4 A map in the smal], cell. a) x=.18-.75, y=.53-.6, 

b) x=.18-.75, y= . 59- . 67, z=0-1.4, sectioned downy, z hori-

zontal, c) x= . 23-.7, y=.3-.8, z=.3-.6; sectioned down z, 

x horizontal. 

Figure 4.: Stereo plots of the salll.e thpee regions shown in rig . 3 

but after thenon-crysta,l.1ographic syi:nmetr:y aver;a,ging/ 

phase refinement process was completed . 
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Q 

A stereo plot of a region of the final 2F -F 3.5 A map 
0 c 

s·howJng the non-crystallographic dia.d axis is seen in (a). 

Three strands of the 4-st:r:anded anti-parallel ~-stru.cture 

spanning the inte-,rmolecular interface are also shown. 

The complete a.-carbon diagram is shown in stereo in (b) . 
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FIGURE I 
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FIGURE' ~ . 
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FIGURE 3 
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FIGURE 4 
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FIGURE 5 
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APPENDIX U 

Eyoluti,on of a Molecular Surf ,:i,ce I:ntera.ction ; The 

Structure of ~~Bungarotoxin 
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ABSTRACT 

The structure of a-Bungarotoxin was solved by x-ray crystallo-

graphic methods and refined to a standard crystallographic residual 

0 

of 21% at 3.5 A resolution . Two interconvertible crystal forms were 

used to obtain the solution. Multiple isomorphous replacement 

methods led to solution of one form obtained at pH 4, 8°C to 5 A 

resolution. The density ;i,ma,ge so obtaipgd was transf e.rred to the second 

crystal form obtained at 20°C and refined using constraints of 

positivity of electron density , non-crystallographic symmetry, and 

volume of the molecules . Subsequently a, molecular interpretation was 

0 

made from a 4 A map prior to difference Fourier refinement which 

0 

gave the final residual of R=21% at 3.5 A resolution. 

Comparison with other related post-synaptic neurotoxin structures 

reveals that these structures are variable in conformation and most 

probably evolved a binding surface for the target acetylcholine receptor 

which allows for some refolding upon formation of the receptor-toxin 

complex. 
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a-Bungarotoxin is one of the neurotoxic components in the venom of 

the fQrmosan banded Kr.;:i,it, Btinga:tus mult;i:,cinctus . The a:Lpha toxins from 

several families of snakes produce a non~depolarizing post-synaptic 

block at neuromuscular junctions by binding to the acetylcholine receptor 

(1). This class of toxins has received attention beca.use of the tight 

specific binding to nicotinic acetylcholine receptors from mammalian 

neuromuscular junctions and the electric organs of electric fish (2-6). 

They are small, highly basic and extremely stable proteins with iso­

electric points generally around 9 (the isoe1ectric point for a­

Bungarotoxin is 9 .19 (7)). The stability is partly due to the presence of 4 

or 5 disulfide cross-links. Cobrotoxin, for example, retained 25% 

activity after heating at 100°C for 30 minutes (_8) whereas erabutoxins a 

and b from Laticauda semifasciata retained full activity under the same 

conditions over the pH range from 1 to 11 (9). Cobrotoxin retained full 

activity in 8 M urea (10) and Naje haje toxin 1 retained full activity 

after treatment in anhydrous formic acid or 1 M HCl for 100 minutes 

(11). 

More than 56 a toxin sequences have been determined and they fall 

into two classes: The type 1 or short neurotoxins contain 60-62 amino 

acids and 4 disulfide bonds. The type 2 or long neurotoxins, are comprised 

of 71-74 amino acids cross"'-linked by 5 disulfide bonds. Sequence com­

parisons show tha.t all are homologous and presumably arose from a common 

ancestor (12) .. a-13.unga;t:'otox;ln anCl Q'rColrratoxin (_13,1,4) a-,i:;e examples of 

type 1, whil:e er abutoxin .£. and cob,rotoxin are of'. type 2. . The x-ray 

crystal structures of a small neurotoxin (~rabutox;i:,rt .£} (15 ,161 and of 



68 

another long type 2 neurotoxin ct-Cobra toxin (13, 14) have been determined and 

are compared with the structure. reported here. 

METHODS 

Lyoph:ilized venom from Bungatus multicirictus was obtained from 

Miami Serpentarium laboratories (J,ots /IBM lE c:t.nd B:M 2 ETL). ct-Bungaro­

toxin was purified using procedures similar to those of Clark et al. , 

(7) followed by further chrom,atography on C:M-52 and Sephadex G-50 (fine) 

equilibrated with 0.1 M acetic acid. q,-Bungarotoxin eluted from the G-

50 column just ahead of the salt fractions and the peak was skewed 

toward higher molecular weight which seems to be characteristic for this 

toxin . This could be due to dimerization in the concentrated solution 

supplied to the column followed by gradual dissociation of species as 

the toxin was diluted by the eluant. The material was lyophilized, and 

shown to bind specifically to the acetylcholine receptor using a standard 

assay (7). It was the main component in the venom out of 18 components 

total assayed by absorbance at 280 nm. 

Crystallization. Crystall:i,,2ation conditions were def:Lned by the free-

diffusion technique of Salemme (17). Batch crystallization was from ct­

Bungarotoxin (32.8 mg/ml) dissolved in 0.25 saturated NaCl, 0.1 saturated 

NH4so
4

, 5 mM EDTA, 0.05 M Tris, 0.05 :M glycine and sufficient glacial 

acetic acid to adjust the pH to 4 . 25. The solution was f:i.ltered and 

immed:i.ately placed a.t 10-l29 C. Cr-ys.tal$ gppeared in several weeks and 

eventually the mother l;iquor was replaqed by a. solution of' 0 . 3 s.;i.tu:i;ated 

Na.Cl, 0.15 saturated (NH
4

}2so
4

, 0.05' M; glycine, at pH 4.0 in which_ the 

crystals were stable indefinitely at 8°C. These crystals have cell 
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0 0 

dimensions of a=69.86 ± .05 A, b= 76.71 ± 0.05 A, c= 44.75 ± 0.01 A, 

and angles a= B= y= 90.0°. They are referred to as the large cell form 

and had a density of l. 29 ± • 01 g pe")'.' cm
3 

measured by flotation in 

c.esium chloride. The diffra,ction pattern had apparently perfect ortho-

rhombic symmetry though the space group remains undeterm.ined and the 

pattern reflects an intimate molecul,ar twinning that was only appreciated 

much later. 

Between about pH 7 and 9, a. different crystal form (referred to as 

the small cell form), was obtained which had true orthorhombic symmetry, 

space group P2
1

2
1

2
1 

wi,th an approximately halved c cell dimension. (a= 69. 4 

A, b= 77.9 A, c= 22.4 A}. There were two molecuJ,es in the asymmetric 

unit (VM= 1.89). Eoth crystal forms contain about 36% solvent. 

Above pH 4. 5 or above 12 °c, the ''large cell" crystal form cracked 

and crystalites were converted to the small cell form. Since raising 

either pH or temperature would favor ionization of carboxyl groups, they 

may be a factor in the metastable packing arrangement which allowed 

the "large cell" crystals to grow larger than other crystal forms. 

Crystals grown at room temperature, or pH above 7.0 produced 

only long thin crystals of the small celJ, form. 

Diffracted x-ray intensities from native and derivatised crystals 

were recorded on a Syntex P
1 

diffractometer using graphite mono'"" 

chromatised CuKa, radiation, generally following the pr:ocedures described 

by Stroud e.t a.l., (18) . Crystals of the large cell form were ma:lnta.ined 

at 8°c ± 1°C throughout data c.ol.lection in a. cooled cell CL9l. 

Heavy atom derivatives of the J,arge ce.11 form were screened using 
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precession photographs. Many of the tested derivatives caused the 

crystals to crack, and/or converted, them to the sma.11 cell crystal 

form . In all, . ten heavy atom derivatives were solved and phases refined 

prior to calculation of the best 5 A multiple isomorphous replacement 

density map from the averaged half cell :in the large ce.ll crysta.l form . 

RESULTS 

crystallography 

The crystallographic so1ut;ton was· qnusually complicated by the 

following factors: (i) The large cell forin is m.ade up of two almost 

identical sets of molecules separated by rvc/2 in the c cell direction 

(actually 0 . 53c); (ii) The asymm,etric unit within the large cell 

form contains four molecules all related by purely translational vectors: 

they are all in essentially identical orientation; (Hi} The trans­

lation vectors between all four molecules involve separation of either 

1/4 or 1/2 cell_£, plus or minus l.32 A. Thus, all vectors are con­

fused with Harker peaks; (iv) The correct solution implies a space 

group P2
1

2
1

2
1 

for the small cell: Thus the large cell form with 

a doubled c axis dimension cannot be assigned a space group :in the 

crystallographic sense · (the 2
1 

related molecules in the c direction 

are separated by rv c/4 in the large cell) . It is an essentially 

perfect, intimately twinned assembly of monoclinic layers each with 

angles of exactly 90 11 • (y) Because of the open toxin fo;l.ding pattern, 

even re1at;i.vely sophisticated appl:;i.cation of val'.,'ious Patterson search 

methods (20-22} µsi,ng erabutoxin b coordinates faJ,led to g;i:,ve 
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anY indication of the (single) orientation for all four molecules 

of bungarotoxin in the asymmetric unit (even when the correct solution 

was identified). (yi) Most heavy atom derivatives cracked the crystals, -

but of those acceptable a.11 had two or more major sites per molecule. 

A diffraction pattern from the large cell crystal form is shown in 

Figure l. Most effort was concentrated onto solution of this form since 

large crystals were obtained first and are still obtained much larger 

and more readily than for the other form. Systematic absences for h,k,l 

odd seemed to indicate a space group P2
1

2
1

2
1

. However, the most striking 

feature of the diffraction pattern was the weak intensities for the l=odd 

planes of reflections, which demonstrates that the unit cell contains two 

almost equivalent layers in the c axis direction. An average displacement 

0 

of about 1 A between equivalent atom positions in the two layers would 

satisfactorily account for the gradually increasing intensity in the l= 

odd planes, which become roughly equivalent to the l= even intensities 

at about 3 A resolution. 

0 

The native protein 2.5 A Patterson map contained a major peak at 

(uvw) = .410, . 341, .28 whose intensity (including symmetry related 

peaks) was essentially the same as that of the origin. This demonstrates 

that each molecule in the crystal is related to another by a pure translation 

of !'ix= ± .416, f'iy= ± .341, f'iz= ± .28 vector. A second pair of peaks 

(uvw) = 0,0,0.47 and (:uvw)= 0,0, .53 overlap a")'.;'ound (uvwJ= 0,0,1/2. 

Their intensity sum was also th~ sam.e a8 th;:i,t of the orig:i:.n. A 
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second pair of molecules is separated from the first pair by 0.47 c in 

one direction, 0.53 c in the o:pposite di'(ection . 

The approximate equivalence of the two ha.Ives of the cell was 

0 

exploited in determination of the first 5 A ',l;'esolution electron density 

map by the multiple isomorphous replacement method. All l=odd planes 

0 

were omitted h :om the analysis to 5 A resolution, corresponding to 

solution of the averaged halves of the unit cell. The difficulty in 

resolving the actual difference between the alm.ost equivalent halves of 

the unit cell, and ultima.tel,y the realization that this was a statistical 

phenomenon made solution of the large cell form beyond 5 A resolution 

intractible, even though the diffraction pattern extends to at least 2 

0 

A resolution. 

At this point attention was turned to the small cell crystal form ob-

tained by temperature-induced conversion of the large cell form. The 

native Patterson map again indicated a pure translation vector, of slightly 

different value (uvw)= 0.416, 0.341, 0.5. This vector in the small cell 

was almost the same as found in the large cell, except that a small 

0 

shift of 1. 32 A in w placed the non-crystallographically related molecules 

exactly 0.5 c apart. Coupled with a crystallographic 2
1 

axis parallel to 

_£, the implication is that bungarotoxin molecules occur as dimerized pairs 

about non-crystallographic 2-fold axes which are also parallel to .£· The 

0 

averaged 5 A density map was ;1.ocated in the small cell and ref;i:.ned using 

a rapid translation algorithm we c;le9cr;iJ>ed elsewhere (,23 2, and a rapid 

scheme for averaging -of non-crystallographically related molecular density. 

A molecular interpr~tation was made to a 4 A map and the structure refined 
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using the difference Fourier procedu')'.."e described by Chambers & Stroud (_24, 25) 

to a standard crystallograph:i.c residual, R= r:IF -F lir:[F I of about 21% at 
0 c 0 

0 . 

3.5 A resolution . The accuracy of coordinates is estimated to be about 

. 0 

a = 0.5 x R x resolution (~5) = ± 0.35 A. 

The ·Structure Of · a:-Bunga:rotoxin: 

The density map refinement procedure produced a 4 A map of such quality 

that the main chain could be unambiguously traced. I.n addition, all of the 

disulfide bridges a.s well as many of the larger side 'Cha:i.ns were visible. 

Density in the region of the ac.tiye loop C:rewi,dues 29-35) was initially weak . 

0 
Following inclusion of the 3.5 A data and several cycles of crystallographic 

refinement, this region was omi,tte.d from the structure factor calculations. 

This modified model was refined for 4 more cycles and residues 29-35 were 

rebuilt using an averaged 2F -F map. During the course of refinement, a 
0 c 

few regions developed unreasonably short close contacts and were rebuilt 

in a similar manner. 

A portion of the final electron density map is shown in Figure 2. 

The structure of a single molecule is <;lepicted in Figure 3 . Very little 

organized secondary structure is observed in the refined model. There 

are no a-helical regions and only one length of extended anti-parallel 

S sheet: between residues 25-27 and 56-58. 

The molecular packing arrangement ;Ls such that a close contact is 

formed between two bungarotoxin molecules 'related by a non-crystallographic 

two-fold axis. Recall tha.t the profile obtained from the G-50 column was 

indicative of dimeriza.tion at high concent:r;a,tions. The di.;m,er:i.c contact 
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involves anti-parallel f3 pleated shee.t contacts between resiclues 55 and 

59 of one molecule, with residues 59 and 56 o;f; the two-:fold relative. Thus, 

in the dimer 4 cha.ins are cross-linked by anti-parallel f3 sheet-like 

hydrogen bonds . There is also a. region of close contact between residues 

30-35 on :the one molecule and residues 35-30 from a symmetry-related 

molecule . As a consequence, Phe 32 which is extended ;tn both erabutoxin b 

(15, 16) and cobratox:in (13, 14) is seen oriented into the molecule in 

bungarotoxin. 

The basic folding pa.ttern of the three crystallographic.ally-determined 

a-toxin structures are similar al,though there are signi,f icant differences 

in detail. The polypeptide chain of these three toxins are folded into 

an extended 3 loop structure held together by 4 disulfide cross-links (the 

long neurotoxins have a 5th disulfide pinching off a region at the end 

of the middle loop). In spite of small insertions and deletions .in the 

amino acid sequences, the 4 disulfide bridges common to both the long and 

short toxins are in the same spatial location in all three structures . The 

axes of all four bridges are similarly oriented in both a-bungarotoxin and 

a.-cobratoxin (13,14), yet two are nearly perpendicular to those in 

erabutoxin b (15,16). Although the only well-defined secondary structure 

present in these toxins is anti-parallel f3-sheet, the amounts differ widely 

between the short (% 75%) and long (_< 40%) toxin classes. It appears as 

though one of the strands comprising the 3-stranded f3-structu,re found in 

a-cobra toxin (;L3, 14) is lost in Bunga;r::otoxin upon formation of the 4-

stranded intermolecular anti-parallel f3;..,sheet found in the crystaJ. 
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Although the basic folding patterns of a.ll three tox:i,ns ai-e J;'a,ther 

siJnilar, the detailed folding spedfica,lly a,J;ound res:i,dues l-11 , 27-42, 

and 61-68 (containing 'V 50% of the conserved residues) is unexpectedly 

different (figure 4a). The conformat:lon of the middle loop (containing 

the extra disulfide bridge) in Bungarotoxin is quite different from that 

predicted by Low (26) based on model building to the erabutoxin structure 

as well as that observed ;i..n a-cobra toxin (13, 14) . 

DISCUSSION 

One of the goals of this work is to correlate bind;tng of the toxin 

to the acetylcholine receptor w;Lt:h the three-dimensional structure of 

the toxin . The very tight binding of the a-toxins to the n;i.cotinic 

acetylcholine receptor (Kd 10-9 - io-11) suggests that the binding results 

not from a simple one or two point interaction, but rather arises from 

the large contact area afforded by the precise alignment of complementary 

surfaces. Thus, it is expected that this binding surface would be 

evolutionarily conserved. Only indirectly, then, would the amino acid 

sequence be conserved . Chemical modif;i.cation o:r: sequence differences 

at the site of receptor-interacting residues would be likely to diminish, 

but not abolish, binding unless a structural alteration is induced. The 

pronounced sequence homology amongst the long and short toxins as well as 

the extensive chemical modification literature has prompted several investi­

gators (_26-2 8) to a,ssign cruc;i.al -.r:oles. to conserved res;i.dues. In addition, 

those conserved res;i.dues that are also present in a sequence-related, yet 

non-neurotoxic, family of molecules (the cardiotoxins 2 a,J;'e generally 
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assigned to "structural" rather than "functional" roles. It ;ls felt that 

the remaining functional residues should be cons;lde'.l'ed not as absolutely 

required for toxin-receptor association, b.ut as a means for defining 

general aspects of the interaction surface. 

A.comparison of the three toxin structures reveals that the side chains 

of certain conserved, functional residues (Typ 24, Lys 26, Asp 41, Lys 51) 

are all in roughly: the same location and all seem to lie on one surf ace 

of the toxin molecule (Figures 4b, 4c} . B_y contrast, the side chain of 

another invariant residue (trp 29) is rotated completely away from the 

"binding surf ace" in Bungarotoxin, instead of into this surface as for 

erabutoxin b Cl.5, 16) a.nd 0\-cobrato'Xin (13, 14). This would suggest a role 

more structural than functional for thi.s :i;-esidue . 

Methionine 27 and tyrosine 54 are the only other residues found pro­

truding into the binding surface in Bungar·otoxin (F;lgure 4c). In all of 

the other toxin sequences, methionine 27 is replaced by either a charged 

residue or a neutral hydrophilic :i;-esidue . The equivalent glutamine found 

in erabutoxin E_ (15,16) is pointing away from the contact surface (Figure 4b). 

The tyrosyl residue of Bungarotoxin is replaced by glycine in nearly all 

of the other toxin sequences . The positions of both residues in the 

Bungarotoxin crystal structure probably represent hydrophobic contact 

points on the interaction surface . 

The Asp 30 - Arg 36 pair of co.nserved residues that have been postu­

lated to mimic acetylcholine (26-28} are also located on the postulated 

binding surface and are oriented towards each other in aungarotox;ln and 

not extended into solvent as found in the other toxin structures. The 
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distance between a carboxyl oxygen on the Asp and the partially positively 

charged €-carbon in the arginine side ,chain is about 4~ 7 A in bungarotoxin. 

0 

Although this is less than .thevalue of 5.9 A found from crystal structures 

of acetylcholine analogues (29), small side-chain bond rotations could 

make the distances equivalent; thereby suggesting a. role for these residues 

in directing the toxin to the .acetylcholine binding site on the receptor. 

Other useful information concerning the location of the binding 

surface comes from immunological studies . (30). None of the antibodies 

binding sites were found to be located on the postu1ated interaction surface. 

This could be due to the la.ck of antigenic determinants on this surface 

or more interestingly it could result :from raising antibodies to receptor-

bound toxin in which case the contact surface wou1d be inaccessible. If 

the latter explanation were true, this finding would provide further 

support for the hypothesized bi,nd:i,ng surface. These studies also point 

to significant differences between the long and short neurotoxins as 

there is inununological cross-reactivity only within, and not between, the 

toxin classes. 

The structure of a-Bgt has very l;i.ttle conventional intra-molecular 

secondary structure, -perhaps only 6 13-hydrogen bonds, compared with 

"' 75% 13 in erabutoxin, < 40% 13 structure in a-cobratoxin. This explains 

several unusual chemical properties of the toxins, -such as their extra-

ordinary stability: cobrotoxin retains full activity in 8 M urea (10) while 

l\faj e haj e toxin 1 retains ~uJJ., activity a.ft er 100. mi,nutes in anhydrous 

formic acid or 1 M !!Cl (11) . '{et all three toxin · structures are relatively 

well defined in density maps . Laser Ra.man and optical rqtat0.ry dispersion 
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spectra show loss of the 8 structure on reduction of the S-S bridges in 

cobrotoxin (31) and erabutoxin (32). The stability could be a consequence 

of the variability inherent in these structures since weak crystal 

packing forces are sufficient to produce the differences in tertiary 

folding found for all three structures. Circular dichrosim and NMR 

studies also provide evidence for a floppy, dynamic structure existing 

in solution (33) . 

The picture that emerges is that the open "hand" shaped molecule 

has one binding surface containing both hydrophobic and charged contact 

0 

points. This 20 x 30 A area includes the sensitive groups (Figures 

4b,c) and may "refold" around the receptor binding site, involving one 

entire side of the molecule. The on-rates for long toxins are extremely 

slow, t 1 rv 3 minutes (34), which may reflect extensive refolding, and 
-'2 

association (but not dissociation) decreases rapidly below 11°C (35) 

in agreement with this idea. 

Thus, the toxins have a binding surface, as Low (26) suggests, 

(rather than a binding site), which could function to "lock" the target 

site so preventing conformational change of the receptor. They do not 

precisely mimic acetylcholine since they do not open the ion channel: 

they are 11curarimimetic". The actual refolding necessary for receptor 

complexation is different from each toxin crystal structure observed so 

far. 

Chemical modification experiments (work in "{>rogress) on toxin-receptor 

complexes should provide further information on which toxin residues and 

which acetylcholine receptor subunits participate in the toxin-receptor 

interaction. 
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Figure 1. 

Figure 2. 

Figure 3. 

Figure 4. 
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An h~i precession diffraction pattern from a large cell 

a.-Bungarotoxin crystal. Note that the iodd rows are 

weak. 

0 

A representati.ve region of the final F ,~ 3.5 A density 
0 c 

map showing residi.,ies 68-70.. The crystallographic residues 

0 

for the refined model i,s 21% at 3.5 A. 

A stereo plot of :the enti,'re C4-l3unga,rotoxin molecule. The 

face of the molecule presented (especially in the region 

of the long central loop) represents the proposed binding 

surface. 

Comparison of the structures of a.-)3unga:i:;otoxi,n and erabu-

toxiri. b (15). The a-carbon diagram of erabutoxirt ~ showing 

the highly conserved residues . try 25, lys 27, gln 28, 

trp 29, asp 31, arg 33, glu 38 and lys 47 (b). The equiva-

lent residues (tyr 24, lys 26, met 27, trp 28, asp 30, 

arg 36, glu 41 and lys 51)_ in Eungarotoxin are shown in c. 

The tryptophan and methionine residues are in significantly 

different positions in the two structures. 
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FIGURE, 2 
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FIGURE 3 
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FIGURE 4a 
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FIGURE 4b 
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FIGURE 4c 
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APPENDIX III 

Linking Regions Between Helices in 

Bacteriorhodopsin Revealed 
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ABSTRACT: 

Three-dimensiona1 electron microscopic structural analysis requires 

the combination of many dif;ferent t;i.lted views of the same specimen. The 

;tnability to tilt the sample to angles greater than 60" on most instruments, 

or without severe distortion due to different focal distances across the 

specimen implies that the observable range of electron diffraction data are 

limited to this range of angles. Thus, it is not generally possible to ob­

serve the diffraction max;i..ma which lie within a conical region of reciprocal 

space around the direction perpendicular to the electron microscope grid. The 

absence of data ;i.n this region leads to a predictable distortion in the ob­

ject, and makes the resolution essentially twice as bad in the direction per­

pendicular to the grid as it is for the in-plane image. Constrained density 

map modification and refinement methods can significantly reduce these effects. 

A method has been developed, tested on a model case, and applied to the 

electron microscopic structure determination of bacteriorhodopsin in order 

to visualize the location of linking regions between a-helices. 

Density in the refined maps indicates the possible location of at least 

five of the extra-helical segments of the polypeptide. Models for the 

topology of linkage between regions of the model suggest a small set of 

possible models for bacteriorhodopsin topology. 

Electron microscopic structural analysis of l3acted.orhodopsin Cl, 22 

showed that the molecule consists of 7 o,-helices each spanning the ;Lipid 

bilayer. Ow-;Lng to the distortion int:t;oduced by the missing conical region 

of recip'rocal space data, no density was vi.sible for the polypept;i._de segments 

l:Lnking the o,-:-helices. Following processing , four of tlle six l,inking regions 
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as well aJ? the N'-terminus were clearly vis:ible. The total number of possible 

ways of ;inte',l;"connect:ing the · a:-,. helices was reduced from 7 ! (5040) to 3 most 

consistent possibilities. 
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lNTRODUCl'IQN: 

The analysis of glucose sustained two-dimensional crystals of catalase 

and of bacteriorhodopsin by Unwin and He.nderson (1), Henderson and Unwin (2), 

and the similar analyses of frozen hydrated specimens by Glaeser and his 

colleagues (3-52 have secured the role of electron microscopy for moderate 

:resolution structur<;i,l studies of biological specimens, and especially membranes 

where two-dimensional ordering is apparent. 

Data collection for three-dimensional electron microscope image re-

construction requires that many d::i.fferent tilted two-dimensional projections 

of the same material be combined. The effects of limited tilt angle on the 

final reconstructed image are most easily described with respect to the 

three-dimensional Fourier transform F (_~) of the three-dimensional object 

P(!:)(figure 1). Any given projection of the object defines a plane of the 

Fourier transform F(~') perpendicular to the viewing direction s (i.e., for 
-0 

s' •s 
- -0 

O), and passing through the origin !~I = O. The final reconstructed 

image is the inverse Fourier transform of F(~). In practice, it is not gener-

ally possible to collect electron microscope data when the specimen is tilted 

to angles greater than about 60<> from the horizontal. As a result, no 

diffraction data can be observed within a conical region of the reciprocal 

space transform F(~) about the axis normal to the specimen plane. The angular 

restriction arises from both instrumenti3,l l;tmitations and the large changes 

in focus occurring across a sample tilted to such steep a:n,gJ,es (<v8700 A focal 

change for a, <l µ long sample at 6Q<? tLI,t angle}. 

The absence of data within this conical region introduces severe dis-

tortions into the resultant structure. Strictly, the ol'.lservaP.l.e dj.:ff:raction 
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F (s) is described in terms of the enti_re rel?;ion of t .he tra.nsform space, by 
o-

mul.t:iplying the entire moleculai; transform F (~) l:>y the observa.ble volume G (~_) : 

where G(s) co:rresponds to a sphere of radius s (corresponding to the highest 
ma.x 

observed res·olution) inJnus a pair of conical regions of semi-angle 30" whose 

apices pass through [~! -= 0, and whose ax.es are perpendicular to the electron 

microscope grid (Jl in figure la,, lb). 

This product in diffraction space implies that each atom to be imaged 

within the structure is convoluted with the Fourier transform of G(~) schema-

tised in Figure le, as P'~(r). Each atom is "blurred out" in the density map 

to an approximately prolate ellipsoidal shape w;i:.th a major axis rvl,8 x the 

minor axis. The resolution is consequently almost twice as bad in the "Z" 

direction perpendicular to the specimen. As a result, segments of chain 

running parallel to the Z axis tend to be elongated and smoothed by the 

large overlap of ellipsoidal functions p*(r), whereas chains parallel to 

the plane of the specimen can, in some cases, be obliterated. Overlap in 

the plane is much less and density is consequently much lower. The obser-

vation for bacteriorhodopsin (1, 2) is that there are 7 rods of density 

(thought to correspond to a-hel.ices) running almost perpendicular to the 

membrane (approximately parallel t;o th_e Z direction). Rowevet", neither the 

connections between the rods nor the c;J;1:pomophore, whose major axis is known 

to lie about z3.C1 fl.W-P.y from the mem:Prc;i,ne pJ.,a,n.e (.f>), could be ooserved at that 

stage . ThiS is precisely the type of di.stortion. expected to arise f'rom the 
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"missing cone" of information. /l..s the mathemat:Lcal, nature of the d,istort:Lon 

is known, its effects can be greatly reduced. W~ have appl,:i.ed. a constJ:"a.:Lned 

ite');'ative, Four:i.er extrapolative refinement procedure for removing this known 

type of distort:i.on . The m.ethod was. app1,;i:,ed to the Bacteriorhodops;i:.n data of 

Henderson and Un.win (2). with the result that 4/6 regions of density between 

possible ends of the helices. wei;e revealed. 

The treatment presented here is directed most specifically to the elec-

tron imaging problem., though th_e solut.ion is applicable in identical form 

to the limited angle reconstruction problem and to computer aided tomo-

graphy. In a more general sense, it can be usefully employed for resolution 

extension, or completion of any incomplete imaging data set. 

THEORY OF THE METHOD: 

The approach taken is to use the observed data, and several global con-

straints which apply to the object, to extrapolate into the unobservable region. 

An iterative procedure is used to "fill in" the missing data so as to generate 

a structure that is consistent with the constraints, and that correctly pre-

diets the observed F (s). The iterative approach sehematised in figure 2 
o-

was chosen over an analytic method (based on a Taylor series expansion, for 

example) because of the ease of incorporating constraints in either the 

Fourier-space or real-space domains. 

All such extrapolation techn:i.ques are b~sed in some way on the fact that 

each point ;tn the :fourier tra,r1s.f:orm F (g} of a.n object dexives. from. each point 

in the ent:i.re · object according to: 

1 
v (1} 
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Thus, there is information in the ob.served data F(E._) concerning the nature 

of the unobserved data, since each point in the unobserved portion of F(E._) de-

rives from the same p (f_) (see for example, reference 7) . 

Any phys;Lcally realistic object must occupy a. finite volume. In the 

ease of a membrane-bound protein in a two-dimensional lattice, the thickness 

of the membrane is lim.ited, as is also the volume U in the unit cell occupied 

by the orde'J:;'ed components, i.e., single protein molecules. These constraints 

imply a powerful joint set of relationships among all the F(E._)~ which provides 

the basis for the method . ThJs single boundary condition is very powerful 

and in theory, allows a unique extension of the diffraction data into un-

observed regions (8, 9) since ;i:.t implies that F (E._) is a continuous analytic 

function . This same kind of constraint is also sufficient to allow de nova 

calculation of phases for continuous diffraction data jF(E._)j as, for example, 

in our method for the determination of electron density profiles of biological 

membranes (10). In that case, the relevant i:F(s)J are observable, the phases 

are not. In the present application both amplitudes and phases are known for 

a subset F (s). 
o-

The density map computed from the observed data alone 

p 0 (f_) = ~ F ( ) -2'lfil;'•s d s e - - s 
0 ~ -

G (E._) 

is necessarily inconsistent with the known constraints of volume, thickness, 

etc., which apply .to the real object . The unobserved portion of F(E._) must, 

the;r:efore, a,ccgunt for the discrepancy b.etween p (r) and, the known constraints. 

At the same time, each point within the constrained volume U computed by tra.ns-
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formation of F(~) is affected by each new value of F(~_). There is thus a 

means for iterative refinement of the unknown F(s), in. a way wh;Lch improves 

the density function both outside (to a constant level.), ;;i,nd ;inside the con-

strained molecular volume. Inherent in the process is s0me knowledge of the 

molecular volume U which includes the entire non-zero part of p(r). 

Sensitivity to data errops can be substant:tal],y reduced by incorpor-

ation of additional knowledge or constraJnts, such as non-negativity of 

scattering density (a further constraint incorporated in the refinement 

scheme we used). Using the positivity constraint, additional error 

components in the extrapolated region produced by errors in the data are 

greatly minimized and generally lower than the errors in the observed 

region, making the m.ethod remarkably insensitive to data errors. These 

two constraints are also sufficient to allow for phase refinement-phase 

extension (where amplitudes are available to higher resolution than are 

the phases). Neither constraint alone will suffice (Agard & Stroud, 

unpublished). 

Studies to demcmstrate the efficacy of the refinement procedure were 

carried out first for model structures in 2 and 3 dimensi.ons using restricted 

sets of calculated <la.ta and data modified by inclusion of random error in 

F (s), and then applied to the experimental, data for :Bacteriorhodopsin. In o-

all cases, the disto')'.;'tions due to the angu;I,ar limitations of the data set 

were dramatically reduced. 

TEST OF THE. METBOP: 

The test model was a sequence of three connected a-hel;i,ces extrac.ted 

from themyoglobin structure (pesidues 70-149, :Brookhaven data bankl and 
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slightly modified for cla,rity using the Pi:-otein In,tera,ctive Graph;i.,c$ System 

developed by Dr. R. Langridge. The model wa,s used to compute an initia,l set 

of F (.§) which Wa$ $Uosequently modi:fied to resemble an observed set F 
0 
(~) by 

removal of "unobservable" data, inclusion of error, resolution cut off, etc •• 

For the two-dimeni3ional studies only the main chain and ~-carbon atoms were 

used to simplify the structure as viewed in projection. All atoms were used 

in the three-dimensional studies. The m.odels were placed in either a 64 x 

0 0 

64 A two-dimens:lonal unit cell, o;r; ;Ln a 64 x 64 x 32 A three-dimensional unit 

0 

cell. Structure factoi:-s were calculated for all reflections to either 3.5 A 
0 

(2-dimensional) or 7 A (3-diinens;i.,onal) using a temperature factor of 15 for 

each atom . 

In order to model the angular l.im;i:,tations inherent in a 3-dimens;i.,onal 

EM data set, data were omitted from a± 30 9 region of F(~_) about what was 

designated the X axis in Figure 3. Under those conditions, fully 33% of the 

2-dimensional data and 14% of the 3-dimensional. data were "unobserved" in 

the starting F (s) data set. o-
Rough boundaries used to delineate the volume 

(or area) U occupied by protein were drawn so tha.t approximately 50% of each 

unit cell was considered solvent. This volume approximates values found in 

many protein crystals and in the purple membrane unit cell. The constrained 

volume used is depicted in Figure 3; the projection onto the X-Y plane was 

used for the two-dimensional case. All den$ity values outside the depicted 
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volume in the unit cell were $et to 0 d,ur;tng each cycle of ref in.ement. S_:i.,m,ul-

taneously, a, lower limit wa$ applied to density vaJues withJn the molecular 

boundary. In the projection experiments (3. 5 A) all values below 0 were set 

to O. Becau$e of the lower resolution. used in the 3-dimensional experiments, 

q 
(7 A) a_nd the resultant, more pronounced, series-termination ripples, slightly 

negative lowe'l:' boundaries were employed (-50 on a scale where the peak positive 

value was 1200) which were dropped to -100 during the final stages of refine-

ment. 

Application to ·BactetiO:thodopsin 

The set of three-dimensional electron microscopic data recorded by 

Henderson & Unwin (2} for Bacteriorhodopsin (Br) was kindly provided by R, 

0 

Henderson . Although the data extend to a resolution of 7 A in the plane of 

0 
the membrane, the resolution perpendicular to the plane is only 14 A (2). Thus, 

0 

the effects of the unobserved data (53% of total 7 A data) are more serious 

than for the missing cone region alone. Refinement was employed not only 

to extrapolate into the missing cone region but to extend the perpendicular 

Q 

resolution to 10 A (4 7% missing). The data were $amp led at an interval 

0 

corresponding to a 100 A c axis cell length. 

By comparison with the model cases, the task of properly defining real-

space constraints was more complex. lt was necessary to use smoothed boundary 

functions (Figure 4)., otherwise $erious ripples appeared in the density 

functions and the procedure failed to converge. The F(OOO) term corresponding 

to the absolute density level was chosen from, the extrapolated value of a 

Wil$on plot (J.11 at s 0 . To mi_ti.imize the deleteriot\S. effects of inaccuracies 
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in the density levels outside the boundary function (outside of the membrane, 

0 . 

a.nd outside of the molecule within the bilayer) the very low angle data (>20 A 

re9olution) was omitted from the starting data set . This serves to decouple 

the density asignments in different regions outside of the boundary. Thus the 

constraint on density levels outside of a boundary become local instead of 

global in natu'!.'e . Such an approach is ;;i. common feature of many two-dimensional 

image enhancement algorithms . 

The refinement of Ba.cteriorhodopsin data was carried out in three stages 

starting with both in-plane and perpendicular volume constraints as well as 

a strong non-negativity constraint . After 10 cycles, the non-negativity con-

straint was removed, and 5 more cycles were performed . Finally, the in-plane 

volume constraint was removed and another 5 cycles run . 

RESULTS: 

Two-dimensional Model Studies 

The distortions introduced into the structure as a result of placing ± 60'1 

0 

angular restriction on the observed 3.5 A resolution 2-dimensional data set 

are shown in Figure Sa,b. Comparison with the undistorted structure in 

Figure Sa shows how regions of chain or helix running perpendicular to the X 

(horizontal) a.xis are almost totally obl,iterated . After 30 cycl,es of con-

strained refinement starting from the "ol:>i:;erved" data. shown :i,n Figure 5b and 

using the boundary 13,rea shown in F:i,gure 3, muc:J1 of the original structure is 

restored as shown in Figure Sc . f...Jthot,J,gh the restoration is certainly not 

perfect , the ;i:.mpr0vement is dramatic and suffic:i,ently a.ccurate for the pol,y-

peptide chain to be unambigu.oui:;J,y traced . 
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The '):;esto');'ation of the missing sector of Fourier data, is also shown in 

figure 5 by the half-tone representation of the diffraction ampli,tudei;; IFC~21. 

The residual: 

R 

J 11 FT (~_) [ - I F c (§_) I I 

~ IFT(~1 I 
(2) 

provides a quantitative aasay of the mean discl'.'epancy between the original 

- or true value of F~), (FT(~), Figure Sa) and the calculated values Fe(~) 

(figure Sc). The residual for the "true" versus calculated data in the missing 

sector is 4S . 3% while the rms phase error: 

(3) 

is 70°. This corresponds to a mean figure of merit < cos(¢T(~) - ¢c (s))> 

of 0.52 (12). The residual calculated within the observed region is 4.7%. 

Although the errors for the extended region Fe(~) may seem large, it is 

necessary to keep in mind that fully 1/3 of the total data is being predicted 

by the refinement. Even so, these errors are no worse than occur in the early 

stages of any macromolecular x-ray structure determination. The non-zero 

residual in the observed region results from errors introduced by the con-

straints: at any finite resolution there are series termination effects that 

imply non-positivity density values in the resolution limited map, using 

correct FT(s) values for s< some s - max The chosen constraints do not allow ~or 

non-negative values in the :refined structure. In this sense, the positivity 

constraint while physically correct, :i,s nqt procedurally correct, however 
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the e;rro',l;'s ;introduced are .negligl:ole, and tl:le power of tb.e constraint is con-

siderable. Too mu·ch is ga.ined, especiii.lly ;in the earJ,y stages of refinement, 

to relax this constraint and little ;ts tQ be gained even in the end by al-

tering the lowerboundary . 

Th tee-dim.ens ;lonal Expe:timert ts 

Severe distort;ions a,re also introduced into a 3-dimensi,onal structure when 

0 

a. con;ical region of hal:f;·-angle 30° ;is rem.oved from the total (true) 7 A data 

set (figure 6a,b) where proper chain connectivity is lost fo;r those segments 

runn;ing perpendicular to the a.xis of the missing conical region . The re-

sultant distortion is less severe than ;in the 2-dimensional case owing to the 

reduced percentage of missing data (14% vs. 33%). 25 cycles of refinement 

led to nearly perfect restoration (figure 6c); chain connectivity is restored 

and the elongated regions have returned to their undistorted sizes and shapes. 

At convergence the residual for the predicted amplitudes was 15.3%; the rms 

phase error was 28 . 2% (a mean figure of m.erit of 0.92) . As in the 2-dimensional 

case, the non-zero residual for observed data (R = 5.5%) reflects inaccuracies 

in the assumptions and gives an empirical estimate of the error introduced by 

0 

these assumptions . These errors are slightly more severe at 7 A than at 

0 

3.5 A because of the larger series termination ripples. The use of a lower 

cut-off which acommodates series terminati.on ripples in early stages of re-

finement slowed convergence; therefore the low density cut-off was modified 

only in the final stages. 

The Effeets of· P?.ta Erto;t."s 

The effects of errors ;i:n the data were investigated by introo;uc;tng ;into 

the "observed" data set random errors , Errors introduced into the data set 
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are described by a residual between modified IF 
0

' (s) \ and unmodified IF 
0 
(~)I = 

I FT(~)\ amplitudes (equation 2), and by an rms phase difference L'i~rms between 

the two sets (equation 3). I:n the tests described in Table 1, random errors 

were introduced either into the amplitudes alone (R = 19.7%, column 2) or 

;tnto both amplitudes and phases CR = 17 .4%, Mrms = 29 9
, column 3) and a coni­

cal region of semi-angle 3011 was removed to gene'J'.'ate the "observed" data sets 

F 0 I (~) ' F 0 II (~) • 

Ten cycles of refinement gave the results summarized in Table 1 (figure 

7), which demonstrate a. remarkable degree of immunity to error. When perfect 

error-free data were used in the observed region, the solution after 10 cycles 

gave residuals for extrapolated versus true data of 17.9%, ± 25.5°. Intro-

duction of errors into the observed region resulted in residuals only very 

slightly worse (18.4% ± 28.0 9
, and 21.7% ± 25.1° for the F ', F "data sets 

. 0 0 

respectively). Thus, the effective figures of merit are 0.92 - 0.94 for the 

derived data - even when errors of the order of 20%, ± 30° are present in the 

observed data set. 

There is an obvious tendency for refined data in the observed region to 

converge toward the observed data, since at each cycle observed amplitudes 

and phases are reassociated with extrapolated values in the unobserved region. 

Nevertheless, the errors between the values computed in the final cycle and 

the true data ;i,n the observed region were only slightly wQrse (10. 9% ± 12. 0°, 

11. 2% ± 18 . 5 9 ) when error-£ la,w~d data were m;ed, than when ref;i,nement was based 

on error-free data (7 . 5% ± 9. 0 11 ) , Thu$, ther·e is a poweT;ful tendency to 

correct for data. errors which i:i,re theinsel,ves inconsistent with the constra,ints. 

This potential for improvement of data errors is not :fo:Uy used i .n the method 
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as presented here since observed values arE! always given full, weight at each 

cycle. A weighting scheme would allow for some refinement of observed ampli-

tudes and phases. This approach is also of use in refinement of early phases 

in protein crystallography (13). 

For completeness, residuals calculated between refined and observed 

(i.e., error-flawed rather than true) data in the observed region are listed 

in Ta.ble 1. These residuals rise more rapidly than for the comparison of re-

fined and true data as errors are introduced, again symbolic of the inconsist-

ency between flawed data and a self-consistent result, and the tendency to 

minimize effects of random error. 

Bacteriorhodopsin: 

As was found in the model examples, the iterative Fourier refinement 

technique was able to minimize much of the distortion caused by the absence 

of observed data. The final residual for predicted data in the observed 

region was 11. 2%. Views of a model built to the reconstructed density map 

showing connectivity at both the cytoplasmic and extra-cE!llular surfaces 

of the membrane are shown in Figure 8. Before processing, the helices 

c;> 

rapidly tapered to points near the end and were only about 35 A in 

length. After refinement, the helices no longer tapered and extended to 

both membrane surfaces. Nearly all of the new density appeared between 

ends of the density rods on the membrane surface. The connectivity 

information providE!d by refinement limits the possible numb.er of ways of 

assigning the amino acid sequ.en.ce Cl4, 151 to the structurE! from 5040 (7 

! ) to 3 most probable models (figure 9) , The h.el.::tx contain.ing the retinal 

chromophore (the second OT B helix) is in the samE! location :i:,n a).,1 threE! 
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models; this is the position found by King, et al., (16) in their neutron 

diffraction studies comparing deute'J'.'ate.d and, hydrqgenated . ret:;inal. The hel,ice$ 

in the model are labeled as they were by Engl.emam and co-workers (1)) in 

their discussion of more probable models. Their crite:i:;-ia were based on the 

density of regions in the density map$, the proximity of charged residues, 

a.nd the length of supposed linking regions between hel.ices. Their mqst 

probable mqdel (Figure Sa) is one of the three model,s consistent with the 

arrangement of visible linking regions. .Another mod,el (Figure Sb) is 

number 30 out of their most probable 35, while the third model (Figure 

Sc) is n.ot among the most probable by the criteria of Englemain et al. 

(17). The B helix containing the chormophore remains at the same site 

as in their most probable model, but the c;trrangement of chains is anti-

cyclic to their choice. This model was down-weighted in their scheme 

both because it did not assign the least dense of the chosen helical 

sequences to helices A and D, and because of a somewhat less favorable 

arrangement of charged residues. Since the exa.ct term,inatiqn of each 

helix is not known, and the apparent densities in the map may be affected 

by other factors, the exclusiQn of this as one of the possible models 

is not yet fully justified. Overall, the visible linking regions may 

help to weight the discussion in favor of an even more restricted set of 

structures. 

Work in progress on the l,ocaUzation of seyer~l linker-directed heavy 

metal labels (JS} should decide between the th.ree all,owab.le connection schemes. 

A more detailed interpretation of the Bacteriorhodopsin results, together 

with the results of chemical labeling will be publ;i:shed el,sewhe;r.;e. 
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DISCUSSION: 

The refinement method presented here and tested on both a model and a 

real system was designed specifically to remove the disto")'.'tion produced in 

electron mic")'.'oscopica,lly determined structures as a result of the limited 

data set obtainable. The mathematical basis is in a sense derivative from 

our Fourier model refinement approach to ph.;i,.sing of continuous x-ray scattering 

from membranes (JO, 19). In a more general sense, it is clear that this 

method is applicable to resolution extension, refinement of phases where 

intensities are known, or determination of some subset of the phases in the 

Fourier transform of any structure or image, with different, though some sig-

nificant gain in each case. 

Theoretically, only the volume/thickness restriction is required to 

extrapolate into the missing region from the observed F (s) , Methods such 
o-

as those proposed by Wolter (8) or Ha.rris (_20) that rely strictly on limited 

spatial extent are extremely sensitive to data errors. The incorporation of 

the positivity constraint dramatically increases the stability of the al-

gorithm as demonstrated by the remarkable noise immunity. An additional piece 

of information that could be exploited during refinement would result from 

incorporating the meridional scattering data obtained from small-angle 

solution x-ray experiments (F (~_) for ~ parallel to Z). Wh.en corrected for the 

absence of a constant solvent density, absent in electron microscopy, these 

data rn.ost accurately determine the specimen thickness (JO), and provide a 

set of experimental. d,a,ta. along the. Z axis. This d;i:;recti,on is otherwise the 

most difficu1t to predict since no values o:t:· 'F (.§..) ;i:,n th_is direction are 

obtained from electron microscopy. 
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It is desirable to have a quantitative relationship which would define 

the gain available in any given situation. There are, however, a sufficient 

number of variables (i:nolecular dimensions, unit cell dimensions, resolution 

of F (s), of ¢ (s), errors in F (s), redundancy in the data, etc.) that the o- o- o-

analytical 'treatment is beyond the scope of this corrnnunication. 
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FIGURE/TABLE LEGENDS 

F:igute 1 The limited ability to tilt the object or sample to 

angles greater than 60° results in a missing conical 

region of di:Uraetion da.ta - two views of this ar.e 

shown in a,b. As a result, each point in the structure 

'/\. 
:ts convoluted with a funct:ion p which has the symmetry 

of a prolate ellipsoid of axial ratio 'V2 (shown in c). 

Figure 2 Schematic diagram of the constrained refinement procedure. 

H.ere F Cs) a.nd ~ Cs) are constrained to equal F (s) and c- c- . o-

~0 (~) in the observed region. 

Figure 3 The region of the 3-dimensional unit cell considered as 

protein is depicted (shaded), the remainder being feature-

less solvent. The same boundary (X-Y plane) was used for 

the 2-dimensi.onal experiments. 

Figure 4 The mask functions used for the. Bacteriorhodopsin experi-

ments. The :in-plane mask is shown contoured in (a) 

and the transmembrane mask is shown in Cb) • 

Figure 5 The results of the 2-dimensional refinement . Shown a.re 

the structure~ ancl their Fourier transforms (half-tone 

images) for (aJ the trl\e structure, (p) befol'.;'e :r;efinem.ent 

indica.ting the severity of the distortion, and (c) follow-

;tng 30 cycles of' constrained Foui;iex refinement . Note 

that the missing region lies along the h_or;i,zontal axi.s. 



Figure 6 

·Figure 7 

·Figure 8 

Figure 9 
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Several sections through the 3-dimensional density maps 

for noise-free data .• Panel (a) shows the true structure, 

(p) befor e refinement, and (c) following 25 cycles. As 

in Fig . 5 , the axis of the missing cone of data is taken 

along the horizontal axis . 

sa.me a.s F;Lg . 6, out with noise in both the amplitudes 

(R=d 7. 4%) and the phases (1'.'ms phase error = 29 9 ) • 

Two views of' the model of ~acteriorhodopsin built using 

missing cone corrected <la.ta. The cytoplasmic surface is 

shown a.t the top of the model . The connector regions 

that are revealed following processing are indicated by 

arrows . 

The three possiole helix-helix connectivity patterns that 

are consistent with the model shown in Figure 8 . Panels 

(a) and ():>) correspond to choices 1 and 30, respectively, from 

the set of 35 most probable models chosen by Engleman et 

al. , (17}. The model in (c) is essentially anti-cyclic 

to Cal or without the cross-over in (p) . 
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Analysis of the sensitivity to data errors. 

Shown are the residuals and rms phase errors for restricted 

data sets with no errors, errors in the amplitudes alone, 

and errors in both the amplitudes and the phases. The 

values reported are after 10 cycles of constrained refine­

ment . There is almost no change in the accuracy of the 

extrapolated data when errors are incorporated into the 

starting data set . Since the errors themselves are in­

consistent with the. constraints data in the observed 

region refines towards error-free values. The remarkable 

insensit:lvity to data errors is rea,dily apparent. 
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APPENDIX IV 

Structure Dete:oninat:ton o:e AsymnJetri.c 11embra,ne 

Profiles Using an Iterative Fouri.er 'Method 
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STRUCTURE DETERMINATION OF ASYMMETRIC 

MEMBRANE PROFILES USING AN ITERATIVE 

FOURIER METHOD 

ROBERT M. STROUD AND DAVID A. AGARD, Department of Biochemistry and Biophysics, 
University of California, San Francisco, California 94143 U.S.A. 

ABSTRACT An iterative Fourier method is applied to solving and refining the electron 
density profile projected onto the line perpendicular to a membrane surface. Solutions to 
the continuous X-ray scattering pattern derived from swelling of multilayer systems or from 
membrane dispersions can be obtained by this technique. The method deals directly with the 
observed structure factors and does not rely on deconvolution of the Patterson function. 
We used this method previously to derive the electron density profile for acetylcholine re­
ceptor membranes (Ross et al., 1977). The present paper is an analysis of the theoretical 
basis for the procedure. In addition, the technique is tested on artificially generated con­
tinuous-scattering data, on the data for frog sciatic nerve myelin derived from swelling 
experiments by Worthington and Mcintosh (1974), and on the data for purple membrane 
(Blaurock and Stoeckenius, 1971). Although the method applies to asymmetric membranes, 
the special case of centrosymmetric profiles is also shown to be solvable by the same tech­
nique. The limitations of the method and the boundary conditions that limit the degeneracy 
of the solution are analyzed. 

INTRODUCTION 

The principles of X-ray crystallography were first developed to determine structure in re­
peating systems. Three-dimensional order in a crystalline specimen permits a great enhance­
ment of the X-ray scattering expected from a single molecule or dispersion of molecules, 
although the scattering function is consequently sampled only at the positions determined by 
Bragg's law. The components of biological membranes are inherently closely packed in two 
dimensions, although crystalline ordering of membrane-bound protein, even in domains con­
taining several hundred molecules, is rare. Most specialized biological membranes are in­
herently asymmetric structures, i.e. the distribution of protein (or other material) in a direc­
tion perpendicular to the plane of a lipid bilayer is asymmetric. 

X-ray diffraction has played a major role in establishing the nature of phospholipid bi­
layers (Levine and Wilkins, 1971). Although phospholipid molecules in the leaflet were 
shown to possess no regular two-dimensional crystalline order at temperatures above the 
phase transition, ordering and structural repetition could be obtained in the third dimen­
sion, perpendicular to the membrane surface, by close packing of the equivalent and sym­
metric layers. As a result, the diffraction pattern defined along a reciprocal lattice direction 
s, where s is normal to the membrane surface, is contained in discrete Bragg reflections. 

Robert M. Stroud is an Alfred P. Sloan Foundation Fellow. David A. Agard is a National Science Foundation Pre­
doctoral Fellow at the California Institute of Technology, Pasadena, Calif. 91125. 

BIO PHYS J. ©Biophysical Society · 0006- 3495 /79 /03/495/18 $1.00 
Volume25 March 1979 495- 512 
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Since a small number of biological membranes, generated by folding over a cell envelope 
such as the myelin sheath, or rod outer segment, contain a preexistent center of symmetry, 
the theories of diffraction from centrosymmetric structures could be applied. Solution of the 
phase problem, for the signs of successive reflections in such cases, is often by deconvolu­
tion of the Patterson function or by trial, since experimental methods, such as isomorphic re­
placement of one component of the sample by another, have not generally been successful 
for membranes. Often the diffraction data can only be phased to relatively low resolution, 
as the correct phase choice relies to some extent on agreement with a reasonable structural 
model. There is no precedent for use of the finer modulations of structure (which deQ_end on 
the higher resolution data) as a means of choosing between the possible signs associated 
with higher order terms. 

In some centrosymmetric membrane structures, such as myelin sheath, the membrane 
multilayers may be reversibly swollen (Robertson, 1958; Moody, 1963; Blaurock, 1971; 
Caspar and Kirschner, 1971; Worthington and Mcintosh, 1974). If the structural unit re­
mains intact during swelling, i.e., if the function p(r) (referred to as the membrane profile) 
does not change within the limited thickness of the leaflets and only the repeat or multilayer 
spacing dis assumed to vary, then the observed transform is sampled at different positions 
defined by sh = A.h/d, and the continuous transform can be mapped. The positions of zeros 
in the transform, i.e., where I F(s)l 2 = /(s) = 0, provide a powerful constraint useful in de­
fining similarities of signs for adjacent reflections that lie between the zeros in the con­
tinuous transform. However, the function F(s) need not change sign at one of these nodes. 
For frog sciatic myelin (Rana pipiens), the mapping of the continuous transform by Worth­
ington and Mcintosh (1974) reduced the number of possible sign combinations for diffrac­
tion ordersh = 1-12, from 2,048 to 64. 

Difficult as it is to define the phases for a centrosymmetric structure, determination of 
general phases for asymmetric membranes is much more difficult, and this is a primary con­
cern here. Generally, when asymmetric membranes are closely aligned one against the 
other, there will be no true repetition in the direction perpendicular to the sheets. The 
statistical distribution of membranes with alternate surfaces up or down gives rise to large 
statistical fluctuations in the true repeat distances in the specimen. As a result, there is a 
pillar of continuous scatter perpendicular to the membrane surface due to the product of 
the true transform of one membrane sheet, F(s), and the transform of a statistical stacking 
function. The continuous scatter may show slight evidence for the minimum possible repeat 
distance in the stacking direction arising from the chance stacking of several layers in the 
same direction. Where sheets are almost symmetric in terms of the distribution of density 
through the membrane, the pattern may show a reasonably well-defined minimum repeat 
distance. This is the case for the asymmetric purple membrane from Halobacterium halobium 

(Blaurock and Stoeckenius, 1971; Henderson, 1975). Bu~ in all cases, the pattern obtained 
from closely packed asymmetric membrane systems is made only more complex by the close 
packing of successive leaflets, as it is the product of the continuous transform from one 
layer F(s) and a sampling function, which may not depend on random statistics of stacking 
for obvious physical reasons. Since the second function is extremely difficult to derive 
(Burge and Draper, 1967), the first is equally difficult to extract. 

A more easily obtained scattering pattern is the one from membrane dispersions or 
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moderately close-packed membrane sheets, where the scattering pattern /obs(s) sin2 (} more 
nearly represents the square of the Fourier transform of a single membrane sheet F(s) 
(Wilkins et al., 1971). It is also possible to orient the membrane sheets centrifugally while 
maintaining only moderate close packing. This allows for separation of the normal and 
in-plane diffraction, which is important ifthere is significant in-plane lattice structure. 

The information present in continuous X-ray scattering patterns of these types is in one 
sense greater, since the transform is a continuous function often observed to moderate 
resolution. In many cases the transform can be shown to be unsampled by the statistical 
stacking disorder function (disorder of the second kind of Hosemann and Bagchi, 1962) by 
comparison with the diffraction pattern from membrane vesicles, for example. The con­
tinuity of the observed transform places restrictions on the solution. The main difficulty in 
interpreting these patterns is again determination of the phases </>(s) of the observed con­
tinuous transform I F(s)I. 

In the case of sampled diffraction patterns, as in crystallography, Fourier refinement 
methods generally require a good approximation to the real solution before refinement is at 
all meaningful. The continuity of the observed Fourier transform partially removes this 
condition. One further piece of information, namely knowledge that the structure is of 
finite rather than infinite thickness, is sufficient to restrict the number of possible solutions to 
a very small number, and often to just one. 

The method of refinement discussed in this paper imposes the criterion of limited physical 
extent (constrained thickness) during successive cycles of Fourier refinement of an electron 
density model to the observed continuous transform IF0(s) I. The starting trial model used 
to initiate the procedure is demonstrably unimportant when a unique solution exists, since 
the method always leads to convergence on a solution. 

Likewise, the constraining thickness is theoretically unimportant as regards obtaining a 
solution, providing it is larger than the actual thickness of the membrane structure. No con­
verged solution can be obtained ifthe thickness used for refinement is too small. Practically, 
a correct choice for the constraining thickness assists in achieving more rapid convergence 
to a solution, and in minimizing problems associated with errors in the data, including the 
fact that data are necessarily of limited resolution. Resolution is limited theoretically by 
the wavelength of the radiation to 'A/2, and practically limited by experimental conditions, 
or by signal-to-noise ratio. 

This application of Fourier refinement can determine and refine possible solutions for the 
electron density function, although absolute certainty that all solutions have been obtained 
would require testing of a large number of possible alternatives. In practice, the number of 
real alternatives is limited to those consistent with the maximum and minimum electron 
density allowed by the chemical constituents of the system, i.e., to chemically reasonable 
alternatives that can in principle all be tested. The more difficult question is whether a de­
termined solution is necessarily the correct one. If more than one solution is obtainable, 
identification of the correct one requires experimental evidence of a different type, such as 
isomorphic replacement. Thus, in reporting membrane profiles, many solutions should be 
sought and reported where obtainable. 

To test the efficacy of the iterative refinement method, several transforms were generated 
from artificial model structures. The character and dimensions of the models were of the 
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kind that might be expected for genuine membranes, so that discussions of resolution 
limits, etc., may be compared with real cases. The iterative method was then applied to the 
generated transform data for hypothetical membrane-like structures to assess the power of 
boundary conditions and limitations of the method. The method was also applied to solu­
tion of the density profiles from the continuous purple membrane data of Blaurock and 
Stoeckenius (1971) and from the myelin data of Worthington and Mcintosh (1974).1 

The primary motivation for evaluation of the method is to apply the technique to the lo­
cation of biochemically characterized components in specialized membranes. 

THEORY OF THE METHOD FOR ASYMMETRIC AND 
SYMMETRIC STRUCTURES 

Let the electron density perpendicular to the membrane be p'(r) and let p, be the constant 
electron density of the solvent. For simplicity in the ensuing discussion, it is convenient to 
define a solvent relative profile p0(r) = p'(r) - p,, since the transform of p0(r) is observed 
in a diffraction experiment. The transform of the constant density p, is contained in the 
direct beam. For a real asymmetric structure, the choice of origin is arbitrary. Thus if the 
membrane is of width w, then p0(r) may be nonzero only between the limits r = a and r = b, 
where w = b - a. The function p0(r) is then said to be constrained to lie within these lim­
its. Although p0(r) will generally be largely positive, it may also be negative where, as in the 
center of a bilayer for example, p' (r) is less than the electron density of the solvent (Levine 
and Wilkins, 1971). 

The Fourier transform of p0(r) will be F0(s), where the reciprocal space vectors is parallel 
tor. Then the observed diffraction pattern, if it can be shown to be an unsampled con­
tinuous pattern (or is the continuous data extracted from swelling experiments), will be, after 
suitable corrections for the experimental arrangement are applied, fo(s) = IF0(s) 1

2
• Hav­

ing derived the function I F0 (s)I from the diffracted intensity, the problem is to determine 
solutions for p(r) that obey the normal Fourier inversion relationship: 

J
SJ 

p(r) = F0(s) exp ( - 211"ir· s)ds, 
-s1 

(1) 

where 

F0 (s) = f ,,,"" p(r) exp (2?rir·s)dr, (2) 

and where s1 defines the highest resolution (dmin == 'A./s 1 ) to which the data are measured. 
Data obscured by the beam stop can be interpolated by using either the sampling theorem or 
by curve fitting. Since the observed transform is continuous (unlike the crystallographic 
case), Eqs. I and 2 are linear integrals of a continuous function. 

Any random phase function ¢(s) associated with I F0(s)i, such that F0(s) = I F0(s)! exp 
(2?ri¢(s)), when transformed according to Eq. I, will yield a function p(r) that when 

1 It should be clearly noted that the objectives in these cases were to test the method against solutions obtained by 
these authors by using their particular data sets. The results are therefore entirely dependent on the data set, and 
the tests were set up this way so that solutions obtained by this method could be directly compared with those ob­
tained by these authors. 
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transformed by Eq. 2 will necessarily generate the same F(s). This is true only so long 
as the integration in Eq. 2 is carried out over all space (r = - oo to r = + oo ). The re­
sulting p(r) will be a function of infinite extent; i.e. p(r) may be nonzero for all r 
( - oo < r < oo ). The solution p(r) so obtained clearly has no physical meaning. Since 
the phases <f>(s) were chosen at random, there are an infinite number of such solutions. 
Without additional information, there is no basis for determining the phases of F0(s) from 
the observed values of IF0(s) I. 

Since p(r) must correspond to a real object, it cannot be of infinite extent or thickness. 
This alone restricts the number of solutions, no matter how they are obtained, to a small 
number, all of which are necessarily of the correct actual membrane thickness, without any 
assumption of what that thickness may be. This can be seen in the following way. 

The transform of F0(s)· F0 *(s) is the Patterson function 

i
sl 

P(r) = JF0(s)i2exp(27rir·s)ds, 
-si 

(3) 

...---... 
and will always be equal to the convolution p(r) p(-r) (see Lipson and Taylor, 1958, for ex-
ample). This convolution is termed the autocorrelation function, 

Q(r) = J.,+"' p(r')p(r' + r)dr'. ( 4) 

Thus P(r) = Q(r), whatever the phase set that is applied to JF0(s) I in Eq. 1, providing the 
integrals in Eqs. 2 and 4 are carried out from r = - oo to r = + oo. 

Now consider the autocorrelation function computed from a p(r) of finite extent, i.e. 
p(r) = 0 for r < a or r > b. The autocorrelation function 

Q(r) = £:"' p(r')p(r + r')dr'willbezeroforallvaluesoflrl > w, 

(where w = b - a) since at least one of the terms p(r'), p(r + r') must be zero when 
I rl > w. Conversely, if Q(r) = 0 for I rl > w,then any function p(r) that is a solution to 
Eq. 4, can only be nonzero within an interval Ar = w provided that p(r) is offinite extent. 

If the actual (true) thickness of the membrane leaflet is w, the autocorrelation function for 
the structure Q0(r) [ = P0(r)] will be zero for all I rl > w. P0(r) is determined by the inten­
sity distribution I F0(s) I 2 alone, and not by the phases assigned to I F0 (s)J. Any function p(r) 
of thickness t > w will necessarily produce an autocorrelation function Q(r) that has non­

zero components2 for w < I rl < t. Therefore Q(r) ,e P0{r), at least for w < I rl < t, and 
so p(r) cannot be a function derived from the observed moduli I F0{s)J (Eq. I). 

Thus no function p(r) of finite width t > w'. (and by similar arguments t < w) can be a 
solution to Eqs. l and 2. It follows that imposition of any constraining thickness, which al­
ters Eq. 2 to 

F0{s) = jb p(r) exp (27rir·s)dr, 
a 

(5) 

2In general Q(r) will similarly be nonzero for all I rl < w. However, there may be particular values ofr for which all 
terms in Eq. 4 cancel to give a zero in Q(r). 
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where b - a > w, only allows solutions, p(r), of thickness w. In the Fourier refinement 
method, solutions that obey Eqs. 1 and 5 are determined in an iterative process. 

By analogy with usual Fourier refinement procedures, an initial structure p;(r) is trans­
formed according to Eq. 5, i.e., between some limits r = a tor = b to generate an ini­
tial calculated transform Fc(s). The phases </>cCs) derived from this model are then associated 
with the "observed" I F0(s) I and transformed back by using Eq. 1 to obtain a new function 
P!(r). The entire process is cycled until convergence is reached (Fig. 1). All refined solu­
tions, p(r), will necessarily be of the same thickness. 

If multiple solutions, p(r), exist that are compatible with a thickness of w, then these 
will form a set of possible solutions (strictly a homometric set of solutions) that cannot be 
eliminated without further information by any method of treating I F(s)I. The choice of 
starting model P;(r) in these instances will tend to select for the solution closest to the start­
ing model. Consequently, this approach can be used to test hypothetical structures. Ob­
viously, if only one p(r) of finite thickness exists, this procedure will converge upon that 
structure. In practice it seems that when multiple solutions do exist, they are often qualita­
tively quite similar to one another. 

The boundary limits r = a, r = b are unimportant as regards achieving a converged so­
lution. The choice of a constraining thickness w that is close to the correct value for con­
verged solutions greatly speeds up convergence. 

The constrained thickness may be estimated in several ways and, therefore, is not difficult 
to determine accurately enough to be effective. It may be estimated: from electron micros­
copy of isolated protein molecules, or of thin sections cut perpendicular to close-packed 
membrane sheets; from the minimum close-packing distance found in X-ray scattering from 
densely packed specimens; or from the Patterson function, which identifies (within resolu­
tion limits) the largest vectors in the structure. 

So far in our considerations we have assumed that I F0{s) I contains no errors. In any real 
case the values of IF0(s) I will be extracted with care to try to achieve this condition (see, for 
example, Ross et al., 1977). If there is independent evidence for the thickness of the leaflet 

Calculate 
electron density 

profile 

FIGURE I Schematic of the refinement procedure. 
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(of the kind mentioned above), then imposition of the boundary thickness can mm1-
mize errors in the profile introduced by errors in I F0(s) J . If such errors in the data exist, they 
will be assayed by the final agreement between I F0 (s)J and I Fc(s)J for the constrained struc­
ture. 

Systematic errors in the refined profile arise when the data are cut off at some particular 
resolution, s1, such that JF0(s) I is nonzero for s > s 1• This is to be expected since the "true" 
resolution limited structure (computed with true phases and limited in resolution to s 1) 

will contain Fourier series termination ripples of frequency equal to s1• The presence of 
termination ripples is inconsistent with the refinement procedure used here [p(r) is con­
strained to be zero outside the boundary thickness]. Therefore the phases of the terms 
F(s) withs closest to s1 will be modified, and so changed away from their true phase to best 
accommodate the termination ripples. In any real case, data to the highest observable resolu­
tion should be included, such that IF0(s) J----.. 0 at the resolution cutoff limit. The im­
position of an artificial temperature factor exp ( - Bs2) is useful when this condition is 
not met. 

Criterion for Acceptance of a Solution 

The criterion for accepting a refined solution, p(r), is that the amplitude of the transform 
I Fc(s)j computed in Eq. 5 should agree with the observed transform I F0(s)J. The degree to 
which IFc(s) I approximates IF0(s) I characterizes the extent of convergence, and indicates 
the degree to which the diffraction data are consistent with a structure of width w < b - a 
in thickness. The agreement index, 

R 

[ s1J/Fc(s)J - IFo(s)J/ds 

j s' / F0(s)/ ds 
0 

(6) 

is typically 0.1%-1% for a solution to artificially created and purple membrane data, or 
about 1 %-5% for measured I F0(s) I data from acetylcholine receptor membranes, for ex­
ample, (Ross et al., 1977). 

Since for any solution, p(r), there will be three other trivial solutions, -p(r), p(-r), and 
-p( - r), only one solution of the set for which J p(r) dr > 0 will be considered. 

TESTS OF THE METHOD 

An Asymmetric Structure 

A supposed (initial) electron density function shown in Fig. 2 A was used to generate the 
function/ F(s)/, which was then regarded as an observed transform. The back transform of 
F(s) at I 0 A resolution, the correct resolution-limited structure, is also shown in Figure 2 A. 
Attempts were then made to derive the electron density function p(r) starting only from the 
moduli IF(s) I by application of the refinement method. Numerous different trial models 
were used to initiate the procedure by using data to 10 A resolution. These ranged from 
a single delta function , to several step functions, to various continuous functions. In each 
case convergence on the same final structure was achieved (Fig. 2 C). The boundary thick­
ness chosen varied from 210 to 250 A. 
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FIGURE 2 Results of refinement of an asymmetric "membrane" profile using synthetic data to 10 A. 
The model used to generate the observed structure factors is shown in A. Using a ramp function for the 
trial structure results in the profiles depicted in Band C (I and 30 cycles of refinement, respectively). Cor­
responding observed and calculated Fourier amplitudes and calculated phases are shown in D and E. A 
typical plot of both Q(r) and P(r) is shown in F. RF and R p factors in all refined cases are less than 1.5%. 

When the structure was refined at 20 A resolution, series termination ripples in p(r) 
at each successive stage were forced into the structure by the refinement procedure (which 
eliminates ripples outside the structure) (Fig. 3 B). Later addition of higher resolution data 
(20- 10 A) did not immediately lead t~ ·further refinement of the 20 A data, since sub­
sequent refinement first tends to minimize ripples outside the boundary that at this stage are 
produced only by the additional data (Fig. 3 C). In this situation the additional data from 
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FIGURE 3 Refinement of the same profile as in Fig. 2 but at lower resolution. The true structure is de­
picted in A. The converged solution using 20 A data after 20 refinement cycles appears in B. Although 
similar to the profile obtained with I 0 A data (Fig. 2 C), there are distinct differences resulting from forc­
ing the series termination ripples to be accommodated within the structure. These ripples are not imme­
diately removed by a later inclusion of the higher resolution data, as shown in C. 
FIGURE 4 The two solutions (A, B) to the purple membrane continuous scattering data of Blaurock and 
King (obtained after 30 cycles of Fourier refinement). The left side of the figure shows the derived phase 
functions and the equivalence of I F0(s) I and I Fc{s) I (shown superimposed). The R-factor in both cases 
was below 0.15%. On the right are the corresponding electron density profiles, showing the asymmetry in 
the protein distribution across the membrane. Many different starting models were used; however, only 
these two solutions could be obtained. 
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20 to IO A resolution are initially being treated as an independent data set. Only as suc­
cessive changes in structure begin to affect the phases of the lower resolution data does the 
pressure to refine the lower resolution phases develop. 

When the starting trial model P;(r) is centrosymmetric, convergence to the correct 
structure, which is asymmetric, requires that the centrosymmetric phase relationships (which 
are signs if the origin is chosen at the symmetric center) be broken. If the refined model is 
constrained to be concentric with the centrosymmetric starting model, it is impossible to 
achieve even qualitative agreement with the observed data. Convergence on the final solu­
tion is possible when the constraint to symmetry is removed by imposing a boundary size 
whose limits are not concentric with the starting model. The asymmetric truncation of series 
termination ripples allows a degree of freedom for the phases and so allows refinement to 
continue. 

Several different initial structures were used to generate observed values of I F(s) J . The 
experience with the case described above was shared in other similar cases. As the com­
plexity of the profile increased to the point where variations in p(r) were of the same order 
as the resolution cutoff limit applied to the data, multiple solutions were obtained. These so­
lutions were similar with differences accountable as alternative ways of phasing the lower in­
tensity data at higher resolution while maintaining a width"' w. This is a consequence of the 
errors introduced by using data of limited resolution (see Theory section), and the lower 
pressure to phase weak-intensity data, whose contribution to p(r) is least. Since the lowest 
intensities are found in general at highest resolution, phase errors will correspondingly be 
greater at higher resolution. 

As another test, data from suspensions of purple membrane from Halobacterium 
halobium, kindly provided by Allen Blaurock (California Institute ofTechnology), were re­
fined by using this method. Various starting models were used and only two different solu­
tions could be obtained (Fig. 4). These solutions are identical to the two reported by 
Blaurock and King, 1977. The two solutions correspond to different senses of phase change 
(d¢/ds) between maxima in the observed transform I F0(s)I. 

Centrosymmetric Structures 

A more difficult question is whether an initially centrosymmetric model p(r) used to generate 
a transform or a centrosymmetric membrane structure will also be determined correctly, 
since the final phase angles must accommodate discontinuities between regions of opposite 
sign in the transform F(s). This was tested first by calculation of observed transforms from 
symmetric models (see Fig. 5). Refinement against the data shown in Fig. 5 always led to 
convergence on the correct structure (Fig. 5 D). The phases changed most rapidly at the 
positions of sign change in the observed transform (where the computed IF0(s) I are small­
est) and accommodated a phase change of 180° within a small range of Lis. 

In a second test of the method to determine centrosymmetric structures, the continuous 
transform for frog sciatic nerve myelin mapped from a series of swelling experiments by 
Worthington and Mcintosh (1974) was used. The data were extracted from their Fig. 9 and 
digitized at intervals of 0.001 A -1 in reciprocal spacing to a resolution of s = 1/14 A -1

• 

Different data sets reported elsewhere, or different interpretations of what constitutes the 
continuous transform of myelin (considered extensively by Blaurock, 1976), would clearly 
give rise to different electron density profiles. Our objective was to see how closely the 
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FIGURE 5 Test of solution at IOA resolution for data generated from a centrosymmetric structure is 
shown in part 2 of A. The trial model used to initiate refinement was a box function (solid line in part I 
of A). Fourier transformation of the I Fc(s) I, <Pc(s) generated from the trial model (A), and cut off at 10 A 
(- - - - - - - - in A) contains series termination ripples. At the first cycle (B) observed I F0(s) I (--) were 
coupled with phases calculated from the trial model (A) to generate a new model p0(r). This· model was 
used to generate amplitudes I Fc(s) I (- -----) and phases ¢c(s) . (pc{s) is computed from I Fc(s) I. <Pc(s)). 
The procedure was iterated, and results after 4 cycles (C), and after 14 cycles (D), show convergence onto 
an essentially correct structure, which may be compared with A above. The agreement between the Pat­
terson and autocorrelation function is essentially perfect (E). 
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solution using the Fourier method fitted the conclusions and the ambiguities derived by 
Worthington and Mcintosh from these data. 

The myelin data also represent an ideal system for illustrating the theoretical basis for the 
multiple solution problem. The normal frog sciatic nerve myelin structure gives rise to 
Bragg reflections that lie on maxima determined by the minimum multilayer repeat of 
d = 171 A. A width of 180-190 A was chosen as an estimate of the thickness of a single re­
peated unit. A width slightly larger than the true repeat Bragg spacing was chosen so as to 
allow a smooth truncation of series termination ripples within the boundary thickness. The 
Fourier refinement method was applied to several different starting models bearing no re­
lationship to the solutions obtained by Worthington and Mcintosh (1974). One solution 
summarized in Fig. 6 again indicates that convergence on an almost centrosymmetric struc-
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FIGURE 6 Test of solution using the continuous data I F0(s) I for frog sciatic nerve rnyelin (Worthington 
and Mcintosh, 1974) to a resolution of s = 1 /14 A - 1

• The trial model for initiating refinement was pc(r) 
(- - - - - - - - in A); and at cycle 50 (B), are shown (left). The central figures show the calculated model gen­
erated by transformation of I F0(s) [, cbc(s) [p0(r)] and of I FcCs) [, cbc{s) [pc(r)] at corresponding cycles. 
Agreement between P(r) and Q(r) is indicated at the right side. Values for the residual R at each stage 
are indicated below each data summary. The residual values underneath the Patterson summary are R p 

values. The structure p0(r) shown in B is not completely centrosymmetric, and the two sides of the struc­
ture were subjected to weighted averaging to achieve pressure toward centrosymmetricity. Weighting was 
0.75 of Po(r) + 0.25 of Po(r0 - r) with respect to a pseudocenter at the center of mass (ro) . Results are 
shown in C. The signs indicated for the zero order, and the six. regions of the transform between zeros 
are(+) - + - + - +(the "alternate" structure of Worthington and Mcintosh, 1974). 
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ture is achieved. Further refinement cycles tend to generate more perfectly centrosymmetric 
structures. The resulting structure (Fig. 6 B) was similar to one of the solutions obtained 
by Worthington and Mcintosh (1974)-their "alternate" structure. 

It was possible to incorporate knowledge of centrosymmetry in the final stages of refine­
ment by defining a new p(r) composed of 75% of the original value and 25% of the sym­
metrically related value of p(r) (Fig. 6 C). This constraint allows the phases to refine to 
the correct values, whereas forcing them to be signs,+ or-, would not. 

In some cases (see Fig. 7) the myelin refinement yielded noncentrosymmetric solutions. 
This is to be expected in light of the greater degrees of freedom available with general 
phases. Application of the real-space averaging procedure (above) resulted in an alterna­
tive symmetric solution to that of Fig. 6. In all, four different centrosymmetric solutions 
for the myelin structure were obtained that matched our criteria for an acceptable solution. 
They correspond to the four possible permutations of - or + sign choices for regions V and 
VI of the observed transform (see below), and were similarly identified as possible am­
biguities by Worthington and Mcintosh (1974); two of these solutions were favored. This 
raises the question as to why there should be four homometric solutions, and ultimately 
shows that two of these structures cannot be distinguished without more information than is 
contained in the one continuous transform. The other two structures can in theory be 
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FIGURE 7 Another of the four solutions to the myelin transform, (a), after 40 cycles of refinement, is 
noncentrosymmetric, although the structure retains symmetric features of the structure permuted in 
cyclic order. Pressure toward centrosymmetricity (using 0.75/0.25 weights) leads to a symmetric struc­
ture with somewhat better agreement between P(r) and Q(r) (B) , (R p = 1.3%). The phases derived from 
refinement (C) indicate a sign choice ( +) - + - + + - for the zero-order component, and the six trans­
form regions between zeros. 
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eliminated, but this requires essentially perfect data, or data from different species as was 
used by Worthington and Mcintosh in their analysis. 

Worthington and Mcintosh (1974) identified six zeros (JF(s)j 2 = 0.0) in the observed 
transform.out to a resolution of 7 A (s = l / 14 A). They identified seven regions of the 
transform separated by the six zeros; which were labeled regions 0, I, II, III, IV, V, and VI. 
The ambiguities in solution by the iterative Fourier method are directly associated with the 
phases (or signs) of regions V and VI. Sign changes in the latter region cannot be discrim­
inated without additional information beyond that contained in a single continuous trans­
form from one species. 

Each region of the continuous transform contributes a Fourier component to the electron 
density synthesis, and in each case, the contribution of just one region is a wave packet that 
resembles a cosine curve of frequency determined by the s value where the local value of 
I F(s)J is maximum multiplied by a smooth envelope that is qualitatively like either a 
Gaussian or a zero-order Bessel function. Looked at another way, each region of the trans­
form F(s) is a delta function at the s value of the center of the peak, convoluted with the 
profile of the region. The contribution to electron density synthesis is thus the product of a 
cosine wave with a Gaussian-like envelope. The width of the envelope is inversely pro­
portional to the width of the transform region. Each one of the regions 0-V of the transform 
is sufficiently narrow (<0.013 A.- 1) so that its contribution to the density synthesis extends 
beyond the constrained thickness of the structure. Region VI, on the other hand, is at least 
0.02 A -1 in width, and its contribution to the resulting electron density synthesis is confined 
well within the thickness (180 A) of the profile (Fig. 6). There is no pressure on the refine­
ment process to phase this region, since its contribution to the profile outside the bound­
ary is too small to be significant. As a direct consequence of this fact, the autocorrela­
tion function is the same as the Patterson synthesis for both structures when computed 
using either sign for the data of region VI. Worthington and Mcintosh (1974) presented 
two structures for frog sciatic nerve myelin that differed in the same way-namely, in 
the choice of sign for region VI of the profile. Their results were obtained by direct 
methods of deconvoluting the Patterson function, based upon the theory of Hosemann 
and Bagchi ( 1962) and reconstruction methods based on the Shannon (1949) sampling 
theory applied to the sampled transform data. The transform of region V is approxi­
mately the same size as the total width of the double bilayer structure and because it is 
rather small, its sign cannot practicably be determined from a single specimen scattering 
pattern alone. Different sign choices from those we found (the same as discussed by 
Worthington and Mcintosh, 1974) have been proposed earlier by Caspar and Kirschner 
(1971), and by Blaurock and Worthington (1969) using different data. Our analysis (which 
would not allow these solutions) applies strictly to the data set used. 

DISCUSSION 

From the applications of the Fourier method to continuous scattering data, the following 
generalizations can be made: 

(a) The starting model for initiating refinement is arbitrary, and its only function is to 
generate a set of phases, ¢(s), which roughly correspond to a model centered somewhere 
near the arbitrary r0 • The initial model may be useful in testing different types of structure. 
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(b) Successive cycles ofrefinement from the starting model always lead to convergence on 
a solution, usually after 15---40 cycles. 

(c) In every case we tested from artificially synthesized data, /F(s)j, one solution of a 
very small number was correct, suggesting that in general the number of solutions will be 
small. The difference between different solutions was often small and probably reflects the 
lower pressure to phase the lowest amplitudes in the transform F(s), since they contribute 
least to the p(r) synthesis (Eq. 1). Often a unique solution is found. 

(d) If the assigned boundary condition, w, is chosen to be too small, refinement can 
never adequately lead to fitting even the first minimum of the transform. If w is too large 
(several times the correct thickness) then refinement is slower, since the pressure to produce 
alterations in the structure at each cycle is diminished. 

(e) Alternate structures can be identified by the Fourier method where they exist, whereas 
they cannot necessarily be found by direct methods (King, 1975), or by normal methods of 
deconvolution of the Patterson function. In those cases where more than one solution exist, 
one cannot be certain that all possible solutions have been obtained when using only a 
limited set ofstarting models. It is possible, however, to test various classes of solutions by 
appropriate choice of starting models. Since most asymmetric membranes are based on a 
bilayer structure, chemical reasonableness may be a basis for preference rather than proof. 
Nevertheless, our concern was primarily with the location of asymmetric protein or other 
components at relatively low resolution in a simple structure based on a bilayer. Is the 
protein localized only on one side of a membrane, for example, or does the protein traverse 
the lipid bilayer in any particular case? The method can be extremely powerful in determin­
ing the range of possible solutions in these cases. 

The essential component of the Fourier refinement method applied to continuous diffrac­
tion is the assumption that the scattering object is of finite, rather than infinite, dimension. 
This condition is applied by the imposition of a finite size to the density profile. This re­
straint allows convergence. It also explains the pressure to converge on a definite solution, 
since it forces all Fourier components used to calculate p(r) at each cycle to account cor­
rectly for a constant solvent density outside the boundary limits. Since the calculated am­
plitudes I Fc(s) I must match the observations I F0(s) I, the phases must account for the fea­
tureless solvent region. Thus, the method is essentially refinement of the solvent density for 
r = - oo to a; b to oo . 

Alternative Approaches to Solution 

With the exception of our own studies of acetylcholine receptor membranes (Ross et al., 
1977) and the work on purple membrane that is only slightly asymmetric (Blaurock and 
King, 1977), solutions to membrane profiles, p(r), have so far only been attempted for centro­
symmetric structures, i.e., cases in which the repeating unit consists of a pair of membranes 
generated by the folding over of a cell envelope or artificial lipid bilayers without protein. 

The problems associated with phasing of lamellar diffraction from symmetric structures 
have been approached in several different ways. A number of methods for deriving the elec­
tron density profile have been proposed, and most of these depend on a deconvolution of the 
Patterson function P(r). Several developments of the deconvolution method of Hosemann 
and Bagchi (1962) have been used. These and other methods have been critically analyzed by 
Worthington, et al. (1973). Since then Moody (1974) has proposed other methods for 
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achieving deconvolution in the particular case where swelling experiments can be used to 
map the continuous transform from multilayer systems. Luzzati et al. ( 1972) also proposed a 
pattern recognition approach based on interpretation of even higher order autoconvolutions 
of F(h) in terms of higher powers of p(r). 

In the case of asymmetric membrane profile analysis, general deconvolution of the Patter­
son function has been proposed, but to this point remains untested. A direct method based 
on the Hilbert transform (Papoulis, 1962; King, 1975) has recently been applied successfully 
to the purple membrane profile, but only one of the two possible solutions could be found 
(Blaurock and King, 1977). A general and severe problem with these and other methods 
providing a single solution from a single data set is the uncertainty that always remains as to 
whether other solutions exist, and if so, how many might equally well fit the data. 

Blaurock and King (1977) also presented a trial and error method which, as with our 
method, uses knowledge of the membrane thickness. The continuous transform was sampled 
at intervals determined by a hypothetical unit cell. By using all possible phase combinations 
for these "reflections," the continuous transform was reconstructed by the Shannon method 
(1949) and compared to the observed transform. The observed and reconstructed functions 
would be identical (within data errors) for a correct phase choice. This process is equivalent 
to choosing a combination of phases that will generate a p(r) contained entirely within the 
"unit cell" (our constraining thickness, w). As our and their approaches employ the same 
physical criterion for determining a solution, they would provide identical solutions if the 
trial phases were sampled at infinitesimally small intervals. The method of Blaurock and 
King (1977) requires that all possible phase choices be tried, and thus in principle, it can 
obtain all solutions. Within the bounds of practicality, all phase combinations cannot be 
tried. In an effort to circumvent this problem, the authors chose the rather coarse interval 
of 'Ir /8 between trial phases to limit the number of tests. Even so, this results in l 6n Shannon 
reconstructions for n reflections. For purple membrane where a 50 A "unit cell" was 
chosen, only two reflections were involved at the observed resolution (196 trials). When 
larger structures such as the acetylcholine receptor ( 110 A actual thickness, Ross et al. , 
1977) are considered, where higher resolutions are required, or where smaller phase intervals 
are used, the computation involved would be prohibitive. Application to the acetylcholine 
receptor, for example, would require 169 

= 6.9 · 1010 trials and is clearly impractical. In our 
Fourier refinement technique, consistent sets of phases are jointly developed in a convergent 
stochastic process, and are not restricted to be multiples of 'Ir /8 . In our approach it is also 
possible to incorporate other knowledge about the structure (e.g. limits on allowable den­
sities, centrosymmetricity, etc.) whenever it is available. 

Asymmetric Membranes and Continuous Diffraction 

It is possible in many cases to prepare asymmetric membrane fractions from specialized 
tissue, which contain a highly enriched biochemical function . Membranes containing 
acetylcholine receptors, for example, have been prepared from the electric organ of the elec­
tric fish Torpedo californica. Other fractions prepared from the same organ show that 
separate patches contain other biochemical functions such as acetylcholine esterase and 
A TPase. In this system, at least, it would seem that specialized functions are contained 
within specialized regions of the synapse (Cohen et al., 1972; Duguid and Raftery, 1973). In 
the case ofacetylcholine receptor membranes, it is clear that there is a structural asymmetry 
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to the membrane and that receptor molecules are all aligned in the same way, and sometimes 
organized into an array within each sheet (Ross et al., 1977). This type of situation is also 
known in bacterial systems, where the purple membrane of Halobacterium halobium has been 
shown to contain an organized, directionally polar array of bacteriorhodopsin molecules 
(Henderson, 1975). Thus we expect there will be a large number of systems such as these 
where the Fourier method of structure determination will initially provide valuable informa­
tion on the distribution of macromolecules in a membrane. 

The necessary X-ray data may be generated from vesicle dispersions. Such X-ray 
scattering patterns have been acquired in several cases for membranes isolated from cells or 
organelles (Engleman, 1971; Wilkins et al. 1971; Lesslauer, et al., 1971; Lesslauer and 
Blasie, 1972; and Blaurock, 1973). In some cases centrifugation or drying of vesicles has been 
used to record lamellar diffraction (Finean and Burge, 1963; Dupont, et al., 1973; and 
Worthington and Liu, 1973), and some of the complex problems associated with the statis­
tical arrangement of stacked asymmetric structures were detailed in the latter presentation. 
The iterative Fourier method can be simply applied to continuous scattering data and avoids 
the complex problems of stacking disorder. It is a simple procedure and can identify and 
refine possible solutions for the electron density profile from either asymmetric or sym­
metric membranes. 

Since this Fourier method deals directly with I F0(s) J, rather than higher powers of 
I F0(s)J, as in deconvolution of the Patterson function by the method of moments or recur­
sion, the solution is less sensitive to errors in the data. 

In a much broader context it is clear that any solution to structural problems using 
diffraction techniques can be improved when physical and chemical constraints or non­
crystallographic symmetry relationships can be applied. Such constraints can best be 
applied in the electron density domain. Working in the Patterson synthesis, or with intensi­
ties I F(s)i2, or with higher order convolutions of p(r) inevitably makes the analysis more 
complex and does not easily allow for iterative improvements in the result. 

This work was supported by National Institutes of Health grant GM-24485 and National Science Foundation 
grant PCM77-25407. 
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Membranes prepared from Torpedo californica electroplax containing acetyl­
choline receptors have been studied by X-ray diffraction and electron microscopy. 
X-ray diffraction data suggest that acetylcholine receptor molecules traverse 
the endplate membrane, extending 15 ± 5 A on one side of the bilayer and some 
55 ± 5 A on the other, with an overall length normal to the membrane of 110 A. 

Lattices of acetylcholine receptor have the symmetry of the crystallographic 
plane group pl, with one molecule per unit cell. A low-resolution project.ion of 
the surface structure of receptor arrays was determined by reconstruction of 
images fromelectronmicrographs. The rasolutionofthe imageis ~ 20A in the plane 
of the m embrane. The electron density profile through the membrane, derived 
from X-ray diffraction of vesicle dispersions and of oriented membranes, has 
been analyzed to resolutions of 20 and 13 A, respectively. The high-angle X-ray 
scattering pattern was observed to a resolution of l ·7 A. Maxima in the scattering 
pattern were analyzed in terms of the state of the lipids and secondary structure 
in the m embranes. Sharp maxima in the scattering pattern indicate that long 
stretches of secondary structure are present in the receptor-containing mem­
branes. The receptor membranes contain repeating structural units of length 
80 A (5·2 A repea.t) oriented perpendicular to the membrane plane, and uninter­
preted components greater than 90 A in length with a basic repeat of 6·3 A. 

1. Introduction 
Nicotinic acetylcholine receptor molecules provide one of several mechanisms found 
in nature for neural transmission. AcChR§-mediated synaptic transmission depends 
on pre-synaptic release of the low molecular weight transmitter, acetylcholine. 
After the transmitter diffuses across the synaptic space, it interacts with the mem­
brane-bound receptor and effects depolarization. 

The acetylcholine receptor has been shown to operate by increasing permeability 
to cations in the motor endplate (Takeuchi & Takeuchi, 1960). No permeability to 
anions was found. The ions are presumed to be conducted through a channel which 
spans the endplate membrane. The lifetime of this channel was estimated to be about 

t Present address: The Biological Laboratories, Harvard University, Cambridge, Mass. 02138, 
U.S.A. 

t Present address: Department of Biochemistry and Biophysics, University of California, School 
of Medicine, San Francisco, Calif. 94143, U.S.A. 

§ Abbreviation used: AcChR, nicotinic acetylcholinc receptor. 
41 
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1 ms when excited by actetylcholine; during this time about 5x104 sodium ions can 
pass from one side of the membrane to the other (Katz & Miledi, 1972). The channel 
is presumably at least 5 A across, since it has been shown to conduct cations as 
large as isopropyl ammonium (Furukawa & Furukawa, 1959). 

Membrane fragments rich in AcChR have been purified from several species of 
electric eel and skate (Cohen et al., 1972 ; Duguid & Raftery, 1973). The fact that 
membranes containing AcChR, acetylcholinesterase, or ATPase can be separated 
by sucrose gradient centrifugation suggests that the different proteins are localized 
in different regions of the postsynaptic membrane. Further purification of AcChR 
isolated from membranes by detergent extraction has been accomplished and the 
molecular weight of these isolated molecules estimated at 330,000 for AcChR from 
the species Torpedo marmarota and T. californica by Edelstein et al. (1975) and 380,000 
for AcChR from T. californica by Vandlen & Raftery (1977). 

Gel electrophoresis in the presence of sodium dodecylsulfate and crosslinking 
experiments have established a tentative subunit structure for AcChR; four different 
subunits have been identified (Weill et al., 1974; Vandlen & Raftery, 1977). The 
stoichiometry of these subunits is estimated as A4B2CD, where A has a molecular 
weight of 41,000; B, 51,000; C, 60,000; and D, 64,000 (Vandlen & Raftery, 1977). 

Studies reported here are concerned with the structure and organization of a mem­
brane-bound acetylcholine receptor from the electric skate T. californica. Three major 
questions are considered: (i) the distribution of protein relative to the lipid leaflet 
in AcChR membranes; (ii) the secondary structure present within the membrane 
proteins and the thermodynamic state of the lipids; and (iii) the structure of the 
molecules at low resolution. 

2. Materials and Methods 

(a) Sample preparation 

Samples of AcChR membranes were prepared by M. A. Raftery, R. Vandlen and 
collal1orators as described by Reed et al. (1975). Argon or nitrogen-saturated buffers, low 
temperatures and added anti-oxidants (e.g. 3,5-di-tert-butyl-4-hydroxy-benzyl alcohol) 
were 11sed to minimize lipid oxidation; phenylmethanesulfonyl fluoride (10- 4 M) and 
EDTA (l0- 3 M) were added to inhibit proteolytic degradation (Vandlen & Raftery, 1977). 

(b) X-ray diffraction 

The X-ray camera used for both low- and high-angle pictures was designed by two of us 
(M.J.R. nnd R.M.S.). The source was a rotating anode generator (Elliott Neutron Division 
GX-6) run at either 1·6 kW with a 2·0 mm X 0·2 mm focus, or 0·6 kW with a l·O mm 
x O· l mm focus. The anode was viewed through a nickel filter at a takeoff angle of 3° 

to 6° to provide an approximately square image of the target. The beam was focused on to 
the film plane by 2 perpendicular, elliptically bent silica mirrors (Franks, 1955), and passed 
through a 1-mm hole in the center of the film into the direct beam trap. The sample 
was kept at 2°C in an atmosphere of hydrated nitrogen (for wet samples) or dry helium 
(for dried samples). Two 0·001-in Mylar® windows were used to isolate the sample chamber 
from both the room atmosphere and the dry helium which filled the remainder of the 
camera length. The films (2 per pack) were flat and oriented perpendicular to the beam; 
camera lengths from l·O to 19·7 cm were used; exposure times varied from 4 to 48 h . 

Samples for diffraction analysis included dispersions of m embrane vesicles, oriented 
membrane pellets of varying degrees of hydration, and dried pellets. Membranes were 
concentrated by centrifugation into specially designed polycarbonate sample holders con­
tained in celluose nitrate prepa.rative ultracentrifuge tubes. The sample holders allow for 
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collection of circularly averaged in-plane (equatorial) diffraction from the membranes, 
or for recording lamellar (meridional) and sectioned equatorial diffraction data. 

In attempts to generate oriented pellets of membrane fragments, samples containing 
about 0·2 mg of protein were added to argon saturated buffer and were centrifuged at 
120 x 103 to 300 x 103 g for 2 to 48 h in either Beckman SW-65L-Ti or SW-41-Ti rotors. 
S )me samples were subjected to 3 freeze-thaw cycles (between - 80°C and + 5°C) immedi­
ately before centrifugation. This empirical procedure was found to assist in close-packing 
the pellets by breaking up the vesicles in the dispersions. Excess buffer was removed 
from the pellet with absorbant paper. Omitting this step allowed the membrane pellet 
to swell, and the orientation of the bilayers was lost. This resulted in an unoriented 
membrane dispersion. 

( c) Densitometry of X-ray films 

Films were digitized on a Syntex AD-I autodensitometer and optical density measure­
ments were corrected for film non-linearity using a logarithmic correction (Morimoto & 
Uyede, 1963). Intensities were obtained by annular averaging of optical densities within 
sectors around either the meridian or equator (Ross & Stroud, 1977). During the process 
of data analysis, it proved necessary to locate the center of the film to within ± 100 µ.m, 
and when sharp reflections were present to within ± 20 µ,m. The center was refined using 
iterative calculations based on the positions of pairs of equivalent reflections located on 
opposite sides of the film center. 

(d) X-ray data reduction 

Continuous diffraction data were obtained from partially ordered membrane pellets 
(see section (b) above), and from vesicle dispersions . The scattering from vesicle dispersions 
should represent the square of the transform of a single AcChR membrane, F(s), multi­
plied by the transform of the vesicle shape and distribution. The effects of vesicle size 
and curvature should be small perturbations only on the observed transform since the 
vesicles are quite large ( ~ 1 µ,m) (Lesslauer et al., 1971; Moody, 1975). Meridional scattering 
(i .e. perpendicular to the membrane sheets) from partially ordered membrane sheets was 
corrected for background scatter by subtracting the equatorial from the meridional 
scattering. Observed intensities were then corrected for finite beam size, beam divergence 
and degree of orientation in the sample. The amount of orientation present in the sample 
was estimated from the angular width at half-maximum of peaks in the meridional scatter­
ing pattern. This angular width was typically± 12° to ± 40°. 

The background function for the unoriented vesicle data was more difficult to obtain 
and required a separate, shorter exposure from a much lower sample concentration. 
The scattering pattern from a more dilute vesicle dispersion should contain a smaller com­
ponent of F(s) in proportion to the background scatter B(s), and the presumption is 
that the background scatter should be of the same form. In order to obtain a measure of 
1(s)= jF(s)i 2 , the two scattering patterns 1 1 (s) from the concentrated solutions and 
12 (s) from the dilute dispersions were scaled together . First, the constant density level on 
the films at high angles (s- 1 < 10 A) was subtracted both from 11 (s) and from 1 2 (s), on 
the assumption that such scattering contains little or no component from F(s). After 
this background was sui:Jtracted, the scattering from the more dilute sample 12 (s) was 
scaled up by a constant multiplicative factor c such that 11 (s) ~ 1;(s) for all values of 
s. 1;(s) equalled 11 (s) at only one value of s- 1 = 22·7 A, where F(s) had its lowest minimum. 
The modulus of the transform, jF(s)j, was then approximated as jF(s)\ = sinll (11 (s) -
c12 (s))'. The appropriate geometric factor of sin/! was derived by Levine & Wilkins (1971) . 

Fourier refinement of electron density profiles against jF(s)j was carried out by the 
method of Stroud & Agard (1977) (see section (e)). 

( e) Determination of asymmetric membrane profiles 

An iterative Fourier refinement method was developed and used to calculate electron 
density profiles for asymmetric membranes, projected onto a line perpendicular to the 
membrane surface. The method is described in detail by Stroud & Agard (unpublished 
work) and a short description only is given here. 
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The method relies on Fourier refinement of an electron density function p(r) against. 
the continuous transform F 0 (s) derived from continuous X-ray scattering patterns. In 
this procedure an arbitrary starting model p'(r) is used to calculate F'(s) according to 

+«> 

F'(s) = J p'(r) exp(27Tir.s) dr (1) 

where rands are perpendicular to the membrane surface and i is V -1. The phases of F'(s) 
are associated with the observed F 0 (s) to give F~(s) and back transformed according to 

p"(r) = S F0(s) exp(-2?Tir .s) ds (2) 
s =-s1 

where s 1 is the limiting maximum resolution to which the scattering pattern is observed. 
The function p"(r) is constrained to lie within some estimated boundary thicknesR 
a<r<b such that p"(r) = 0 for a>r>b, and the process is repeated beginning with equa­
tion (1) until convergence is achieved, which typically involved ~ 30 cycles. 

The chosen boundary thickness t = b - a is unimportant in determining the final 
solution, provided that it is greater than the true membrane thickness and less than=· No 
converged solution can be obtained if the boundary thickness is chosen to be smaller than 
the true thickness. The actual thickness of the membrane leaflet is determined by the 
solution obtained. This can be shown as follows. Any converged solution obtained will 
necessarily obey the normal Fourier inversion relationships 

s 

p(r)= J F 0 (s)exp(-2?Tir.s)ds (3) 
s =-S1 

and 
+«> 

F 0 (s) = J p(r) exp(2?Tir.s) dr. (4) 
r=-co 

The autocorrelation function 
+«> ...-.. 

Q(r) = J p(r') p(r' + r) dr' = p(r)p( -r) 
r1= - co 

and the Patterson function 
'1 

P(r) = J IF0 (s)l 2 exp(27Tir.s) ds 

(which is uniquely determined by the observables IF 0 (s)I will necessarily be exactly equiva­
lent, P(r) = Q(r) (Lipson & Taylor, 1958). Since the Patterson function P(r) will be 0 
for r > w, where w is the true thickness of the membrane, any solution p(r) which is of 
less than infinite extent must be bounded within the thickness w. If p(r) were of any other 

...-.. 
thickness, the convolution product Q(r) = p(r)p( -r) could not match P(r), and p(r) could 
not be a converged solution to equations (3) and (4). Therefore, all refined solutions will 
necessarily be of the same thickness, w. 

The imposition ofa boundary thickness serves only: (a) to eliininate the trivial solutions 
for which p(r) is of infinite extent, obtained by applying any random set of phases t.o 
I F 0 (s)I; and (b) to accelerate convergence to a solution. If more than one solution, p(r), 
exists which is compatible with a thickness of w, then these will form a set of possib!P 
solutions which cannot be eliminated without further information, by any method of 
treating IF 0 (s)i (Stroud & Agard, unpublished work). The choice of starting model p'(r) in 
these instances will tend to select for the solution closest to the starting model. Consequent ly, 
this approach can be used to test hypothetical structures. Obviously, if only one p(r) exists, 
this procedure will converge upon that structure regardless of the starting model used. In 
pra.ctice it seems that when multiple solutions do exist they are often qualita.tively quit.<' 
similar to one another. In most of the simpler membrane-like trial structures tested by 
Stroud & Agard (unpublished work) and in the case of acetylcholine receptor membranes 
considered here, it appears that the solution is unique. The method was also tested on the 
asymmetric purple membrane from Halobacterium halobiurn using the data of Blaurock & 
Stoeckenius (1971). Only two solutions were obtained which were identical to those of 
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Blaurock & King (1977). It was also tested on one set of myelin data of Worthington & 
Mcintosh (1974) for the centrosymmetric myelin structure. In this case 4 solutions were 
obtained, 2 of which coincided with those of Worthington & Mcintosh (1974). 

Our considerations here have assumed that IF0 (s)I contains no error. The effects of data 
errors are considered by Stroud & Agard (unpublished work). In practice the values of 
IF o(s)I should be extracted with care to try to achieve this condition. If there is independent 
evidence for the thickness of the leaflet, then imposition of the boundary thickness can 
serve to minimize possible errors introduced by certain kinds of data errors. These include 
the kind of errors which contribute to the P atterson function P(r) at r > w. If such errors 
in the data exist, they will be assayed by the final agreement between IF0(s)I and IF0 {s)I . 
The agreement index 

•1 

J llFc{s)i- IFo(s)ll ds 
R= s=O 

•1 

S IFo(s)I ds 
s=O 

was used as an index of the extent of convergence, and typically refined to a value of 0·3 
to 1 % for artificially created test data, or 1 to 5% for acetylcholine receptor membranes. 

If the data IF0 (s)I are cut off at some particular resolution, the final structure p(r)­
and the Patterson function P(r)-will contain series termination ripples which could be 
potentially misleading. In any real case data to the highest observable resolution should 
be included, such that IF0 (s)l-->-O at the resolution cutoff limit. 

This method is efficient and can be applied to the continuous scattering profiles for 
symmetric or asymmetric membranes. Continuous scattering profiles may be derived either 
from dispersions of membranes, or extracted from a series of swelling experiments applied 
to close-packed sheets, as for example was carried out by Worthington & Mcintosh (1974) 
for myelin. For asymmetric structures the X -ray scattering pattern from close-packed 
sheets is made only more complex by statistically ordered stacking. Since the overall 
scattering pattern is sampled by a statistical stacking function which is exceedingly 
difficult to derive, the transform of a single membrane sheet is equally difficult to derive. 
Therefore, continuous scattering patterns derived from membrane dispersions are intrinsi­
cally more manageable, and also contain a greater degree of information due to the 
continuity of the function F(s). 

This application of Fourier refinement is capable of determining and refining all possible 
solutions for the electron density function, although absolute certainty that all solutions 
have been obtained would require testing of a large number of possible alternatives. In 
practice, the number of real alternatives is limited to those consistent with the maximum 
and minimum electron density allowed by the chemical constituents of the system, i.e. 
to chemically reasonable alternatives which can in principle all be t ested. The more 
difficult question is whether a determined solution is necessarily the correct one. If more 
than one solution is obtainable, it 'can be shown that identification of the correct one 
requires experimental evidence of~ different type (Stroud & Agard, unpublished work), 
such as isomorphic replacement. Thus, in reporting membrane profiles many solutions 
should be sought and reported where obtainable. · 

(f) Electron microscopy 

Negatively stained samples were prepared and imaged as described by Klymkowsky 
et al. (unpublished work) . Images were also recorded on a tilt.ing stage in a Philips EM301 
electron microscope. This allowed for recording views of up to 60° from the normal t.o the 
membrane surface. 

Thin sections of pellets used for X-ray diffraction were embedded, stained and analyzed 
by electron microscopy as follows: the pellets were glutaraldehyde/forrnaldehyde fixed 
(4% formaldehyde, 5% glutaraldehyde in 0·05 M-sodium/potassium phosphate buffer, 
pH 7·4) for 2 hand washed overnight in phosphate buffer. The pellets were further fixed 
in 1 % osmium tetroxide also buffered in 0·05 M-phosphate buffer (pH 7·4) for 2 h , dehy­
drated and embedded in Epon 812 epoxy resin (Luft, 1961). Thin (silver gray) sections 
were cut parallel to the direction of sedimentation using a freshly made glass knife, and 
lead citrate post-stained before viewing (Reynolds, 1963). No change in pellet thickness 
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occurred during the fixation or embedding. Micrographs were taken on a Philips EM301 
at 80 kV. Acetylcholine receptor protein was positively identified in the microscope by use 
of receptor-specific antibodies (Klymkowsky & Stroud, unpublished work). 

(g) Image reconstruction 
Well-ordered areas on the micrographs were ide•1tified by visual inspection and assayed 

for degree of perfection by optical diffraction or by computer transform. Optical diffraction 
was carried out on an optical diffractometer (Markham, 1968) using He-Ne laser illumina­
tion (Hughes, model no . 3599H) and an oil-filled film gate. 

Areas of electron micrographs of negatively stained samples containing an ordered array 
were digitized using a Syntex AD-1 flatbed scanner. Data were collected using a 32 µm 
X 32 µm illuminating aperture and a 32 µm step-size. This step-size corresponds to a. 

spacing of 2 to 4 A in the micrographs of arrays that were analyzed. 
Selected areas were densitometered and Fourier transformed using a 2-dimensional fast 

Fourier algorithm (Cooley & Tukey, 1965)t. For image reconstructions, the mean O.D. 

of the area was subtracted from all picture elements, and the digitized image was "floated" 
in borders equal to half of the original image size in all directions (DeRosier & Moore, 
1970). After Fourier transformation, the reciprocal lattice parameters were refined by a 
weighted least-squares procedure, and the patterns indexed according to the distribution 
of intensities in the pattern, such that Fc10 ,> Fcoll>F(l11· 

Each lattice chosen for reconstruction was checked by examining the deviation of the 
positions of the observed maxima in the Fourier transform from their expected positions. 
Any lattice with an overall standard deviation of greater than ± 0·75 (scan area)- 1 

was rejected. The magnitudes of the Fourier coefficients at each diffraction maximum 
were examined and those lattices containing split peaks (indicative of a distorted lattice 
Klymkowsky et al., unpublished work) were also rejected. Phases of the stronger reflec­
tions were examined for discontinuities within the region of a diffra.ction maximum. If 
phase incoherence was found, the lattice was rejected. 

Two courses of action were taken with respect to the reconstruction of the final image. 
A digital process, formally .identical to the optical filtering techniques developed by Klug 
& DeRosier (1966), was used to take the masked Fourier transform and back-transform 
it into real space. This pseudo-optical masking suffers from 2 disadvantages when applied 
to AcChR membrane lattices in that: (i) low frequency components of the noise, corres­
ponding to repeats greater than the inverse of the mask aperture used around each diffrac­
tion spot, are not removed (Erickson, 1974); and (ii) whatever lack of phase coherence 
exists across each reflection remains. These low frequency terms are sometimes quite 
large and are mainly due to stain variations on the sample. Compared with st,ained 3-
dimensional crystals (e.g. catalase) the signal-to-noise ratio in the diffraction pattern for 
AcChR membrane was about 5 times worse. In addition, the pseudo-optical process leads 
to an ordered image even when applied to an area of incoherent noise in the Fourier 
transform (Klug & DeRosier, 1966; Gibbs & Rowe, 1973). The test of phase consistency 
places a further constraint on the choice of acceptable intensities in the diffraction pattern, 
and consequently provides a measure of reliability for the image. 

The second method was an averaging procedure where amplitudes Fchk• for each 
reflection were generated by integration of the peaks. Phases <f>chk> were calculated as the 
weighted average across the peak. Weighting was according to the square of the ampli­
tude at points. in a 3 x 3 or 5 x 5 array surrounding the lattice points, thus 

(
L.F~1 sin (<f>li) ) 

<f>chk' = tan -1 ='1,.--=-----
L. F ,~ cos (fo) 
lJ (hk> 

The averaged structure factors were placed at the refined reciprocal lattice points. 

t All calculations were done on a Data General NOV A800 computer with 32k words of core, a 
Syntex Analytical Instruments floating point processor, a 2·5 M byte disk, and two 800 BPI 
9-track tape units. Times for transform calculations using the program written by one of us 
(M.J.R.) are: 128 x 128 transform, 3 min; 256 x 256 transform, 13 min; 512 x 512 transform, 
1 h IO min. If a reaJ.hermite transform is calc11lated instead of a complex-complex transform, 
these times are halved. 
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As a quantitative measure of the quality of ea.ch reconstruction, the weighted average 
phase for each reflection was compared to each of the individual phases that went into 
calculating this average. The weighted mean phase angle discrepancy and the weighted 
mean cosine of this angle ("figure of merit") were calculated for each reflection according 
to 

(

L F;f (<hli-)~)-
t;,_,1. _ If 

'f'<n1ci - ---=~=--=F°"2--
..., lj 
II (h!cl 

_ (~ F;, cos (fo - ~)) 
mc1i1c1 - L Fz 

If 
If (hlcJ• 

An overall figure of merit was also calculated for the entire diffraction pattern: 

L ll~h!c• mc1i1c1 
hk m= --=-~-

L Fc~1ci 
hk 

The possibility of reinforcing errors in the averaging procedure is perhaps greater than 
in the pseudo-optical case, since the reconstructed image is perfectly repeating by defini­
tion . Thus, the figure of merit becomes a very important measure of the validity of each 
reconstruction. A good AcChR reconstruction gave an overall figure of m erit of 0·95 to 
0·99 ·with no reflection below 0·80. In comparison the overall figure of merit for reconstruc­
tion on an unordered area or using incorrect lattice parameters ranged from 0·2 to 0·8 
with individual figures of m erit as low as 0·05 ,to 0·3. 

3. Results 
(a) Membrane profile analysis 

In an attempt to characterize the distribution of protein and lipid in the membranes, 
bhe continuous X-ray scattering profiles from pelleted samples were analyzed. The 
X-ray scattering pattern shown in Figure 1 is typical of those generated from partially 
oriented pellets. There is no indication of regular stacking in the meridional direction, 
or of regular order in the plane of the membranes. Such order would give rise to 
equatorial diffraction (horizontal in Fig. 1). This is consistent with our observation 
that most of the sample ( > 99%) does not contain arrayed structures (Klymkowsky 
et al., unpublished work). (Further close packing of the membranes results in a much 
more complex problem of analysis (Stroud & Agard, unpublished work) due to 
statistical sampling, therefore such patterns were uot used for profile structure 
determination.) 

The meridional pattern from hydrated pellets showed a continuous scatt.ering pro­
file , with the first minimum at d = 110 A, and maxima at d spacings of about 76 A 
and 37 A. Meridional scattering from oriented dried pellets showed a broad maximum 
centred at d = 59 A, presumably due to the scattering function of the denatured 
membranes (see Fig. 2). Oriented patterns provided a means of separating the merid­
ional scattering pattern from the equatorial scattering. The meridional scattering 
function IF(s)I was calculated. 

In view of the possibility that the oriented patterns such as those shown in Figure 1 
contain sampling due to close-packing within the pellet, IF(s)I was also derived from 
vesicle dispersions. 

Electron density profiles through the membrane were determined by Fourier 
refinement (see Materials and Methods, section (e)). In order to speed convergence, 
and to minimize the effect of data errors, a rough eRtimate of the membrane thick­
ness was estimated as follows. 
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Fm. 1. Typical small-angle scattering pattern from partially oriented p ellets of AcChR-rich 
membranes shows meridional diffraction with maxima at spacings of 76 A and 37 A. Angular 
dispersion of the peaks is about ± 22° (relative humidity 100%). 
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Fm. 2. Densitometer tracings of small-angle X-ray films of partially oriented pellets of AcChR 
membranes computed from annular integrations within an angular spread of± 20° of the meridian. 
Curve A, tracing derived from a 2-h exposure of a dried pellet; curve B, integrated data from the 
film shown in Fig. 1. 
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(i) The Patterson function P(r) = f F 2(s) cos (21Trs)ds calculated from vesicle dis­
persion data gave an indication of the largest vectors across the membrane leaflet, 
which indicated a minimum membrane thickness of about llO A. 

(ii) Pellets used for X-ray diffraction were sectioned and analyzed by electron 
microscopy (Fig. 3). The thickness of a single leaflet was estimated to be about 100 
±25A. 

(iii) Isolated AcChR molecules prepared by M.A. Raftery and collaborators accord­
ing to the procedures of Michaelson et a.l. (1974) were shadowed at 15° and at 45° 

Fm. 3. Thin section of a partially oriented p ellet of AcChR membrane vesicles. The direction 
of sedimentation in the pellet is indicated by the arrow. Membranes appear as dark lines with an 
average thickness of ~100 A. The arrow represents a distance of 7600 A on the micrograph. 
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with platinum (Kent & Stroud, unpublished results, 1974). Particles seen in the elec­
tron microscope were equidimensional with diameters of approximately 85 to 125 A. 

The corrected scattering function jF(s)j from vesicle dispersions (Fig. 4(a)) and the 
corrected meridional scattering from partially oriented samples (Fig. 4(d)) were used 
as a basis for one-dimensional electron density refinement. After 40 cycles of refine­
ment from many different starting models, the structures shown in Figure 4(b) and 
(e) were obtained. A boundary thickness of 115 A was used to refine the electron 
density profile obtained from the vesicle data. Narrower boundaries do not permit a 
solution to be obtained, and wider boundaries slow convergence to the same solution. 

(a ) i 
(b) I 
~+ 

.,;, ·Oo .;, 1 io "' ,;,, 
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Fm. 4. Results of Fourier refinement of diffraction data from vesicle dispersions ((a ) (b) and 
(c) to a resolution of 22A, and from partially oriented membranes ((d), (e) and (f)) to a resolution 
of 13A. Starting models included rectangular box functions, a delta function, an:i linear ramp 
functions. All gave the same results. Calculated and observed continuous scattering pat terns for 
each of these data set s are shown superimposed in (a) and (d). The electron density profiles com­
puted from these X-ray data are seen in (b) and (e). (c ) and (f) Each contain superimpositions 
of the autocorrelation and Patterson functions (Rp = 2·3% and Rp = l ·l %, respectively ). 
(Solutions p(r) = ±p(±r) are mathematically equivalent. Only one for which p(r)>O is shown, 
since solutions where ji(r)<O are chemically unreasonable.) 

Application of the Fourier refinement method to the diffraction data from the 
partially oriented sample indicated that these data are also inconsistent with a struc­
ture narrower than 110 A. Using a boundary width of 120 A, the agreement between 
observed and calculated jF(s)j, and the Patterson and autocorrelation functions 
was considerably worse than found for the vesicle data. However, if the boundary 
was then relaxed to 300 A, agreement was radically improved, and the results shown 
in Figure 4(e) and (f) were obtained. It is important to note that the membrane 
profile itself did not change significantly. 

The agreement between observed and calculated scattering functions after refine­
ment are indicated in Figure 4(a) (R = 2·3%) and (d) (R = 1·25o/o). The Patterson 
and autocorrelation functions in the two cases, as shown in Figure 4(c) and (f), are 
also in excellent agreement, and this provides a second indication that a converged 
solution has been obtained. 

The two structures shown in Figure 4(b) and 4 (e) are surprisingly similar in general 
features , although they differ in nominal resolutions (l/smax = 22 A for vesicle data 
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and 13 A for oriented patterns). Both profiles have characteristics of a bilayer struc­
ture in that the distance between the highest peaks on either side of the negative 
density region was 40 ± 3 A. The negative density relative to solvent is interpreted 
as the center of a bilayer. Both profiles also indicate an extension of density on one 
side of the bilayer by some 55 ± 5 A. The height of the peak for phosphatidyl head 
groups on the other side is lower, and may be due to insertion of a greater proportion 
of lower density material, i.e. protein or solvent, on that side. It therefore seems that 
protein extends mostly on one side of the membrane (,....,_, 55 A) and very little 
(,....,_,15 A) on the other (see Discussion). 

It must be noted that there is a difference between the oriented and vesicle-scatter­
ing profiles, and between the Patterson syntheses calculated in the two cases. This is 
primarily reflected in the peak at d = 76 A, which is a shoulder in the vesicle pro­
file (see Fig. 4(a) and (d). The difference may be due to the lower intensity, and there­
fore lower accuracy, of the radially smeared vesicle-scattering function, or may be 
due to a stacking disorder in the oriented pattern. The second explanation seems most 
reasonable since the refined electron density function from oriented sample &eems 
to contain a second "ghost" membrane profile of much weaker amplitude, as would 
be expected if there was a small amount of close packing in the specimen (Stroud 
& Agard, 1977). 

A thin section of partially ordered membrane pellet shows a degree of ordering in 
the pellet qualitatively consistent with the small-angle X-ray results (Fig. 3). The 
average intermembrane distance (in the pelleting direction) is,....,_, 800 A; however, 
the membranes occasionally appear as pairs with much closer spacings between the 
two sheets in a pair. The bilayers in each close pair of membranes are an average 
of 225 A apart (center to center) with a standard deviation of ± 90 A, and approach 
as close as ,....,_,105 A. This could acco'unt for the small amount of statistical sampling 
implied in the X-ray pattern of partially ordered pellets. 

(b) Image enhancement 

The nature of negative staining makes interpretation of stained images less than 
straightforward. According to current models (Horne & Whittaker, 1962), the heavy 
metals form an amorphous glass over the specimen, filling in uneven features on the 
surface of the membrane. Stain density should therefore be inversely proportional 
to the surface relief of the membrane-bound components. Multiple-tilted views of 
each specimen are required to obtain unequivocal information about the distribution 
of stain in the third dimension. 

Some membrane fragments contained areas of extended lattice organization which 
allowed the application of image enhancement techniques to certain areas (Klym­
kowsky et al., unpublished work; and Fig. 5). The contrast transfer function (Erickson 
& Klug, 1971) was evaluated from the image transforms. All images were under­
focused to achieve maximum contrast. The first phase change in the transfer function 
occurred at about 15 to 18 A resolution. All maxima in transforms used for recon­
struction were of lower resolution than the first node in the transfer function, thereby 
eliminating the need for phase correction. 

The transform t.o 20 A resolution contained 32 independent (hk) reflections out to 
the fourth order (h = 4) for each latticed array (see Fig. 6). Typically 18 to 23 re­
flections had enough significant intensity and phase coherence for inclusion in the 
reconstruction. 
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FIG. 5. Negatively stained (1 % phosphotungstate, O·l % uranyl acetate, pH 6) AcChR-rich 
membrane with a high degree of ordering. Electron optical magnification 98,000 x. 

Many images contained two or more ordered arrays. These were separated in the 
Fourier transform and treated separately. Reconstructed image3 from the separated 
lattices of two-layer structures (stained with uranyl acetate) consistently gave either 
of two different views of the receptor ((a) and (b) in Figs. 7, 8 and 9). One of these 
views indicated that the stain penetrated a well in the center of the molecule. The 
reconstructed molecule looked like the isolated particles seen in vesicles (Klymkowsky 
et al., unpublished work; also (a) in Figs. 7, 8 and 9). The alternative view consistently 
showed a groove part of the way across the molecule, with a shallower central well 
((b) in Figs. 7, 8 and 9). The presence of these two different view;; from alternate 
layers of moire patterned images suggests a different distribution of stain in the upper 
layer and the layer in contact with the grid. The particles seen in reconstructed 
images (with either phosphotungstate or uranyl acetate staining) are not centro­
symmetric, even at lower resolution (90 A), indicating that the phases are inconsistent 
with the oblique plane lattice p2. The lattice therefore has pl symmetry. 

Reconstructed images from phosphotungstate-stained material indicated much 
weaker staining of the central well than was seen with uranyl acetate, and this may 
be due to some degree of positive staining with uranyl cations in this area, which is 
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Fm . 6. (a) Optical diffraction pattern showing intensities from an array. 
(b) Schematic of the reciprocal lattice in (a) . 
(c) A computed transform showing amplitudes IFhkl masked according to the aperture sizes 

used in Fig. 7. 
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\a) 

(b) 

FIG. 7. Pseudo-optically enhanced images. Stain is dark. 
(a) and (b) Typical uranyl acetate stained images from alternate sheets of 2 overlaid AcChR 

membranes. Separate reconstructions were carried out on each of the moire::l lattices by masking 
of the 32 independent reflections from each lattice (resolution 20 A). 

(c) Phosphotungstate-stained image of one sheet of AcChR membrane. 23 independent reflec· 
tions were masked and used in reconstruction (resolution 20 A). 
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(a) 

(b) 

(c) 

Frn. 8. Images enhanced by phase averaging show: (a) and (b) the 2 characteristic images 
from alternate layers of double-layered structures, stained with uranyl acetate; (c) the character­
istic pattern seen with phosphotungstate stain (stain is dark). 

(a) 18 independent reflections phase-averaged. Average overall positional error in diffraction 
centers was x = 0·57, y = 0·41 (scan area)- 1 from calculated lattice positions. First-order maxima 
were at a spacing of ,..._,25 (scan area) - 1 • Overall figure of merit = 0·96. 

(b) 22 independent reflections used. Averaged overall error in x = 0·47, y = 0·43 (scan area)- 1 

from calculated lattice positions. Overall figure of merit = 0·90. 
(c) 18 independent reflections used. Average overall error x = 0·54, y = 0·60 (scan area)- 1 • 

Overall figure of merit = 0·96. 
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(a) 

(b) 

FIG. 9 
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(c) 

Fra. 9. Contoured plots of phase-averaged images. The images shown in Fig. 8(a), (b) and 
(c) were contoured a t isodensity levels t o indicate t he overall molecular shape and lattice con­
t acts p resent in AcChR membranes. (a) and (b) Uranyl acetate; (c) phosphotungstate. 

not matched by phosphotungstate anions. This is not unreasonable if the central 
well constitutes an ion channel, since the channel transports only positive ions. 

( c) Secondary structure 

High-angle X-ray diffraction photographs of AcChR-rich membrane vesicles reveal 
several broad maxima characteristic of lipid or water spacings (Fig. IO( a) and (b)). 
A broad band centred at d-spacing of 4·6 A is characteristic of the inter-hydro­
carbon chain spacings in lipids above the fluid-crystalline phase transition (Luzzati 
et al., 1960). A sharper maximum at d = 4·2 A is expected for the crystalline lipid 
phase (Dervichian, 1964). High-angle vesicle patterns recorded at either 2°C or 20°C 
(relative humidity 100%) indicate that a small proportion of the lipids are in the 
crystalline phase. The phase transition is broad, and this is not surprising in view of 
t he t emperatures of the natural habitat of Torpedo. 

As a quantitative assay for the orientation of these rings, a difference plot of the 
equatorial pattern subtracted from the meridional pattern was calculated (Fig. 11). 
4·2 A diffraction appeared in both meridional and equatorial scans; however, the 
diffraction from fluid phase lipids at 4·6 A was strongly equatorially oriented. This 
would suggest that most of the lipids contained in the oriented vesicles are above 
their phase transition temperature (at 2°C), but that part of the sample contains 
crystalline lipids. These are presumably not in vesicles or sheets and thus do not 
orient during pelleting. 

42 
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FIG. 10. High-angle X-ray diffraction from partially oriented membrane samples (meridian 
vertical). 

(a) Camera length was 4·66 cm. Exposure time was 15 h. X-ray focus 0·2 mm x 2 mm. 
(b) Camera length was 2·0 cm. Exposure time was 20 h. X-ray focus O·I x I mm. 
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FIG. 11. Densitometer tracings of high-angle scattering from AcChR-rich membranes. Equa­
torial (a) and meridional (b) integrations ,from the film shown in Fig. 10 were carried out with 
angular acceptance limits of± 50°. Insets on the equatorial and meridional figures are expansions 
which show the sharp 6·3 A and 5·2 A reflections. A difference curve (c) displaying the meridional 
minus equatorial density is shown. Peaks with meridional orientation are positive; those with 
equatorial are negative on this plot. 

There is a broad peak centred at d = 3·3 A characteristic of water scattering. The 
degree of hydration of the sample can be estimated from the height of the water peak. 
There are two sharp reflections at spacings d = 5·2 A and d = 6·3 A in the high-angle 
pattern of hydrated AcChR membranes. In addition there is a maximum at d = 
4·06 A (Fig. 11) and a broad maximum at d = 2·2 A (Fig. 10). 

The maximum at d = 5·2 A is highly oriented towards the meridian, while the 
6·3 A reflection i& slightly oriented toward the equator. Both the 5·2 A and the 6·3 A 
reflections are extremely sharp. The ratio of the width of these rings at half-height 
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to their radial position from the film center is an index of the length of the structural 
feature giving rise to the diffraction. These ratios are 1/18 for the 5·2 A reflection, 
and 1/17 for the 6·3 A reflection, indicating that the 5·2 A reflection is caused by a 
stretch of secondary structure,..._, 80 A in length running perpendicular to the mem­
brane, and that the 6·3 A reflection is caused by structures of ,..._, 90 A in length. 
The angular reflection width of the 5·2 A reflection was analyzed and compared to 
the angular width of the small-angle diffraction maxima in the same pattern; the 
5·2 A reflection had an angular peak width about twice that of the low-angle maxima. 

4. Discussion 
(a) Contents of the unit cell 

The subunit stoichiometry of this acetylcholine receptor has been estimated to be 
A4B2C~D 1 (Vandlen & Raftery, 1977), which is inconsistent with a three- or sixfold 
symmetry within the molecule. Therefore, any symmetry higher than that of a primi­
tive lattice cannot be assumed. A careful analysis of likely errors in the intensities 
and phases of the transform, and comparison with similar studies of the hexagonal 
arrays found in gap junctions (Klymkowsky et al., unpublished work), render our 
results inconsistent with any type of lattice other than a plane lattice of oblique 
symmetry (plane group pl). The lattice type may be important to the function of 
this receptor, if it were shown to be present at the synapse. 

The averaged values of unit cell parameters were obtained from ten different 
arrays, and were found to be a = 90·8 ± 4· l A, c = 91 ·0 ± 4·3 A, and fi = 118 ± 4°. 
The average area of one projected unit cell was found to be 7300 ± 200 A2 • While 
the unit cell angles are close to 120°, the lattice cannot be described as a hexagonal 
or trigonal arrangement of molecules, since both intensities (see Fig. 6) and phases in 
the lattice transforms are far from symmetric. The unit cell contains one molecule, 
and a symmetric lattice arrangement would require that the molecule had internal 
symmetry. The unit cell area would imply a volume of 805,000 A3 for a 110 A thick 
"unit cell". Each cell contains one molecule of AcChR oligomer, of estimated mole­
cular weight 370,000. Assuming av for the protein of 0·74 cm3 g- 1 (Matthews, 1968), 
the protein would occupy a volume of 450,000 A3 • 

Based on the image analyses (Fig. 9), we estimate that no more than ha,lf of the 
area of each unit cell may be lipid. The number of lipid molecules present in such an 
area can be estimated by dividing the lipid area of each unit cell (less than 3700 A2) 

by the estimated area per lipid molecule. Assuming a value of 62·7 A 2 per lipid mole­
cule (obtained by Levine & Wilkins (1971) for lecithin bilayers at 100% relative 
humidity), 60 .x 2 lipid molecules would be contained in bilayer structure per unit 
cell. The volume occupied by the lipids would be 3700 X 40 = 148,000 A3 (taking 
40 A as the bilayer thickness in hydrated lecithin bilayers (Levine & Wilkins, 1971)). 
Thus the protein and lipid would account for a total of 600,000 A3 or about 74% of 
the unit cell. 

It must be emphasized that the three unit cell parameters, a, b, and c, are never 
observed simultaneously, since no estimate of the thickness of one layer bis obtained 
from the microscopy of single or multilayered arrays used to define a and c. Con­
versely, since the bulk of the sample contains membranes with close-packed, but 
not highly-ordered arrays of molecules, the X-ray diffraction studies used to define 
the b dimension do not allow for an estimate of the in-plane lattice dimensions. 
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(b) Receptor arrays 

It seems likely that the acetylcholine receptor exists as an arrayed structure in 
vivo, since a wide range of preparative conditions has been used, and these are 
certainly not expected to be conducive to "crystallization" of the membrane-bound 
protein. Nor have we been able to alter the frequency with which crystalline arrays 
are observed by changing conditions of pretreatment. The lateral motion of AcChR 
in membranes of developing muscle fibers has been studied by fluorescence photo­
bleaching recovery (Axelrod et al., 1976). In this system it was found that there were 
two coexisting classes of AcChR on non-innervated rat myotubes. One class was 
relatively mobile with a diffusion constant of 5x1011 cm2/s at 22°0, while the other 
class was immobile and occurred in dense patches. It may be that the immobile 
patches detected in these experiments correspond to the arrayed structures seen in 
our studies. This kind of organization in vivo might simply represent an energetically 
favorable system for concentrating receptor activity at the tips of postsynaptic 
membranes, or might be functionally important for molecule-molecule co-operativity 
(Levitski, 1974). Such mechanisms offer attractive hypotheses for the efficient and 
error-free repetitive action of neuroreceptors. 

( c) Distribution of lipid and protein 

The electron density profile perpendicular to the membrane surface indicates that 
the membranes are llO A thick. The resolution of the profiles are nominally 22 A 
and 13 A, although by the Rayleigh criterion actual resolution should be ll A and 
6·5 A, respectively. From the solutions indicated in Figure 4, we presume that the 
main minimum in the function lies at the center of a lipid bilayer. Thus, it appears 
that the protein extends considerably on one side, ,...._,55 A, and little on the other, 
,...._,15 A. The two maxima in the electron density profile on either side of the lowest 
minimum were ,.....,40 ± 3 A apart, i.e. about equal to the separation between the elec­
tron-dense phosphatidyl head groups in artificial lipid bilayers (Levine & Wilkins, 
1971; Lesslauer et al., 1972).Many different model profiles were tested using the method 
of Stroud & Agard (unpublished work), and no other models were found which were 
compatible with the continuous scattering profiles. 

The profile solutions shown in Figure 4 represent the averaged. profile for all 
membranes in the specimen. Thus, the density of AcChR protein within the mem­
branes will affect the relative scale of those features of the profile due to protein, with 
respect to those due to a lipid bilayer. Also, any membrane-bound protein other than 
AcChR in the preparations will be represented according to its relative contribution 
of electron density. 

These membranes have been chemically characterized by Reed et al. (1975), who 
showed that the protein subunits and their relative stoichiometry in the membranes 
are closely similar to that of Triton-extracted AcChR from the membranes after 
purification by affinity chromatographic procedures. 

The molecular weights of subunits found in the membranes were the same as for 
AcChR, with the addition of a small amount of a 105,000 molecular weight compo­
nent which appears in varying proportions between preparations. The stain density 
for the A subunit of AcChR (M,,.....,41,000) is also increased by the presence of actin 
monomers (M,,.....,42,000) which are also found in the solubilized membranes 
(M. Raftery, personal communication). Actin filaments were also observed occasionally 
in electron micrographs, however it is unlikely that the presence of randomly oriented 
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actin filaments would contribute significantly to the profile structure since they arc 
not integral to the membranes. While the total electron content of proteins other 
than AcChR is relatively quite small, they could cause perturbations in the final 
profile if they were membrane bound. In fact, the differences between electron 
density profiles from different preparations were very small. 

In the electron microscope, the AcChR membrane fragments typically occurred 
as vesicles several microns across. The structures visible in the vesicles appeared as 
"doughnut-like" structures which were densely close-packed (although generally 
not arrayed) in the membranes. These structures resemble the structures seen in 
negatively stained fields of isolated AcChR (Kent & Stroud, unpublished data) and 
are easily distinguished from the particles seen in membranes enriched in AcCh 
esterase from the same source (Reed et al., 1975). Thus almost all discernible struc­
tures within the AcChR membranes appear to be the same doughnut-like particles, 
generally held to be AcChR molecules (Nichol & Potter, 1973; Cartaud et al., 1973; 
Reed et al., 1975), and positively identified as such immunologically (Klymkowsky 
& Stroud, unpublished work) . 

Some membrane vesicles seen in the AcChR-rich fraction do not contain any 
discernible structures (10 to 20%). It seems unlikely that these vesicles contain phos­
pholipid alone, since they band at the same density as the AcChR membranes (l · 17 g/ 
ml). However, if they were lipid vesicles, they would perturb the "average" pro­
file, de-emphasizing the features due to protein alone. More likely is the possibility 
that these are smooth-side-out AcChR vesicles sealed to negative stain. In this case 
the electron density profile would be unaffected, although little contrast would be 
seen in the micrographs. 

The electron density profile can best be analyzed in terms of a lipid bilayer plus 
protein (which may or may not be 100% AcChR) plus solvent. The electron density 
of protein (p,...,_,()·40 eA - 3 ) is close to that of phosphatidyl head groups (p,...,_,()·45 eA - 3 ). 

Therefore, the highest positive density in the profile should be due to the densest 
arrangement of phosphatidyl head groups plus protein, and the lowest negative 
trough due to terminal methyl groups in the center of the bilayer. 

The electron density of water is 0·334 eA- 3 • Electron densities for hydrated pro­
tein are about 0·40 eA- 3 , or 0·44 eA- 3 for anhydrous protein. Electron densities 
estimated for phosphatidyl head groups are typically p,...,_,()·45 eA- 3 ; close to that of 
protein. For methylene groups p,...,_,()·32 eA - 3 is close to that of water. Densities for 
terminal methyl groups in the center of a bilayer vary from about 0·18 eA- 3 (Engle­
man, 1971) to about 0·27 eA - 3 (Caspar & Kirschner, 1971). 

The electron density scale for AcChR membranes is relative, but can be scaled 
assuming that the highest peak corresponds to protein plus phosphatidyl head groups 
p,...,_,()·43 eA- 3 , the constant density outside the membrane being that of water, 
0·334 eA- 3 • The density at the center of the bilayer would be p = (0·26)t 0·27 ± 
0·01 eA - 3 , which could represent 0 to 40% protein at the bilayer center (depending 
on which methyl group density is assumed). The protein density on the right of the 
profile is p,.._,(0·40) 0·39 ± 0·01 eA- 3 , and indicates that hydrated protein is reason­
ably close-packed immediately above the membrane surface, and this is consistent . 
with electron micrographs which show densely packed particles in the plane of the 
membrane. 

t Values in parentheses are from the membrane dispersion profiles (Fig. 4(b)); other values 
are for the higher resolution profiles (Fig. 4(e)) from partially oriented membranes. 
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The lower head group peak on the left side of the profile p"-'(0·38) 0·39 ± 
0·01 eA - 3 could be explained by a higher protein concentration at that surface of the 
bilayer, with the possibility that solvent trapped in a protein pore could also contri­
bute to the lowered density there. Thus, the profile suggests that protein extends 
,._,55 A on one side of the bilayer and little, ,._,10 to 15 A, on the other; that protein 
is present on both sides; and most probably in the center of the bilayer. Stronger 
evidence that AcChR molecules indeed span the bilayer derives from the 80 A long 
stretches of secondary structure (most probably ex helices) which run perpendicular 
to the membrane surface. Thus, the X-ray evidence suggests the AcChR is an inte­
gral membrane protein which spans the endplate membrane, and this is consistent 
with its operation as an ionophoretic channel. 

The membrane thickness (llO A) determined from this X-ray analysis is closely 
similar to that found by Rosenbluth (1975) by electron microscopy of thin-sectioned 
and freeze-fractured electrocyte membranes from Torpedo (,_,120 A). Rosenbluth 
(1975) also found that particles within these membranes project ("-'60 A) into the 
junctional cleft, and little on the other side. Thus, the side which contains peripheral 
protein is presumab1y the synaptic side of the endplate, and might therefore be 
reasonably expected to contain the ligand, or toxin-binding sites, located on the 
A4 subunits. 

(d) Secondary structure 

Henderson ( 197 5) discussed evidence for ex-helical structure in other transmem brane 
proteins, and argued that the ex-helix satisfies the hydrogen-bonding requirements of 
a polypeptide chain in a hydrophobic environment. It is notable that AcChR mem­
branes give rise to a sharp reflection at d = 5·2 A, a spacing characteristic of ex. helices 
in the coiled-coil conformation. Whatever this arises from, the corresponding struc­
tural featureb are of average length ,_,go A, and oriented perpendicular to the mem­
brane surface. The most probable explanation is that these are ex helices. 

Two other structures which might represent an energetically acceptable way to 
define a channel of dimensions ,._,5 to 10 A would be: (i) a large diameter coil of 
polypeptide, crosslinked as a parallel ,B-sheet structure, and (ii) a barrel formed by 
twisted antiparallel ,B sheet. This latter structure has been found in several proteins. 
Either of these two structures might account for the 6·3 A reflection. 

The antiparallel-pleated sheet gives rise to a chain repeat of 7 A, with 4·75 A 
between chains running in alternate directions (as found for silk (Marsh et al., 1955)). 
A twisted-pleated sheet might reduce the chain repeat to 6·3 A. 

The parallel ,B-sheet arrangement was suggested for ,B-keratin (Pauling & Corey, 
1951), and gives rise to a 6·5 A chain repeat, with 4·85 A separation between chains. 
The sharpness of the 6·3 A reflection is nevertheless surprising, and it is difficult to 
see how a coiled chain could account for the apparently large number of repetitions. 
The 6·3 A reflection was observed in the X-ray patterns of other membranes prepared 
from Torpedo and Electrophorus electricus including those enriched in acetylcholine 
esterase, or ATPase. Therefore, there is at least the possibility in this case that the 
6·3 A reflection arises from some regular lipid phase in the membranes. 

5. Conclusion 
The acetylcholine receptor from T. californica is an integral membrane protein, 

which traverses the endplate membrane. The protein extends some 55 A on one side 
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of the lipid bilayer and little on the other. This receptor occurs in an ordered lattice 
which is maintained by protein-protein interactions, and contains long 80 A stretches 
of secondary structure tentatively identified as oc helices, oriented perpendicular to 
the membrane surface. The center of each molecule is more accessible to uranyl 
stain than other parts of the molecule, and this well is tentatively identified as the 
ionophoretic channel. Further low-resolution studies are aimed at: (i) locating bind­
ing sites for macromolecular toxins such as oc-Bungarotoxin which bind tightly to the 
receptor; and (ii) assaying for ligand-induced conformational change. The single 
crystal structure analysis of oc-Bungarotoxin is nearing completion in our laboratory, 
and it is hoped that details of toxin binding may be obtained from the high resolution 
structure of the oc toxin. 

This work was carried out with the support of the National Institutes of H ealth grant 
no. GM-19984 and the National Science Foundation grant no. BMS75-04105, whose help 
is gratefully aknowledged. One of us (R.M.S.) is the recipient of a National Institutes of 
Health Career Development Award, and is a Sloan Foundation F ellow. Another author 
(M.J .R.) is the recipient of a National Institutes of Health Predoctoral Traineeship , 
a third author (D.A.A.) is the recipient of a National Science Foundation Predoctoral 
Fellowship, and the fourth author (M.W.K.) is the recipient of a California Foundation 
F ellowship for Biochemical Research. This is contribution no. 5370 from the Norman W. 
Church Laboratory of Chemical Biology, California Institute of Technology . vVe are 
grateful to Dr M. A . Raftery for valuable discussion and advice. 

REFERENCES 
Axelrod, D., Ravdin, P., Koppel, D . E., Schlessinger, J., Webb, W. vV., Elson, E. L. & 

Podleski, T. R. (1976). Proc. Nat. Acad. Sci., U.S.A. 73, 4594-4598. 
Blaurock, A. E. & King, G. I. (1977) . Science, 196, 1101-1104. 
Blaurock, A. E. & Stoeckenius, W. (1971). Nature New Biol. 233, 152- 157. 
Cartaud, E . L., Benedetti, L., Cohen, J. B., Meunier, J-C. & Changeux, J-P. (1973) . 

FEES Letters, 33, 109- 113. 
Caspar, D. L. D. & Kirschner, D. A. (1971) . Nature New Biol. 231, 46- 52. 
Cohen, J.B., Weber, M., Huchet, M. & Changeux, J-P. (1972). FEES Letters, 26, 43-47. 
Cooley, J. W. & Tukey, J. W. (1965). Math. Comput. 19, 297-301. 
DeRosier, D. J . & Moore, P. B. (1970). J. Mol. Biol. 52, 355-369. 
Dervichian, D. B. (1964). Prag. Biophys. Mol. Biol. 14, 263-342. 
Duguid, J. R. & Raftery, M.A. (1973). Biochemistry, 12, 3593-3597. 
Edelstein, S. J., B eyer, W. B., Edelfrawi, A. T. & Edelfrawi, M. E. (1975). J. Biol. Chem. 

250, 6101-6106. 
Engleman, D. M. (1971). J. Mol. Biol. 58, 153-165. 
Erickson, H.P. (1974). Eighth lnternat. Congr. Electron Microscopy, Canberra, pp. 310-311. 
Erickson, H. P. & Klug, A. (1971). Phil. Trans. Roy. Soc. ser. B, 261, 105- 118. 
Franks, A. (1955). Proc. Phys. Soc. (Lond.) B, 68, 1054- 1064. 
Furukawa, T. & Furukawa, A. (1959). Jap. J. Physiol. 9, 130-142. 
Gibbs, A . J. & Rowe, A. J . (1973) . Nature (London), 246, 509- 511. 
Henderson, R. (1975). J. Mol. Biol. 93, 123-138. 
Horne, R. W. & Whittaker, V. P. (1962). Z. Z ellfor. Microsk. Anat. 58, 1-22. 
Katz, B. & Miledi, R. (1972). J. Physiol. (London), 224, 665-699. 
Klug, A. & D eRosier , D. J . (1966). Nature (London), 212, 29-32. 
Klymkowsky, M. W., Ross, M. J. & Stroud, R. M. (1977). J. Cell Biol., submitted. 
Lesslauer, W., Cain, J. & Blasie, J. K. (1971). Biochim. Biophys. A cta, 241, 547-566. 
L esslauer, W., Cain, J. E. & Blasie, J. K. (1972). Proc. Nat. Acad. Sci., U.S.A. 69, 1499-

1503. 
Levine, Y. K . & Wilkins, M. H . F. (1971). Nature New Biol. 230, 69-72. 
Levitski, A. (1974). J. Theoret. Biol. 44, 367-372. 



167 

STRUCTURE OF AN ACETYLCHOLINE RECEPTOR 

Lipson, H. & Taylor, C. A. (1958). Fourier Transforms and X-ray Diffraction, G. Bell 
and Sons, Ltd., London. 

Luft, J. H. (1961). J . Biophys. Biochem. Gytol. 9, 409-414. 
Luzzati, V., Mustacchi, H. , Skoulos, A. & Husson, F . (1960). Acta Grystallogr. 13, 660-667. 
Markham, R. (1968). Meth. Viral. 4, 503- 529. 
Marsh, R. E., Corey, R. B. & Pauling, L. (1955). Biochim. Biophys. Acta, 16, 1-34. 
Matthews, B. W. (1968). J. Mol. Biol. 33, 491-497. 
Michaelson, D., Vandlen, R., Bode, J., Moody, T., Schmidt, J. & Raftery, M. A. (1974). 

Arch. Biochem. B iophys. 165, 796-804. 
Moody, M. F. (1975). Acta Grystallogr. sect. A, 31, 8-15. 
Morimoto, H. & Uyeda, R. (1963). Acta Grystallogr. 16, 1107- 1119. 
Nichol, E. & Potter, L. T. (1973). Brain Res. 57, 508-517. 
Pauling, L. & Corey, R. B. (1951). Proc. Nat. Acad. Sci., U.S.A. 37, 729- 740. 
Reed, K., Vandlen, R., Bode, J., Duguid, J. & Raftery, M. A. (1975). Arch. Biochem. 

Biophys. 167, 138-144. 
Reynolds, E. S. (1963). J. Gell Biol. 17, 208-212. 
Rosenbluth, J. (1975) . J. Neurocytol. 4, 697-712. 
Ross, M. J. & Stroud, R. M. (1977). Acta Grystallogr. sect. A, 33, 500- 508. 
Takeuchi, A. & Takeuchi, N. (1960). J. Physiol. (London), 154, 52-67. 
Vandlen, R. & Raftery, M.A. (1977). Arch Biochem. Biophys., in the press. 
Weill, C. L., McNamee, M. G. & Karlin, A. (1974). Biochem. Biophys. Res. Commun. 

61, 997-1003. 
Worthington, C. R. & Mcintosh, T. J . (1974). Biophys. J. 14, 703-729. 



168 

APPENDIX VI 

Towards Cellular Tomography ; Insights into 

Chromosome Architecture 



169 

TOWARDS CELLULAR TOMOGRAPHY: 

INSIGHTS INTO CHROMOSOME ARCHITECTURE 

David A. Agard and John W. Sedat 

Department of Biochemistry and Biophysics 
University of California, San Francisco 

San Francisco, CA 94143 



170 

ABSTRACT 

Examination of supramolecular structures at the level of whole 

cells presents several major problems that can be solved using three­

dimensional reconstruction and image enhancement techniques. Presented 

here is a first step towards this goal of cellular tomography. General 

methodologies for extraction of additional information from biological 

objects by computational procedures are described. These image proc­

essing techniques are suited for studying large non-crystalline objects 

by either optical or electron microscopy. The ultrastructural archi­

tecture of both Drosophila sperm heads and mitotic chromosomes within 

early embryos have been investigated in projection. These examples of 

highly-condensed DNA appear to have a defined architecture based on 

regular (helical) structural principles. 
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INTRODUCTION 

A central problem in modern biology today is the problem of struc­

tural organization at the level of whole cells, portions of cells or 

subcellular organelles. Structures in this size class confront the 

investigator using optical and electron microscopic techniques with 

three major problems. First, these three-dimensional structures are 

generally so thick as to require either physically or optically sec­

tioning the sample; thereby studying it in planes. This is unfortunate 

since interpretation of one part of the object is dependent on planes 

both above and below the sample. Second, the structures are usually 

packed or constructed in a very dense and complicated fashion making it 

difficult to arrive at a solution since the information in one plane is, 

in effect, obscured by the details in other planes. Third, while there 

may be some order or regularity in their architecture they are not so 

regularly constructed as to be crystalline; hence structural method­

ologies formulated for completely ordered objects cannot be employed . 

The purpose of this communication is to present a straightforward 

methodological route for the investigation of three-dimensional struc­

tures in whole cells which adequately satisfies the conditions listed 

above. As a first approach towards accomplishing these goals, data 

taken from subcellular objects, in projection, are presented to show that 

additional structural information can be obtained by these techniques. 

Of all the subcellular organelles one of the least understood is 

the cell nucleus in spite of the fact that within the chromosomes re­

sides the DNA coding for the entire developmental program. Certainly 
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much effort and progress has been made in understanding the organization 

and sequence of the DNA yet so little is known concerning the relation-

ship between structure and function. We have for some time studied the 

interphase nucleus and sub-nuclear structures such .as mitotic chroma-

sames (Sedat and Manuelidis, 1977), focusing primarily on two questions. 

First, is there a unified principle of interphase chromosome architec-

ture that would give some insights into their . diversified functions and 

second, is there an overall three-dimensional packing or folding of 

these interphase chromosomes into a determined arrangement such that 

each nucleus is similar (conceivably identical) to nuclei in neighboring 

cells? 

We have used as a biological system Drosophila with its well known 

genetics and extensive literature. The early embryo state is a source 

of strictly diploid interphase and mitotic chromosomes. and represents as 

well a defined karyotype and developmental (synchronous) entity. It was 

recognized from the beginning that it was extremely important to attempt 

to control for preparation artifacts and distortions; therefore, we have 

studied most nuclear events in situ. A primary consideration for this 

work has been the hypothesis that the structure and function of nuclear 

components are interlocked; and once these structures are analyzed many 

of the loose ends and ill understood aspects of genetics could be put 

into perspective. Furthermore, additional questions could then be posed 

in light of a structural model. 

Initially, extensive use of optical fluorescence microscopy has 

been used as a schema for recording data from nuclear structures in 

whole cells or embryos. Optical microscopy, uniquely, allows study in a 
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hydrated, defined ionic environment at one atmospheric pressure and in 

many cases, in living cells. In addition, optical sectioning, sample 

tilting, and other procedures for investigating large three-dimensional 

objects can be used. New staining procedures allow an enormous speci­

ficity in highlighting the visual information, thus the arrangement of 

biologically defined components can be investigated. Dyes such as 

Hoechst 33258 specifically fluoresce upon binding to DNA (but not RNA). 

As a consequence, only nuclear structures are imaged, vastly simplifying 

interpretation. Monoclonal antibodies can now be made to interesting 

proteins, fluorescently labelled, and used to highlight specific regions 

or topologically strategic antigen locations. Fluorescent microscopy 

does suffer from the fact that the fluorescence emanates from a volume 

emitter (known as a gaussian body); this aberration results in a glow 

surrounding the object which will tend to obscure details and blur 

edges. 

In spite of the use of in situ labelling and study schemes, it is 

still necessary to control for preparation or distortion artifacts. We 

have tried several independent preparation procedures using fixed or 

unfixed tissues, in an attempt to reveal such problems and thereby lead 

to preparation-independent conclusions. 

It should be clear that once data nave been collected and inter­

preted at the level of light microscopy it should be possible to use 

electron microscopy, especially high voltage eletron microscopy (HVEM) 

with thick tissues, to extend the analysis into areas of higher resolu­

tion. The present scheme proposes a path for this transition. 
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Image processing techniques may be used to minimize the two major 

drawbacks inherent with epi-fluorescent optical imaging: the glow 

effect and the relatively limited resolution intrinsic to optical sys­

tems. Approaches employing computer manipulation of digital images have 

become well developed over the past decade mainly for the enhancement of 

astronomical images (Lorre and Lynn, 1978; Frieden, 1975; Nathan, 1968; 

O'Handley and Green, 1972) . Unlike the methods developed by Klug and 

co-workers for biological specimens (Crowther and Klug, 1975), these 

approaches make no assumption of sample order. This point is very 

important. An error in the assumed object symmetry will inevitably lead 

to an enhancement of that symmetry component in the processed object 

(Gibbs and Rowe, 1973). The astronomical techniques were designed to 

work with arbitrary objects and involve global manipulations of either 

the image directly, or indirectly via its Fourier transform (FT). None 

of the information in the image is ever removed, it is merely re-ar­

ranged so as to counteract the deleterious effects of instrumental 

distortions. By contrast, the techniques used by Klug and co-workers 

all involve the selection of "reflections" in the Fourier transform 

domain, and the removal of all non-reflection data . Such an approach, 

while ideal for a regular crystalline object, is inappropriate for 

dealing with any image of unknown symmetry. 
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MATERIALS AND METHODS 

Biological Specimens 

Drosophila melanogaster testes or spermatotheca from male or female 

adult flies respectively were hand dissected into buffer A (Burgoyne, et. 

al., 1971) at room temperature. These organs were. transferred into 

buffer A + lOµg Hoechst 33258 dye (American Hoechst, New Jersey) and 

immediately squashed, gently, with a cover glass or incubated without 

pressure damage. After various periods of staining (0.1 -1 hour), 

samples were examined by fluorescent microscopy. 

< 
Drosophila early embryos (- l hour after deposition) were collected 

and decorionated by the standard Clorox treatment. Permeabilization of 

the vitelline membrane was accomplished by a modification of the Zalokar 

and Erk (1976) procedure. The embryos were shaken with an equal mixture 

of heptane and buffer A+ 0.1% formaldehyde + O.lM dithiothreitol at 

25°C for 15 minutes followed by removal of the heptane by rinsing of the 

embryos onto a metal or nylon screen and then further washing with 

buffer A. The embryos were stained with Hoechst 33258 to fluorescently 

label the DNA by incubation of the embryos with a final concentration of 

lOµg/of dye in buffer A after 15 to 30 minutes. 

Optical and Electron Microscopy 

The basic procedures are given in Sedat and Manuelidis, 1977. With 

these large organs and structures it is possible to . optically section, 

by variation of the focus, so that objects such as sperm can be image 

processed without distortion in the interior. 
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Digitization 

Photographic images were digitized with a Perkin-Elmer PDS micro­

densitometer using a 10µ spot size. This digitizer was chosen primarily 

for its high quality and backlash-free scanning features that proved 

essential when using the deconvolution and bandpass filter image pro­

cessing routines. 

Computation 

A 16 bit minicomputer, Data General S-230, with lOMB disk memory 

and 64K words core was used for computation. All programs were written 

in the Fortran language and are available on request. Computation time 

for a 512 x 512 FFT is 20 minutes. 

Analysis of Drosophila Sperm Heads 

In order to examine the efficacy of the image processing schemes 

outlined below, a suitable biological specimen had to be chosen. In­

itially, Drosophila sperm heads, whose DNA was made fluorescent by the 

dye Hoechst 33258, were investigated based on three considerations . 

First, these biological objects can be prepared with minimal internal 

damage by dissecting and opening the testes or spermatotheca (in case of 

the female) • Thus the structures examined are most likely in their 

native state. Secondly, there is polarization microscopy evidence from 

cave cricket (Inoue and Sato, 1964) as well as Drosophila sperm showing 

that insect sperm heads are highly ordered (birefringent), elongated 

specimens. The helical architecture inferred from these polarization 

studies could be compared with the results from the procedures used 

here. In essence, the Drosophila sperm head with dimensions of 10 by 
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0.3µ and containing 0.15pg of DNA represents the usual limits of light 

microscopy. 

Various enhancement methods were applied to particular aspects of 

the analysis of sperm images; in later sections these techniques will be 

employed in the study of Drosophila mitotic chromosomes. 

An epi-fluorescent image of a Hoechst 33258 stained Drosophila 

sperm head is shown in Figure la. A similar image was digitized on a 

Perkin-Elmer PDS scanner and is shown displayed on a raster scan video 

system for comparison purposes (Figure lb) . The first step in the image 

processing procedure was to calculate the Fourier transform (a complex 

function, F) of the image using a two-dimensional Fast Fourier transform 

algorithm (Brenner, 1969). Although this procedure is precisely analo­

gous to generating an optical diffraction pattern, the ease with which 

the FT can be manipulated makes the digital approach the technique of 

choice. 

Displaying the modulus of the FT (IF I = FF*, where F* is the 

complex conjugate of F) reveals that in spite of the rather featureless 

appearance of the original image, the sperm is a highly ordered object 

since the FT contains "reflections" (Figure 2a). To better resolve the 

higher-order reflections, Figure 2a was treated as an image to be proc-

essed. A very powerful non-linear technique called median filter 

enhancement was used. This method used by Lorre at .the Pasadena Jet 

Propulsion Laboratory (Arp and Lorre, 1976) for processing star photos 

has the property of removing slowly-varying broad backgrounds from the 

image while leaving smaller objects such as reflections (or stars) 

unperturbed. After processing (Figure 2b) the individual reflections 
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can be clearly seen. Falling onto bessel function-like layer lines these 

reflections are highly indicative of a helical structure. From the 

layer line spacing and the presence of a meridional reflection on the 

second layer line the basic helical parameters can be derived: two 

turns per linear repeat distance of 1.3 microns. One turn thus occurs 

every 6500A. The difference in diffraction intensity for the two arms 

of the helical cross pattern (Figure 2a) could arise from internal 

scattering in the objectwhich acts to reduce the recorded information 

from the bottom side of the helical structure. Another explanation 

based on the calculations of Tinoco (private communication), indicates 

that this might be a consequence of the interaction of partially polar­

ized light with the highly ordered sperm head. 

In the diffraction pattern shown in Figure 2a, the very low angle 

regions (near the center) are considerably more intense (20-SOx) than 

the remainder of the transform. This is probably a consequence of the 

fluorescence volume emitter effect. Light is emitted from all parts of 

the sample not just the surface; hence emitted light from one part of 

the object is scattered by remainder of the sample . This is roughly 

equivalent to viewing the sample through a diffusing screen, the overall 

shape is visible but the fine details are obscured. Since the low 

angle terms in the FT correspond to the overall shape information they 

are considerably stronger than the high angle terms that provide the 

detailed information . 

Although it is obvious from Figure 2a that the Fourier transform 

contains fine structure information, the low angle terms so dominate 

that details are not apparent in the image. The magnitude of the prob-
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lem is seen in the pseudo three-dimensional contour plot of the dif-

fraction amplitudes !Fl (Figure 3a) . A very useful solution to this 

problem is to multiply the FT amplitudes by the smooth function: 

l -
2 

-as 
e (1) 

(s is the radial distance from the center of the FT, a is an adjustable 

parameter) which will minimize the discrepancy between the low and high 

angle terms . Enhancement of the high angle terms, however, leads to an 

increase in the apparent amount of noise in the image . Since most of 

the noise is confined to extremely high angles , it is possible to sup-

press the noise without seriously degrading the image. The result is a 

bandpass filter defined by: 

2 
(l _ e-as )e-Ss2 (2) 

The parameters a , S are adjusted to provide maximum enhancement with a 

minimum of noise. Applying the filter given by equation 2 to the FT of 

the sperm head gives the modified transform shown in Figure 3b. It is 

now possible to see that the transform contains information beyond the 

central peak. 

An inverse Fourier transform computed using the modified amplitudes 

(using equation 2) produces the greatly enhanced image shown in Figure 

4a. Performing the same operation using unmodified amplitudes would 

regenerate the original image . Evidence for . the coiled nature of the 

sperm is now apparent (see inset) . Because this structure is so highly 
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ordered, all of the useful information is contained within the region 

containing the reflections. Suppressing those regions outside this area 

in conjunction with the bandpass filter results in a further enhancement 

of the image (Figure 4b). 

Inherent to any observational system are certain distortions (reso­

lution limits, chromatic aberration, gaussian emmiter effect, etc.) that 

introduce errors into the recorded image. Mathematically (using a one­

dimensional image for simplicity), the observed image o(x) can be con­

sidered as arising from a convolution of the "true" image p(x) with some 

distortion function s(x) that serves to smear out the details in the 

image: 

o(x) f p(x-v)s(v)dv (3) 

What is desired is some way to reverse this convolution, thereby de­

convoluting o(x) to yield the true undistored image p(x). This requires 

some knowledge of the smearing function s(x). Since the major form of 

distortion inherent in the fluorescent imaging case results from the 

gaussian emitter effect, s(x) was chosen to model this problem. In 

principle s(x) can be experimentally determined by imaging a point 

source, in which case essentially all of the instrumental distortions 

can be removed. Although many techniques exist for accomplishing this 

deconvolution operation (see Frieden, 1975) the best seems to be a 

modification of the Jansson-Van Cittert iterative constrained deconvo­

lution technique (Jan:sson, 1970). 
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The presence of noise in the observed profile o(x) can lead to an 

inaccurately deconvoluted image. This technique uses the knowledge that 

p(x) must be everywhere positive to help solve this problem. That is, 

since one knows that negative optical densities are physically meaning-

less (although they are mathematically allowed), this information can be 

inserted into the deconvolution procedure. The result is a greatly 

reduced sensitivity to noise. 

The basic Jansson-Van Cittert algorithm (after Frieden, 1975) is: 

i) 
k k 

o (x) = p (x) * s (x) 

ii) pk+l(x) =pk (x) + y(x) [o(x) - ok(x)] ( 4) 

iii) k = k+l 

and 

where A is a constant and * denotes the convolution operation of equa-

tion 3. In equation 4 the starting point for the refinement is k=O and 

0 k 
p (x) = o(x). The current guess p (x) is smeared by convolution with 

the blurring function s(x) (step i). k+l 
A new guess p (x) to the correct 

k k p(x) is then generated by comparison of the broadened p (x) (= o (x)) 

with the observed image o(x) in step ii. The entire procedure is 

k iterated until there is no significant difference between o (x) and 

k 
o(x). At this point, p (x) becomes an equivalent to p(x) . The y(x) 

function is used to apply both non-negativity and maximum positivity 

constraints. In practice the parameter A is set to twice some reasonable 

approximation of the maximum optical density (accurate selection of this 

parameter is not required) • 
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The original deconvolution method was modified in two important 

ways: the convolution operation indicated in step i is actually per-

formed as a multiplication in Fourier transform space, thereby speeding 

the algorithm about 500 fold, and second the sensititity to noise was 

further reduced by smoothing pk(x) every 10 iterations. The convolution 

theorem shows that the convolution operation of step i is equivalent to 

Fourier transforming pk(x) and s(x) according to equation 5 and taking 

the inverse Fourier transform of their product as in equation 6. 

Pk(X) " k 27TixXd (5) = . p (x) e x 
.t 

S(X) = ( ) 27TiXXd s x e x 

k ~ Pk(X)S(X)e- 27TixXdX (6) o (x) = 

Using the Fast Fourier transform algorithm developed by Cooley and Tukey 

(1968) results in the great increase in speed. Also, it is only neces-

sary to calculate S(X) once. 

Concomitant with increasing the resolution of the image occurs an 

increase in the apparent amount of noise. As with the bandpass filtra-

tion method there must be a trade off between the degree of resolution 

enhancement and the maximum noise level that can be .tolerated in the 

resultant structure. No provision was made for this in the original 

deconvolution scheme. A simple way of accomplishing this added noise 

suppression is to smooth p(x) by coupling adjacent points. 
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p' (x) = a p (x) + S [p (x-1) + p (x+l)] + y [p (x-2) + p (x+2)] (7) 

where a, S, y are adjustable constants and a + 213 + 2y = 1. Thus for 

each point in the image p(x) a new value is computed based on the 

weighted sum of it, its first (p(x-1), p(x+l)) and second neighbors 

(p(x-2), p(x+2)). For maximal efficiency this smoothing operation 

should only be · applied after every 5-10 cycles of the deconvolution 

scheme. In the example presented here a, Sandy were chosen to corre­

spond to a limited gaussian function, and smoothing was applied every 10 

cycles. 

The results after 60 cycles of constrained deconvolution are shown 

in Figure 5. As with the bandpass filter Figure 4a, fine structural 

details are now visible. In general the deconvoluted image is of higher 

quality than the bandpass filtered image. Use of a more exact smearing 

function should provide even better results. 

The median filter enhancement approach was also tried. While the 

resultant image did indicate the presence of periodic fine structure, 

much less of the coiling that was apparent using other processing 

methods could be seen. 

The presence of reflections in the Fourier transform are indicative 

of a highly ordered object. That these reflections appear to lie on 

Bessel-function type layer lines argues that the sperm is built along 

helical principles. Furthermore, it is possible to extract detailed 

information from the layer line spacing, the presence of a meridional 

reflection on the second layer line and the angle between the arms of 

cross. The result is that a Drosophila sperm head is a helical object 
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made up of continous strands, having a radius of .136µ, and two turns ver 

linear repeat distance of 1.3µ. Alternatively, the meridional reflec­

tion could arise from two intertwined strands having a 1.3µ periodicity. 

Futher analysis requiring that smooth functions be fit to background 

corrected layer line data is now in progress. It should be emphasized 

that the median filtration procedure was invaluable for the interpreta­

tion of the Fourier transform. 

From analysis of deconvoluted and bandpass-filtered images it is 

seen that the sperm is a complex multi-stranded object; probably flat­

tened to have an oval cross-section. Although strands can be traced in 

several regions, the oval cross section causes the tracings in other 

regions to be obscured in a projected view. 

The observed architecture for Drosophila is remarkably like that 

deduced for cave cricket sperm heads by Inoue and Sato, (1964). Al­

though the Drosophila sperm head was too small to be analyzed by the 

polarization birefringence procedure, Inoue's analysis of polarized UV 

microbeam-induced damage suggested that the two structures were topo­

logically similar but having different dimensions. 

Mitotic chromosomes 

Another example of a supramolecular structure containing highly 

condensed DNA is the mitotic chromosome; which was also examined using 

image processing techniques. Drosophila embryos begin development with 

a synticial (synchronous) nuclear division which takes place in the 

interior as shown in stereo in Figure 6a (Hoechst 33258 DNA fluorescent 

staining). After nine divisions (with 512 nuclei) migration of the 
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nuclei to the periphery occurs, and the synchronous divisions continue 

for five more rounds. Thereafter, cellular membranes form around the 

elongated nuclei and the state known as cellular blastoderm progresses 

(~6000 nuclei). This state, marked by the onset of massive transcrip­

tion in the nuclei, denotes the point of nuclear determination . Figure 

6b shows an embryo, fluorescently labelled and viewed through the vit­

elline membrane and nucleoplasm,. just before the formation of the cell 

membranes. In such preparations it is possible to pick out embryos that 

are in mitosis; the mitotic chromosome arms can be seen in Figure 6c. 

Analogous to the sperm head studies these can be subjected to the image 

enhancement techniques. 

An arm from a mitotic chromosome was randomly selected and digi­

tized (Figure 7a). The results after bandpass filtering using two 

different 8 values (eqn 2) are shown in Figures 7b,c. An interpretation 

is shown in Figure 7d. Like the sperm, the mitotic chromosome also 

appears to be a flattened helical structure. The DNA is organized into 

a ribbon-like structure approximately 1400A wide which is then coiled to 

form the mitotic chromosome. Both the diameter of this helix (about 

4000A) and its pitch (~5700A) can be measured from the processed micro­

graphs. Although the ribbon appears to show substructural details, 

especially in Figure 7c, it is not yet possible to interpret these 

features with confidence. Similarly , there are some weak indications 

that the mitotic chromosomes might be double stranded which cannot yet 

be discounted . Some of the features present in the enhanced micrographs 

can also be recognized in the uprocessed image. 
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HVEM 

While light microscopy, especially that utilizing fluorescence, is 

ideal for the investigation of large wet objects there are limitations 

on the ultimate resolution that can be achieved. Thus, it was important 

to search for a technique that would bridge light microscopy with higher 

resolution techniques. High voltage electron microscopy seems to 

fulfill this need. It is possible using HVEM with electron beams of 1.0 

> 
MEV or higher to penetrate and image quite thick samples, e.g. -5µ, 

provided the samples are critical point dried. Entire Drosophila or 

human diploid nuclei can be imaged, in focus, at a resolution of ap-

proximately 20A. This would be impossible for conventional transmission 

electron microscopy, although such performance might be approached with 

Scanning Transmission EM (Beer, 1976; Costa, et al., 1979) . Conven-

tional tilting techniques over a range of ± 60° would allow data to be 

collected from three-dimensional objects. In addition, there may be 

less radiation damage with HVEM (Isaacson, et al., 1973). 

Even using HVEM techniques, the density and complexity of these 

specimens has made the task of interpretation quite difficult. In an 

effort to minimize the problems associated with interpreting thick 

specimens, HVEM micrographs of nuclear structures can be processed using 

the same procedures described above. 

To illustrate the advantages of using image processing techniques 

on HVEM micrographs, an edge of a whole Drosophila diploid, critical-

point dried nucleus was chosen for analysis, Figure 8a. Using the HVEM 

enables the entire 3-4µ thick sample to be imaged in focus . The results 
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after using a bandpass filter are shown in Figure Sb. Thick strands 

measuring 300-SOOA in diameter are seen to be wrapped around one an­

other; such detail can only be observed in the processed micrographs. 

DISCUSSION 

In the case of biological specimens of the type considered here, it 

is important to chose image processing techniques that make no assump­

tions concerning the intrinsic specimen symmetry. Thus the diffraction 

masking methods (Crowther and Klug, 1975) that have proven so successful 

for ordered specimens, were in general not employed here. Several 

processing methods were investigated for their ability to enhance micro­

graphs (both fluorescent optical and high voltage electron) of poten­

tially poorly ordered objects. 

Although the iterative constrained deconvolution technique is the 

most versatile - it is possible to correct for virtually any type of 

instrumental distortion - the great computational expense limits its 

general applicability. By contrast, the bandpass filter approach was 

shown to be a very powerful, yet simple, technique that can rapidly 

provide a greatly enhanced image of the object under study. Since the 

Fourier space manipulations used are global instead of local, there is 

no possibility of artificially introducing order into the processed 

image. While any function could substitute for the bandpass filter 

given in equation 3, the use of gaussian functions is preferred. Since 

the Fourier transform of a gaussian is also a gaussian, no contrast 

reversals are introduced into the processed image. This would not be 

true if an arbitrarily shaped bandpass filter were chosen. Further, 

because of its simplicity, this method readily lends itself to proc-
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essing three-dimensional images. The median filter enhancement tech-

nique is most useful for removing broad backgrounds from complex images 

as seen when processing the sperm FT (Figure 2) and the optical thick 

sections from mitotic chromosome preparations (not shown}. This ap­

proach proves to be less satisfactory for dealing with the sperm images 

(although aspects of the underlying structure could be seen); in this 

regard the bandpass filter was far superior. 

A few simple biological and structural statements. can be made on 

the basis of the data presented in this paper, which were highlighted 

using image processing techniques. Sperm heads and mitotic chromosomes 

as examples of supramolecular structures containing highly-condensed DNA 

appear to have a defined architecture based on regular structural 

principles. The order seert here is reminiscent of that found in well 

studied biological systems such as muscle and collagen. The high 

degree of regularity in construction supports the elegant polarization 

microscopy and interpretational studies on. insect sperm heads by Inoue 

and Sato as well as data previously collected in this laboratory on 

polytene bands, interband and mitotic chromosomes utilizing light micro­

scopy (polarization, differential interference and fluorescence) and 

various forms of electron microscopy (Sedat and Manuelidis, 1977). Re­

cent work using Fourier transforms made from these micrographs reveals 

the presence of reflections providing direct evidence for the inherent 

order in nuclear structures (Sedat et. al., 1980). The essential under­

lying form of the chromosomal architecture at several different levels 

of organization seems to be based on a helix. It is interesting to note 
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that the topology and average shape of the Drosophila sperm heads 

determined. using image processing methods are very similar to those 

derived by Inoue and his colleagues for cave cricket sperm heads . 

The finding that mitotic chromosomes are helical at least at the 

final, highest level of folding is in keeping with an enormous volume of 

observational data from the past 80 years (for example, Kuwada, 1939; 

Matsura, 1938). Likewise, it is strongly supportive of the interphase 

chromosome model based on defined hierarchical (sequential) helical 

coiling previously presented (Sedat et. al . , 1980). The helical struc­

ture for mitotic chromosomes differs from the model with protein scaf­

folds in the interior of mitotic chromosomes of Laemmli and coworkers 

(Laemmli et. al., 1977). Definitive statements on the architecture at 

still finer levels of organization will rest on a full three-dimensional 

structure currently in progress; only then will it be possible to con­

sider any structure-function aspects . 

It is gratifying to see that the results of completely independent 

processing techniques converge on a similar structure. Therefore, based 

on the results of median filtration (real space), bandpass filtration 

(FT space), and constrained deconvolution (both real and FT space) taken 

together with controls and data from unprocessed images makes it ex­

tremely unlikely that our interpretations are artifactuallyderived. 

The initial steps with the image processing relied on analysis of 

two-dimensional projections. Naturally, interpretation of thick com­

plicated structures within cells or in thick sections, for example, is 

difficult in projection as details from many different levels in the 



190 

specimen overlap to produce confused images. A unique solution to these 

problems will evolve only from the direct solution of the three-dim­

ensional structure. 

Three-dimensional structural analysis requires the recombination of 

many different views of the same object. This can be accomplished using 

either a wide range of tilted views as was done in the pioneering work 

of Henderson and Unwin (1975) or using a few tilted views in conjunction 

with optical sectioning (images taken at different focal planes). 

Either approach is well within the technological limits of existing 

microscopes (± 60° tilt with electron microscopes or ± 55° tilts with an 

optical microscope equipped with a capillary specimen holder). Com­

bining many views of the same object has an added advantage that the 

sensitivity to noise in the images is substantially reduced. Although 

using an incomplete set of tilted views can lead to a distorted struc­

ture as a region of Fourier space information is missing, it is possible 

to mathematically correct this type of distortion (Agard and Stroud, 

1980). 

The three-dimensional analysis approach essentially represents 

tomography carried out at the cellular level . Furthermore, it is 

possible to combine the image processing techniques described here for 

two-dimensional images with three-dimensional reconstruction methods . 

Such work is now under way in our laboratory. The resultant procedure 

should be a very powerful addition to the existing array of structural 

techniques and especially useful in the study of supramolecular struc­

ture. 
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In summary, a general scheme patterned after macromolecular crys­

tallographic analysis procedures is envisioned for the study of gen­

eralized cellular architecture. Three-dimensional data (either optical 

or electron microscopic) would be collected and processed to generate an 

enhanced three-dimensional image. This image would then be interpreted 

in terms of a structural model whose parameters can subsequently be 

refined (as in x-ray crystallography) to best fit the observed data. 

The refined model would. then serve as the basis for further investi­

gations into supramolecular structure-function cognates. 
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FIGURE LEGENDS 

Figure 1. Fluorescence Microscopy of Hoechst 33258 stained Drosophila 

sperm heads. (A) is a fluorescent micrograph taken with a Zeiss lOOx/ 

l.3N.A. Neofluar objective. (B) is the video raster display of a digi-

tized image (512 x 200 pixels) from a similar sperm head on a fluores­

cent micrograph negative. 

Figure 2. Fourier transforms from a Drosophila sperm head. The mod­

ulus of the Fourier transform of the image in Figure lB is displayed in 

(A). Median filtration enhancement of A results in the image displayed 

in B. 

Figure 3. A psuedo-three-dimensional representation of a sperm head 

Fourier transform. The unprocessed Fourier transform (identical to that 

in Figure 2(A)) is shown in A. Bandpass filtration results in the 

modified Fourier transform shown in B. 

Figure 4. Bandpass filter enhanced sperm head images. The modified 

Fourier tranform of Figure 3B was inverse Fourier transformed to give 

the enhanced image seen in A. Regions of the modified Fourier transform 

containing reflections were selected for inverse Fourier transformation 

and the remaining areas were set to zero; the resultant image is shown 

in B. Areas of the structure showing obvious coiling were enlarged, 3 

times, and are displayed in the insets. 
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Figure 5. Deconvoluted sperm head images. The latter half of a sperm 

head (containing 256 x 200 pixels) was selected fol:' constrained itera­

tive deconvolution (the central panel). Portions were enlarged 3 times 

to bring out the coiling. 

Figure 6. Fluorescently DNA stained Drosophila embryos. A stereo pair 

showing the embryo after the first 16 nuclear division events is seen in 

A., while B shows an embryo just before the cellular .hlastoderm stage. 

Synchronous mitotic chromosomes are displayed in C. 

Figure 7. Image Processing of fluorescently labeled mitotic chromosome 

arms. A randomly selected chromosome arm from Figure 6C was digitized 

and is displayed in A. Bandpass filtration using two different sets of 

parameters gives the results seen in B and C. A tentative interpreta­

tion of the architecture of this chromosome arm is presented in D. 

Figure 8. Image Processing of High Voltage Electron Micrographs of a 

Drosophila nuclear structure. The edge of HVEM micrographs of a criti­

cal point dried Drosophila tissue culture nucleus is shown in stereo 

(A). The same image after bandpass filtration is seen in B , with a 

tenative interpretation depicted in C. 
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FIGURE 2 
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FIGURE 3 
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FIGURE 4 
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FIGURE 5 
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FIGURH 6 
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FIGURE 6 cont, 
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FIGURE 7 
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FIGURE 7d cont . 
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FIGURE 8 
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FIGURE 8c cont. 
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ABSTRACT: 

A mathematical method is presented for the quantitative analysis of 

overlapping spots or bands taken from digitized gel patterns. The 

procedure is applied to both one and two dimensional gel electrophoretic 

separations. 

INTRODUCTION: 

Gel electrophoresis techniques, both one and two dimensional, have 

become the cornerstone of modern biological and biochemical research. 

They provide a rapid means of separating and analyzing macromolecules, 

from mixtures of a few components to whole cell extracts. Ultimately, 

realization of the full potential of these techniques requires that 

methods be developed for the accurate quantitative analysis of electrophoreto­

grams. In the past few years several investigators have begun to develop 

automated techniques for quantitative analysis (1,2,3) . This task is 

especially difficult in the case of two-dimensional gel patterns because 

of their enormous complexity. The general procedure involves first 

digitizing the gel electrophoretogram (either a negative or an autoradiograph 

is suitable) and then analyzing the digital image. The methods currently 

in use require that spots be rather well resolved for accurate quantitation. 

Presented here is a mathematical procedure for enhancing the apparent 

resolution of the gel; thereby separating overlapping peaks. As a 

digital representation of the gel is also required, this approach is a 

natural adjunct to analysis procedures already developed. 

The method employed is a modified Jansson-VanCittert (4) constrained 
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iterative deconvolution scheme. By contrast with peak fitting approaches, 

no knowledge concerning either the number or location of peaks is required; 

the result is thus completely unbiased . The amount of increased resolution 

that can be obtained with this procedure depends on how well the band or 

spot migration properties of the gel can be characterized. Two examples 

will be considered . The first is an autoradiograph of a two-dimensional 

gel where it was desired to quantitate two partially unresolved spots 

(a shoulder on a broad peak). For this example, only a limited resolution 

increase was requir ed to separate the two components and hence little 

attempt was made to characterize the behavior of this gel system. For 

the second example, a one-dimensional agarose gel of restriction enzyme 

fragments was chosen . As this problem requires a great enhancement of 

resolution, considerable care was taken to establish the migration 

behavior of bands on the gel . The approach presented here is a general 

one, and can be used on data from virtually any electrophoretic or 

chromatographic procedure . 

Theory of the Method 

Inherent in any given gel electrophoresis system is an intrinsic 

resolution limitation that causes bands or spots to have some shape 

instead of appearing as lines or points. Mathematically (using the one 

dimensional case for simplicity) , the gel pattern can be considered as a 

convolution of an ideal profile p(x) with some smearing function s(x) 

that serves to broaden and overlap the perfect peaks in a manner to give 

the observed profile o (x): 

o (x) = ~ p (x-u) s (u}du (1) 
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This is illustrated in figure 1. What is desired is some way to reverse 

this convolution, thereby deconvoluting o(x) to yield the ideal profile 

p(x). This requires some knowledge of the smearing function s(x). For 

the two dimensional example s(x) was approximated by a gaussian function, 

while for the one dimensional experiment s(x) was experimentally determined. 

Although many techniques exist for accomplishing this deconvolution 

operation (see reference 5), the best seems to be a modification of the 

Jansson-Van Cittert iterative constrained deconvolution technique (4). 

The presence of noise in the observed profile o(x) can lead to an 

inaccurately deconvoluted profile. This technique uses the knowledge 

that p(x) must be everywhere positive to help solve this problem. That 

is, since one knows that negative optical densities are physically 

meaningless (although they are mathematically allowed), this information 

can be inserted into the deconvolution procedure. The result is a 

greatly reduced sensitivity to noise. Similar approaches have been 

employed in our laboratory for the solution of the one dimensional phase 

problem in x-ray scattering of membranes (6, 7) and in the solution of 

the x-ray crystal structure of the snake neurotoxin a-Bungarotoxin (8). 

and 

The basic Jansson-Van Cittert algorithm (after Frieden, 5) is: 

i) 

ii) 

iii) 

ok(x) = 

Pkt-1 (x) 

k 
p (x) * s (x) 

k k 
p (x) + y(x)[o(x) - o (x)] 

k = k + 1 

k 
y(x) = 1 - Alo (x) - Al 

(2) 

where A is a constant and * denotes the convolution operation of equation 
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1. In equation 2 the starting point for the refinement is k=O and p0 (x) 

k = o(x). The current guess p (x) ;Ls smeared by convolution with the gel 

blurring function s(x) (step i) . 
k+l . 

A new guess, p (x), to the correct p (x) 

is then generated by compar;i:.son of the broadened pk(x) (= ok(x)) with 

the observed gel profile o(x) in step ii. If ok(x) is greater than o(x), 

k . . k+l as occurs when p (x) is too broad, p (x) will be sharpened by subtracting 

an amount proportional to ok(x) - o(x). The applied correction is 

k 
modulated by y(x); when o (x) approaches either the lower or upper 

boundary limits (.qi, A/2), the magnitude of the correction approaches zero. 

The entire procedure is iterated until there is no significant difference 

between ok(x) and o(x). At this point, pk(x) becomes an equivalent to 

p(x) . The y(x) function is used to apply both non-negativity and maximum 

positivity constraints. In practice the parameter A is set to twice 

some reasonable approximation of the maximum peak height (accurate 

selection of this parameter is not required) . 

The original deconvolution method was modified in two important 

ways: the convolution operation indicated in step i) is actually performed 

as a multiplication in Fourier transform space, thereby speeding the 

algorithm about 100 fold, and second the sensitivity to noise was further 

k 
reduced by smoothing p (x) every 10 iterations. The convolution theorem 

(see, for example 9) shows that the convolution operation of step i is 

equivalent to Fourier transforming both pk(x) and s(x) according to 

equation 3 and taking the inverse Fourier transform of their product as 
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Pk(X) ~ 
S(X) ;::: ~ 
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kc·. 2 21TixX d p .X e . .X 
(3) 

(. } 21TiXX d s _x _e x 

(4) 

In practice we have used the Fast Fourier transform algorithm developed 

by Cooley and Tukey (10) to greatly increase the speed of these operations. 

Also, it is only necessary to calculate S(X) once. 

Concomitant with increasing the resolution of the gel profile, 

occurs an increase in the apparent amount of noise. Thus there must be 

a trade-off between the degree of resolution enchancement and the maximum 

noise level that can be tolerated in the resultant profile. For this 

application, the deconvoluted profile p(x) should be a smooth function 

since small ripples and sharp spikes are more likely to result from 

errors in the data than from true features. No provision was made for 

this in the original deconvolution scheme. A simple way of accomplishing 

this added noise suppression is to smooth p(x) by coupling adjacent 

points. 

p' (x) ;::: ap(x) + S[p(x-1} + p(x+l}] + y[p(x-2} + p(_x+2)] (5) 

where a, S, y a,re a.djustable constants and a+2S + 2y ;::: :L, thus for each 

point in the profile p(x) a new value is computed based on the weighted 
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sum of it, its first (p(:x-1),p(x+:L)) and second neighbors (p(x-2), p(x+2)). 

For maximal efficiency this smoothing operation should only be applied 

after every 5-10 cycles of the deconvolution schem.e. In the examples 

presented here, a,~ and y were chosen to correspond to a limited gaussian 

function, and smoothing was applied every 10 cycles. 

Quantitative ·Resolution of Overlapping Spots on A 2-D Gel 

As part of a study of the metabolism of regulatory subunits of cyclic 

AMP-dependent protein kinase in mouse lymphoma cells
1

, it was deemed necessary 

to determine the time course of regulatory subunit phosphorylation in the 

presence and absence of an analog of cyclic AMP. Spots corresponding to 

phosphorylated and non-phosphorylated forms of the regulatory subunit had 

been identified in two-dimensional polyacrylamide gel patterns using cyclic 

AMP-affinity purification of the species from cells labeled with 35s­

methionine (11), but these spots are not well-resolved from contaminating 

species in gels of whole cell extracts (11, figure 2a,b). Regulatory 

subunits from control cells could be affinity-purified before running gels 

to allow quantitation of radioactivity in phosphorylated and non-phosphory­

lated forms, but such a procedure rests on the untested assumption that 

recovery of the two forms after purification will be equal. Regulatory 

subunits from cells stimulated with analogs or inducers of cyclic AMP 

do not bind efficiently to the affinity resin (R.A.S., unpublished results) 

rendering pre-purification impracticable for such samples. The experiment 

1Steinberg, R. A., Agard, D. A., manuscr;lpt in preparation. 
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was therefore performed by running gels of crude extracts of cells 

pre-labeled with 35s-methionine and chased for various tim.es in non-

1 radioactive media with or without dibutyryl cyclic AMP. · Radioactivity 

in phosphorylated and non-phosphorylated forms of kinase regulatory subunit 

was quantified using the deconvolution method described above to resolve 

these spots from contaminants. For comparison, replicate samples from 

the culture chased without dibutyryl cyclic AMP were affinity-purified 

and the regulatory subunit species quantified by microdensitometry of 

two-dimensional gel autoradiograms as previously described (11). 

From the patterns of crude extract gels, regions of interest were 

selected visually and scanned on a Syntex AD-1 flatbed auto-densitometer 

using an aperture of 54.5 x 109 µ. Half-tone computer representations of 

scanned areas from two gels are shown in figures 2c,d. From these digital 

images, areas containing the regulatory subunit spots were selected 

(boxes in figures 2c,d) and converted to one dimensional profiles by 

integrating the optical densities across the width of the rectangle. 

The resultant one dimensional profiles were smoothed using the rapid 

piecewise spline method of Savitsky (12). These profiles showing the 

contaminating spot as either the larger peak (early time point) or the 

shoulder (late time point) became the starting point (o(x)) for the 

iterative deconvolution procedure (Thick lines, figures 3a, 3b respectively). 

Resolving the shoulders into separate peaks is a rather simple problem 

and as such it was not necessary to carefully characterize the smearing 

function s(x). A gaussian function was assumed for this purpose. The 

results after 50 cycles of deconvolution are shown as thin lines in 

figures 3a,3b. Following deconvolution, it was a simple matter to 
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separate the two peaks and to quantitate the area under· each. The total 

procedure required less than 5 minutes on a small mini~computer . Figure 

4 shows a comparison of the regulatory subunit phosphorylation data 

obtained from gels of crude cell extracts using the deconvolution method 

with that obtained by microdensitometry of gels of affinity-purified 

material . On the whole, the agreement between the two sets of data is 

quite good, and we have preliminary data suggesting that the tendency 

for the purified subunits to give higher phosphorylation ratios at early 

time points reflects a purification bias in favor of holoenzyme associated 

subunits (D . A. A. and R.A . S. , unpublished results) . 

Separation of overlapping Bands on a 1-D Gel 

This experiment was designed to test the limits of mathematically 

enhanced resolution in a system where the correct answer was known . A 

mixture of HIND TII restriction fragments from digests of PM2 and SV40 

DNA was run on an ethidium bromide agarose gel (13) under non-resolving 

conditions (figure 5) . The gel pattern was digitized and smoothed as 

before . Gels run under resolving conditions (not shown) indicated that 

the broad peaks I, II, III were each composed of two bands. The PM2 

digest alone was also run on the same gel under non-resolving conditions 

(Figure 6) . Several of the bands from this lane were known to 

contain only a single molecular species and these were used to character­

ize the smearing function s(x) for the gel. The deconvolution method 

used here assumes that s(x) is invariant across the gel; because of 

diffusion effects the bands broaden as they migrate down the gel. A 
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plot of half-width at half...,.height of the reference bands as a function 

of migration distance is shown in figure 7 . Using this i;r1formation, the 

x-axis was expanded and cc;mtracted so that all of the reference ba.nds 

would be equally broad . One of these bands was chosen for the smearing 

function s(x). The x-"-axis of the profile shown in figure 5 was modified 

in a similar manner to give the starting function o(x). The results 

after 200 cycles of constrained deconvolution are shown in figure 8. 

Although it was apparent from the gel trace as well as the gel itself 

that bands II and III are separated, before processing it was not possible 

to ascertain that these bands were each composed of two components. 

After processing, the doublets were well resolved. The shoulder on the 

first broad peak was also resolved into its component parts. Although 

non-resolving conditions were utilized to set up this test, similar 

improvements are possible when trying to separate overlapping peaks from 

gels run under optimum resolving conditions. 

DISCUSSION 

A general procedure has been presented for the resolution enhancement 

of profiles from gel electrophoretograms. The method is fast, simple to 

use, and can readily be set up on any computing system. The enhanced 

resolution provided by this technique allows quantitative analysis of 

overlapping peaks. This can be important when the gel system used is 

at the limits of its resolution capabilities. As was shown in the two­

dimensional example, this procedure obviated the need for purification 

of the component of interest providing benefits both by a reduction of 
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labor and elimination of uncontrolled purific,ation biases. 

It is felt that such a technique represents a natural addition to 

existing computer based processing schemes. Computational methods can 

simplify the task of extracting quantitative information for complex gel 

patterns . Ultimately, such information will be of great value in the 

studies of cellular regulation and development where the intensity and 

position of critical peaks from a whole cell extract must be resolved 

and compared . Such an approach should also be useful in extending the 

usable range of DNA sequencing gels. Fortran programs are available 

upon request. 
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FIGURE LEGENDS 

Figure 1. 

Figure 2. 

Figure 3. 

Figure 4. 

Illustration of band broadening in a hypothetical gel system. 

The ideal profile for the ;four sepa-rate molecular species (p(x), 

fine line) is broadened by diffusion within the gel to give the 

observed profile (o(x), heavy line). Note how the two central 

peaks overlap so as to be almost completely unresolved. 

Autoradiographs of two-dimensional gel patterns for two 

different points along the time course for regulatory subunit 

phosphorylation; the phosphorylated regulatory subunits are 

indicated by arrows in A,B. Panel A corresponds to an early 

time point and Panel B to a late time point. The outlined 

regions in A,B were scanned on a computer-controlled densitometer 

and are displayed in panels C and P. The marked regions in 

C, D were chosen for further analysis. 

The one-dimensional t-racing der;i..ved from the region marked 

in figure 2c is shown as a heavy line in a. The resultant profile 

after 50 cycles of deconvolution is depicted as the fine line in a. 

The starting (heavy l;i..ne) and deconvoluted (fine line) profiles 

for the region outlined in Figure 2d are shown in b . The scales 

for the axes are arbitrary. 

A scatter plot 0£ the phospho-rylation time course data com-

paring values obtained from aHinity purified regulatory subunits 



Figure 5. 

Figure 6. 

Figure 7 . 

Figure 8. 
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with that obtained by deconvolution of gel patterns from crude ex­

tracts. 

A gel pattern and densitometer tracing for a mixture of PM2 

and SV40 DNA run on an ethidium bromide agarose gel is shown. The 

labeled peaks were chosen for further analysis. 

Same as Figure 5 but using PM2 DNA alone. These bands are 

used as reference bands to determine the smearing function s(x). 

A log-log plot of the ratio of peak width to peak height as 

a function of migration distance through the gel. The values 

were taken from the data shown in Figure 6. 

The profile for the region of Figure 5 containing bands I, 

II, and III after correction for increased band broadening as a 

function of migration distance is shown (thick line). The same 

data after 200 cycles of constrained deconvolution is shown 

super-imposed (fine line). The doublets in bands II and III are 

now resolved. 
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FIGURE I 
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FIGURE 3b 



gg 
d 

ffi 
d 

~ 

228 

FIGURE 4 

a-+-~~--r~~~--.--~~----.~~~--.--~~--r~~~--,--~~--r~~----, 

o. 11-0 0. 11-8 0. 56 0. 611- 0. 72 0. 80 0. 88 0. 96 
PURIFIED 



I II III 

229 

FIGURE 5 

_J 

~ 
• 

II 

\ 
\ 
\ .. 



230 

FIGURE 6 
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