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Abstract 

Nuclear magnetic resonance spectra of molecules undergoing chemical exchange 

have traditionally been quantified using a theory that combines a quantum-mechanical 

treatment of the spin dynamics with a kinetic model for the molecular exchange. This 

implicit factorization of spin and spatial degrees of freedom is without theoretical 

justification and yet it has been widely relied upon in chemical studies. In this thesis, a 

quantum-statistical theory of chemical exchange is presented for the calculation of 

lineshapes in dynamic nuclear magnetic resonance. In this treatment, the rates describing 

the exchange of spin coherence are shown to be complex valued due to the incomplete 

cancellation of the imaginary components of the spectral density of purely spatial 

perturbations. These imaginary components give rise to the previously unrecognized 

phenomena of exchange shifts, new contributions to the line positions which depend on 

spatial rates even in the fast-exchange limit. These shifts can be orders of magnitude 

greater than the experimental resolution. The same purely spatial fluctuations responsible 

for chemical exchange determine these shifts through a Hilbert-transform relationship. 

New measurements on the 13C NMR of methylcyclohexane show that, indeed, the 

traditional theory fails to relate spectra obtained in the regimes of fast and slow exchange. 

If interpreted using the traditional theory, the fast-exchange line positions in 

methylcyclohexane lead to an extracted equilibrium constant with an error of up to 30% 

and differing between isotopomers by up to 30%. With plausible assumptions on the 

temperature dependence of the chemical shifts and free energy, an overall fit of the fast

and slow-exchange methylcyclohexane data is unsatisfactory, rigorously excluding the 
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traditional theory. The exchange-shift theory indicates why additional information is 

needed to fit the fast-exchange line positions and allows a fit consistent with the observed 

experimental data on methylcyclohexane using a single conformer free energy difference 

linear in temperature over the entire experimental range. 
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1. Introduction 

The interpretation of the fine structure in nuclear magnetic resonance (NMR) 

spectra in terms of the immediate electronic environment surrounding a nuclear spin [1-5] 

has enabled the development of NMR as a significant analytical tool for chemistry and 

solid-state physics [6-10]. For chemists, two of the most important components of the 

fine structure are the chemical shift [1-3] and scalar or J coupling constant [4,5]. 

Although the ab initio calculation of these quantities is now possible [ 11-13], their 

empirical correlations with chemical environment have made structural assignments of 

organic and biological compounds routine. 

To the chemist, however imperative the determination of structural properties may 

be, the ultimate goal is often the elucidation of chemical reactivity and dynamics. NMR 

is unique in its ability to determine the kinetic and thermodynamic parameters of dynamic 

systems without the need to perturb chemical equilibrium. For over forty years the 

interpretation of dynamic NMR experiments has been based on the assumption that the 

nuclear spins serve merely as isolated probes of the chemical dynamics, having no 

influence on the kinetics [4,14-38]. In these treatments of dynamic NMR, collectively 

referred to in this thesis as the traditional theory, there is an implicit factorization of spin 

and spatial variables, the validity of which has never been established. 

In this thesis, both theoretical and experimental evidence are presented that the 

traditional theory of chemical exchange in NMR is incorrect. Indeed, the traditional 

theory leads to kinetic equations with rates that cannot be associated with transitions 

between eigenstates of the full Hamiltonian and do not satisfy detailed balance. An 
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alternative theory is provided and experimentally supported. Although in certain limits 

the predictions of the new and traditional theories converge, in most cases they do not. 

The implications of this work are far reaching, forcing the reinterpretation of many 

hundreds of dynamic NMR experiments that have been used to provide kinetic and 

thermodynamic properties for systems ranging from small molecules in solution to large 

biomolecular reactions. Furthermore, potentials used for molecular mechanics 

calculations based on thermodynamic and kinetic data from dynamic NMR of small 

molecules in solution must be appropriately reexamined, as must the conclusions drawn 

from them. Although the validity of the traditional theory was initally called into 

question by Jones, Kurur and Weitekamp [39-41], the theoretical interpretation of 

chemical exchange in NMR presented in this thesis is unrelated to the specific hypothesis 

proposed by them. 

The traditional theory of dynamic NMR is first reviewed in Chapter 2, after which 

a fully quantum-mechanical theory for chemical exchange in NMR is presented. This 

quantum theory allows the direct calculation of coherence exchange and shows the 

generalization of classical exchange rates to be complex valued for coherence exchange 

due to the incomplete cancellation of imaginary components of the spectral density of 

purely spatial perturbations. The imaginary components of the resulting exchange 

superoperator, referred to as exchange shifts, manifest themselves as measurable 

spectroscopic shifts which if interpreted using the traditional theory would lead to an 

inaccurate extraction of the thermodynamic properties of the system. 

The experimental verification of these shifts, measured as deviations from the 

traditional theory in the fast-exchange limit, is shown in Chapter 3 for the isomerization 

reaction of methylcyclohexane. Improved measurements on methylcyclohexane show 

that the traditional theory of chemical exchange is inconsistent with the experimental 

data. Although the exchange-shift model presented in Chapter 2 has additional 
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parameters that are not easily measured, it is shown that the predictions of this model are 

consistent with the data. If interpreted using the traditional theory, the fast-exchange line 

positions in methylcyclohexane would lead to an extracted equilibrium constant with an 

error of up to 30% and that varies by up to 30% between the different carbon sites. 

1. 1 References 

[1] J.T. Arnold, S.S. Dharmatti and M.E. Packard "Chemical Effects on Nuclear 

Induction Signals from Organic Compounds" Journal of Chemical Physics 19: 507 

(1951). 

[2] W.C. Dickinson "Dependence of the F 19 Nuclear Resonance Position on Chemical 

Compound'' Physical Review 77: 736-737 (1950). 

[3] W.G. Proctor and F.C. Yu "The Dependence of a Nuclear Magnetic Resonance 

Frequency upon Chemical Compound'' Physical Review 77: 717 (1950). 

[4] E.L. Hahn and D.E. Maxwell "Spin Echo Measurements of Nuclear Spin Coupling in 

Molecules" Physical Review 88(5): 1070-1084 (1952). 

[5] H.S. Gutowsky, D.W. McCall and C.P. Slichter "Coupling among Nuclear Magnetic 

Dipoles in Molecules" Physical Review 84: 589-590 (1951 ). 

[6] R.R. Ernst, G. Bodenhausen and A. Wokaun Principles of Nuclear Magnetic 

Resonance in One and Two Dimensions Oxford, Oxford University Press (1991 ). 

[7] J.D. Roberts Nuclear Magnetic Resonance New York, McGraw-Hill (1959). 
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2. Chemical Exchange in Nuclear Magnetic 
Resonance 

2.1 Introduction 

Chemical exchange in nuclear magnetic resonance refers to any reversible process 

in which nuclear spins are transported between different chemical environments, so that 

on the time scale of the NMR experiment they experience a randomly fluctuating spin 

Hamiltonian. Rotational and conformational isomerization are two examples of 

intramolecular chemical exchange, while proton exchange with a solvent is an example of 

intermolecular exchange. The effects of chemical exchange on NMR spectral lines 

include line broadening, multi-line coalescence and exchange narrowing. These effects 

are highly state dependent and can provide information on the molecular potentials 

responsible for kinetic and equilibrium properties. Magnetic resonance is the preeminent 

tool for the study of chemical exchange, as it discriminates between inequivalent sites in 

isomers and allows for the extraction of kinetic properties without perturbing chemical 

equilibrium. 

The traditional analysis of chemical exchange, reviewed in Section 2.2, combines 

a quantum mechanical treatment of the spin dynamics with a kinetic model for the 

molecular exchange. The implicit factorization of spin and spatial variables leads to 

kinetic equations with rates that cannot be associated with any transition between exact 

eigenstates of the full spin and spatial Hamiltonian. In this approximation, which will be 

referred to as the traditional rate approximation, the exchange rates are independent of 

spin parameters. The validity of the traditional rate approximation has never been 
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established. Theoretically, the traditional rate approximation leads to equations of motion 

that do not establish proper equilibrium, and experimentally, the traditional theory of 

chemical exchange has not been tested to the accuracy possible. Deviations from the 

traditional theory have often been attributed to unknown and unmeasured temperature

dependent spectral parameters. In Section 2.3, the theoretical basis for analyzing the 

effects of chemical exchange in NMR will be addressed. In this section, a weak-collision 

quantum-mechanical relaxation theory of chemical exchange is presented that allows for 

the direct calculation of coherence exchange. Approximations familiar in relaxation 

theory have been revised, so that they can be applied to chemical exchange. The 

generalization of the classical reaction rates are shown to be real valued for population 

exchange and complex valued for coherence exchange, leading to measurable deviations 

of spectroscopic shifts from the predictions of the traditional theory in the fast-exchange 

limit. If interpreted using the traditional theory, the observed fast-exchange line positions 

lead to substantial errors in the extracted thermodynamic properties; for the 

isomerization reaction of methylcyclohexane, errors of up to 30% in the equilibrium 

constant are obtained as shown in Chapter 3. 

2.2 The Traditional Theory of Chemical Exchange 

The traditional theory of chemical exchange combines a quantum-mechanical 

treatment of the spin system with a kinetic theory for the spatial dynamics [1-26]. As an 

example, consider the two-site exchange of a single, uncoupled nuclear spin illustrated in 

Figure 2.1. The potential energy surface represents the minimum energy pathway along 

the reaction coordinate for the exchange of two conformers, A and B, with a Helmholtz 

energy difference (relevant to constant volume conditions) M. The nuclear spin 

experiences a conformationally dependent spin Hamiltonian that gives rise to chemical 

shifts OJA(T) and OJs(T) in conformers A and B, respectively. In condensed phases, the 

chemical shift in each conformer cannot be associated with any one rovibrational state, 



10 

but represents a thermal average over states, leading, in general, to temperature-dependent 

spectral parameters. 

In the absence of exchange, the NMR spectrum of this system would consist of 

two lines with chemical shifts OJA(T) and OJs(T) and with a ratio of amplitudes (line areas) 

equal to the ratio of the conformer equilibrium populations. In this limit and neglecting 

relaxation, the equations of motion for the observed complex transverse magnetizations 

MA+ and Ms+ of sites A and B, respectively, are 

0 J(MB+J 
-iOJA MA+ . 

(1) 

The effect of chemical exchange is to transport conformer A to B at rate kf and back again 

A B 

LiA 

Figure 2.1. Two-site chemical exchange of a single nuclear spin with I=Yz. 
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at rate kb. The normalized populations of the two conformers, PA and p 8 , therefore evolve 

according to the following kinetic equations, 

(2) 

Making the traditional rate approximation, in which it is assumed that these kinetic 

equations also apply to magnetization exchange, the combined evolution and exchange 

equations of motion for the magnetizations are 

(3) 

This system of coupled linear differential equations is solved using an eigenvalue method 

[27], giving observed magnetizations M;+ of the form 

(4) 

where the A; are the eigenvalues of the combined evolution and exchange matrix. 

When the exchange rates are slow compared to the difference in the chemical 

shifts of states A and B, the distinct lines at OJA and w8 broaden, but their resonance 

frequencies remain the same. This broadening is a lifetime effect due to the decay at rates 

kr and kb from the respective states. By the time the molecule returns to its original 

chemical state, all memory of the phase of its magnetization has been lost. In this limit, 

the linewidths (full width at half maximum, FWHM) in Hz for the A and B resonances 

have contributions due to chemical exchange of 

(5) 

In the limit of fast exchange, where the exchange rates are much faster than the 

difference between the chemical shifts, there is only one long-lived, exchange-narrowed 
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peak. The position and width of this peak can be determined by expanding the 

eigenvalues of the combined exchange and evolution matrix from (3) in powers of 

(OJ A - OJ s )/2:r and are given in Hz by 

krvA + kbvB 
V av = k + k = p AV A + p B VB' 

f b 

krkb(vA -vs)2 
~ vav = 3 

:r(kf +kb) 

(6) 

In the fast-exchange limit, the average line position depends only on the normalized 

equilibrium populations, PA and ps, and the linewidth has a contribution ~ Vav due to 

chemical exchange. 

In the intermediate exchange region, the NMR spectral lines continue to broaden 

relative to slow exchange and their frequencies shift toward each other as the exchange 

rates increase. Eventually the lines coalesce and, as the rates continue to increase toward 

the fast exchange limit, this single line sharpens. The linewidths and positions are 

sensitive functions of exchange rates in this region, allowing for the extraction of kinetic 

parameters. The simulated NMR spectra shown in Figure 2.2 illustrate the progression 

from slow to fast exchange as the dimensionless rate a = kr I Im A - OJ 8 I increases. 

The above analysis can be generalized to include additional conformers and weak 

scalar coupling. In the fast-exchange limit, such an analysis predicts average spectral 

parameters (X) that are the probability-weighted sums of separate conformer spectral 

parameters X;, 

(X)= LP;X;, (7) 
i=A,B,C ... 
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where Pi is the equilibrium probability of being m conformer i and Xi is a spm 

Hamiltonian parameter such as a chemical shift or J coupling constant. Equation (7) has 

the appearance of a weighted average in equilibrium statistical mechanics. This 

resemblance is misleading, however, as (7) is not derivable from equilibrium statistical 

mechanics, but was derived from a kinetic theory that assumes the exchange rate of the 

coherences was the same as that for the populations and ignores the difference in 

exchange rate for different spin states. With a nonzero spin Hamiltonian, however, the 

exchange rate of a population must depend on spin state. This point can be inferred from 

Figure 2.1, in which the spin energies have been exaggerated. Ignoring these small rate 

differences does not lead to equilibrium for the combined spatial and spin populations. 

The quantum-mechanical treatment of chemical exchange presented below avoids the 

2 

-40 -20 

4 

0 

Frequency (Hz) 

20 40 

Figure 2.2. Simulated NMR spectra showing the progression from slow to fast exchange. 
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ambiguities associated with coherence exchange and its relation to population exchange 

through a direct calculation of coherence exchange. 

2.3 Quantum-Mechanical Chemical Exchange 

Chemical exchange is a manifestation of the same nonunitary time evolution 

responsible for all relaxation phenomena. Nonunitary dynamics result when only part of 

a system is considered and yet its coupling to the rest of the system, or reservoir, is not 

ignored. In this section, a weak-collision quantum-mechanical relaxation theory (QMRT) 

of chemical exchange is presented. QMRT [28-32] describes the evolution of a system 

coupled to a thermodynamic reservoir, treating both the system and reservoir quantum 

mechanically. Unlike semiclassical relaxation theory [33-37], QMRT satisfies detailed 

balance, leading to proper equilibrium. More importantly for the present problem, it 

provides a framework for deriving rate equations for exchange of coherence. 

Although the superoperator matrix elements responsible for chemical exchange 

will be shown to be real valued for population exchange, they are in general complex 

valued for coherence exchange. This result is related to, but distinct from, the effect of 

the spin Hamiltonian on the rates between spatial states. The resulting spin dependence 

of the exchange rates leads in the fast-exchange limit to observable spectroscopic shifts 

from the predictions of the traditional theory, as will be discussed in Section 2.3.3. 

Superoperator theory is briefly introduced in Section 2.3 .1 and is an important tool for the 

treatment of the quantum theory of relaxation presented in Section 2. 3 .2. Although rather 

technical, Section 2.3.2 provides the theoretical framework that is used here for the novel 

analysis of chemical exchange in NMR. The principal results of QMRT from 

Section 2.3.2 are reviewed in Section 2.3.3 before they are applied to chemical exchange. 
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2.3.1 Superoperator Theory 

Superoperators [26,38] are objects that act on operators to give new operators and 

are ubiquitous in the treatment of relaxation theory. As an example of the use of 

superoperators, consider the Liouville-von Neumann equation for the unitary evolution of 

the density operator p under a Hamiltonian H, 

p = -i[ H,p], (8) 

for H in units of radians per second. In superoperator notation the Liouville-von 

Neumann equation is written as 

p=-iLp, (9) 

where L = [ H, ] is the Liouvillian superoperator. Superoperators will be denoted by 

script letters, with the exception of the chemical exchange and relaxation superoperator, 

r, which is introduced below. 

A superoperator requires four Hilbert space (ket) indices to specify a single 

component, so that the matrix element of an operator produced by the action of a 

superoperator on another operator is 

(10) 

A formally equivalent description is obtained if a space is considered in which the NxN 

elements of an operator are arranged in an N2x 1 column vector and the NxNxNxN 

elements of the superoperator are similarly written as an N
2
xN2 

matrix. This operator 

space is referred to as Liouville space. The mathematics of superoperators acting on 

operators in Liouville space bears a striking resemblance to that of the action of operators 

on kets in Hilbert space. In particular, just as eigenstates can be defined for operators, 

eigenoperators can be defined for superoperators. For example, the level shift operators, 

I i)(J I , composed of the eigenbras and eigenkets of the Hamiltonian, 
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(11) 

are eigenoperators of the Liouvillian, 

(12) 

In Liouville space, the chemical exchange and relaxation superoperator, r, is the 

generalization of the kinetic exchange matrix. As shown in Section 2.3.3, r connects 

only states of the same spin coherence order so that populations exchange with 

populations and coherences with coherences. The evolution of the density operator is a 

combination of the unitary time evolution of the Liouvillian and the nonunitary evolution 

of the chemical exchange and relaxation superoperator, leading to the general equation of 

motion 

p=(-iL+r)p. (13) 

The magnetization exchange introduced in Section 2.2 is an example of the 

application of equation (13). The observable magnetization is given by 

(14) 

where yis the gyromagnetic ratio and n is Planck's constant, so that the only elements of 

p that give rise to observable magnetization are 

PA= IA+' 

Ps =Is+ · 
(15) 

In the traditional theory it is assumed that the exchange of coherences follows the same 

set of kinetic equations as the exchange of populations, giving, in the {p A, p s} basis, 

(
-k r = b 

kb 
(16) 

In the {p A, p s} basis, the Liouvillian is diagonal, as 



LpA =[H,pA]=mApA, 

L Ps = [ H,ps] = lUsPs· 
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The combined equations of motion for the density operator are therefore 

which, using equation (14), yields equation (3). 

2.3.2 Quantum-Mechanical Relaxation Theory 

(17) 

(18) 

Quantum-mechanical relaxation theory [28-31] describes the nonunitary evolution 

of a system coupled to a thermodynamic bath or reservoir in the subspace of the system, 

treating both the system and reservoir quantum mechanically. Unlike semiclassical 

relaxation theory [33-37], QMRT satisfies detailed balance, leading to proper 

equilibrium. Nonunitary dynamics result when only the system Liouville space is 

considered and yet the coupling to the reservoir Hamiltonian is included. The time 

evolution under the system Hamiltonian is approximate when couplings to the reservoir 

are nonzero, in which case the actual evolution under the full Hamiltonian appears as 

nonunitary evolution of the system, i.e., evolution does not conserve the norm of the 

system density operator. From a perspective encompassing both the system and reservoir, 

however, time evolution is still unitary. 

Relaxation theory is used to calculate the effect of the system-bath coupling in the 

restricted space of the system, making it unnecessary to calculate the usually intractable 

dynamics in the complete space. An example of the separation between system and 

reservoir is found in NMR, where only the spin Hamiltonian is considered. The 

Hamiltonians for intramolecular and intermolecular interactions are not considered 

explicitly, but their couplings to the spin system lead to coherence exchange, decay, and 

return to spin equilibrium. 
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The following presentation of QMRT differs from standard treatments with 

respect to the treatment of spectral densities. It is often assumed that the imaginary 

components of the spectral density have no effect on the observed NMR spectrum. By 

treating the reservoir quantum-mechanically, it is shown that imaginary components of 

the spectral density are manifest as measurable spectroscopic shifts in the fast-exchange 

region. If the fast-exchange line positions are interpreted using the traditional theory, 

substantial errors could occur in the extraction of the thermodynamic properties. In 

addition, the secular approximation is not introduced here in the usual way. The typical 

application of the secular approximation is incorrect, as pointed out by Goldman in the 

calculation of nuclear spin cross relaxation [39] and as shown here for chemical 

exchange. The quantum-mechanical relaxation theory derived in this section will be 

applied to chemical exchange in Section 2.3.3. 

2.3.2.1 Equations of Motion for a System Coupled to a Quantum-Mechanical 
Reservoir 

The total Hamiltonian for a system interacting with a bath or reservoir is 

(19) 

where Hs is the system Hamiltonian, HR is the reservoir Hamiltonian and V is the 

coupling between them, which, in the weak-collision limit assumed here, is small. The 

Hamiltonians Hs and HR contain operators that act solely on the system and reservoir, 

respectively, and hence commute. Neither, however, is presumed to commute with V. 

In general, measurements are performed on the system so that the density operator 

of interest, a, is the trace over the reservoir variables of the total density operator p, 

(20) 

Similarly, the reservoir density operator, PR, is defined by 
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PR(t) = Trs p(t). (21) 

The total density operator evolves m time according to the Liouville-von 

Neumann equation, 

P(t) = -i[ H(t ), p(t)] . (22) 

The effect of the system-reservoir coupling is solved for by first transforming to an 

interaction representation in which the effects of both HR and Hs have been removed. In 

this Redfield frame the following operators are defined, 

p* = exp[i{ HR+ Hs)t ]pexp[-i( HR+ Hs)t], 

v* = exp[i( HR+ Hs)t ]v exp[-i( HR+ Hs)t], 

a*(t) = TrRp*(t), 

and the evolution of p* , the density operator in the Redfield frame, is given by 

Solving equation (24) iteratively to second order, 

;/ (t) = -i[v* (t ),p* (o)]- f~ dt'[v* (t ),[v* (t'),p* (t') ]] . 

(23) 

(24) 

(25) 

The time evolution of the system is found by performing a trace over the reservoir 

variables of equation (25), 

o-*(t) = -iTrR [v*(t),p*(o)]- f~dt'TrR [v*(t),[v*(t'),p*(t')]]. (26) 

In applying equation (26) it is presumed that the initial density operator is factorable, 

p(o) = a(O) PR (o). (27) 

In particular, the reservoir is assumed to be in thermal equilibrium initially with 

(28) 
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where Z is the reservoir partition function, f3 = ~ r, and k8 is Boltzmann's constant. By 

construction, V contains only terms that are off diagonal in the bath, or they would have 

been included in HR. The trace of V with PR.(0) is therefore zero, and the first term on the 

right hand side of (26) can be discarded. Therefore, 

o-*(t) = - f~dt'TrR [v*(t),[v*(t'),p*(t')]j. 

Expanding the double commutator, 

o-*(t)=-f:dt'TrR {v*(t)v*(t')p*(t')-v*(t)p*(t')v*(t')

v* (t') p* (t') v* (t) + p* (t') v* (t')v* (t )} , 

and letting r = t - t ', 

o-*(t) = - J: drTrR {v*(t)v*(t- r)p*(t- r)-v*(t)p*(t- r)v*(t- r)

v*(t - r)p*(t - r)v*(t) + p*(t- r)v*(t- r)v*{t)}. 

(29) 

(30) 

(31) 

Equation (31) shows that the evolution of the density matrix depends on its 

history. As the system is damped by the trace over the reservoir variables, the memory of 

this history is lost. The correlation time, re, is a measure of the memory of the system 

and, in general, will be much smaller than the evolution time t. The only contribution to 

the integral in (31 ), then, will be for short r on the order of re. This has important 

implications. First, as the correlation time is small and the weak-collision limit has been 

assumed, the density operator does not appreciably change between t - r c and t. This 

allows for the replacement of the argument t - r in the density operator on the right-hand 

side of equation (31) with the argument t and is justified if the dynamics of the system are 

only considered with time resolution much larger than re. As well, since the only 

contributions to this integral are from short r, the limit of the integral may be taken to 

infinity. This short correlation time approximation, known as the Markoff 
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approximation, transforms the integro-differential equation (31) into a system of coupled 

linear first-order differential equations, 

0-* ( t) = - J 
0

00 

d T tr R { V * ( t) V * ( t - T) p * ( t) - V * ( t) p * ( t) V * ( t - T) -

v*(t-T)p*(t)v*(t) + p*(t)v*(t-T)V*(t)}. 
(32) 

Although equation (31) is exact, equation (32) is the result of second-order perturbation 

theory and is valid in the weak collision limit and when the Markoff approximation 

applies. 

The coupling between the system and reservoir allows for the reversible transfer 

of energy and coherences and the creation of correlations between cr(t) and {JR(t). As 

these correlations also decay on the time scale of Tc and the dynamics are only being 

considered on time scales much greater than this, the density operator may be factored, 

(33) 

Irreversibility is introduced into the equations of motion by assuming that any effect on 

the reservoir due to the interaction with the system dissipates quickly, so that the reservoir 

is always in thermal equilibrium. The state of the reservoir will not be affected by the 

system, then, but the system will be affected by the reservoir. This is the basic condition 

of irreversibility and allows the total density operator to be written as 

p(t) = a(t) PR ( 0) . (34) 

Considering the dynamics only on a time scale large compared to the correlation 

time is referred to as coarse graining the dynamics and should be interpreted as an 

averaging of the equations of motion over a time M >>Tc [29]. 

Using the density operator (34), the equation of motion (32) may now be written 

as 
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0-*(t) = - r drTrR {v*(t)V*(t- r)CJ"*(t)pR (0)-V*(t)CJ"*(t)pR (O)V*(t- r)-
o (35) 

V * ( t - r) CJ"* ( t) PR ( 0) V * ( t) + CJ"* ( t) PR ( 0) V * ( t - r) V * ( t)}. 

The evolution of the m 'm reduced density operator matrix element is now 

calculated. Several of the steps leading to the final equations of motion are detailed 

below. The combined eigenstates of the system and reservoir are written as J mM) , where 

lower case letters index system eigenstates and upper case letters index reservoir 

eigenstates, 

HsJmM) = mmJmM), 

HRJmM) = m MJmM). 

Using the definition of trace and the closure relationship, 

(m'lo-*(1)lm) = - r dr I 
O n',n,N',N,M 

{ (m' MIV*(t)ln'N')(n'N' lv*(t - r)lnN)(nNICJ"*(t)PR (O)lmM)-

(36) 

(m' MIV*(t)ln'N')(n'N' ICJ"*(t)pR (O)lnN)(nNIV*(t- r)lmM)- (37) 

(m'MIV*(t- r)ln'N')(n'N'ICJ"*(t)pR (O)lnN)(nNIV*(t)lmM) + 

(m' MICJ"* (t)pR (O)ln'N')(n'N' Iv* (t - r)lnN)(nNIV* (t)I mM) }. 

From the definitions of the operators in the Redfield frame, (23), 

\m' 10-*(1)lm) = - r dr I 
O n',n,N',N,M 

{ exp(i{ mm'n' + mn'n )t] exp(- i( mn'n + m N'N )r] 

(m' MIVI n' N') (n' N' IVI nM) (nMICJ" * (t )pR ( O)I mM)o MN -

exp[i(mm'n' +mnm)t]exp[-i(mnm +mNM)r] 

(m'MIVln'N)(n'NjCJ"*(t)pR (o)jnN)(nNIVlmM)oNN' - (38) 

exp[i{ mm'n' + mnm )t] exp[- i( mm'n' + m MN' )r] 

(m'MIVln'N)(n'NICJ"*(t)pR (O)jnN)(nNIVlmM)oNN' + 

exp[i(mn'n + mnm)t ]exp[-i(mn'n + mN'N )r] 
(m'MjCJ"*(t)pR (O)jn'M)(n'MIVlnN)(nNIVlmM)oMN, }. 
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Renaming indices in the first and last terms, 

(m'IO-*(t)lm) = - J00 

dr L 
O ' N'N n ,n, , 

{ L bmnexp[i( Wm'k + Wkn' )t ]exp[- i( wkn' + WN'N )r] 
k 

(m' NIVI kN')(kN' IVln'N)(n'Nlo-*(t)pR (O)lnN)-

exp(i( Wm'n' + Wnm )t ]exp(- i( Wnm + WNN' )r] 

(m'N' IVln'N)(n'Nlo-*(t)pR (O)lnN)(nNIVlmN')- (39) 

exp[i( Wm'n' + Wnm )t ]exp[- i( Wm'n' + WN'N )r] 

(m' N' IVI n' N) (n' N la* (t) PR ( O)I nN) (nN IVI mN') + 

L8m'n'exp[i(wnk + wkm)t ]exp[-i(wnk + WNN' )r] 
k 

(n'N lo-* (t) PR ( O)I nN) (nN IVI kN') (kN' IVI mN) }. 

Grouping similar terms in front, 

(m' la* (t )Im)= L (n' lo-* (t )In) exp[i( Wm'n' + Wnm )t] 
n',n 

{ -8mnL L f0

drexp[-i(wkn' +WNw)r] 
k NN' O 

(m'NIVlkN')(kN'IVln'N)(NlpR (o)I N) + 

L J00 

drexp[- i( Wnm + WNN' )r] 
NN' O 

(m' N' IVln'N)(nNIVlmN')(NlpR (O)I N) + (40) 

L rdrexp[-i(wm'n' +WNw)r] 
NN' 0 

(m' N' IVln'N)(nNIVlmN')(NlpR (O)I N) + 

-8m'n' L L f0 

drexp[-i(wnk + WNN' )r] 
k NN' O 

(nNIVlkN')(kN'IVlmN)(NlpR(o)IN) }, 

and finally rewriting the equation, 
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(m' la* (t )Im) = L (n' lo-* (t )In) exp[i( OJm'n' +OJ nm )t] 
n' ,n 

{ -8mnL L (m'NIVlkN')(kN'IVln'N)(NlpR(O)IN) 
k NN' 

.(drexp[- i( OJkn, + OJN'N )r] + 

L (nNIVlmN')(m'N'IVln'N)(NlpR (O)I N) 
NN' 

.(dr exp[- i( OJ nm +OJ NN' )r] + (41) 

L (nNIVlmN')(m'N'IVln'N)(NlfJR.(O)IN) 
NN' 

.(drexp[- i( OJm'n' + OJN'N )r] + 

-8m'n'L L (nNIVlkN')(kN'IVlmN)(NlpR(O)IN) 
k NN' 

At this point the secular approximation is often made, in which terms in ( 41) that 

oscillate in time are discarded. In the standard application of this approximation, this 

would exclude all terms for which OJm'n' +OJ nm -:t:- 0. For chemical exchange in NMR, 

OJm'n' +OJ nm takes on the value of the difference between chemical shifts in the 

exchanging conformers, for appropriate values of the indices. The secular approximation 

would throw away all exchange between sites with nonequivalent spin Hamiltonians, 

allowing chemical exchange solely in the trivial case of systems with degenerate NMR 

parameters. This application of the secular approximation is obviously unphysical and 

will not be introduced here. In fact, the time dependence of the exponential term in 

equation ( 41) is exactly canceled upon returning to the lab frame, where the equations of 

motion are 



where 

and 

25 

(m' la(t )Im) = - i(m' I[ Hs (t ), a(t) ]Im)+ 

L (n' la(t )In) 
n',n 

{ -b'mnL L (m'NIVlkN')(kN'IVln'N)(NlpR(O)IN) 
k NN' 

J
0
cxi d~exp[-i( OJkn' + OJN'N )r] + 

L (nNIVlmN')(m'N'IVln'N)(NlpR(O)IN) 
NN' r drexp[-i( OJnm + OJNN' )r] + 

L (nNIVlmN')(m' N' IVln'N)(NlpR (O)I N) 
NN' 

r drexp[-i( OJm'n' + OJN'N )r] + 

-b'm'n' L L (nNIVJkN')(kN' IVlmN)(NlpR (O)J N) 
k NN' 

The equations of motion are written in the final, compact form, 

(m'IO-(t)lm) = -i(m'l[H(t),a(t)]lm)+ L Im'mn'n(n'la(t)ln), 
n' ,n 

Im'mn'n = -b'mnL r;'kkn' -b'm'n'L Y~kkm +r;mm'n' +r~mm'n" 
k k 

NN' 

r drexp[- i( OJ/n + OJN'N )r] 

Y~kln = L (mNJVjkN')(lN'IVlnN)(NjpR (o)JN) 
NN' 

r drexp[- i( OJmk + OJNN' )r] 

= L (mNIVlkN')(lN'IVlnN)(NJpR(o)JN) 
NN' 

(42) 

(43) 

(44) 

(45) 
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Equation ( 43) is completely general with respect to the type of relaxation process being 

considered. With the appropriate choice of V, equation ( 43) can be used to calculate 

nuclear spin relaxation, chemical exchange, or vibrational dephasing. 

2.3.2.2 Quantum-Mechanical Spectral Densities 

The one-sided Fourier transforms of equation ( 45) lead, in general, to complex

valued r's. Defining J and~ to be real-valued functions, the r's can be written as 

Y ~k In = J mk In (OJ In) + i~ mk In (OJ In)' 

Y ~k In = J mk In (OJ km) - i~ mk In (OJ km). 
(46) 

Jmkln is the real part of the spectral density and ~mktn is the imaginary part. J is given by a 

full Fourier transform while J and~ are related by a Hilbert transform [ 40], 

Jmkln(OJ) = L (mNIVlkN')(lN'IVlnN)(NIJJR(O)IN) 
NN' 

t J:di-exp(-i(OJ + OJN'N )i-), (47) 

= L to( OJ +OJNw )\mNIVlkN')(lN'IVlnN)(NIPR (O)IN), 
NN' 

and 

~ (OJ)= _!_p JIX) dOJ' Jmkln(OJ') 
mkln 1{ -tXJ OJ'_ OJ ' (48) 

where P indicates that the principle value integral is to be taken. The opposite signs in 

front of the ~ term in y + and r- reflect the difference in the two one-sided Fourier 

transforms of equation ( 45). 

In semiclassical relaxation theory, a Lorentzian spectral density 1s often 

assumed [33,41], in which 

(49) 
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This spectral density is symmetric, however, and using equation (47) it can be shown 

through a termwise comparison that quantum mechanical spectral densities satisfy 

Jabba (OJ ba) = exp(-/JOJ ba )Jbaab (-OJ ba ). (50) 

Combining this result with the Lorentzian spectral density gives 

2rc (v2
) 

OJ<O 
1 + r20J2 

J(OJ)= c (51) 
2r (v 2

) 
c exp(- jJOJ) OJ> 0. 

1 + r20J2 c 

That the Boltzmann weighting should be associated with positive frequencies can be seen 

in the limit of short correlation times, where V connects all states regardless of the energy 

splitting between them. In this limit, 

OJ<O 

OJ> 0. 
(52) 

This result is also obtained from the quantum-mechanical expression for the spectral 

density given in equation ( 4 7). When V connects all states regardless of the energy 

difference between them, J(OJ) is completely determined by the sum over accessible 

reservoir states. 

The imaginary component of the spectral density (51) can be determined 

analytically by solving the Hilbert transform as shown in Appendix A, 

~(m) = n{ ~ ~(:;
2

l 2 ) {[-in- nrcm + Ei( ~)- ircmEi( ~)]exp(- ~) + 

[in- nrcm + Ei(-;;) +ire m Ei(-;; )]exp(~)+ 
- 1rrc OJ - 2exp(- jJOJ )Ei(/JOJ) + ln( r; OJ 2

)}. 

where Ei(x) is the exponential integral function [ 42,43], 

(53) 



28 

. ( ) J~ exp( - t) 
EI x = -'P dt . 

-x t 
(54) 

A plot of the real and imaginary components of the spectral density are shown in 

Figure 2.3 for a correlation time of 10-14 s. 

2.3.2.3 Population and Coherence Exchange 

The matrix elements of the relaxation and exchange superoperator r are 

comprised of combinations of complex-valued spectral densities, which in general lead to 

complex-valued matrix elements. Here it is shown that the exchange matrix elements are 

still real valued for population exchange, but they are complex valued for coherence 

exchange. 

Intensity 
14 

JxJO 

0 

14 
-2. xJO 

14 
-6xJO 

Imaginary 

0 

Frequency (rad/s) 

14 
6 xJO 

Figure 2.3. The real and imaginary components of the spectral density for a correlation 
time of 10- 14 s. 
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As an example of population exchange, consider a system with 2 states that are 

coupled through an interaction with a reservoir as shown in Figure 2.4. The equations of 

motion for the populations of the two states are 

(IIO-(t)II) =-(Ila(t)II)( rt221 +r~221 )+ 
(2 la(t )12)( r;112 + r~112 ) 

=-(I la(t )I I)[ 2J1221 ( m21) + ~1221 ( m21 )- ~1221 ( m21)] + (55) 

(2 la(t )12)[ 2J2112 (-m21) + ~1112 (-m21 )- ~1112 (-m21)] 

=-(I la(t )I I) 2J1221 ( m21 ) + (2 la(t )12) 2J2112 (-m21 ), 

9 Initial Population 

0 Final Population 

2 v 
< 

1 

System 

> 

• 
• 
• 

5 

4 

3 

2 

I 

0 

Reservoir 

Figure 2.4. Population exchange between two states coupled through an interaction with 
a reservoir. 
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and similarly 

(2 la(t )12) = (1 la(t )11) 2J1221 ( m21 )-(2 la(t )12) 2J2112 (-m 21 ). (56) 

As 

(57) 

detailed balance is satisfied, 

(58) 

and equilibrium is established in steady state, 

(2 la eq 12) =exp(- /Jm 21 ) (1 la eq 11). (59) 

The delta function in the real component of the spectral densities for population 

exchange denotes a conservation of total energy between the system and reservoir. As the 

system gains or loses energy, the reservoir compensates (see Figure 2.4). 

As an example of coherence exchange, consider a system with 4 states in which V 

connects state 1 with 3 and state 2 with 4 as shown in Figure 2.5. This can be 

incorporated into a model for chemical exchange in which spin relaxation is ignored. In 

2 

1 

4 

3 

Figure 2.5. Two coherent superpositions undergoing exchange due to a coupling with a 
reservoir. 
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the lab frame, 

and 

(1 IO-(t )12) + i(l IL o-(t )12) 
=-(1jo-(t)j2)( r:331 + r;442 ) + 

(3lo-(t)l4)( r:m + r;213 ) 

=-(llo-(t)l2)( J1331(m3,) + J2442(m42) + i~m1(m3,)- i~2442(m42) ) + (60) 
(3jo-(t)l4)( J4m(m13)+ J4m(m24)+ i~4m(m13)-i~4m(m24) ) 

= -(1 lo-(t )12)( J1331 ( (1)31) + J2442( UJ42) + i~~~ ) + 

(3lo-(t )14)( J4m(-m31) + J4m(-m42) ), 

(3IO-(t)l4) + i(31Lo-(t)l4) 
=-(3jo-(t)l4)( r;ll3 +r;224 )+ 

(llo-(t)l2)( r;431 + r;431 ) 

= - (3 lo-(t )14) ( J3113( m13) + J4224 ( m24) + i~3113( m13)- i~4224( m24) ) + (61) 
(1 jo-(t )j 2) ( J2431 ( UJ31) + J2431 ( U) 42) + i~2431 ( UJ31 )- i~2431 ( UJ42) ) 

=-(3lo-(t)j4)( J3113 (-m31 )+J4224 (-m42 )+i~~~ )+ 
(llo-(t)l2)( J2431(m31)+ J2431(m42) ), 

where the exchange shifts, 

g~ = ~uA m Ji)- ~k/lk(m1k), (62) 

are introduced and use is made of the identity provided by Cohen-Tannoudji [29] that 

(63) 

Exchange shifts result for coherence exchange due to an incomplete cancellation 

of imaginary spectral densities in the decay terms when the frequencies of the coherences 

are not degenerate. The system-reservoir coupling perturbs the frequency of a coherence 

and the exchange shift can be viewed as the second-order correction to the energy states 

of the coherence due to this perturbation. Although having a profound effect on the spin 

dynamics, this shift is the result of a purely spatial susceptibility and is derivable through 
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a Hilbert-transform relationship with the very same spatial fluctuations responsible for 

chemical exchange. These shifts can have an observable consequence as will be shown in 

the following section for the case of chemical exchange in NMR. 

The decay rate of a superposition of two states contains the average of the decay 

rate for the populations connected by the coherence between the states. The feeding or 

exchange term is an interference term composed of the scattering amplitudes from both 

states in superposition. For chemical exchange in NMR, it is expected that these two 

scattering amplitudes are nearly the same, although for exchange involving electronic 

transitions they are not [30]. 

2.3.2.4 Relationship to Dynamic Frequency Shifts 

For coherence decay in NMR (m '=n ', m=n) the imaginary components of the 

spectral density have been observed as dynamic frequency shifts [ 44] in quadrupolar 

nuclei [ 45] and in spin-Yz nuclei [ 46]. In contrast to exchange shifts, which arise from the 

imaginary components of the spectral density of purely spatial fluctuations, dynamic 

frequency shifts result entirely from spin relaxation processes. Dynamic frequency shifts 

can also be described using the QMRT formalism. As an example, consider the decay of 

spin coherence between states 1 and 2 when V connects states 1 and 2 as shown in 

Figure 2.6. For this case, 

(1 la{t )12) + i{l l.ta(t )12) 
= - (I I a(t )12) ( r 1;21 + r ;112 ) (64) 

=-(lla{t )12){ J1221 (m21) + J1112 (-m21) + i~1221 (m21 )-i~2112 {- m21) ). 

As~ changes sign near the origin as shown in Figure 2.3 the imaginary components can 

constructively or destructively add depending on OJ and the correlation time. For a two

level system these parameters are typically such that the dynamic frequency shifts are 

smaller than the NMR linewidth and have been ignored [3 3]. 
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2.3.3 Quantum-Mechanical Chemical Exchange in NMR 

In Section 2.3 .2, it was shown that the equations of motion for the reduced density 

operator for a system coupled to a quantum-mechanical reservoir are 

where 

and 

(m'la{t)lm) = -i(m'l[H(t),a(t)]lm)+ L rm'mn'n(n'la(t)ln), 
n',n 

r m'mn'n = -8 mn L r ~'kkn' - <5 m'n' L r ~kkm + r ~mm'n' + r ~mm'n', 
k k 

Y~kln = Jmkln(m1n)+ il1mkln(mzn), 

Y ~k In = J mk In ( Q) km) - i 11 mk In ( Q) km). 

(65) 

(66) 

(67) 

Jmkln is the real part of the spectral density and 11mkln is the imaginary part. J is given by a 

full Fourier transform while J and 11 are related by a Hilbert transform, 

Jmkln(m) = L y<5(m+mNw)(mNIVlkN')(!N'IVlnN)(NIPR(O)IN) (68) 
NN' 

and 

11 {m) = _!_p Joo dm' Jmkln(m') 
mkln 1r -00 m' - Q) • 

(69) 

In these equations, V is the coupling between the system and reservoir, I mM) 1s an 

eigenstate of system (lower case variable) and reservoir (upper case variable) 

2 

v 
1 

Figure 2.6. The dynamic frequency shift of a two-level system. 
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Hamiltonians, and PR is the reservoir density operator. Modeling the spectral density as a 

Boltzmann weighted Lorentzian, 

OJ<O 

(70) 

OJ> 0, 

and 

!i(ai) = n-(~ ~ (~
2

l2 ) {[-in- n-rcai + Ei( ~)-ire aiEi( ~)]exp(- ~) + 

[itr- trrc OJ+ Ei(-::) +ire OJ Ei(-::) ]exp(~)+ (71) 

- trr c OJ - 2exp(- [JOJ )Ei(fJOJ) + ln( r; OJ 2 )}. 

For chemical exchange in NMR, equation (65) is often transformed into the 

rotating frame defined by the frequency OJ of the applied radio frequency excitation pulses. 

In the rotating frame, the following operators are defined, 

a= exp(iOJI/ )aexp(-iOJI/ ), 

Reff= exp(iOJ!zt)Hexp(-iOJl/)-OJ!z. 
(72) 

For like nuclei in solution, 

Heff = L 110JJiz + L JiJ]i ·Ii' (73) 
i<j 

where 110J i = OJ i - OJ is the relative chemical shift offset of the lh spin and JiJ is the scalar 

coupling constant between spins i and j. In the rotating frame, the equations of motion 

for an exchanging system are 

(m' l~(t )Im)= - i(m' I[ Heff(t ), a(t) ]Im)+ 

L exp[-i(n;-nz -m; +mz)OJt]rm'mn'n(n'la (t)ln), 
(74) 

n',n 
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m which m;, mz, n;, and nz are the lz quantum numbers of the respective states. By 

restricting r to the connection of density operators of the same coherence order, the time 

dependence is removed from the sum. Under this restriction, the evolution of the reduced 

density operator in the rotating frame is 

(m'l~(t)lm) = -i(m'l[fieff(t),a(t)]lm)+ L rm'mn'n(n'la (t)ln). (75) 
n',n 

In Figure 2. 7 a model is given for the "two-site" exchange of NMR coherences of 

an uncoupled spin-Yz nucleus in which the transition state is explicitly considered. Using 

the results obtained in Section 2.3 for quantum-mechanical chemical exchange, the 

Transition State 

Conformer 

B 

4 

3 

~A 

Figure 2.7. A model for two-site chemical exchange of an uncoupled spin-Yz nucleus. 
The states are labeled numerically along with their spin state a and /J. In this 
model the transition state is explicitly considered as state C. 
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following system of equations describe the evolution of the NMR coherences, 

where the exchange shifts are 

~A = ~1551 ( W51)- ~2662( W62), 

~B = ~3553(a>53)- ~4664(w64), 

~c = ~5115(-w51 )- ~6226(-w62) + ~5335(-a>53)- ~6446(-w64 ), 

and the approximations 

(77) 

(78) 

have been used. As discussed in Section 2.3.2.3, there are no exchange frequency shifts 

associated with feeding (off-diagonal) terms. Given typical differences in NMR 

frequencies between spatial conformers of 104 rad/s and the large spatial energy 

differences of >5x10 14 rad/s (30 kJ/mol) for transition states in chemical exchange, these 

approximations are justified. Relaxing these approximations does not affect the results 

discussed here with respect to exchange shifts. The size of ~A, ~B and ~c, the exchange 

shifts for sites A, B and the transition state, can be estimated using equation (53). For a 

spatial frequency difference of 7.6x 1014 rad/s, a correlation time of 1 o- 14s, an NMR shift 
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difference of 103 rad/ s, and an exchange rate of 2 x 104 rad/ s at 3 00 K, the ~' s are on the 

order of 10 rad/s. 

Equations (76) differ from the corresponding equations for the traditional theory 

by the inclusion of the imaginary components of the spectral density, appearing as the 

exchange shifts ~A, ~Band ~con the diagonal of r. These terms result from differences 

in the imaginary components of the spectral density evaluated at frequencies that differ by 

the change in the chemical shift between the connected states. The system-reservoir 

coupling perturbs the frequency of a coherence and the exchange shift can be viewed as 

the second-order correction to the energy states of the coherence due to this perturbation. 

Although having a profound effect on the spin dynamics, this shift is the result of a purely 

spatial susceptibility and is derivable through a Hilbert-transform relationship with the 

very same spatial fluctuations responsible for chemical exchange. 

The exchange shifts depend on exchange rate and are expected to be appreciable 

only in the fast-exchange limit. The solution of equation (76) is completely analogous to 

the solution of the equations of motion in the traditional theory in the fast-exchange limit, 

with the average frequency now equal to the population-weighted sum of the chemical 

shift and exchange shifts, 

(w)= LPi(wi+~;)· (79) 
i=A,B,C 

As the transition state (labeled C here) is assumed to be negligibly populated, it can be 

excluded from the sum. The transition state is essential, however, in the interpretation of 

~A and ~B· 

For multiple-site exchange, 
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i=A,B, .. . 

(80) 
i=A ,B, ... i=A,B, ... 

= (m)trad + l:Pi b.i. 
i=A,B, .. . 

The fast-exchange average may be considered to be the sum of two terms: one equal to 

the traditional fast-exchange average of the chemical shifts and the other a population

weighted average of the exchange shifts. 

From equation ( 48) it is clear that the exchange shift is zero for a connection 

between two states with degenerate chemical shifts. For chemical exchange, the net 

effect of exchange shifts will be zero for any case in which 

l:Pi b.i = 0. (81) 
i=A ,B,C .. . 

One situation in which this would arise is for the exchange of equal energy conformers 

when the transition state has a chemical shift equal to the average chemical shift of the 

exchanging conformers. 

Chemical shifts decrease linearly with magnetic field, so as zero field is 

approached there is no exchange shift. The field dependence of the exchange shift is 

therefore analogous to that of the chemical shift. The exchange shift increases linearly 

with the difference between the NMR frequency of the transition state and the connected 

states. Large differences between chemical shifts in the conformer and transition state are 

expected as molecules in the transition state are typically highly distorted. Although not 

directly measurable, the chemical shift of the transition state is, in principle, calculable. 

Recent advances in the ab initio calculation of chemical shifts [ 4 7-49] could be of 

considerable use in more detailed modeling of the exchange shifts. 
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The exact nature of the exchange shift is complicated due to the averagmg 

processes within each of the conformer wells. As previously discussed, the conformer 

chemical shifts are an average within the manifold of rovibrational states of a particular 

conformer as depicted in Figure 2.8. Exchange shifts appear at all rovibrational states in 

the manifold, so again this is not just the traditional average. A more extreme 

temperature dependence to the chemical shift is indicative of larger differences between 

chemical shifts within the manifold and thus also of larger exchange shifts in the 

manifold. A fuller description of chemical exchange would include a multistate model 

within each conformer well that accurately describes the temperature dependence of the 

chemical shift within each conformer as well as the averaging between conformers. This 

complicates the analysis of dynamic NMR data far beyond the traditional analysis, but in 

principal provides much richer information on the potential energy surface. Further work 

is needed in this direction, but a few early results from numerical simulations are worth 

Figure 2.8. A multistate model for chemical exchange in which the rovibrational states 
within a conformer manifold are explicitly considered. 
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noting. A model that splits a conformer well into any number of states that linearly 

increase in chemical shift to the transition state yields predictions similar to those of the 

single-state-per-conformer model. The net exchange shift at each level consists of a sum 

of terms for connections to multiple states, some higher and some lower in energy as 

shown for states i and i+ 1 in Figure 2.8. The exchange shift is defined to be the sum of 

the imaginary contributions to the spectral density and for a rovibrational state N 

composed of spin states i and i+ 1 it is given by 

Ll N = Ll i i+2 i+2 i ( 0Ji+2 i )- Ll i+l i+3 i+3 i+l ( 0Ji+3 i+l) 

+ Li i i-2 i-2 i (-OJ; i-2 )- Li i+l i-1 i-1 i+l (- {,()i+ l i-1). 

(a) r-- (b) 
0 0 
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(c) 0 (d) 0 
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Figure 2.9. The variation of the exchange shift with number of states in the well. The 
shift is for each level. (a) The contribution to the exchange shift for increasing 
energy state. (b) The contribution to the exchange shift for decreasing energy in 
well. (c) The (net) exchange shift is a sum of (a) and (b). (d) An expanded 
view of (c). 

(82) 
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The value of the exchange shift for a rovibrational state is plotted in Figure 2.9 versus the 

number of equally spaced rovibrational states in a conformer well under the assumption 

that only nearest-neighbor states are connected. The single-state-per-conformer value has 

an NMR frequency difference of 104 rad/s between the conformer and the transition state, 

a spatial energy difference of 7.63x10 14 rad/s ( 48 kJ/mol), a correlation time of 10-14 s 

and an exchange rate of 2x 104 rad/s at 300 K. · The contribution to the exchange shift for 

a connection to a higher or lower state changes sign as the energy difference between 

states decreases, i.e., as the number of states increases, roughly following the derivative 

of the imaginary component of the spectral density. Even as the number of states in the 

well increases to 1000, the size of the net exchange shift remains observable. Because of 

the assumption that the chemical shift varies linearly with energy in the well, the 

exchange shift is the same for all rovibrational levels within a conformer manifold. The 

net shift of the spectroscopic line from the traditional theory will in general be equal to 

the population weighted exchange shift for each conformer manifold. 

The correlation time and rate at a given spatial energy splitting and temperature 

completely specify the kinetic model for the system. Assuming, for the sake of 

simplicity, a single correlation time independent of temperature, the temperature 

dependence of the net exchange shift for a level is determined through the use of equation 

(53). A plot of the net exchange shift vs. temperature is shown in Figure 2.10 for a model 

of a well with 7 equally spaced states. The single-state-per-conformer value has an NMR 

frequency difference of 103 rad/s, a spatial energy difference of 7.63x10 14 rad/s 

(48 kJ/mol), a correlation time of 10-14 sand an exchange rate of 2x104 /sat 300 K. The 

net exchange shift first increases in magnitude and then decreases as the temperature 

increases. In the limit of infinite temperature, the net exchange shift is zero. This model 

would imply finite exchange shifts even in slow exchange. A more realistic model would 
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place the bulk of the change in chemical shift near the top of the well, giving no exchange 

shift in the slow-exchange region. 

Exchange shifts also are anticipated in the averaging of other NMR parameters. 

In the case of scalar couplings, an exchange shift contribution would depend on the 

difference in J between the conformers and the transition state. For certain molecules, 

such as the substituted ethanes, continuous parametrizations of J along the reaction 

coordinate are well established [ 14], limiting the free parameters in a detailed comparison 

between theory and experiment. As the range of scalar couplings is typically smaller than 

the range of chemical shifts, it is expected that the exchange shifts are correspondingly 

smaller. 

-13 

Exchange -14 
Shift 

(rad/s) _15 

-16 

-17 

200 400 600 800 

Temperature (K) 

Figure 2.10. The temperature dependence of the exchange shift for one rovibrational 
state in one of the two conformers. 

1000 
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2.4 Conclusions 

Magnetic resonance line positions in the presence of rapid thermal motion have 

long been interpreted as the spectrum of the time-averaged spin Hamiltonian. One 

consequence is that the perturbations responsible for the motion have a vanishing effect 

on the lineshape in the extreme-narrowing limit. In this chapter, a quantum-statistical 

treatment of chemical exchange between molecular conformations has been presented 

that is substantially inconsistent with this traditional picture. Previously unsuspected 

shifts, orders of magnitude greater than the experimental resolution, are found in the 

average Liouvillian describing fast exchange due to the incomplete cancellation of the 

imaginary components of the spectral density. The same purely spatial fluctuations 

responsible for chemical exchange determine these exchange shifts through a Hilbert

transform relationship. Experimental support for this theory is given in Chapter 3. 
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3. An Experimental Test of the Theories for 
Chemical Exchange In NMR: 
Methylcyclohexane in Solution 

3.1 Introduction 

One of the major contributions of nuclear magnetic resonance to molecular 

physics has been the determination of thermodynamic and kinetic properties of dynamic 

systems. For such a significant contribution, it is surprising that the traditional theory for 

extracting this information is not incontestable. A careful examination of the NMR 

literature shows that the traditional theory relating average line positions to 

thermodynamic quantities has never been tested to the accuracy possible. Poor agreement 

with the traditional theory is often plausibly attributed to an unknown temperature 

dependence of the NMR parameters and, with no alternative theory, has not been further 

scrutinized. To critically test theories of chemical exchange requires detailed knowledge 

of the conformer spectral parameters, exchange rates, and equilibrium populations 

throughout the slow, intermediate and fast-exchange regions. In favorable circumstances, 

these properties can be extrapolated to fast exchange from the measured slow-exchange 

spectra, although most often there is incomplete information and a rigorous test of the 

theory is not possible. 

In this chapter, an experimental study of the dynamic averaging of 13C chemical 

shifts in methylcyclohexane (Figure 3 .1) in solution is presented and compared with the 

traditional and exchange-shift theories. Methylcyclohexane exhibits two-site exchange 

between the equatorial (major) and axial (minor) conformers shown in Figure 3.2 and is 
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favorable for the accuracy to which it. allows a comparison between theory and 

experiment. In particular, the measurement of slow-exchange spectra over a 50 degree 

range of temperatures permits an accurate measurement of the conformer free energy 

difference and chemical shifts. The measured linear temperature dependence of the 

chemical shifts, coupled with previous variable-temperature measurements on the model 

compounds cis- and trans-1,4-dimethylcyclohexane [1 ], allow a linear extrapolation of 

the chemical shifts to the fast-exchange region. 

Farmer studies of chemical exchange in methylcyclohexane [ 1-4] have too few 

slow-exchange temperature points to stringently test the traditional theory. The data 

presented in this chapter are the most extensive to date and rule out the traditional theory 

with greater than 99.99% confidence limits. This is shown to necessitate considering 

models with additional parameters. The exchange-shift model presented in Chapter 2 is 

shown to allow an interpretation consistent with the data. 

Section 3 .2 begins with a description of the experimental procedures used to 

collect the variable-temperature 13C NMR spectra. A statistical analysis of these spectra 

and the extraction of spectral and molecular properties is presented in Section 3 .3. A 

Figure 3 .1. Methylcyclohexane with site labels indicated. 
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comparison between the observed fast-exchange data and the predictions of the traditional 

and exchange-shift theories is made in Section 3 .4, and confidence limits are placed on 

models based on these theories through a global fit to the experimental results. 

3.2 13C Variable-Temperature NMR Experiments on 
Methylcyclohexane 

3.2.1 Sample Preparation 

All key experiments described in this thesis were performed on a single sample 

consisting of a 2: 1: 1 mixture by volume of methylcyclohexane (Aldrich), CS2 (Aldrich), 

and toluene-d8 (Aldrich). This sample is approximately 4 M in methylcyclohexane. The 

NMR tube was sealed under vacuum. 

Equatorial Axial 

Figure 3.2. Chemical exchange in methylcyclohexane. 
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3.2.2 Modification of Apparatus 

The variable-temperature NMR spectra of methylcyclohexane were collected on a 

Bruker AMX-500 spectrometer with a 13C frequency of 125.7633 MHz. To observe the 

full range of chemical-exchange lineshapes, spectra were collected between 150 K and 

300 K. In the low-temperature regime, portable glove bags were attached to the magnet, 

Nitrogen Atmosphere 
---1-~ 

Magnet 

NMRProbe 

RF 

Heater Current-----

Thermostat 

Figure 3.3. Apparatus for low-temperature NMR. 

~-- Nitrogen Gas 

---Current 

-- Resistive Heater 
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sealing the probe and the top of the bore tube as shown in Figure 3.3. Nitrogen purge gas 

was continually fed to the bags to prevent the buildup of ice within the bore tube and on 

the probe. The tuning and matching capacitors for the probe eventually lock due to 

differential contraction of their components, so, to prevent damage, they were not 

changed below 240 K. 

3.2.3 Temperature Calibration 

The temperature of the sample was initially determined with a methanol chemical 

shift thermometer [5-7] that makes use of a quadratic fit to the temperature dependence of 

the chemical shift difference between the methyl and hydroxyl protons. For operation at 

500 MHz, the relationship between temperature and frequency difference ~ v is 

T = 406-0.066ll~vl-( ~v )
1 

104.66 
(83) 

The chemical shifts of methylcyclohexane were observed to be temperature dependent in 

Sealed 5mm Tube --

1 Omm NMR Tube Methylcyclohexane Sample 

Figure 3 .4. Double-tube assembly for NMR temperature calibration. 
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the slow-exchange region in agreement with earlier observations [ 1,2]. This temperature 

dependence was used to provide a convenient internal NMR thermometer. The difference 

in chemical shift between C-2,6 and C-Me was found to have the greatest temperature 

dependence and was calibrated using a 10 mm double tube assembly in which the sealed 

5 mm methylcyclohexane sample tube sat within an outer tube of methanol as shown in 

Figure 3.4. The chemical shift difference of C-2,6 and C-Me was then measured as a 

function of methanol chemical shift difference. A linear fit of the frequency difference of 

C-2,6 and C-Me to temperature gives 

T = -1851.29 + 1.34657 ~ v, (84) 

with standard errors of 7.50 and 0.004981 for the intercept and slope respectively. The 

errors are highly correlated, with a covariance of -0.037378, so that at 180 K there is an 

associated error of only 0.35 K. The fit and residuals are shown in Figure 3.5. The 

methylcyclohexane chemical shift thermometer was used to measure the temperature of 

T (K) 190 

185 

180 

175 

170 

165 

1500 1505 

,·· ... -~-- .... -~l 
i;i0 i 

L ______ . -··· ___ __________ ! 
1500 1505 1510 1515 1520 

1510 1515 

Frequency Difference (Hz) 

Figure 3 .5. Calibration of the methylcyclohexane chemical shift thermometer. The 
temperature from the methanol chemical shift thermometer is plotted versus the 
chemical shift difference between C-2,6 and C-Me of the major conformer. 
Residuals for the fit are shown in the inset. 
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the methylcyclohexane slow-exchange spectra between 150 K and 190 K. The double

tube assembly was used again to measure the temperature in intermediate and fast 

exchange. 

3.2.4 The DEPT and Interleaved DEPT Experiments 

The Be NMR spectra of methylcyclohexane were measured usmg the 

distortionless enhancement of polarization technique (DEPT) to transfer polarization 

from 1H to Be [8]. The pulse sequence for the DEPT experiment is shown in 

Figure 3 .6a. Setting the delays between pulses to 1/(2Jrn) maximizes the polarization 

transfer. JcH was measured to be 124 Hz for all major conformer carbon sites in 

methylcyclohexane. The dependence of the signal amplitude on the final proton flip angle 

f3 is determined by the number of coupled protons as shown in Figure 3.6b. The majority 

of the experiments reported here were run with f3 = n/4 for positive intensities for all 

carbon peaks. In some later experiments f3 was changed during the experiment between 

n/4 and 3n/4 and the free induction decays were saved separately. The free induction 

decays were later added to give a spectrum with only e-1 and e-Me resonances, and 

subtracted to give only e-2,6, e-3,5 and e-4 resonances. This interleaved DEPT 

experiment allows the observation of two minor peaks otherwise obscured by overlap 

with major peaks; the minor peak of e-1 sits in the base of the major peak of e-3,5, and 

the minor form of e-3,5 overlaps the residual single protonated solvent peak. 

In these experiments, proton decoupling was performed during acquisition using 

the multiple pulse sequence WALTZ-16 [9,10]. The power of the decoupling pulses was 

set by an attenuation of the primary amplifier of 15-35 dB, resulting in n/2 pulses of 24-

110 µs for proton. For other parts of the pulse sequence, n/2 pulses were typically 9 µs 

for proton and 16 µs for carbon. 
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3.2.5 13C and 1 H Relaxation Times 

The longitudinal relaxation times at several temperatures were measured for the 

various proton and carbon sites. At 300 K, proton T1 's varied from 3.3 - 3.5 s, while at 

180 K they were between 0.3 and 0.55 s. At 143 K they ranged from 0.14 to 0.25 s. 
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Figure 3.6. The DEPT experiment. (a) Pulse sequence for DEPT polarization transfer. 
(b) Amplitude dependence on the final proton flip angle for the three carbon 
groups. 
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Carbon Ti's varied from 10.8 - 16.1sat300 K, 1.2 - 2.4 sat 180 K, and 0.17 s to 0.4 sat 

143.5 K. As polarization is transferred to carbon from proton in the DEPT experiment, 

the observed signal intensities depend on the equilibrium proton magnetization. The 

relaxation delay between experiments was chosen so that the proton magnetization would 

recover to equilibrium after the end of the decoupling during acquisition. Typical 

relaxation delays after the end of decoupling were 2 to 8 s. 

3.2.6 Spectrometer and Filter Response 

The spectrometer response to input signals of differing size was found to be linear 

under operating conditions similar to those of the methylcyclohexane slow-exchange 

experiments. The response was measured using a .05% solution of methylcyclohexane 

(major conformation) in cyclohexane to give concentrations approximately equal to the 

major and minor conformers. The falloff of the spectrometer filter was measured and 

intensity corrections of up to 3% were found for the outermost resonances. 

3.3 Chemical Exchange in Methylcyc/ohexane 

The linearity of the temperature dependence of the chemical shifts in the 

methylcyclohexane conformers allows a convenient extrapolation from slow to fast 

exchange. This procedure is further justified by the observation that the model 

compounds cis- and trans-1,4-dimethylcyclohexane have chemical shifts that are linear in 

temperature over a 120 K range [1]. In these analogs there are negligible chemical 

exchange effects on the linewidths over this range. Previous studies of chemical 

exchange in methylcyclohexane [ 1-4] have too few measurements of slow-exchange 

populations to predict fast-exchange averages with sufficient precision. Although 

recently considered by Anet and Freedburg [2] as consistent with the traditional theory, 

the study by Anet and Basus [ 1] allows such large uncertainty in the prediction of the 
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fast-exchange averages that a more extensive study at higher magnetic field was 

warranted. 

In this section, data and a statistical analysis are presented over the full range of 

chemical exchange in methylcyclohexane. In Section 3 .3 .1, the slow-exchange 

temperature-dependent spectra are analyzed for the conformer chemical shifts and 

equilibrium populations. In Sections 3.3.2 and 3.3.3, data on intermediate and fast 

exchange are presented. These data are used in Section 3 .4 for a critical test of the 

traditional and exchange-shift theories for chemical exchange in NMR. 

3.3.1 Slow Exchange 

In slow exchange, where the rate of interconversion between the axial and 

equatorial forms of methylcyclohexane is slow compared to the difference in their 

chemical shifts, sharp spectral lines are observed for both the major and minor 

conformers as shown in Figure 3.7. As seen in the inset, the axial conformer is present at 

much lower concentration than the equatorial conformer, with a ratio of peak areas of 

about 0.5%. 
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To accurately extract the conformer probabilities, chemical shifts and linewidths, 

a nonlinear least squares fitting procedure was used. In the region of a line, the spectrum 

was modeled as a composite curve consisting of a linear baseline and a Lorentzian peak. 

In the case of inhomogeneously broadened NMR lines of different widths, the Monte 

Carlo simulations discussed in Appendix B show that the lineshape must be corrected 

first to accurately determine the ratio of the line areas. Since fitting to a composite curve 

is sensitive to small deviations of the signal from the model [11], the reference 

deconvolution algorithm of Morris [12] was incorporated. Reference deconvolution uses 

a reference line within the spectrum to remove global broadening and asymmetric 

features, such as the effect of magnet inhomogeneity, from the experimental lines. A well 

isolated, large signal-to-noise peak is first chosen as the reference peak and the remainder 

of the spectrum is nulled. A best-fit Lorentzian is then found by a least-squares fit to this 

experimental line with the line position, intensity and width as parameters. A time

domain correction function is produced by dividing the inverse Fourier transform (IFT) of 

this fit by the IFT of the reference peak. As the fit and experimental free induction decays 

(FIDs) have both real and imaginary components, the magnitude of the denominator is in 

practice always finite. The filter is then used to correct all the lines in the spectrum by 

multiplication with the experimental FID. This is equivalent to deconvoluting the 

reference lineshape from each line of interest. The algorithm for this procedure was 

incorporated as a macro into Biosym Corporation's FELIX NMR processing software. 

As the time-domain filter can become quite large and uncertain near the end of the FID, 

an exponential apodization was applied to all time-domain signals. In the frequency 

domain, this corresponded to having convoluted the data with a 1 Hz wide (FWHM) 

Lorentzian" 

In estimating the effect of spectrometer noise on the accuracy of derived 

quantities, the effect of these manipulations must be taken into account since they lead to 
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an apparent reduction in noise which does not in fact lead to more accurate line areas. 

The best estimate of the errors in the fit parameters must in effect be calculated on the 

unmanipulated data set. This is true for calculating the errors in any least-squares data fit; 

the errors in the best fit parameters must be extracted from the unmanipulated data set. 

The fit, however, may be performed on a manipulated data set. Appendix B discusses 

data manipulation and the processing of NMR spectra, using the technique of Monte 

Carlo simulation to determine the effect of data manipulations on the standard errors 

associated with an NMR measurement. 

3.3.1.1 Temperature Dependence of the Chemical Shifts 

In methylcyclohexane, C-4 has a negligible chemical shift difference between its 

equatorial and axial forms. Its spectral line remains sharp throughout the entire range of 

chemical exchange, making it a convenient internal reference for chemical shift. In all 

subsequent discussion, a shift labeled by another site is in fact a shift in the difference 

between the resonance position of that site and C-4. The linear least-squares fits of the 

13C chemical shifts to temperature for the various sites in methylcyclohexane relative to 

C-4 are shown in Figure 3.8-Figure 3.11 and summarized in Table 3.1. For each of these 

spectra, the temperature was measured using the methylcyclohexane chemical shift 

thermometer of equation (84). For these fits, the errors in the slope and intercept are 

strongly correlated. Thus, to propagate the error in the fit line position the covariance 

must be considered. For a general two-parameter fit of a function G(x) to the parameters 

A and B, the standard error in G is given by the standard errors in A and B, s A and ss, 

respectively, and their covariance s~s, 

(85) 
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Table 3.1 summarizes this analysis. The reduced chi-squared, x/, values listed suggest 

that spectrometer noise is largely responsible for the uncertainty in shifts. The standard 

errors listed are scaled to correspond to x?=l, thus reflecting the observed scatter and 

including other possible sources of error. 

Table 3 .1. Least-Squares fit values for the linear temperature dependence of the carbon 
chemical shifts in methylcyclohexane. The standard errors and covariance are 
calculated after a multiplicative factor is used to adjust the standard deviations of 
each data set to give x/ = 1. 

Slope Intercept Standard Standard Covariance 
Error Slope Error 

Intercept 

Xr
2 

·········-················""········ ....................................................................... .................................................. ···· ······························································································ ........................................................................... ................................................. _ 

C-Me (eq) -0.475128 -287.731 0.000512676 0.0881293 -0. 00004 5 0228 1.57 

C-Me (ax) -0.243468 -1095 .75 0.00114575 0.196282 -0.000224432 0.93 

C-1 (eq) 0.00190288 833.708 0.000889973 0.152987 -0.000135675 4.73 

C-1 (ax) -0.0775713 158.21 0.00190638 0.318669 -0.000605909 0.70 

C-2,6 (eq) 0.2675 1087.09 0.000512676 0.0881293 -0.0000450228 1.57 

C-2,6 (ax) 0.197548 657.654 0.0010507 0.178683 -0.000187296 3.03 

C-3,5 (eq) 0.0461793 39.8617 0.000339592 0.058376 -0.0000197542 0.69 

C-3,5 (ax) -0.0202087 -706.924 0.00147978 0.248948 -0.000367432 1.57 



(a) 

(b) 

-355 
Chemical 

Shift -360 

(Hz) 
-365 

-370 

-375 

-380 

-1130 
Chemical _ 1132 

Shift 
(Hz) -1134 

63 

140 160 180 200 

Temperature (K) 

-1136 I~ IW IM IW 100 

-1138 

-1140 

-1142 

-1144 

140 160 180 

Temperature (K) 

Figure 3.8. Chemical shift of C-Me versus temperature. (a) The major conformer. (b) 
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Figure 3.9. Chemical shift of C-2,6 versus temperature. (a) The major conformer. (b) 
The minor conformer. The least-squares fit to a straight line is shown and the 
residuals are given in the inset. 

' I 

I 

I 
190 

200 

200 



(a) 

(b) 

65 

49 
Chemical 

Shift 48.5 

(Hz) 
48 

47.5 
0.04 

0.02 

47 
-0.02 

46.5 -004 l __ .. 

150 
· · - ·· -··-- --~· 

160 170 180 190 

Chemical 
Shift 
(Hz) 

140 

-709.8 

-710 

-710.2 

-710.4 

-710.6 

-710.8 

140 

160 180 

Temperature (K) 

160 180 

Temperature (K) 
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3.3.1.2 Equilibrium Populations and Free Energy Differences 

The ratio of equilibrium populations of the minor and maJor conformers of 

methylcyclohexane was determined by fitting the slow-exchange spectra and taking the 

ratio of peak areas. Again, the standard errors for the fit values were calculated using the 

unmanipulated data sets, while to accurately determine the ratio of peak areas the 

lineshape correction algorithm was incorporated. Figure 3.12 is a plot of the ratio of 

conformer populations vs. temperature using the data for all resolved carbon sites. A 

nonlinear least-squares fit of the equilibrium constant to the free energy relationship was 

performed using a program written in Mathematica. The errors in the fit parameters were 

determined by the standard errors in the ratio of populations. Table 3 .2 lists the fit values 

/{q 0.010 

Pax 0.008 

0.006 

0.004 

0.002 

0.000 
140 160 180 200 

Temperature (K) 

Figure 3.12. The ratio of the equilibrium conformer populations versus temperature. The least
squares fit to a Boltzmann population relationship given by a Helmholtz energy difference 
between the conformers is shown as the center line. The shaded area depicts the 95% 
confidence region. 
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Table 3 .2. Least-Squares fit values and standard errors for the Helmholtz energy 
difference between the axial and equatorial conformers of methylcyclohexane. 
The standard errors and covariance for C-2,6 are calculated by first scaling the 
standard errors of the data to give x/= 1. 

Fit ~E ~s Standard Standard Covariance 
(J/mol) (J/mol•K) Error in ~E Error in ~S 

················-··························--·-·····················-······-·· ................................................................. ··················-···········-····· 

C-Me 6788.0 -4.15 268 1.54 410.287 

C-2,6 6889.5 -3 .30 223 1.30 289.311 

C-1, C-3 ,5 7091.2 -2.59 253 1.50 377.037 

All Carbons 6956.0 -3.12 140 0.81 113.358 

Xr 
2 

1.00 

2.23 

1.04 

1.14 

resulting from a fit of the equilibrium constant Keq to a Helmholtz energy difference 

according to 

Pax ( M-TM) 
Keq =-P =exp - RT . 

eq 

(86) 

The fit was performed for sites C-2,6 and C-Me separately and for sites C-1 and C-3,5 

together to see if the standard errors in the populations were consistent with the 

hypothesis that spectrometer noise is the dominant source of error. The x/ values show 

that the errors in the data are consistent with this model with the exception of the C-2,6 

where the errors appear to be underestimated by a factor of .J2.23. The standard errors of 

the data for C-2,6 were scaled up to give x/=1 before the data were combined with the 

data for the other carbon sites. The fit of the entire population data to equation (86) gives 

an internal energy change LIB of 6956 J/mol and an entropy change of -3.12 J/mol•K. The 

standard errors are 140 J/mol and 0.81 J/mol•K, respectively, with a covariance of 

113.358. Again, these errors are highly correlated, so that at 300 K, the highest fast

exchange temperature studied, the ratio of conformer populations is 0.0422± 0.0018, 

representing an accuracy of 4%. A plot of the 95% confidence region for the change in 
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internal energy and change in entropy for the Helmholtz energy difference between the 

equatorial and axial forms of methylcyclohexane is shown in Figure 3 .13. The standard 

errors define a probability distribution for the actual value of a fit parameter based on 

limited measurements of it. The ellipse shown encloses 95% of this distribution. 

Shoemaker and Garland [13] give a table for the change in the reduced chi-squared, Xr2
, 

of the original fit for the 95% confidence region of the fit parameter as a function of the 

number of data points. This is an equivalent description of the confidence region in the 

fit parameter space. It is important to note that as the standard error of the fit decreases 

due to a larger sample of data points, more data points will necessarily lie outside the 

95% confidence region of the fit, since the population standard deviation is not 

decreasing along with the standard error of the fit. This is reflected in Figure 3.12. 

Consider the one-dimensional case for the determination of the mean value of a Gaussian 
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Figure 3 .13 . 95% confidence region for the Helmholtz energy difference between the equatorial 
and axial conformers of methylcyclohexane. 
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distribution with a standard deviation a. Even though any one point has a finite 

probability of being x away from the mean value based on a, when hundreds of samples 

from the distribution are plotted, the mean value can be determined with great accuracy, 

i.e., the mean value has a small standard error. Again, the standard error of a fit 

parameter defines a probability distribution for the actual value of the fit parameter based 

on limited samplings of the variable. 

Anet and Freedburg [2] report the free energy for the isomerization reaction of 

methylcyclohexane to be M = 6317±837 J/mol and M = -6.7±5.4 J/mol•K based on the 

work of Anet and Basus [ 1]. These values are consistent with, although less precise, than 

those presented in this work. The 95% confidence region for Anet and Basus's fit 

completely enclose the 95% confidence ellipse in Figure 3 .13 and is over 4 times larger in 
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Figure 3.14. Ratio of conformer populations for methylcyclohexane. The boxed data points are 
from Bas us [ 1,2]. 
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area. The smaller error bars in the present work are a result of the larger number of data 

points measured. Basus' s data are included on the plot of the equilibrium constant shown 

in Figure 3 .14 for the sake of visual comparison with the data from Figure 3 .12. Anet and 

Freedburg also report a free energy difference of M = 7113±209 J/mol and 

M = + 1.25±0.84 J/mol•K for methylcyclohexane interconversion using the semi

empirical MM3 potential surface for molecular mechanics. This single-molecule gas

phase molecular free energy differs from the results presented here; neither the best fit 

value nor any of the 95% confidence region for the MM3 results overlap with the 95% 

confidence region of this work. This suggests that the use of free energies determined by 

single-molecule molecular mechanics calculations for a reaction in condensed phases is 

suspect. Other authors report free energy values from NMR line areas of 

methylcyclohexane [3,4] consistent with, although less precise than, the value reported 

here. 

3.3.2 Intermediate Exchange 

In the intermediate exchange region, the linewidth is a sensitive measure of the 

chemical exchange rate. The spectra were measured as a function of temperature in this 

region using the 10 mm dual tube assembly with the methylcyclohexane sample 

immersed in methanol. The spectra were fit using the Mathematica program previously 

described, although they were not corrected for line-shape distortions. Both the chemical 

shifts and linewidths are referenced to the sharp C-4 resonance. 

3.3.2.1 Chemical Exchange Rates 

A Mathematica program was written to extract the exchange rates from the 

linewidths of the spectra in intermediate exchange given a two-site exchange model. In 

this model, based on the traditional theory, the forward and backward rates are related by 

the measured slow-exchange free energy and the temperature-dependent chemical shifts 
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for the sites are extrapolated from slow exchange. A log plot of the exchange rate versus 

1 IT is shown in Figure 3 .15. A fit to the Arrhenius form, 

( 
M)-TMtJ 

kr = v exp - RT , (87) 

gives v= l.09x10 11/s, Mt= 49964 J/mol and Mt= 34.73 J/mol•K, where Mt and Mt 

are the differences in energy and entropy, respectively, between the transition state and 

the major conformer. To achieve a satisfactory fit to this form, data between 220 Kand 

240 K, where the linewidths are greatest, were excluded. A plot of all the linewidths for 

the methylcyclohexane carbon sites with the fit parameters for the rates is shown in 

Figure 3 .16. The two-site model for the traditional theory, in conj unction with the 

Arrhenius form described, misses the maximum broadening by up to 5 Hz for some 

Exchange 
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( s -1) 

100. 
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0.0038 0.0042 0.0046 0.005 
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Figure 3 .15. Log plot of exchange rate against inverse temperature. The fit to an Arrhenius rate is 
shown. 
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carbon sites, but in the absence of independent information on the rate as a function of 

temperature, it is not strictly possible to conclude whether the lineshape theory or the rate 

theory is unsatisfactory in the intermediate region. 

3.3.3 Fast Exchange 

3.3.3.1 Fast-Exchange Averages of Chemical Shifts 

The temperature was again measured using the 10 mm dual NMR tube assembly 

and the methanol chemical shift thermometer described in Section 3.2.3. The chemical 

shifts and standard errors in the fast-exchange region were determined using the non-

linear least-squares program described in Section 3.3.1. These data will be presented in 

Section 3 .4, where the theories for chemical exchange will be critically examined. 
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Figure 3.16. Linewidth versus temperature for the carbon sites in methylcyclohexane. The data 
are given by the points and the lines are the predictions of the traditional theory. 
(a) C-Me. (b) C-1. (c) C-2,6. (d) C-3,5. 
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3.4 A Critical Test of Theories for Chemical Exchange 

3.4.1 Fast-exchange Deviations from the Traditional Theory 

Given the measured slow-exchange parameters, a comparison can now be made 

between the predictions of the traditional theory and the observed fast-exchange line 

positions. These comparisons are shown in Figure 3 .1 7, where the shaded region 

corresponds to 95% confidence limits extracted from the standard errors in slow 

exchange. The region represents the error range arising from the fit to six parameters, 

two for the Helmholtz energy, obtained from the slow-exchange data, and four for the 

linear chemical shifts, taken together. There is only a 5% chance that a random sampling 

of the distribution of fit parameters with the given standard errors would give a single 

fast-exchange prediction outside of the error region. The fit to the traditional theory is 

unsatisfactory for all sites, except possibly C-1, if considered separately. More 

quantitative statistical arguments are given subsequently for a global fitting procedure. 

Importantly, there is a lack of consistency between the observed fast-exchange averages 

and the traditional theory. This is apparent when the observed fast-exchange averages are 

used to predict the equilibrium constant for the isomerization reaction using the 

traditional theory and the extrapolated conformer chemical shifts from slow exchange. 

The extracted equilibrium constants are shown in Figure 3.18. This same lack of 

consistency between carbon sites in the fast-exchange limit under the traditional theory is 

apparent in the data of Basus [1], but was not pursued. Given the small error ranges on 

the extracted equilibrium constants, it is clear that a model consisting of the traditional 

theory and linear chemical shifts extrapolated from the slow-exchange region can never 

fit the fast-exchange averages for all four sites simultaneously. 
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Figure 3 .17. Predictions of the traditional theory for fast-exchange chemical shifts based 
on the parameters measured in slow exchange. The chemical shifts are measured 
relative to the C4 chemical shift. The 95% confidence regions (for six variables 
taken together) are shown as the shaded areas. (a) C-Me. (b) C-1. 
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Figure 3 .17 (continued). Predictions of the traditional theory for fast-exchange chemical 
shifts based on the parameters measured in slow exchange. The 95% confidence 
regions (for six variables taken together) are shown as the shaded areas. (c) 
C-2,6. (d) C-3,5 . 
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3.4.2 Global Fits to the Traditional Theory 

The discrepant equilibrium constants and poor consistency between slow and fast 

exchange for the carbon sites treated separately indicates that the traditional theory fails. 

This failure is better quantitated with a global fit including all sites and slow and fast

exchange data together. For a global fit, a x?of 1 indicates a fit between the model and 

experimental data with errors representative of the scatter in the experimental data. A x? 

greater than 1 indicates that the observed deviations from the model are inconsistent with 

the experimental errors. The significance of x? greater than 1 depends on the number of 

experimental data points and the number of fit parameters. For large numbers of data 

points, even small deviations of Xr2 from 1 indicate low confidence for the model. When 

Keq 0.06 
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0.035 
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Figure 3.18. The predicted equilibrium constant for the isomerization reaction of 
methylcyclohexane based on fast-exchange averages, the measured slow-exchange 
chemical shifts and the traditional theory. The error bars on the data are too small to be 
seen on this scale but are on the order of 0.5% of the equilibrium constant. 
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the number of data points in the fit is 120, for example, the 95% confidence region 

excludes fit parameters that have a x/ greater than 1.22 [13]. For the global fits 

presented here, 225 data points are included: 57 for the slow-exchange equilibrium 

constants, 16 for the fast-exchange averages, and 152 total for the slow-exchange 

chemical shifts of the major and minor conformers. The standard errors of the data are 

those determined as described in earlier sections. 

Several models are presented below for global fits of the traditional theory to the 

experimental data. These models have varying constraints on the temperature 

dependence of the chemical shift and Helmholtz energy. 

3.4.2.1 Linear Temperature Dependence of the Chemical Shifts and Cubic 
Temperature Dependence of the Free Energy Difference 

As has already been discussed in Section 3 .4.1, there 1s no value for the 

equilibrium constant in the fast-exchange region that is consistent with the fast-exchange 

line positions and linear chemical shifts using the traditional theory, even for models of 

the Helmholtz energy difference with linear, quadratic, and cubic terms allowed in the 

temperature dependence. The Xr2 for the global fit of such a model to the experimental 

data is 36, indicating a completely inadequate fit. 

3.4.2.2 Cubic Temperature Dependence of the Chemical Shifts and Cubic 
Temperature Dependence of the Free Energy Difference 

For models of the chemical shifts and Helmholtz energy difference with linear, 

quadratic, and cubic terms allowed in the temperature dependencies, the best fit of the 

traditional theory to the experimental data has a ,;r/ of 1.25. This value falls outside of 

the 95% confidence region for a fit that has 189 data points (225 points minus the 36 fit 

parameters). For this fit, the chemical shifts of the major conformers have an additional 

nonlinear temperature dependence of 3-12 Hz per 100 K while the minor conformers 

have an additional nonlinear temperature dependence of 20-60 Hz per 100 K. This model 
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questions one of the basic assumptions of this work: the linear temperature dependence 

of the 13C chemical shifts. The corresponding chemical shifts of the model compounds 

trans-1,4-dimethylcyclohexane and cis-1,4-dimethylcyclohexane, however, are far more 

linear in temperature over their entire measured region (220 K to 3 70 K for the trans 

compound). Given the extreme similarity of methylcyclohexane to the model compounds 

it is unlikely that such large nonlinear temperature dependencies would exist for 

methylcyclohexane. Even ignoring the implausibility of such temperature dependence of 

the chemical shifts, the Xr2 of 1.25 indicates that this model does not adequately fit the 

experimental data, rigorously excluding the traditional theory. 

3.4.3 Global Fit to the Exchange-Shift Theory 

The exchange-shift theory predicts that the chemical shift in fast exchange should 

deviate from the traditional theory by a population-weighted sum of exchange shifts for 

each rovibrational state within the conformer manifolds. In order to make a simple 

phenomenological fit incorporating such an effect, it is assumed that the shift can be 

approximated by a linear function in the fast-exchange region. This function will depend 

on the carbon site being considered, however, due to the different chemical shifts at each 

site. This model fits the fast-exchange data as a sum of the traditional theory plus a linear 

offset and gives an excellent fit to the data with a Xr2 of 1.06. Thus it is possible to 

reconcile all of the data with a linear dependence of the free energy and conformer shifts 

on temperature. The fast-exchange data are shown in Figure 3.19. with the best fit to this 

model. The best-fit value for the linear free energy is till= 7027.39 J/mol and 

fhl = -2.71 J/mol•K and the best-fit parameters for the exchange and chemical shifts are 

given in Table 3.3. While a microscopic explanation of these fit parameters along the 

lines of Chapter 2 would involve modeling rovibrational rates and chemical shifts along 

the reaction coordinate, it is gratifying from the viewpoint of parsimony that the 

exchange-shift hypothesis requires only two new parameters per site, while the traditional 
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Table 3.3 . Best-fit parameters in the exchange-shift model for the temperature 
dependence of the exchange shift and chemical shifts of the equatorial ( eq) and 
axial (ax) sites in methylcyclohexane. Slope has units of Hz/Kand intercept has 
units of Hz. 

slope intercept slope intercept slope intercept 

eq eq ax ax exch. shift exch. shift 
.................................................................................... ..... ..... 

C-Me -0.47513 -287.73 -0.24348 -1095.75 -0.03882 8.27 

C-1 0.00189 833.71 0.07756 158.21 0.01276 -4.17 

C-2,6 0.26750 1087.09 0.19754 657.66 -0.07446 14.93 

C-3.5 0.04618 39.86 -0.02021 -706.92 -0.03444 6.28 

theory fails even when four parameters per site are added as was done in considering up 

to cubic terms in temperature for the chemical shift and free energy. 
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Figure 3.19. Best fit to the fast-exchange region for the exchange-shift theory. (a) C-Me. 
(b) C-1. Shifts are measured relative to C-4 and the inset shows the residuals. 
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Figure 3 .19 (continued). Best fit to the fast-exchange region for the exchange-shift 
theory. (c) C-2,6. (d) C-3,5. 
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3.5 Conclusions and Future Directions 

The global fit of the traditional theory to the chemical exchange data on 

methylcyclohexane rules out the traditional theory with plausible assumptions on the 

temperature dependence of the chemical shift and free energy. Although having 

adjustable parameters about which no information is available from slow exchange, the 

model in which additional shifts linear in temperature turn on in fast exchange provides 

excellent agreement with the observed experimental data for methylcyclohexane. The 

exchange-shift theory provides an explanation for such shifts. 

A more detailed modeling of the exchange shift should now be undertaken. Such 

a model could involve a slowly changing chemical shift as a function of spatial state 

among the bottom of the states of the conformer manifold with rapidly changing chemical 

shift as the transition state is approached so that the exchange shift does not become 

appreciable until fast exchange is reached. This information could be calculated from ab 

initio theory and thus need not involve free parameters. By comparison with strained ring 

systems such as cyclopropane [14], where the chemical shift is downfield of TMS, it is 

currently assumed that the transition state chemical shift is less than that of both the 

major and minor conformers of methylcyclohexane. This is consistent with the observed 

sign of the deviation from the traditional theory. The more difficult problem is that a 

microscopic model would require a plethora of rovibrational rates between quantized 

states near the transition state. Neither theory nor experiments provide much help in 

constraining these parameters in solution. 

Finally, the validity of the traditional theory and exchange-shift theory for 

chemical exchange must be reexamined in additional experimental studies. Conclusions 

based on kinetic and thermodynamic properties extracted through the use of the 

traditional theory must also be appropriately reconsidered. The exchange-shift theory 

suggests a previously unsuspected entanglement of dynamic processes in the 
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interpretation of line positions. A long range goal would be the ability to combine 

dynamic calculations of molecular motion with ab initio NMR parameters and fit the full 

range of lineshapes observable. In this way, NMR could perhaps achieve the accuracy as 

a molecular probe that has prematurely been attributed to it. 
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Appendix A: The Imaginary Component of the 
Lorentzian Spectral Density 

The one-sided Fourier transforms of equation ( 45) lead, in general, to complex-

valued spectral densities 

r+(m) = J(m)+i~(m), 

y-(m) = J(m)-i~(m), 
(88) 

where J is the real part of the spectral density and ~ is the imaginary part. J and ~ are 

related by a Hilbert transform, 

1 JC/J J(m') 
~(m) = -p dm' , 

1C -CIJ m' - m 
(89) 

where P indicates that the principle value integral is to be taken. 

In this appendix, the imaginary component of the Boltzmann weighted Lorentzian 

spectral density, 

(90) 

m> 0, 

is calculated analytically by solving the Hilbert transform. 

Consider first the case when mis positive, 

1 . {Jo , J(m') Jw-e , J(m') Ja , J(m')} ~(m) = - L1mHC/J HO dm + dm + dm . 
1( ' -a (lj f _ (lj 0 (lj f _ (lj OJ+& (lj I _ (lj 

(91) 
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Using Mathematica [ 1] to evaluate the definite integrals and considering each integral in 

turn, 

-1 JodOJ' J(OJ') -- re (v2) { ( ) ( 2 2) - 2rcOJarctan arc +log 1 +a re -
Jr -a {J), - {J) tr( 1 + re 2 OJ 2 ) (92) 

2 log( -a - OJ) + 2 log( -OJ) } , 

1 Jw-c , J(OJ') rc\v
2

) { (i/J)( . ) ·( i/J) - dOJ = ( 2 2) exp r l+zrcOJ El -7 + 
tr o OJ'-OJ tr l+r OJ c c 

c 

exp(-~)( 1- ircOJ )Ei( ~)-

exp(~)( 1 + ircOJ )Ei(P( £- :c - OJ))- (93) 

exp(-~)( 1- ircOJ )Ei(P( £ + :c - OJ))+ 

2 exp(- jJOJ )( Ei(ps )- Ei(POJ)) } , 

and 

1 f,a , J(OJ') rc\v
2

) { (i/J)( . ) ·( ( i )) - dOJ = ( 2 2 ) -exp 7 l+zrc{J) EI P--:c-a -
tr OJ+& OJ , - OJ tr 1 + r OJ c c 

c 

exp(-~)( 1- i rcOJ )Ei(P( ;c - a))+ 

exp(~)( 1 + ircOJ )Ei(P(- ;c - £-OJ))+ (94) 

exp(-~)( 1- ircOJ )Ei(p(:c - &- OJ))+ 

2 exp(- jJOJ )( Ei(p( OJ - a))- Ei(- Ps)) } , 

where Ei(x) is the exponential integral function [1,2], 

f.
oo exp(- t) 

Ei(x)= -'P dt . 
-x t 

(95) 

Noting the following limits, 

lima__,,oo 2 r c{J) arctan( arc)= trr c{J)' (96) 
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lim0 _> 00 log( 1 + a 2 r c 
2

) - 2 log( -a - m) + 2 log(- m) 

= lim0 _>00 log(a 2
) +log( r c 

2 
)- 21ti - log(a 2

) + 21ti +log( m2
) 

= log( r c 
2

) + log( m 
2

) 

=log( re 2(()2 ), 

lim&->O Ei(c) - Ei(- c)=O, 

lima->oo Ei(-a + ib) = itr b>O, 

lima->oo Ei(-a - ib )= - itr b>O, 

lima->oo Ei(-a )=0, 

equation (91) can be written as 

Ll(w) = ;r( ~: (~
2

~ 2 ) {[- i;r- KT, w + Ei{ ~ )-ir ,wEi( ~)]exp(- ~) + 

(97) 

(98) 

(99) 

(100) 

(101) 

[i;r- JrT ,lii + Ei( ::) + ir, w Ei( ::) ]exp(~)+ (I 02) 

- trr cm - 2exp{- Pm )Ei{pm) + ln( r; m 2 )}. 

A similar calculation for m < 0 yields the same result. 
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Appendix B: Monte Carlo Simulations of Data 
Manipulation in NMR 

B.1 Introduction 

The interpretation of NMR spectra often relies upon the extraction of spectral 

parameters such as line position, width, shape and amplitude. In liquid-state NMR the 

lineshapes are ideally Lorentzian, although in nonisotropic samples they are more 

complicated but contain considerably more information on local chemical structure [1,2]. 

In the NMR literature, primary consideration is often given to increasing the signal-to-

noise ratio (SNR) of a spectrum, both experimentally and through data manipulation, as a 

means to more accurately extract spectral parameters. However, increasing the SNR 

through post-experimental manipulation of the data does not necessarily increase the 

accuracy with which all parameters may be extracted. In this section, the effect of several 

common data manipulation techniques on the extraction of NMR spectral parameters 

from the processed frequency-domain spectra are examined using Monte Carlo 

simulation. It is shown that some of these, including the matched time-domain filter, do 

not decrease the standard error with which spectral parameters relevant to chemical 

exchange can be extracted. 

B.2 Monte Carlo Simulation 

The technique of Monte Carlo simulation can be used to determine the standard 

error of a fit parameter when a model for the signal and the noise are provided [3]. 

Although computationally intensive, this method is conceptually simple. The standard 

error of a measurement is a measure of the precision of a fit parameter for a given level of 
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noise in an experiment. Monte Carlo techniques are used to determine this precision by 

"repeating" the experiment multiple times and keeping track of the best fit parameters. 

The repetition in Monte Carlo simulations is not a repetition of the actual experiment, but 

corresponds to a resampling of the noise distribution to determine how the observed level 

of noise in an experiment affects the fit precision. A flow chart for Monte Carlo 

simulations is shown in Figure B.1. A least-squares fit of the experimental data to a 

model is performed to determine the experimental best fit parameters and fit residuals, 

which are used to characterize the noise. Typically, the model used for the noise 

distribution is a Gaussian distribution about zero with a given standard deviation. New 

"data" sets are generated as the sum of the experimental best fit model for the signal plus 

new noise randomly chosen from the noise distribution. These data sets are again· fit to 

the model and the results stored in an array of simulated best fit parameters. For each fit 

parameter, the distribution of simulated best fit values is centered about the experimental 

best fit value. The standard deviation of this distribution is the standard error of the 

experimentally measured parameter. The larger the number of synthesized data sets 

analyzed, the more accurately the standard error of the parameters can be determined. If, 

in contrast, the actual experiment were repeated many times, the distribution of best fit 

results would have a width identical to that of the Monte Carlo simulations, but the fit 

parameter would be known to much higher precision than the standard deviation of this 

distribution. This improved knowledge of the parameter reflects the larger amount of 

experimental data acquired. 

Below, the effect of data manipulation on the standard error associated with a fit 

variable is determined by manipulating the generated data sets and comparing the 

standard deviation in the subsequent fit parameter to the standard deviation of the 

parameter in the absence of data manipulation. 
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B.3 The Matched Exponential Filter 

Perhaps the most common form of data manipulation in liquid-state NMR is the 

application of a matched exponential filter to the signal free induction decay (FID) [ 4,5]. 

The effect of a matched exponential filter is to increase the SNR in the processed 

spectrum through the suppression of noise in the tail of the FID where the signal has 

decayed to a level below that of the noise. To test the efficacy of the matched exponential 

filter, Monte Carlo simulations are performed in which the signal is modeled in the time 

domain as an exponentially decaying sinusoid with an amplitude of 1.8, frequency of 20 

Hz., and decay constant of 2n (2 Hz. linewidth) and the noise is modeled as a random 

number chosen from a Gaussian distribution about zero with a standard deviation of 0.15. 

To see if a matched filter improves the standard error of the extracted spectral parameters 

in the frequency domain, multiple time-domain FIDs are generated with different noise 

randomly chosen from the noise distribution. Exponential filters of 0 Hz (no filter), 1 Hz 

and 2 Hz (matched filter) are applied to each signal, the data sets are zero filled once (see 

below), and their Fourier transforms are fit in the frequency domain as a Lorentzian with 

amplitude A, position v and width (FWHM) ~ v. The standard deviation in the set of fit 

values is shown in Table B.1. The standard errors in the fit parameters show no 

improvement with either exponential filter, if fact the errors become somewhat larger. 

While the Fourier transform of the filtered data sets have a better SNR than the unfiltered 

spectrum, this is deceptive. The exponential filter does not erase the noise, but correlates 

it in the frequency domain. While increasing the SNR in the frequency domain does 

improve the ratio of the peak height to the noise level, making it easier to _ spot a peak by 

eye, it does not improve the actual precision with which spectral parameters may be 

determined [ 4,6]. It should also be noted that when an exponential filter is used and the 

noise becomes correlated, the fit residuals can no longer be used directly as a measure of 

the noise distribution. To accurately use analytical forms for the standard error in terms 
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Table B.1. Best fit values for various time domain exponential filters to 100 simulated 
data sets. 

No Filter 1 Hz. Exp. Filter 2 Hz. Exp. Filter 

Amplitude A 1.795 1.795 1.796 

Standard Error in A 0.130 0.140 0.155 

Line Position v 20.004 20.011 20.019 

Standard Error in v 0.068 0.087 0.110 

Linewidth Liv 1.992 2.993 3.998 

Standard Error in Liv 0.198 0.243 0.328 

of the covariance matrix [3, 7 ,8] it is necessary for the residuals of the unmanipulated data 

to be used (with one zero fill allowed). 

B.4 Zero Filling 

When only the real part of an NMR spectrum is being fit, there is an advantage to 

zero filling the data set once before Fourier transformation [9]. In effect, zero filling 

takes the independent real and imaginary data and noise and combines them so that both 

parts of the spectrum contain all the information. After zero filling, the two parts are no 

longer independent and are exactly related by a Hilbert-transform. Monte Carlo 

simulations show that zero filling the data one time before Fourier transformation 

decreases the standard error in all spectral parameters by .Ji . 

B.5 Length of Data Acquisition 

It is a common observation in NMR that if one acquires the FID for too long after 

the signal has decayed, the quality of the spectrum is worse due to the additional noise 

that is acquired. While certainly the SNR has decreased, Monte Carlo simulations 

indicate that the standard errors in the fit parameters are unaffected by the length of data 
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acquisition (presuming the signal has decayed to near zero in all cases). This appears 

striking in the frequency domain, where the SNR is much worse with longer acquisition, 

while in the time domain this effect is obvious as the initial part of the FID remains the 

same while at longer times the signal contains only random noise centered about zero that 

does not influence the fitting significantly. 

B.6 Reference Deconvolution 

In reference deconvolution [1 O], a reference line within the spectrum is used to 

remove global broadening and asymmetric features, such as the effect of magnet 

inhomogeneity, from the experimental lines. In this procedure, a well-isolated, large SNR 

peak is first chosen as a reference peak, with the remainder of the spectrum nulled. A 

best-fit Lorentzian is then found by a least-squares fit to this experimental line with the 

line position, intensity and width as parameters. A time-domain correction function is 

produced by dividing the inverse Fourier transform (IFT) of this fit by the IFT of the 

reference peak. As the fit and experimental free induction decays (FID) have both real 

and imaginary components, the magnitude of the denominator is in practice always finite. 

The filter is then used to correct all the lines in the spectrum by multiplication with the 

experimental FID. This is equivalent to deconvoluting the reference lineshape from each 

line of interest. 

In the case of inhomogeneously broadened NMR lines of different widths, Monte 

Carlo simulations show that the lineshape must first be corrected to accurately determine 

the ratio of the line areas. For real data, the reference-deconvolution filter can become 

quite large and uncertain near the end of the FID, so an exponential apodization is applied 

to all time-domain signals. For typical NMR parameters, the standard errors in the 

lineshape parameters become worse by approximately a factor of Ji with reference 

deconvolution. 
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