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ABSTRACT 

The recursive estimation of states or parameters of stochastic 

dynamical systems with partial and imperfect measurements is 

generally referred to as filtering. The estimator itself is called 

the filter. In this dissertation optimal filters are derived for 

three important classes of nonlinear stochastic dynamical systems. 

The first class of systems, considered in Chapter II, is that 

governed by stochastic nonlinear hyperbolic and parabolic partial dif

ferential equations in which the dynamical disturbances in the system 

and in the boundary conditions can be both additive and nonadditive. 

This class of systems is important for it encompasses a large group 

of systems of practical interest, such as chemical reactors and heat 

exchangers. The optimal filter obtained can estimate, not only the 

state, but also constant parameters appearing at the boundary and in 

the volume of the system. The computational application of this 

filter is illustrated in an example of the feedback control of a 

styrene polymerization reactor. 

Many physical systems contain time delays in one form or 

another. Often, this kind of delay system is accompanied by some 

other processes such as dissipation of mass and energy, fluid mixing, 

and chemical reaction. In Chapter III within a single framework new 

optimal filters are obtained for the following classes of stochastic 

syste~s: 

l. Nonlinear lumped parameter systems containing multiple 
constant and time-varying delays; 
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2. Mixed nonlinear lumped and hyperbolic distributed 
parameter systems; and 

3. Nonlinear lumped parameter systems with functional 
time delays. 

The performance of the filter is illustrated through estimates of the 

temperatures in a system consisting of a well-stirred chemical reactor 

and an external heat exchanger. 

In Chapter IV filtering equations are derived for a completely 

general class of stochastic systems governed by coupled nonlinear 

ordinary and partial differential equations of either first order 

hyperbolic or parabolic type with both volume and boundary random dis

turbances. Thus, the results of Chapter III can be shown to be a 

special case of those obtained in Chapter IV. 

A related important concept to filtering is observability. For 

deterministic linear lumped parameter systems, observability refers to 

the ability to recover some prior state of a dynamical system based on 

partial observations of the state over some period of time. Under cer

tain conditions, observability of the corresponding deterministic 

system is a sufficient condition for convergence of the optimal linear 

filter for a linear system with white noise disturbances. In Chapter V 

the concept of observability and filter convergence is developed for a 

class of stochastic linear distributed parameter systems whose solutions 

can be expressed as eigenfunction expansions. Two important questions 

examined are: (1) the effect of measurement locations on observability, 

and (2) the optimal location of measurements for state estimation. 
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Chapter 1 

INTRODUCTION 

A dynamical system is characterized by a set of differential 

* equations . In particular, a dynamical system characterized by a set 

of ordinary differential equations is commonly called a lumped param

eter system, whereas a dynamical system characterized by a set of 

partial differential equations is referred to as a distributed 

parameter system. The state of a dynamical system is a set of numbers 

and/or functions, the knowledge of which and the input will, with the 

equations describing the dynamics, provide the future state and output 

of the system. 

A majority of the physical systems fall into the class of 

lumped parameter systems and distributed parameter systems. There 

exist, however, important physical systems whose characterizations 

require the use of differential-difference equations and functional 

differential equations. Notably, these are systems which contain time 

delays. For example, a system with a constant time delays 

al < ••• < aa may be represented by 

* 

x(t) = f{x{t),x{t-al},··· ,x{t-aa},t) 

x{t) = <j>{t) 

The term differential equations used here shall be sufficiently 
general that it includes ordinary differential equations, partial 
differential equations, integra-differential equations (or func
tional differential equations}, differential-difference equations, 
and any mixture of these various types of equations. 

{1) 
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A system with functional time delay may be described by the following 

functional differential equation 

ae 
x { t ) = J K { x { t - a) , a , t ) da 

0 

x{t) = w(t) (2) 

In both (1) and (2), x(t) is ann-dimensional vector. The state at 

time t is the vector function { x{a): t -ae ~a~ t}. 

If 'a set of differential equations is an accurate characteriza

tion of a physical system, then any analysis on the dynamical behavior 

of the system can be done using the set of equations. Unfortunately, 

all descriptions of physical systems contain some degree of inherent 

uncertainty due to the idealization of real processes. When the 

uncertainties are significant, the representation of a physical system 

by a deterministic set of differential equations is inappropriate. In 

addition, it is often not possible to measure all components of the 

system state (partial or incomplete measurement) and the measurement 

errors are not negligible. Under this situation, it is evident that 

the modeling of the physical system must be done in a more satisfactory 

manner. A common approach is to add a random dynamical disturbance 

term to each of the original differential equations. These disturbances 

account for the system uncertainties, as a result of random interactions 

between the system and its environment and possible modeling errors. On 

the other hand, there are also situations where uncertainties are 

caused by the ignorance of the exact value of some constant parameters 

in the physical system. Measurement errors are often lumped as an 
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additive random process. In this way the physical system is being 

modeled as a stochastic dynamical system. For instance, a stochastic 

lumped parameter system may be of the form 

x(t} = f(x(t},k,t} + ~(t} 

y(t} = h(x(t},t} + n(t} (3} 

x(t} is the state vector, y(t} is the observation vector and k is 

an unknown constant parameter vector. ~(t} and n{t} are zero-mean 

vector random processes with unknown statistical properties. 

A problem of fundamental interest to engineers is the recursive 

estimation, generally referred to as filtering, of states and param

eters of stochastic dynamical systems based on imperfect and partial 

observations of the state of the system. Basically, the estimation 

problem consists in determining sequentially an approximation to the 

time history of the system•s state or of some physical parameters of 

the system from erroneous and incomplete measurements. A performance 

measure is introduced to assess the quality of the approximation or 

estimate, and the estimate is to be chosen so that this measure is 

minimized. Implicit here is the development of an algorithm for 

processing the measurements. Such algorithm is commonly referred to 

as the filter. Since a performance measure is minimized, the term 

optimal filter is often used. 

The first significant contributions in the area of filtering 

are those of Kalman and Bucy [12,13], in which the optimal minimum 

variance estimate of the state of a linear lumped parameter system 
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with white noise disturbances was determined as the solution of an 

initial value problem of ordinary differential equations, the so-called 

Kalman-Bucy filter. The problem of filtering for stochastic nonlinear 

lumped parameter systems has been studied exhaustively since about 

1962. However, all the filters derived have one thing in common, 

i.e., they all have the form {using {3), and assuming k is known and 

hence deleting it for convenience) 

A ~ A 

x{t) = f{x{t),t) + g{P{t), y{t), x{t)) {4) 

A 

where x denotes the estimate of .x . That is, the filter equation 

can be lumped into two terms; one accounts for the dynamics of the 

system while the other accounts for the continuous updating of new 

information from the measurements. In {4), P(t) is a weighting 

matrix function whose time evolution is governed by another ordinary 

differential equation. In the linear case {with white noise disturb

ances), P{t) is the covariance matrix of the estimate errors and is 

governed by the so-called Riccati eguation. 

Recently there has been interest in filtering for systems 

described by partial differential equations and for lumped parameter 

systems containing time delays. Filtering in linear distributed 

parameter systems has been considered by Balakrishnan and Lions [2], 

Falb [6], Kushner [18], Meditch [21], Pell and Aris [23], Sakawa [25], 

Thau [27], and Tzafestas ,and Nightingale [28-30,32,33]. Tzafestas 

and Nightingale [31] derived a maximum-likelihood filter for nonlinear 

distributed systems with white Gaussian noise disturbances in the 
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volume and observations. Seinfeld et al. [26] and Hwang et al. [10] 

have derived optimal least-square filters for nonlinear distributed 

systems with unknown volume, boundary and observation noise. The 

former derivation was based on conversion of the distributed system to 

a differential-difference system by spatial discretization, applica

tion of a lumped parameter filter and performing a limiting process 

on the spatial increment; the latter employed invariant imbedding 

after conversion of the filtering problem to an optimal control prob

lem. Filtering in linear lumped parameter systems with multiple 

constant time delays and in linear lumped parameter systems with 

functional time delays have been studied by Kwakernaak [19], Lindquist 

[20], and Koivo [16]. 

In this dissertation optimal filters are derived for three 

important classes of nonlinear stochastic dynamical systems using an 
# 

approach termed filter decomposition. This approach has several 

desirable features: 

1. No a priori assumptions regarding the form of the filter 

are required; 

2. The exact interpretation of the so-called covariance matrices 

results readily; and 

3. An indication of the form of the exact filter results. 

The first class of systems, considered in Chapter II, is governed 

by stochastic nonlinear hyperbolic and parabolic partial differential 

equations in which the dynamical disturbances in the volume and at the 

'boundary can be both additive and nonadditive. This class of systems 

is important for it encompasses many distributed systems of practical 
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interest and, in particular, chemical reactors and heat conduction 

systems. The optimal filter obtained can estimate, not only the state, 

but also constant parameters appearing at the boundary and in the 

volume of the systems. Hwang et al. [10] previously derived an identi

cal filter for the same class of systems using the invariant imbedding 

approach. 

Many physical systems contain time delays in one form or 

another. For example, systems like rocket or aircraft engines with 

piping to fuel tanks will have valve delays as ·well as transport delays 

due to the piping. Time delays are important in the modeling of drug 

distribution, as in the case of cancer chemotherapy. Often, delay 

systems are accompanied by some other processes, such as dissipation of 

mass and energy, fluid mixing, and chemical reactions. In Chapter III 

within a single framework new optimal filters are obtained for the 

following classes of stochastic systems: 

1. Nonlinear lumped parameter systems containing multiple 

constant and time-varying delays; 

2. Mixed nonlinear lumped and hyperbolic distributed parameter 

systems; and 

3. Nonlinear lumped parameter systems with functional time 

delays. 

The performance of the filter is illustrated through estimates of the 

temperatures in a system consisting of a well-stirred chemical reactor 

with external heat exchange. 
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In Chapter IV an optimal filter is derived for a completely 

general class of stochastic systems governed by coupled nonlinear 

ordinary and partial differential equations of either first order 

hyperbolic or parabolic type with both volume and boundary random 

disturbances. The results of Chapter III can be shown to be a special 

case of those obtained in Chapter IV. 

A related important concept to filtering is observability. 

Originally defined by Kalman [12,13] for linear lumped parameter sys

tems, observability refers to the ability to recover completely some 

prior state of a dynamical system based on partial observations of the 

state over some period of time . Thus, observability is a fundamental 

consideration in the planning of how measurements are to be taken on a 

system. Kalman showed, in fact, that under certain circumstances 

observability of the corresponding deterministic system is a sufficient 

condition for convergence of the optimal linear filter (the Kalman

Bucy filter) for a linear system with white noise disturbances. 

Therefore, in order for estimates of the states to converge to the best 

possible estimates, it is sufficient to make measurements such that the 

system is observable. 

Observability of linear distributed parameter systems has 

received only limited attention . Wang [35], the first to define dis

tributed system observability,based his definition on the existence 

of the inverse of a certain self-adjoint observation operator. Goodson 

and Klein [7] defined distributed observability as the ability to 

establish the uniqueness of a solution of the system. Prado [24] has 

presented an elegant analysis of distributed observability from the 
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to those of Goodson and Klein. What is lacking, however, is a practi

cal, general method of establishing observability of a wide class of 

systems governed by linear partial differential equations. 

As an example, consider the problem of estimating the temperature 

dist~ibutions in a heat exchanger based on the observed temperature 

response of one fluid to a perturbation in the inlet temperature of 

the other fluid. The first question we must ask is, can we estimate 

theoretically the temperature distribution even if our measurements 

contain no errors whatsoever? In other words, have we made enough 

measurements of the right type to be able to calculate the temperature 

profile from our data if the data were error-free? 

In Chapter V, the concept of observability and filter conver

gence is developed for a class of stochastic linear distributed param

eter systems whose solutions can be expressed as eigenfunction expan

sions. Since observations of a distributed system can, in principle, 

be placed anywhere in the spatial domain of the system, an important 

related question is the effect of the measurement locations on obser

vability. Also, it is appropriate to ask what are the measurement 

locations that lead to the best estimates of the state of the system. 

These two questions are both addressed in this study. Finally, 

necessary and sufficient conditions for observability are derived for 

a separate class of linear hyperbolic distributed parameter systems. 



-9-

Chapter II 

OPTIMAL FILTERING FOR NONLINEAR DISTRIBUTED PARAMETER SYSTEMS 

1. Introduction 

In this chapter we derive an optimal filter for a wide class of 

nonlinear hyperbolic and parabolic distributed parameter systems 

with additive volume, boundary and observation disturbances. In 

addition, to account for nonadditive disturbances or constant param-

eters which must also be estimated, volume and boundary dynamical 

inputs governed by stochastic ordinary differential equations are 

included. 

2. Statement of the Problem 

We consider the class of well-posed systems gov~rned by the vec

tor nonlinear partial differential equation 

defined for t ~ 0 on the normalized domain (0,1) . x(r,t) is the 

n-vector state, and xt, xr, xrr denote ax/at, ax/ar, a2x/ar2, 

respectively. The i 1-vector input a(t) is governed by 

a(t) = A[t,a(t)] + ~2 (t) (2) 

and the boundary conditions of the system are given by the i-vector 

(i ~ n) functions 

r = 0 (3) 
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gl{t,x,xr,b(t)) + ~4 (t) = 0 

with the ~2-vector input b(t) governed by 

r = 1 (4) 

o(t) = s[t,b(t)J + ~5 (t) (5) 

Observations of the system consist of the m-vector y(r,t) related to 

the state by 

y{r,t) = h[r,t,x(r,t)] + n(r,t) (6) 

We assume that ~ 1 (r,t), ~k(t), k=2,···,5 and n(r,t) are zero-mean 

random processes with unknown statistical properties. The initial 

conditions for (1), (2) and (5) are not known in general. 

We have included the auxiliary states a(t) and b(t) for two 

reasons. First, they may account for dynamical disturbances in the 

volume and boundary which do not enter (l) in an additive fashion. 

Second, it is often necessary to estimate not only the state of the 

system but also constant parameters. Constant parameters occurring on 

the right hand side of (1) or in the boundary conditions (3) and (4) 

(we have chosen equation (4) for illustration) can be considered for 

estimation purposes as auxiliary state variables satisfying equations 

of the form a= b = 0 . Thus, in order to estimate states and param

eters simultaneously it is necessary to include equations of the type 

(2) and (5). 

The derivation of the optimal filter consists of two major 

steps. First, we formulate the problem of fixed final time smoothing 

for system (1)-(6) and derive the necessary conditions for optimality 

using variational calculu~. Second, we convert the smoothing problem 
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into the filtering problem by the filter decomposition technique [22]. 

We first formulate the problem of smoothing: given any T > 0 

and observations y(r,t), 0 ~ t ~ T , r£ [0,1] , it is desired to 

estimate x(r,t), a(t) and b(t) for 0 ~ t ~ T , r £ [0,1] such that 

the least square error functional 

T l l 

'¥=I l I I <y(r,t)-h(r,t,x),Q(r,s,t)(y(s,t)-h(s,t,x)) > dr ds 
0 0 0 
l 1 

+ J I (xt(r,t)- f(r,t,x,xr,xrr'a(t)),R(r,s,t)(xt(s,t) 
0 0 

+ < a ( t) - A ( t , a) , R2 ( t )(a ( t) - A ( t , a) ) > 

+ < b(t) - B(t,b), R5(t)(b(t) - B(t,b)) >] dt (7) 

is minimized. The weighting matrices Q(r,s,t) and Rk(t), (k=2, .. ·,5) 

are positive-definite and symmetric: T T Rk ( t) = Rk ( t) , Q ( r , s , t) = Q ( s , r , t) . 

R(r,s,t) is defined by [21 ,33] 

1 

J R+(r,p,t) R(p,s,t)dp = Io(r- s) 
0 

(8) 

where R+(r,s,t) is a positive-definite, symmetric matrix: R+(r,s,t) = 

(R+(s,r,t))T. o(·) is the Dirac delta function and I is the iden-

t ity rna t ri x. 
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3. Necessary Conditions for Optimality 

The problem of smoothing can be reformulated as a constrained 

minimization problem, i.e., the minimization of 

L1 = J f f <y(r,t) -h(r,~,t}, Q(r,s,t)[y(s,t) -h(s,x,t)]> dr ds! dt 
0 0 0 
T 1 1 

+ J J J <u1(r,t), R(r,s,t) u1(s,t)>dr ds 
0 0 0 

+ I < uk(t), Rk(t) uk(t) > I dt 
k=2 

subject to the constraints 

a(t) = A[t,a(t)] + u2(t) 

b(t) = B[t,b(t)] + u5(t) 

where the ui are considered as the control vectors. 

(9) 

With the aid of the vector Lagrange multipliers A(r,t), T(t), 

cr(t), ~0 (t) and ~ 1 (t) we convert the constrained minimization problem 

into an unconstrained minimization problem [14]. The performance index 

(known as the Lagrangian) now takes the form 

( 10) 

where 
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L1 = Jj J J<y{r,t)-h{r,x,t), Q(r,s,t)[y(s,t)-h(s,x,t)]>dr ds ldt 
0 0 0 

T l 1 1 
+ J · J J <u1(r,t), R(r,s,t) u1(s,t)>dr ds 

0 0 0 

+ f <uk(t), Rk(t) uk(t)>ldt 
k=2 

T ll 
L2 = J J <-A(r,t), xt(r,t) -f(r,t,x,xr,xrr'a(t))-u1(r,t)> dr 

0 0 

+ < -T(t), a(t) - A(t,a) - u2(t) > 

+ < -cr ( t ) , b ( t ) - B ( t , b ) - u 5 ( t ) > 

We assume that the inverses · of g~ and g~ (denoted by 

( 11) 

( 12) 

- 1 -1 ) g
0 

and g1 
xr xr 

exist when they are square matrices. If not square 
Xr xf 

-1 -g 
0 

and g1 are to be interpreted as the left pseudo inverses 
Xr Xr 

( 13) 

We now give the necessary conditions for optimality obtained from 

the vanishing of the first variation of L (see Appendix II-B). We will 

use the symbol ~ to denote the optimal values. In addition, since the 
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optimal solution depends on the observation time T , we will indicate 
"' " "' 

this for the variables by x(r,t/T) , a(t/T), b(t/T), etc. 

The necessary conditions assume the form of a two-point boundary 

value problem and are 

A A A. 1 -1 A 

g1(t,x,xr,b) - 2 R4 (t) ~ 1 (t/T) = 0 r = 1 

~t(t/T) = A(t,~)- ~ R21(t) ~(t/T) 

bt(t/T) = B(t,b) - ~ Rs1(t) ~(t/T) 
1 

~t(r,t/T) = 2 J h~(r,t,~) Q(r,s,t)[y(s,t) -h(s,t,~)] ds 
0 

- fT ~ + (fT ~) - (fT ~) 
x xr r xrr rr 

1 
" r AT A "T " 
T t ( t/T) = - b fa !. ( s, t/T) ds - A a T 

A A. A. 

J.(r,T/T) = cr(T/T) = T(T/T) = 0 

A A A. 

J.(r,O/T) = T(O/T) = cr(O/T) = 0 

r = l 

r = 0 

r = l 

( 14) 

( 15) 

( 16) 

( 17) 

( 18) 

( 19) 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 
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"T "-1 "T " "T " "T " g
0 

g
0 

f A - f A + (f A) = o 
x xr xrr xr xrr r 

r = 0 (26) 

r = 1 (27) 

4. Differential Sensitivities 

Since (14)-(27) constitute a two-point boundary value problem 

(we assume it to be well-posed), the end conditions (22)-(23) uniquely 
,.... " " ,... " 

determine the solution x(r,t/T), a(t/T), b(t/T), A(r,t/T), T(t/T) and 
" o(t/T) for all 0 ~ t ~ T , 0 ~ r ~ 1 . On the other hand, with 
" ,... " " "' 
A(s,O/T) = T(O/T) = o(O/T) = 0 (0 ~ s ~ 1), x(r,t/T), a(t/T) and 
A A 

b(t/T) will be uniquely determined from A(s,t/T) (0 ~ s ~ 1) , 
A A 

T(t/T) and o(t/T) for any 0 < t ~ T and 0 ~ r ~ 1 . Hence, we 

can express ~(r,t/T), a(t;T) and b(t/T) in terms of the Lagrange 

multi p 1 i ers by 

A " A A 

x(r,t/T) = x[r,A(s,t/T), T(t/T), o(t/T)] 

" "' ,... " 
a(t/T) = a[A(s,t/T), T(t/T), o(t/T)] s e: [0,1] (28) 

" " " " b(t/T) = b[A(s,t/T), T(t/T), o(t/T)] 

" Let o/oA denote the functional derivative [34] and define the 

first order differential sensitivity matrices pVV(r,s,t/T),··· ,Pbb(t/T) 

by 
A 

pYV(r,s,t/T) = _2 o~(r,t/T) 
oA(s,t/T) 

A 

pav(s,t/T) = _2 o~(t/T) 
oA{s,t/T) 
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,... 

pbv(s,t/T) = _2 6g(t/T) 
6;\(s,t/T) 

,... 

pva(r,t/T) = _2 a*(r,t/T) 
a-r (t/T) 

,... 

paa(t/T) = _2 a~(t/T) 
dT ( t/T) 

,... 

pba(t/T) = _2 a~(t/T) 
a-r( t/T) 

,... 

pvb(r,t/T) = _2 a~(r,t/T) 
aa(t/T) 

,... 

pab(t/T) = _ 2 ,a~ (t/T) 
aa(t/T) 

,... 

pbb(t/T) = _2 a~(t/T) 
aa( t/T) 

(29) 

Again, the differential sensitivities clearly depend on the length T 

of the observation interval. 

We shall assume that the order of differentiation is inter-

changeable, for example, 
,... 

,... o [ ~r(r,t/T)] = .L [ o~(r,t/T)] 
o;\(s,t/T) ar 6;\(s,t/T) 

,... 
axrr(r,t/T) 

aa ( t/T) 
a2 a~(r,t/T) 

= ai a; (t/T) 
(30) 

We want to compute the partial derivatives with respect to T 
A A ~ A A 

of x, xr, xrr' a and b , since these will be needed shortly. Using 

the chain rule of calculus for these partial derivatives, and employing 
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(29) and (30), we obtain 

~T(r,t/T} = -1 I l Pvv(r,s,t/T} ~T(s,t/T} ds + Pva(r,t/T} ~T(t/T} 

+ pvb(r,t/T} ~T(t/T} I (31} 

~rT(r,t/T} = -1 I l P~v(r,s,t/T} ~T(s,t/T} ds +P;"(r,t/T} ~T(t/T} 
+ P~b(r,t/T) ~T(t,T) (32) 

1 

;rrT(r,t/T) = - 1 I P~~(r,s,t/T) ~T(s,t/T) ds + P~~(r,t/T)~T(t/T) 
0 

+ P~~(r,t/T) ~T(t/T) (33) 

1 

~T(t/T) = - 1 f Pav(s,t/T) ~T(s,t/T) 
0 

+ Pab(t/T) ~T(t/T) 

1 

" ds +Paa(t/T) TT(t/T} 

bT{t/T) =- 1 I Pbv{s,t/T) ~T(s,t/T) ds+ Pba(t/T) ~r(t/T) 

(34) 

+ pbb~ttT> ~T(ttT>I (3s> 

These equations describe the time evolution of the optimal solu-
" " " tions x, a and b as T , the length of the observation interval, 

varies. 

5. Decomposition of the Filtering Process 

Let q{t/T) be whatever we desire to estimate in the system, 

based on observations y{s,T) , s e: [0,1], T e: [O,T], and denote the 
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" optimal estimate of q(t/T) by q(t/T) . Since we are interested in 
" the optimal filter estimate, we seek q(T/T) and, in particular, the 

" total derivative dq(T/T)/dT . We note that 

" dg (T/T) = 
dT (36) 

which we write for convenience as 

" 
dq(T/T) = "q (T/T) + "q (T/T) 

dT t T (37) 

" Thus, the total derivative of the quantity q(T/T) is a sum of two 
" terms, one representing the dynamics of the system qt(t/T)/t=T , and 

the second the updating of the estimate in the face of new observations 
" qT(t/T)It=T . This result was demonstrated for lumped parameter 

systems by Padmanabhan [22]. 
" When q is also a function of one or more spatial variables 

" q(r,s,t/T) , then (36) becomes 

ag(r,s~i/T) = qt(r,s,t/T)I + qT(r,s,t/T)I 
t=T t=T 

(38) 

which w~ write for convenience as 

" 
ag(r,~TT/T) = qt(r,s,T/T) + qT(r,s,T/T) (39) 

We emphasize that each term in (38), and hence (39), represents a 
, 

different partial derivative. In particular, the L.H.S. of (38) and 

(39) is the analog to the total derivative in (36), whereas the R.H.S. 

of (38) and (39) consists of partial derivatives with respect to each 

of the arguments t and T in (·,t/T) , respectively. 
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6. State Filter Equations 

We now want to derive the dynamical equations which govern 
A A A 

ax(r,T/T)/aT , da(T)/dT and db(T)/dT . First, (22) implies that 

A 

aA(S ,T/T) = O 
aT 

A 

d·r(T/T) = O 
dT 

A 

dcr{T/T) = O 
dT 

Using (37) and (39), (40) can be written as 

A A 

AT(s,T/T) + At(s,T/T) = 0 

A A 

TT(T/T) + Tt(T/T) = 0 

A A 

crT(T/T) + crt(T/T) = 0 

Then (19)-(22), (25) and (41) give 
1 

A I T A A AT(s,T/T) = -2 hx(s,T,x) Q(s,p,T)[y(p,T) -h(p,T,x)] dp 
0 

{40) 

(41) 

(42) 

Substituting (42) into (31), (34) and (35), we obtain, respectively 

1 1 -

~T(r,T/T) = f f Pvv(r,r;,T/T) h~(r;,T,~) Q(r;,v,T)[y(v,T)- h(v,T,~)]dr;dv 
0 0 

1 1 
A J J av T A A aT(T/T) = P (r;,T/T) hx(r;,T,x) Q(r;,v,T)[y(v,T)- h(v,T,x)] d«; dv 

0 0 

1 1 
A ff b T A A bT(T/T) = P v (r;,T/T) hx{r;,T ,x) Q{r;,v,T)[y{v,T)- h{v,T ,x)] d«; dv 

0 0 
(43) 
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0n the other hand, (14), (17), (18) and (22) give 

A A.A. A A 

xt(r,T/T) = f(r,T,x,xr,xrr'a) 

A A 

at(T/T) = A(T,a) 

A A 

bt(T/T) = B(T,b) (44) 

Finally, the application of (37) and (39) yields the state filter equa-

tions 

"' 
ax(rai/T) = ~t(r,T/T) + ~Ttr,T/T) 

A 

da~+/T) = ;t(T/T) + ~T(T/T) 

A 

db~i/T) = bt(T/T) + bT(T/T) (45) 

The boundary conditions for the filter equations (45) are 

obtained by setting t = T in (15), (16), (24), (25) and using (22). 

These are simply 

A A 

r = 0 

"' "' "' 
r = 1 (46) 

7. Dynamical Equations for the Differential Sensitivities 

We now need to derive the dynamical equations for the differen

tial sensitivities Pvv(r,s,T/T),··· ,Pbb(T/T) to complete the specifi

' cation of the filter. First, however, we determine the r = 0 and 

r = 1 boundary conditions for the differential sensitivities. For 
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r = 0 , combine equations (15) and (24) to give 

" " 1 - 1 "-1 "T " 
g

0
(t,x,xr) - -2 R3 (t) g f A(r,t/T) = 0 

0x xrr 
r 

r = 0 (47) 

Since (47) holds for all T , we can differentiate it with respect to 

T , yielding 

1 " 
~ · J o*{r,t/T) ~ (s,t/T) 

0x O OA(S,t/T) T 

1 " 
,... J ox (r,t/T) " 

ds + g
0 

r AT(s,t/T) ds 
xr O OA(S,t/T) 

" 
" axr(r,t/T) " axir~tfT) ~ (t/T) " " 

+ g + g " TT(t/T) 
ox 3T(t/T) T ox 3T(t/T) r 

" " axr(r,t/T) ,... 
ax£r,t/T) ~ (t/T) = 0 + g + g ,... a ( t/T) 

ox aa (t/T) T 0 xr aa( t/T) T 
(48) 

Note that we can write 

" 
X o(s) AT(s,t/T) ds (49) 

If we apply (A.l3) of Appendix II-A and substitute (49) into (48), and 

" " " bear in mind that since A, T and a are considered as independent 

vector Lagrange multipliers in our formulation of (28),each coefficient 

" " " of AT(s,t/T) , TT(t/T) and ar(t/T) must identically be zero in order 

that (48) holds, we obtain for t = T and r = 0 
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~0 pVV(r,s,T/T) +~0 P~v(r,s,T/T) +Rj1(T) ~~l f~ o(s) = 0 
x Xr xr rr 

(50) 

Similarly, the boundary conditions at r = 1 are 

A vv A vv A bv 
g1 P (r,s,T/T) + g1 Pr (r,s,T/T) + g1 P (s,T/T) 

x xr b 

- R41
(T) ~1 1 f~ o(s-1) = o 

xr rr 

Now we proceed to the derivation of the partial differential 

equations governing Pvv(r,s,T/T),··· ,Pbb(T/T) . These equations are 

often referred to as the 11 covariance equations .. by analogy to the Kalman 

filter. In order to derive these equations, we need the total deriva

tives with respect to T of Pvv(r,s,T/T), ·· · ,Pbb(T/T), as in (45) 

for the state filter equations . As we know, each aP(· ,T/T)/aT will 

be a sum of two terms, Pt(· ,T/T) and PT(· ,T/T) . For the general 

nonlinear case which we are considering, it can be shown (Section 8) 

that PT(·,T/T) involves the second order differential sensitivities 

and, likewise, the second order differential sensitivities involve the 

third order differential sensitivites, etc. Thus, in general, it is 
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not possible to close the system of equations. For this reason, we 

will approximate aPvv{r,s,T/T)/aT,··· ,dPbb(T/T)/dT by P~v(r,s,T/T), 

··· ,P~b(T/T) , respectively. This enables us to obtain a closed set 

of equations. 

The basic approach is that we shall derive two expressions for 

each of the quantities, 

(52) 

and equate the two expressions for each of the quantities, and set 

t = T . Since each of the quantities above is a continuous function 

of t and T , we can write 

a A a A 

at [xT(r,t/T)] = aT [xt(r,t/T)] (53) 

A A A A A A A A 

Let f(r) , A and B denote f(r,t,x,xr,xrr'a) , A(t,a) and 
A 

B(t,b) , respectively. Using (14) in (53) gives 

A A 

+ fx (r) x {r,t/T) 
rr rrT 

1 

+ fa(r) ;T(t/T) -1 I R+(r,s,t) ~T(s,t/T) ds (56) 
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Substituting (17) and (18) in (54) and (55), respectively, we obtain 

(57) 

(58) 

With the help of (31)-(35), we can rewrite (56)-(58) as 

1 

~t [;T(r,t/T)] =- i[J [fx(r) Pvv(r,s,t/T) +fx (r) P~v(r,s,t/T) 
0 r 

+ fx (r) P~~(r,s,t/T) + fa(r) Pav(s,t/T) 
rr 

+ A J . + R (r,s,t)] >-r(s,t/T) ds 

- ~ [[fx(r) Pva(r,t/T) + fxr(r) P~•(r,t/T) 

+ fx (r) P~~(r,t/T) + fa(r) Paa(t/T)] ~T(t/T)J 
rr 

- ~ [[fx(r) pYb(r,t/T) + fxr(r) P;b{r,t/T) 

+ fx (r) P~~(r,t/T) + fa(r) Pab(t/T)] ~T(t/T)J 
rr 

1 
a · A 1 J A av A at [aT(t/T)] =- 2 Aap (s,t/T) >-r(s,t/T) ds 

0 

- J [AaPaa(t/T) + R21(t)] ~T(t/T) 
' 

(59) 

(60) 
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1 

a A 1 I A bv A at [bT(t/T)]=- 2 BbP (s,t/T) >.T(s,t/T) ds 
0 

- } BbPba(t/T) ~T(t/T) 

(61) 

On the other hand, inserting (31), (34) and (35) into the three 

quantities of (52) respectively, and carrying out the differentiation 
• 

with respect to t , we obtain 

1 
a A 1 [ I vv A at [xT(r,t/T)] =- 2 Pt (r,s,t/T) >-r(s,t/T) ds 

0 

+ P~a(r,t/T) ~T(t/T) + P~b(r,t/T) ~T(t/T~ 

-1 [ J Pvv(r,s,t/T) ~t [~T{s,t/T)] ds 
0 

va a A 

+ P (r,t/T) at [TT(t/T)] 

+ Pvb(r,t/T) ~t [~T(t/T)]J (62) 

a " 1 [ J
1 

av A at [aT(t/T)] = - 2 Pt (s,t/T) >-r(s,t/T) ds 
0 

+ P~a(t/T) ~T(t/T) + P~b(t/T) ~T(t/T)J 

-t [ l Pav(s,t/T) ~t [~T(s,t/T)] ds 

+ Paa(t/T) ~t [~T(t/T)]+ Pab(t/T) ~t [~T(t/T)]J (63) 
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a ~ 1 [ Jl bv ~ at [bT(t/T)] = - ~ Pt (s,t/T) AT(s,t/T) ds 
0 

+ P~a(t/T) ~T(t/T) + P~b(t/T) ~T(t/T)] 
1 -} U Pbv (s, t/T) ~t EAr(s, t/T)] ds 

+ pba(t/T) ~t [~T(t/T)] 

+ pbb ( t/T) ~t [~T ( t/T)]] (64) 

Finally, we successively equate (59) and (62), (60) and (63), 

and (61) and (64), and set t = T . In each case for the equality to 
~ ~ ~ 

hold, we must have the coefficients of AT(s,t/T), TT(t/T), oT(t/T), 
~ ~ 

AT(O,t/T) and AT(l,t/T) be identically zero at t = T . Using the 

results in the Appendix II-A it is straightforward to show that 

+ f (r) pVV(r,s,T/T) + P~v(r,s,T/T) f~ (s) 
xr r s 

+ f (r) Pv~(r,s,T/T) + P~~(r,s,T/T) f~ (s) 
xrr r ss 

+ + R (r,s,T) (65) 
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P~a(r,T/T) = fx(r) Pva(r,T/T) + fx (r) P~a(r,T/T) 
r 

+ fx (r) P;~(r,T/T) + fa(r) Paa(T/T) 
rr 

P~b(r,T/T) = fx(r) Pvb(r,T/T) + fx (r) P~b(r,T/T) 
r 

+ fx (r) P;~(r,T/T) + fa(r) Pab(T/T) 
rr 

(66) 

(67) 

(68) 

(69) 
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(70) 

with the symmetry properties 

( 71) 

Thus, there is no need to present the equations for P~v(s,T/T) , 

P~v(s,T/T) and P~a(T/T~ and the boundary conditions for 

Pvv(r,s,T/T) , Pav(s,T/T) and Pbv(s,T/T) at s = 0 and s = 1 

because they follow directly from (71). The terms N~v(r,s,T/T), ... , 

u~b(T/T) are defined in Appendix II-A. 

The entire filter is summarized in Table 1. In the column of 

initial conditions, ;(r,0/0), ;(0/0) and b(0/0) represent our best 

guesses of the initial states x(r,O), a(O) and b(O) . The initial 

conditions Pvv(r,s,O/O), ... ,pbb(0/0) are basically arbitrary. In 

the linear, white noise case it can be shown that 

Pvv(r,s,T/T) = E {(x(r,T)-~(r,TjT))(x(s,T) _;(s,T/T))T} 

Pva(r,T/T) = E{(x(r,T) - ~(r,T/T))(a(T) - ~(T/T))T} 
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Pbb(T/T) = E{(b(T) -b(T/T))(b(T)- b(T/T) )T} ( 72) 

These relations may be used as a guide in choosing Pvv(r,s,0/0),···, 

pbb(O/Q) . 

Table 1. 0Etimal Filter for S~stem {l)-(6) 

Initial Boundary 
Equations Conditions Conditions 

Estimates 
"' A 

x(r,T/T) (43)-(45) x(r,0/0) (46) 
"' A 

a(T/T) (43)-(45) a(0/0) NONE 
A "' b(T/T) (43)-(45) b(0/0) NONE 

First Order Differential Sensitivities 

pVV(r,s,T/T) (65) Pvv(r,s,0/0) (50)-(51) 

Pva(r,T/T) (66) Pva(r,0/0) (50)-(51) 

Pvb(r,T/T) (67) Pvb(r,0/0) (50)-(51) 

Paa(T/T) (68) paa(0/0) NONE 

pab(T/T) (69) Pab(0/0) NONE 

pbb(T/T) (70) pbb(0/0) NONE 
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8. Discussion of the Results 

The theoretically required relations for the covariance equations 

are 

dPbb(T/T) bb bb 
dT- = Pt (T/T) + PT (T/T) (73) 

We noted earlier that we would neglect the second terms on the right 

hand sides of (73). Let us now give some indication as to how these 

neglected terms might be calculated. Employing the chain rule, we have 

for Pvv 
T 1 

P~v ( r,s, t/T) 
= ~ 

+ aPvv(r,s,t/T) A ( ) aPv~(r,s,t/T) ~ (t/T) 
a~(t/T) TT t/T + acr(t/T) T 

(74) 

The terms, 

oPVV(r,s,t/T) aPVV(r,s,tjT) aPVV(r,s,t/T) 
A A A 

o.X (v,t/T) dT( t/T) acr ( t/T) 

are n xn xn, n xn x~1 , and n xn x~2 matrices, respectively, which 

are the second order differential sensitivities. Thus, the neglected 

terms in (73) involve the second order differential sensitivities. 

However, in order to calculate the second order sensitivities, we will 

need the third order sensitivities, etc. Thus, the exact form of the 

optimal filter for system (1)-(6) is in general composed of an 
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infinite set of equations which cannot be closed. In the linear, white 

noise case, the second and higher order differential sensitivities are 

identically zero. 

For discrete spatial measurements at J locations, Q(~,v,T) 

should be replaced by Qd(~,v,T) where 

J J 
Qd(~,v,T) = L I Qkt(T) 6(~-rk) o(v-rt) 

k=l t =l 
(75) 

The mJ xmJ weighting matrix [Qkt] is symmetric and positive 

definite. When (75) is used in the filter equations, the integrations 

become summations. 

If g
0 

= 0 , (24) and (26) should be replaced by 
xr 

" 
JJ

0 
( t/T) 

" >.(r,t/T) = 0 

r = 0 ( 76) 

r = 0 (77) 

The last term of the first equation of (50) must then be replaced by 

R-1(T) 9-l fT o'(s) , where o'(s) denotes do(s)/ds [3, p.320] 
3 ox xrr 

Similarly, if g1 = 0 , (25) and (27) should be replaced by 
xr 

r = 1 

" >. ( r, t/T) = 0 r = 1 

{78) 

( 79) 

The last term of the first equation of (51) must also be replaced by 
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In Appendix II-C the computational application of the filter 

is illustrated in an example of the feedback control of a styrene 

polymerization reactor. 
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Appendix II-A 

This appendix evaluates the last three terms of (62), (63) and 

(64). We consider first the term 

1 

I 
a "' Mi(•,s,t/T) at [AT(s,t/T)] ds 

0 

(A. 1 ) 

where the matrix Mi(·,s,t/T) represents Pvv(r,s,t/T) , Pav(s,t/T) , 

or Pbv(s,t/T) according to i•l,2, or 3. Hence, the unspecified 

argument of Mi ( • ,s, t/T) is r if i = 1 and does not exist other

wise. With the help of (19), (A.l) can be rewritten as 

1 1 

2 J Mi(•,s,t/T)! J V(s,p,t/T) dp I ds 

0 0 T 

l 

+ J Mi(·,s,t/T) 
0 

where the vector 

T "' "' V(s,p,t/T) = hx(s,t,x)Q(s,p,t)[y(p,t) - h(p,t,x)] 

Since we can write [34, p. 28] 

l 1 

I J V(s,p,t/T) dpfl = J SP(s,p,t/T) ~T(p,t/T) dp 
0 T 0 

where the matrices 

l 

+ J Ss(s,p,t/T) ~T(s,t/T) dp 
0 

(A.2) 

(A. 3) 

(A.4) 
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s (s,p,t/T) = ·ay(s,p,t/T} 
P ax(p,t/T) 

s (s,p,t/T) = ay(s,p,t/T) 
s ax(s,t/T} 

(A. 5) 

and if we use (31) in (A.4), it is straightforward to show that 

where 

1 1 

I Mi(•,s,t/T) [I V(s,p,t/T) dp) ds 
0 0 T 

1 

=-} J (N~v(•,s,t/T) + U~v(•,s,t/T)] ~T(s,t/T) ds 
0 

- ~ [N~a(•,t/T) + ura(·,t/T)] ~ (t/T) 

1 1 

(A .6) 

. ~~~v(.,s,t/T) = ~ J M;(•,z; ,t/T) \(l;,v,t/T) Pvv(v ,s,t/T) dl; dv 

1°1 

u~v(.,s,t/T) = J J M;(·, s ,t/T) ss (s ,v,t/T) Pvv{s ,s,t/T) ds dv 
0 0 

1 1 

N~a(·,t/T) = J J Mi(·,s ,t/T) S)s ,v,t/T) Pva{v,t/T) ds dv 
0 0 

1 1 

U~a(•,t/T) = J J M;(·,s ,t/T) Ss {s ,v,t/T) Pva{ s ,t/T) ds dv 
0 0 

1 1 

N~b{·,t/T) = J J 'Mi(·,s ,t/T) Sv(s ,v,t/T) Pvb{v,t/T) ds dv 
0 0 

1 1 

u~b(•,t/T) - ~ J I Mi{•, , ,t/T) S~ (~,v,t/T) pVb{ s ,t/T) d~ dv (A.7) 
0 0 
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The unspecified argument of each term of (A.6) and (A.7) is r if 

i = 1 and does not exist otherwise. Further, (A.5) possesses the 

symmetry properties 

T Ss(s,p,t/T) = Ss(s,p,t/T) 

SP(s,p,t/T) = S~(p,s,t/T) (A. B) 

Now let us consider the second term in (A.2), the integration of 

which by parts yields 

I M;(•,S,t/T) 1-f~ ~ + 
0 

l 

= - [ (M f~ + M5f~5 + M55f~55 ) ~T(s,t/T) ds 

+I M(f~ ~)T - M((f~ ~)s] + Ms(f~ ~)Tl s=l 
s ss T ss s=O 

- J
1l M(fT)T +Ms(fT ) +Mss(f~ ) l ~(s,t/T) ds 

X xs T ss T 0 . 

(A.9) 

where M denotes Mi ( • ,s, t/T) . (A. 7)- (A. 9) are used to eva 1 uate the 

third to last term in (62)-(64). 

The second to last term of (62)-(64) can be written with the 

help of (20) as 
1 

a A J AT A AT A 
Pat [TT(t/T)] = - P fa(s) AT(s,t/T) ds - P Aa TT(t/T) 

0 
1 

- J P(f~(s))T ~(s,t/T) ds - P(A!)T ~(t/T) 
0 

(A. 1 0) 
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where the matrix P denotes Pva(r,t/T}, Paa(t/T) , or Pba(t/T) . 

The last term of (62)-(64) can be written as 

s = 1 (A. 11) 

where the matrix K represents Pvb(r,t/T), Pab(t/T), or pbb(t/T) , 

and we have used (21) and (25) to obtain (A.ll). 

In (A.9) the term corresponding to s = 0 and s = 1 can be 

evaluated with the help of (26) and (27). 
" Finally, in (A.9)-(A.ll), there are terms which have >.(s,t/T), 

A A A A 

>. (O,t/T), >.(1 ,t/T), T(t/T), or a(t/T) as coefficients, e.g., the 

last term of (A. 11). These terms do not contribute to the filter 

" because they vanish at t = T . To show this, we consider a matrix H 

which can be expressed as 

A A A A A A 

H = H(r,t,x(r,t/T), xr(r,t/T), xrr(r,t/T), a(t/T), b(t/T)] 
(A.l2} 

A A A 

Let x(r,t/T) , a(t/T) and b(t/T) be functionals of the Lagrange 
" " 

multipliers as in (28). Let the vector e denote either >.(r,t/T), 
A A A 

T(t/T}, or a(t/T) . Hence, e = 0 at t = T . Further, let the 
"" operation He be defined. Then, it is easily shown that there exist 

" matrices H; , i=l ,2,3, such that 

A 

1 

HT; = J H1 ~T(v,t/T) dv + H2 ~T(t/T) + H3 ~T(t/T) 
0 

and H. = 0 at t = T for all i . Further, 
1 

(A. 13) 



J HT~ dr = J J H1 dv l l 11 l 
0 0 0 
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~T(r,t/T) dr +I~ H2 dv] 

+ ll H3 dv I ~T(t/T) (A.l4) 

where we have interchanged the dummy variables r and v on the 

right hand side of (A.l4). 
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Appendix li-B 

In this appendix we obtain the necessary conditions for 

optimality corresponding to the minimization of (10). This is achieved 

by setting the first variation of L (denoted by ~L ) to zero [14]. 

We emphasize that ~L is the total first variation. Suppose L 

depends functionally on parameters P; , i=l,2,···,J , then we can 
J 

write ~L = L ~L(pi) where ~L(p1 ) is the first variation of L 
i=l 

with respect to a variation of pi (denoted by ~pi) over the appro-

priate domain . In this way, we can write 

+ ~L(cr(t)) + ~L(A(r,t)) 

+ ~L(x(r,t)) + ~L(x(s,t)) 

+ ~L(x(O,t)) + ~L(x(l,t)) + ~L(xr(O,t)) + ~L(xr(l,t)) 

+ ~L(a(t)) + ~L(a(t)) 

+ ~L(b(t)) + ~L(6(t)) 

We proceed to evaluate various variations. For convenience, 

we denote f(r,t,x,x ,x ,a(t)) , A(t,a) , B(t,b) , g
0
(t,x,xr) , r rr 

g1(t,x,xr,b) by f, A, B, g
0

, g1 , respectively. 
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T 

oL(~0 (t)) =I <o~0 (t), g
0 

+ u3(t)> dt 

0 
T 

oL(~1 (t)) = J <o~1 (t), g1 + u4(t) > dt 

0 
T 

OL(T(t)) =I <-o·r{t), a(t) -A -u2(t)> dt 

0 
T 

oL(cr(t)) = J <- o(t), 6(t)- B- u5(t) > dt 

0 
T 1 

oL(t.{r,t)) =I J <-o>.{rJt), xt{r,t) -f-u1(r,t) > dr dt 

0 0 
T 1 1 

6L ( u 1 ( r , t ) ) = I [ J J < o u 1 ( r , t ) , R ( r, s , t ) u 1 ( s , t ) > dr d s 
0 0 0 

+ f < ou1 (r,t) , A(r,t) > dr] dt 

0 

T 1 1 

0 L ( u 1 ( s 't) ) = J r I < 0 u 1 ( r 't) ' R ( r 's 't) u 1 ( s 't) > dr ds dt 
0 b 0 

T 

OL(u2(t) = ~ < ou2(t), 2R2(t) u2(t) + T(t) > dt 

T 

OL(u3(t)) = ~ <Ou3(t), 2R3(t) u3(t) +~0 (t) > dt 

T 

QL(u4(t)) = ~ <Ou4(t), 2R4(t) u4(t) + ~l (t) > dt 

T 

oL(u5(t)) = b < ou5( t), 2R5(t) u5(t) + o(t) > dt 
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T 1 1 

OL{x{r,t)) = J [ J J <-Ox{r,t), h~{r,t,x) Q(r,s,t) 

0 0 0 

x (y{s,t) - h(s,t,x)) > dr ds 

+ J <Ox{r,t), f~ A >drJ dt 
0 

T 1 1 

OL{x{s,t)) = l [ l b <-Ox{r,t), h!{r,t,x) Q{r,s,t) 

x {y{s,t) - h{s,t,x)) > dr ds] dt 

1 T 

oL(xt(r,t)) =I I <-oxt{r,t),A>dt dr 

0 0 
1 1 

=I< -ox{r,T),A{r,T)> dr +I <ox{r,O),A{r,O)> dr 

0 0 
T 1 

+I I< ox(r,t),At > dr dt 

0 0 

T 1 

oL(xr(r,t)) = J J ~ oxr(r,t), f~ A> dr dt 
0 0 r 

T r=1 

~ I < ox ( r, t) , f! A> I dt 
0 r r=O 

T 1 

-I I< ox{r,t), (f~ A)r> dr dt 
0 0 r 
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T 1 

= J J <ox r(r,t), fT . A>dr dt 
r xrr 

0 0 
T r=1 

= J <oxr(r,t), f~ A> I dt 
0 rr r=O 

T r-1 
- J <ox ( r, t) , ( f ~ A) r > I dt 

0 rr r=O 
T 1 

+ J I <ox ( r, t) , ( f ~ >.) > dr dt 
0 0 rr rr 

T 

oL(x(O,t)) =I <ox(O,t), g~ ~0 > dt 
0 X 

T 

I . T 
oL(x(l,t)) = <ox{l,t), g1 ~, > dt 

0 X 
T 

oL(xr(O,t ) ) = J <oxr(O,t), g~ ~0 > dt 
0 xr 

T 

oL(xr(1,t)) =I <oxr(l,t), gT ~ 1 > dt 
0 xr 

T T 1 

o L (a ( t)) = J < o a ( t) , A! T> dt + J J < o a ( t) , f! A > dr dt 

0 0 0 

T 

oL(a(t))= I < -oa(t),T > dt 

0 
t=T T 

= < - oa(t) ,T > I + J < oa(t) ,Tt > dt 

t=O 0 

T 

oL(b(t)) = J <Ob(t), B~cr+ gi ~ 1 >dt 
0 b 
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T 

oL(6(t)) = J .; -ob(t) ,a> dt 
0 

t=T T 
= <-ob(t),cr> I + J < ob(t),at> dt 

t=O 0 

In order that oL = 0 for arbitrary opi , the coefficient of 

each of the following op1 must identically be zero. Let ¢(opi) 

denote the coefficient of opi , then 

¢(o~0 (t)) = 0 implies 

¢(o~1 (t)) = 0 implies 

g1 + u4(t) = 0 

¢( oT(t)) = 0 implies 

¢{ocr(t)) = 0 implies 

¢(0A(r,t)) = 0 implies 

¢(0u1(r,t)) = 0 implies 
1 

r = 0 

r = 1 

re: (O,l) 

u1(r,t) = -1 J R+(r.,s,t) A(s,t) ds 
0 
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¢(cui(t)) = o , i=2,3,4,5 , imply 

u2(t) =-} R21(t) T(t) 

u3(t) =- 1 Rj1(t) ~0 (t) 

u4(t) =- 1 R41(t) ~ 1 (t) 

u5(t) =- 1 R51(t) cr(t) 

¢(cx(r,t)) = 0 implies 
1 

At(r,t) = 2 J h!(r,t,x)Q(r,s,t)(y(s,t)- h(s,t,x)) ds 
0 

- fT A + (fT A) - (fT A) x x r x rr 

¢(oa(t)) = 0 implies 
1 

r rr 

Tt =- f f! A(s,t) ds -A~ T 
0 

¢(cb(t)) = o implies 

¢(cx(r,T)) = ¢(ca(T)) = ¢(cb(T)) = 0 implies 

A(r,T) = T(T) = cr(T) = 0 

¢(cx(r,O)) = ¢(oa(O)) = ¢(cb(O)) = 0 implies 

A(r,O) = T(O) = cr(O) = 0 
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¢(ox(O,t)) = 0 implies 

g~ ~0 - f~ A + (f~ A)r = 0 
x r rr 

¢(ox(l ,t)) = 0 implies 

gi ~l + f~ A - (f~ A)r = 0 
x r rr 

¢(oxr(O,t)) = 0 implies 

gT ~ - fT A = 0 
ox o xrr 

r 

¢(oxr(l ,t)) = 0 implies 

gTl ~1 + fT A = 0 
x xrr 

r 

r = 0 

r = 1 

r = 0 

r = 1 
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Reprinted from J OURNAL OF OPTIMIZATION THEORY AND APPLICATIONS Vol. 10, No. 6, December 1972 
Printed in Btl,ium 

Control of Stochastic Distributed-Parameter Systems1 

T. K. Yu2 AND J. H. SEINFELoa 

Communicated by R. Jackson 

Abstract. A scheme is proposed for the feedback control of 
distributed-parameter systems with unknown boundary and 
volume disturbances and observation errors. The scheme consists 
of employing a nonlinear filter in the control loop such that the 
controller uses the optimal estimates of the state of the system. A 
theoretical comparison of feedback proportional control of a styrene 
polymerization reactor with and without filtering is presented. 
It is indicated how an approximate filter can be constructed, greatly 
reducing the amount of computing required. 

Notation 

a(t) 
A (t, a) 
A' 
b 

B 
c(x, T) 
cp 
c,j 
E 
tf 
f(t, ... ) 
Co, C1(t, ... ) 
h(t, u) 

/-vector noisy dynamic input to system 
/-vector function 
frequency factor for first-order rate law (5.68 X 106 sec- 1) 

distance to the centerline between two coil banks in the 
reactor ( 4. 7 em) 

k-vector function defining the control action 
concentration of styrene monomer, mole Z- 1 

heat capacity (0.43 cal · g- 1 · K - 1) 
constants in approximate filter, Eqs. (49)-(52) 
activation energy (20330 cal · mole- 1) 

expectation operator 
n-vector function 
n-vector functions 
m-vector function relating observations to states 

1 Paper received February 28, 1971. 
1 Graduate Research Assistant, Department of Chemical Engineering, California Institute 

of Technology, Pasadena, California. 
1 Associate Professor, Department of Chemical Engineering, California Institute of 

Technology, Pasadena, California. 
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C 1972 Plenum Publi1hina Corporotion, 227 Weot 17th Street, New York, N.Y. 10011. 



H(t) 
k 
k, 
K 
I 
m 
n 
pcvvl(x, s, t) 
pcool(x, t) 
pcaal(t) 
qt(t) 
Q(x, s, t) 
R 
R(x, s, t) 
R,(t) 
s 
S(x, s, t) 
t 
T(x • .,.) 
u(x, t) 
uc(t) 

uc* 
u:;no.x 
u:;nln 
v(x, t) 
W(t) 
X 

y(t) 

€ 

~(x) 

TJ(X, t.) 
K 

p 
'T 

4> 
X 
* 
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function defined in Eq. (36) 
dimensionality of control vector v(x, t) 
constants in approximate filter, Eqs. (49)-{52) 
dimensionless proportional gain 
dimensionality of dynamic input a(t) 
dimensionality of observation vector y(t) 
dimensionality of state vector u(x, t) 
n X n matrix governed by Eq. (9) 
n X I matrix governed by Eq. ( 10) 
I X I matrix governed by Eq. (11) 
diagonal elements of m x m matrix Q(x, s, t) 
m X m weighting matrix 
universal gas constant (1.987 cal · mole-1 • K-1) 

n X n weighting matrix 
n X n weighting matrix 
dimensionless spatial variable 
matrix defined in Eq. (11) 
dimensionless time variable 
temperature, K 
n-dimensional state vector 
wall temperature 
desired value of u1( I, t) 
reference control value of ur 
maximum value of uc 
minimum value of uc 
k-dimensional control vector 
I X I weighting matrix 
dimensionless spatial variable 
m-dimensional observation vector 
constants in approximate filter, Eqs. (49)- (52) 
dimensionless parameter defined in Eq. (29) 
heat of reaction (17500 cal· mole- 1} 

dimensionless activation energy, defined in Eq. (29) 
Dirac delta function 
m-dimensional observation noise 

363 

thermal conductivity (0.43 x I0- 3 cal · cm- 1 • sec- 1 • K-1) 

density (1 g · cm-3) 
time, sec 
dimensionless parameter defined in Eq. (29) 
spatial variable, em 
reference value 
estimated value 
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1. Introduction 

In most real processes that must be controlled, there exists some 
degree of uncertainty. The uncertainty may be a result of observations 
of the output which are corrupted with noise or of the use of a mathe
matical model which is only an approximation to the true behavior of 
the system. The control of stochastic systems has received much attention 
in recent years. (Refs. 1-4). The control of linear stochastic distributed
parameter systems subject to white noise disturbances has been con
sidered by Tzafestas and Nightingale (Ref. 5), Kushner (Ref. 6), Thau 
(Ref. 7), Pell and Aris (Ref. 8), and Sholar and Wiberg (Ref. 9). Here we 
consider the feedback control of nonlinear distributed-parameter 
systems subject to noisy inputs and measurement errors. No assumptions 
concerning the statistical nature of the noisy inputs and measurement 
errors, other than that they are zero mean random processes, will be 
made. 

The scheme which we propose is inherently quite simple. In 
particular, the measurements of the system are to be processed by 
an on-line computer in a nonlinear filtering or recursive estimation 
algorithm to produce optimal least-square estimates of the true state of 
the system. These estimates, which include all of the states of the system, 
not only the measured ones, arc then used as inputs to the controller in 
the feedback loop. The scheme has been demonstrated for lumped
parameter systems in Ref. 10. Here, we develop the theory for the same 
control strategy for distributed-parameter systems. We will first present 
the general scheme and then illustrate the application of the scheme for 
the control of a styrene polymc,:rization reactor. 

2. General Control Scheme 

We assume that the system can be described by a set of partial 
differential equations of known form but perhaps containing unknown 
parameters. The stochastic nature of the problem is assumed to arise 
from noisy inputs and measurement errors. We consider the class of 
systems governed by 

u,(x, t) = f(x, t, u, u., , u.,.,, v(x, t), a(t)) + ~1(x, t), (I) 

defined for t ~ 0 on the normalized domain (0, 1), where u(x, t) is the 
n-vector state, v(x, t) is a k-vector of controls, and g1(x, t) is an unknown 
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n-vector disturbance. The symbols u,. Uz. u= denote oufot, oufox, and 
82ufox2, respectively. The /-vector input a(t) is governed by 

dafdt = A(t, a(t)) + f2(t), (2) 

where a(t) represents a noisy dynamic input to the system. We note that 
both additive and nonadditive noisy inputs are included by ~1(t) and 
a(t), respectively. 

The boundary conditions are given by 

g0(t, u, U110 , v) + ~3(t) = 0, X = 0, (3) 

X = }, (4) 

where ~2 , ~3 , ~4 are independent zero-mean random processes with 
unknown statistical characteristics. Observations of the system consist 
of the m-vector y(x, t), related to the state by 

y(x, t) = h(x, t, u(x, t)) + 'l)(x, t), (5) 

where "l(x, t) is an m-vector of unknown measurement noise. 
We want to consider the feedback control of the system (1 )-(5). 

Thus, the control variable v(x, t) will be determined on the basis of the 
measurements y(x, t), v(x, t) = B(y(x, t)). This represents the usual 
situation of feedback control. However, if the noise is significant or the 
control is critical to the proper functioning of the system, then control 
based directly on the measurements may be quite poor. What we would 
like to have is the control action determined on the basis of the actual 
state of the system rather than the noisy measurements. Therefore, the 
problem is to generate continuously optimal estimates of the system 
state based on the observations. This is exactly the filtering or recursive 
estimation problem for a dynamical system. The use of a filter in the 
control loop will offer two important advantages: (i) optimal estimates of 
all the components of the state vector u(x, t)' will be provided in real 
time, not just those components which appear in (5); and (ii) since 
estimates of all the components of u(x, t) are available, we can formulate 
a controller based on unmeasured as well as measured states. Thus, we 
will let the control function be represented by 

v(x, t) = B(fl(x, t)), (6) 

where u(x, t) is the estimated value of u(x, t). 
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3. Filtering in Distributed-Parameter Systems 

The subject of filtering in systems described by partial differential 
equations has received only limited attention. Filtering in linear distri
buted systems with white noise disturbances has been treated in Refs. 
11- 17, wherein results analogous to the Kalman filter were obtained. Fil
tering in nonlinear distributed systems has been considered in Refs. 
18-20. The most general filter has been derived in Ref. 20, based on an 
optimal control approach and invariant embedding. A nonlinear least
square filter based on Eqs. (1)- (5) is given by [one assumes that Eq. (6) 
has been substituted into Eq. (I)] 

111 = f(x, t, u, u., , tl.,., , il) 

Jl Jl (vv) T + P (x, ~. t) h,. (~, t, tl) Q(~, v, t)[y(v, t) - h(v, t, 11)] d~ dv 
0 0 

+ p(vv)(x, 0, t) h,. T(O, t, tl) Q(O, 0, t)[y(O, t) - h(O, t, 11)], (7) 

il1 = A(t, il) 

+ r r p<av)(~. t) h,.r(~. t, tl) Q(~. v, t)[y(v, t) - h(v, t, tl)] d~ dv 
0 0 

+ p<av>(o. t) hu T(O, t, u) Q(O, 0, t)[y(O, t) - h(O, t, u)], (8) 

p:vv)(x, s, t) = /,,(x) p<vv) + p<vv>J,, T(s) + /,..(x) p~vv) + P!"">J~,(s) 
+ /u..,(x) P~~v> + P~~">J~,(s) + /a(x) p<va)T(s, t) + p<va)(x, t)//(s) 

+ r r p<vv>(x, ~. t) S(~. v, t) p<vv>(v, s, t) d~ dv 
0 0 

+ p<vv)(x , 0, t) S(O, 0, t) p<vv)(O, s, t) + R- 1(x, s, t), (9) 

P!"">(x, t) = /u(x) p<va) + Ju,(x) p~va) + Ju..,(x) p~~a) + /a(x) p<aa) 

+ p<va) A,. T + r r p<vv)(x, ~. t) S(~. v, t) p<va)(v, t) d~ dv 
0 0 

+ p<vv>(x, 0, t) S(O, 0, t) p<va>(o, t), (10) 

P!"")(t) = Aap<aa) + p<aa)A/ + r r p<va)T(~. t) S(~. v, t) p<va)(v, t) d~ dv 
0 0 

+ p<va) T(O, t) S(O, 0, t) p<va)(O, t) + w-1(t), (11-1) 

S(x, s, t) = [h/(x, t, tl) Q(x, s, t)[y(s, t) - h(s, t, tl)]]u(•,t> , (11-2) 
-· - 1 

where Q(x, s, t), R(x, s, t), and W(t) are arbitrary positive-definite 
weighting matrices. 
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The initial and boundary conditions are 

12(x, 0) = 120(x), 

a(O) = a0 , 

• g0(t, 12, 12.,) = 0, 

p<"">(x s 0) - p<"">(x s) , , - 0 , , 

A p(tJfJ) + A p(,.,) + R- 1(t) A- 1 IT o(s) = 0 
5o,. 5o.. "' 1 5o.._ u. ' 

e p<"a) + e p<va) = 0 
lu 1"• ~ t 

·t -t 

X = 0, 

X = 1, 

X = 0, 

X = 1, 

367 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 

(22) 

where R 1(t) and R2(t) are arbitrary positive-definite weighting matrices. 
The initial conditions u0(x) and a0 represent our best guesses of 

the initial state and the noisy input a(t). The initial conditions on the 
auxiliary equations, which we will refer to as the covariance equations, 
P~"v>(x, s), p~av>(x), and P&aa>, are somewhat arbitrary. For measure
ments at M discrete spatial locations, we replace Q(x, s, t) by 

M M 
Qa(x, s, t) = (l /M 2) L L Q(xk . s,' t) o(x - xk) o(s - s,), (23) 

k - 1 1- 1 

so that the integrations in Eqs. (7)-{ II) become summations. 
If, in addition to the system states, it is necessary to estimate 

constant parameters appearing in Eq. ( 1 ), then these parameters can be 
considered as components of a(t) for which A,(t, a) = 0. Although to 
conserve space we have not presented the most general form of the filter 
here, the estimation of dynamical inputs of the form of Eq. (2) in the 
boundary conditions (3) and (4) can also be included. In the example to 
follow, we will consider only measurement errors, that is, 
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·I -1 - 1 

Thus, R(x, s, t), R1(t), and R2(t) will not be required. Also, there will be 
no noisy dynamical inputs of the form of Eq. (2), so that the matrices 
p(Ov)(x, t) and p1aa)(t) will not appear. 

In summary, the system dynamics are described by Eqs. ( 1 )-(6). 
The filter is governed by Eqs. (7)-( 11 ), subject to Eqs. ( 12)- (22). Thus, 
the dynamics of the closed loop in the absence of filtering are described 
by Eqs. (I )-(5) and v(x, t) = B[y(x, t)] . With the filter, the dynamics are 
described by Eqs. (1)- (22). We now wish to compare the closed loop 
dynamics of a complex distributed system with and without a filter in 
the control loop. We will pay particular attention to the practical aspects 
of the scheme. 

4. Control of a Styrene Polymerization Reactor 

A common process for styrene polymerization, particularly high
impact polystyrene, is mass or batch operation, wherein styrene monomer 
is fed to the reactor, a predetermined temperature and agitation program 
is followed, and the product is removed after a set time of operation. 
Problems encountered in reactor design and control stem from the 
highly exothermic nature of styrene polymerization and the high 
viscosity of polystyrene melts, making adequate heat transfer a key 
design consideration. Since agitation rates are limited by the viscosity 
of the reactor contents, heat transfer is accomplished by banks of internal 
coils containing circulating oil, the temperature of which can be con
trolled externally. In order to prevent the formation of local hot spots 
which can lead to an unstable reactor, heat transfer surfaces are generally 
separated by a few inches at most. 

The typical high-impact polystyrene polymerization process can be 
divided into two phases: an agitated phase and a nonagitated phase. 
Initially, the reactor contains mostly low-viscosity monomer, and heat 
transfer is accomplished by agitation. However, as the polymerization 
proceeds, the viscosity increases sharply and agitation can no longer be 
used. During this second phase, heat transfer occurs by conduction only. 
Close control of the temperature of the coils is important so that the 
polymerization will proceed at a significant rate but with temperatures 
kept below the point at which hot spots can develop with the reactor 
becoming unstable. 

Let us assume that the reactor contains several parallel coil banks, 
separated by a distance 2b. We consider the reaction to be confined 
to the space x = 0 to x = 2b. The polymerization of pure styrene has 
been thoroughly studied (Ref. 21). The mass thermal polymerization of 
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styrene can be considered a first-order kinetic process with respect to 
styrene monomer concentration (Ref. 22). Denote the temperature and 
monomer concentration by T(x, T) and c(x, T). In the absence of agita
tion, they are governed by 

T.(x, r) = (~efpC11) Txx + (L1HA'cfpC11) exp( - EJRT), 

c.(x. -r) = -A' c cxp( - EJRT), 

T(x, 0) = T0 , c(x, 0) = c0 , 

T, = 0, X = b. 

(24) 

(25) 

(26) 

(27) 

(28) 

Molecular diffusion of monomer in the highly viscous melt has been 
neglected. T

0 
and c0 are the temperature and concentration at T = 0, 

and condition (28) implies symmetry at the centerline between the heat 
transfer surfaces at x = 0 and x = 2b. 

We define the dimensionless variables 

x = xfb, c{> = L1HA'c*b2f~eT* , 

t = ~erfpC"b2, fJ = A'b2pC'D{IC, 

Ut = TJT*, c: = EfRT*, (29) 

u2 = cfc*, ulo = TofT*, 

u. = T./T *, u2o = c0 fc*, 

where T* and c* are a reference temperature and concentration. In 
dimensionless terms, the system becomes 

ult = U:tu + c{>u2 exp( - c:/ul), 

u21 = - {Ju2 cxp( - c:Ju1), 

x = l. 

(30) 

(3 1) 

(32) 

(33) 

(34) 

Temperature control is exercised through uc(t) . We consider the case 
in which Uc is determined by a feedback proportional law based on the 
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deviation of the centerline temperature u1(l, t) from a desired operating 
temperature ud , that is, 

I 
max 

u. ' 

U0(t) = H(t), 
mlh 

"· ' 

H(t) > u~ax. 

u:'" < H(t) < u:ax, 

H(t) < u~1n, 

(35) 

(36) 

where uc * is a reference control level, u:;nax and u~ 1" are maximum and 
minimum control temperatures, K is the proportional gain, and y

1
(t) 

is the measured value of u1(1, t). 
We want to study the effectiveness of the stochastic control scheme 

when the measurements of u1( I, t) are corrupted with noise. The 
parameter values used in the study are those for styrene polymerization 
(see the nomenclature for the values of individual parameters), speci
fically, 

lf> = 1.39 X 1011, 

f1 = 1.25 X 1011 , 

€ = 34.1, 

"• * = l.I 6667, 

K = 5.0, 

U10 = 1.25, 

u2o = 1.0, 

Ua = 1.27, 

u~nx = 1.22, 

min 
u. = 1.1. 

Figure I shows the dynamics of the system of Eqs. (30)- (36) when 
the temperature measurements at x = J, u1( I, t), are noise-free, and 
corrupted with additive Gaussian noise with standard deviation 10 % and 
20 % of the value of u1(1, t). We note that with 20 % noise, the system 
becomes unstable because of the erratic action of the controller. It is 
the behavior shown in Figure 1 that we wish to avoid by means of the 
proposed control scheme. Let us first consider the performance of the 
filter in estimating temperature and concentration profiles in the reactor. 

4.1. Estimation of Temperature and Concentration in the 
Reactor. We assume that it is possible to make a maximum of 
three measurements, consisting of the temperature at x = I and the 
concentration at x = 0 and x = I, that is, 

y1(t) = u1(1, t) + "~h(t), 
y 2(t) = u2(1, t) + "'12(t), 

y3(t) = u2(0, t) + "'la(t). 

(37) 

(38) 

(39) 
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I DESIRED VALUE Ud 
2 DETERMINISTIC CASE '7 • 0 
3 10% OBSERVATION NOISE 
4 20% OBSERVATION NOISE 

0 .5 1.0 1.5 

371 

2.0 

Fig. 1. Comparison of true centerline temperature under feedback proportional control 
with no filter at observation noise of 0 % (curve 2), 10 % (curve 3), and 20 % 
(curve 4). 

The estimation equations for u1 and u2 corresponding to these three 
measurements are obtained from Eq. (7), that is, 

t211 = tlt.. + ,Pt22 exp( -€/t21) + q1(t) P~:">(x, 1, t)[y1(t) - t21(1, t)] 

+ q2(t) P~;v>(x, 1, t)[y2(t)- tl2(l, t)] 

+ q3(t) P~;">(x, 0, t)[y3(t) - t22(0, t)], 

t221 = - {3t22 cxp( -(/~) + q1(t) P!:">(x, 1, t)[y1(t) - t21(1, t)] 

+ q2(t) P~;">(x, 1, t)[y2(t) - t21(1, t)] 

+ q3(t) P~;">(x, 0, t)[y3(t) - t22(0, t)], 

(40) 

(41) 

the boundary conditions of which follow directly from Eqs. (33) and (34). 
The equations for Pi'i">, Pi2"1, P~?1 , P~2"1 can readily be obtained 

from Eq. (9) and will not be presented. The boundary conditions are 
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obtained from Eqs. (14), (15), (19), (20). The initial conditions (16) were 
selected as follows (these particular forms will be justified later): 

P!r">(x, s, 0) = C11xs[exp- I x- s 1], 

p~~">(x, s, 0) = c12[1 - (x - 1)2], 

P~r">(x, s, O) = C21[l - (s- 1)2], 

P!;">(x, s, 0) = C22 • 

(42) 

(43) 

(44) 

(45) 

Figures 2 and 3 show estimated and true temperature and concen
tration, respectively, for 10% measurement errors in each of the three 
observations · [Eqs. (37)-(39)]. In the cases shown in Figs. 2 and 3, 
u0(t) was held constant at u0 *. The errors were generated by 

y1(t) = u1(l, t)[l + vG(O, I)], 

where v is the fraction of error and G(O, 1) is a normally distributed 
random variable with mean zero and standard deviation one. The fol
lowing parameter values were used: C11 = 100, C12 = -50, C21 = -50, 
c22 = 100, ul = 1.325, u2 = 0.9, ql = 1, q2 = 1, q3 = 0.25 for 

0 0 • 
t ~ 0.015 and q3 = 1 for t > 0.015. Th1s case represents a rather 
severe test of the filter, since measurement errors in u1 of 10% corre
spond to a standard deviation in the temperature measurements of 37°C, 
a value far exceeding that to be expected in actual practice. The estimates 
of u1(1, t) and u1(0.5, t) converge at about the same rate, whereas the 
estimates of u2(0, t) and u2( l, t) converge somewhat faster than those of 
u2(0.5, t). 

Ca~l~~ ~imilar to those shown in Figs. 2 and 3 were run with the two 
observations y 1 anu y 2• The lilter performance in this case was very 
similar to that shown in Figs. 2 and 3 for three observations, and we do 
not present these results here. Estimation using only one observation y 1 

was also attempted. In this case, u1 was estimated quite accurately for all 
x, but u2 was estimated rather poorly. However, if our only objective 
of filtering is to obtain a good estimate of u1(1, t), then we need only 
make the one measurement y 1. This is of some practical interest, because 
it may be quite difficult to measure continuously the degree of poly
merization u2• Presumably, this measurement, if necessary, could be 
made by a viscosity-measuring device. 

Numerical integration of the state and filter partial differential 
equations was carried out using an IBM 360/75. The integration was 
carried out until t = 2. 75 (approximately 17 h of reaction time) with a 
time step Llt = 0.005. Computing time required to solve the filtering 
equations was 6 min and 40 sec. 
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Fig. 2. True and filtered values of temperature at locations x = I and x = 0.5 at 10 % 
observation noise with three observations and u0(t) = 1.16667. 

0 0.5 1.0 1.5 2.0 

Fig. 3. True and filtered values of concentration at locations x =- 1, x = 0.5, and 
x = 0 at 10 % observation noise with three observations and u.(t) = 1..16667. 
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4.2. Feedback Control. We now study the dynamics of the 
closed loop including the nonlinear filter. The system is highly sensitive 
to uc(t). Improper application of uc(t) can cause system instability, as 
we saw in Fig. 1 for the case of 20% measurement errors. Clearly, the 
less the uncertainty in ul and u2 and the lower the measurement noise 

0 0 

level, the better the performance of the filter and the control. We note 
from Figs. 2 and 3 that there is an initial period of time required for 
ul and t22 [and, in particular, ul(l, t)] to converge to the actual values. 
Because of the exothermic nature of the system, during this initial 
period it is better to overestimate than underestimate u1(l, t). Under
estimating u1( I, t) for too long a period of time may cause uc(t) to assume 
u:;aax for too long and drive the system unstable. Consequently, we will 
always make sure that ul > UJ and u2 < u2 . This is possible because 

0 0 0 0 

in practice we know the temperature bounds and the initial concentration 
fairly well anyway. Thus, the initial conditions for Eqs. (40)- (41) 
should not be expected to be a problem. 

The number of observations required depends on our objective. 
One observation y1(t) may be sufficient if our sole purpose is for u

1
( I, t) 

to be close to u1( 1, t). Additional observations can be expected to improve 
not only ul(x, t) and u2(x, t) but also ul( 1' t). 

Figures 4 and 5 show the temperature response at I 0 % and 20 % 

-I 

u,ll. n7 
ooooo o ooooooooooooooo o o 

u,co.5, t) u, (0.5. t) 

0 0.5 1.0 1.5 2.0 

Fig. 4. True and filtered values of temperature nt locations x = 1 and x = 0.5 at 10% 
observation noise with three observations under feedback proportional control. 
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--, -- ------ -1 - -

1.36 -

1.34 -

• 

• . . . ···· .. ··\· 
~ • • • • TRUE u1(0.5, t) 

u1(0.5, t l 

0 0.5 1.0 1.5 '2.0 

Fig. S. True and filtered values of temperature at locations x = 1 and x = O.S at 
20% observation noise with three observations under feedback proportional 
control. 

measurement noise, respectively, with the filter in the control loop. 
In each case, we show u1( 1, t) and u1(0.5, t) the actual temperatures 
in the reactor, as well as the estimated values of these temperatures from 
the filter. Figures 4 and 5 were generated on the basis of the three 
observations [Eqs. (37)-(39)]. 

Figure 6 presents a comparison of the completely deterministic 
response (curve 2 of Fig. 1), u1(1, t) at 10% measurement noise and 
no filter (curve 3 of Fig. 1 ), and u1( 1, t) at 10% measurement noise 
with a filter in the loop (curve 1 of Fig. 4). Likewise, Fig. 7 presents 
the same comparisons for 20% measurement noise. In this case, even 
at the unusually high level of error of 20%, the feedback control scheme 
employing a filter prevents the system from becoming unstable. 

4.3. Approximate Filter. For this two-state variable system, 
the filter consists of six coupled nonlinear partial differential equations. 
In general, the necessity to integrate the covariance equations will 
greatly diminish its practical utility for any system with even a modest 
number of state variables. A significant reduction in computing time 
could be achieved by avoiding the integration of the covariance equations. 
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T 

DESIRED VALUE Ud 

2 DETERMINISTIC CASE '1'0 
3 10% OBSERVATION NOISE . NO FILTER 
4 10% OBSERVATION NOISE . FILTER 

0.5 1.0 1.5 2.0 

Fig. 6. Comparison of true centerline temperature under feedback proportional control 
at 0 % observation noise (curve 2), 10 % observation noise with no filter (curve 3), 
and 10 % observation noise with filter and three observations (curve 4). 

One approach is to assume directly the form of the solution. We note 
that, for a linear system with white noise disturbances, 

In the nonlinear case, relations such as (46) do not apply; however, 
Eq. (46) may be used as a qualitative guide to choosing the form of 
P<""'(x, s, t). 

Let us consider the formation of an approximate filter for the 
polymerization reactor system. The boundary conditions that must be 
satisfied are [we drop superscript (vv) for convenience] 

P11(0, s, t) = 0, P11(x, 0, t) = 0, 

P12(0, s, t) = 0, P21(x, 0, t) = 0, 
(47) 

[ PuJ~:-t = 0, (Pu.Jo-t = 0, 

(Pu.1o:-t = 0, [P2t,1•-t = 0. 

Since the system exhibits the behavior of exothermicity, concentra-
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I DESIRED VALUE Ud 
2 DETERMINfSTIC CASE 'I =0 
3 20% OBSERVATION NOISE. NO FILTER 
4 20% OBSERVATION NOISE. FILTER 

0 .5 1.0 1.5 
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2.0 

Fig. 7. Comparison of true centerline temperature under feedback proportional control 
at 0 % observation noise (curve 2), 20% observation noise with no filter (curve 3), 
and 20% observation noise with filter and three observations (curve 4). 

tion and temperature should have negative correlation. Therefore, we 
can assume 

(48) 

Since u1(0, t) is known precisely for all t, it is reasonable to assume that 
P11(x, s, t) decreases as x and s decrease. On the other hand, there is no 
reason to assume that u2 will be estimated more accurately at one location 
than another. So we assume that P22(x, s, t) is independent of x and s. 
Thus, we make the following assumptions: 

(i) I Pu(x, s, t) l should decrease as x and s decrease; 

(ii) I P12(x, s, t) l should decrease as x decreases and be independent 
of s; 

(iii) I P21(x, s, t)l should decrease ass decreases and be independent 
of x; 

(iv) I P 22(x, s, t)l should be independent of x and s; and 

(v) since the estimates should improve with t, P,1(x, s, t) - 0 
as t increases. 
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A set of approximations which satisfy these requirements are: 

P11(x, s, t) = C11xs exp[- I x- s l][k1 exp(-a1t) + k1 exp(-aat) + k1 exp(-aat)], 

(49) 

P11(x, s, t) = C11[1 - (x- 1)1][k• exp( -occt) + k6 exp( -oc6t) +he exp( -oc41t)], 

(50) 

Pn(x, s, t) = C11[1 - (s - 1)2][k7 exp( -~t) + k8 exp( -ocat) + k, exp( -octt)]. 

(51) 

P 12(x, s, t) = C12[k10 exp( -oc10t) + k.1 exp( -oc11t) + k12 exp( -oct~t)]. (52) 

Figure 8 shows a comparison of P11(1, 1, t) and P12(1, 1, t) for 
the full and the approximate filter. The values shown are those for the 
feedback control case with three observations and 10% noise. As we see, 
the key characteristic of the function Pi1(x, s, t) is its rapid initial decline 
in magnitude and asymptotic tendency toward zero. An approximate 
representation of PH(x, s, t) exhibiting this behavior can be expected 
to be a useful alternative to integration of the full filter. The computation 
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-

-

-
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1.0 1.5 

Fig. 8. Comparison of P11(l, 1, t) of full and approximate filter under feedback 
proportional control at 10% observation noise with three observations. 
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time for the feedback control case using Eqs. (49)--(52) was 28 sec as 
·Opposed to over 6 min for the full filter. The curves of ul and u2 for the 
approximate filter are very close to those for the full filter, and are not 
shown. 

The parameter values for Fig. 8 are C11 = 75, C12 = - 37.5, 
C21 = - 37.5, C22 = 75, and Eqs. (49)-(52) are of the general form 

Ptt = CiJ(0.9 exp( - 66t) + 0.09 exp( - 2t) + 0.01 exp( - 0.5t)]. (53) 

5. Summary 

We have presented a scheme for the feedback control of stochastic 
distributed systems. The scheme involves the inclusion in the loop of a 
computer performing on-line filtering to provide optimal state estimates 
for the controller. We have presented a theoretical comparison of feed
back proportional control of a styrene polymerization reactor with and 
without filtering. Finally~ we showed how the integration of the filter 
covariance equations could be avoided by assuming the form of P;.1(x, s, t). 
For the particular example, the approximate filter required only 28 sec 
of computing time to control the reactor for 17 h of real time. Thus, this 
scheme offers promise for the control of processes that contain elements 
of uncertainty and for which a time-shared process control computer is 
available. · 
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Chapter III 

OPTIMAL FILTERING FOR SYSTEMS GOVERNED BY FUNCTIONAL 

DIFFERENTIAL EQUATIONS 

1. Introduction 

In this chapter, within a single framework we obtain new optimal 

filters for the following classes of systems: 

1. Nonlinear lumped parameter systems containing multiple constant 

and time-varying delays; 

2. Mixed nonlinear lumped and hyperbolic distributed parameter 

systems; and 

3. Nonlinear systems with functional time delays. 

Several known [16,19] and new linear filters evolve as special cases of 

the more general nonlinear results. Figure 1 illustrates the classes of 

systems for which filters are derived in this paper. 

We begin by formulating the general problem which can be shown to 

include each of the above as special cases. We shall then present the 

derivation of the filter for this class of problems. After doing so, we 

shall illustrate the computational application of the general filter for 

a chemical-reacto~ heat-exchanger system. 

2. Formulation of the Problem 

Let us consider the problem of filtering for the class of well

posed systems governed by the coupled ordinary and partial functional 

differential equations 
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1 

x ( t) = f ( x ( t), z ( r 1 , t) , • · · , z ( r t3 , t) , t) + J K ( z ( r, t) , r, t) dr + ' ( t) ( 1) 

0 

zt(r,t) = -M(r,t)zr(r,t) + g(z(r,t),r,t) + ~(r,t) (2) 

defined for t > 0 on .the normalized spatial domain r £ (0,1) . 

x(t) and z(r,t) are n1- and n2-dimensional state vectors, respec

tively, and '(t) and ~(r,t) are zero-mean random processes with · 

arbitrary statistical properties. zt and zr denote aztat and 

azjar , respectively. Observations of the system consist of the n3-

dimensional vector y(t) , related to the states by 

* * y(t) = h(x(t),z(r1,t),···,z(ry,t),t) 

1 

+ J H(z(r,t),r,t)dr + n(t) 
0 

(3) 

where n(t) is a zero-mean measurement error with arbitrary statisti
* . * cal properties and 0 < r1 < ···<r8 ~ 1 and 0 < r1 < ... < ry ~ 1 

One should note that there is no loss of generality in having the 

observations y depend only on t ; for example, the vector y could 

* be expanded and partitioned so that all interior measurements z(ri ,t) 

could be observed within this framework. Initial conditions for (1) 

and (2) are 

x(O) = x
0 

z(r,O) = z
0

(r) 

The boundary condition at r = 0 for (2) is 

z(O,t) = b(x(t)) 

(4) 

(5) 

(6) 
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We shall now show that by appropriate modification of the system 

(1)-(6), four important classes of time delay and mixed lumped and dis

tributed parameter systems result. 

2.1 Nonlinear systems with multiple constant time delays 

The system (1)-(6) can be reduced to the following nonlinear 

lumped parameter system containing multiple constant time delays: 

x(t) = f(x(t),x(t-al), ... ,x(t-as),t) + ~(t) (7) 

y(t) = h(x(t),x(t-ai), ... ,x(t-a~),t) + n(t) (8) 

x(t) = ~(t), -amax ~ t S 0 

(9) 

where 0 < a1 < < a6 and 0 < ai < ··· <a;. This can be done 

by setting K = H = g = s = 0 , b(x(t)) = x(t) , (and hence n2 = n1), 

-1 * * M(r,t) = amax , ri = a1/amax , rj = aj/amax , and z(r,O) = ~(-ramax). 
Then z(ri,t) = x(t-ai) and z(rj,t) = x(t-aj) . In the formulation 

(7)-(9) there are B constant time delays in the state equation and 

y constant time delays in the observation equation. These delays need 

not be equal. 

2.2 Nonlinear systems with multiple time-varying delays 

·The system (1)-(6) can be reduced to the following nonlinear 

lumped parameter system containing multiple time- varying delays: 

x(t) = f(x(t),x(t-al(t)),··· ,x(t-ap(t)),t) + ~(t) (10) 

y(t) = h(x(t),x(t-ai(t)),··· ,x{t-a:(t)),t) + n(t) (11) 



a1 ( t) < 1 

ci~(t) < l 
J 

x(t) = cp(t) 
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i=l,2,···,p 

j=l,2,···,w 

-a < t < 0 max - -

* To do so we set K = H = g = ~ = 0 S = y = 1 , r1 = r1 = 1 

( 12) 

( 13) 

( 14) 

( 15) 

b(x(t)) = [xT(t),xT(t),···,xT(t)]T , an n2 = (p+w)n1-dimensional vector 

consisting of p+w identical vector elements x(t), M(r,t)= [M1j(r,t)] 

an n2x n2-matrix with n1 x n1-matrix components Mij defined by 

0 i f j 

1-ra . 1 I i=l,2,···,p a . 1 ( 16) 
M . . = i j 1J = 

"* 1-ra. 1-f2 I i = p+ 1 , · · · , p+w 
a~ 1-p 

T T Also we let the n2-dimensional vector z(r,t) = [z1(r,t),··· ,zp(r,t), 
*T *T T * z1 (r,t),···,zw (r,t)] where each z1(r,t) or zj(r,t) is an n1-

* * dimensional vector, and set z1(r,O) = 4> (- ra;(O)), zj(r,O) = <1> (- raj(O)). 

* * Then z.(l ,t) = x(t-a . (t)) and z.(l,t) = x(t-aJ. (t)) . Conditions (12) 
1 1 J 

and (13) insure that the time delays do not increase faster than time 

i tse 1 f . 

2.3 Mixed nonlinear lumped and hyperbolic distributed parameter systems 

Setting K = H = 0 , 8 = 1 , and r1 = 1 , we obtain the mixed 

lumped and hyperbolic distributed system 
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x(t) = f(x(t) ,z(l,t),t) + E,:(t) (17) 

zt(r,t) = -M(r,t)zr{r,t) + g(z(r,t),r,t) + ~{r,t) (18) 

* * y(t) = h(x(t),z(r1,t),···,z(ry,t),t) + n(t) (19) 

subject to (4)-(6). Thus, (17)-(19) represents processes in which 

transportation lags are accompanied by phenomena such as dissipation 

of mass and energy, fluid mixing, and chemical reactions. In such 

cases, differential-difference equations are inadequate in describing 

the system. The importance of this class of systems has been previously 

discussed by Hiratsuka and Ichikawa [9] and Aggarwal [1]. 

2.4 Nonlinear systems with functional time delays 

The system (l)-{6)can be reduced to the following nonlinear 

lumped parameter system containing functional time delay 

x(t) = f(x(t),x(t-a,),···,x(t-aa),t) 

amax . 
+I K

0
(x(t-a),a,t) da + E,:(t) 

0 

* * y(t) = h(x(t),x(t-a1),···,x(t-ay),t) 

am ax 
+I H

0
(x(t-a),a,t) da + n(t) 

0 

x(t) = <j>{t) , -amax ~ t ~ 0 

(20) 

( 21 ) 

(22) 

* * where 0 < a1 < ···<aS and 0 < a1 < ··• < ay • This can be done by 

setting g = ~ = 0 , b{x(t)) = x(t) , (and hence n2 = n1) , 
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-1 * * M{r,t) = amax , ri = ai/amax , rj = aj/amax , r = a/amax , 

K(z{r,t),r,t) = amaxK
0
(z{r,t), amax r,t) , H(z{r,t),r,t) = 

amaxH0 (z(r,t), ~nax r,t) , and z(r,O) = ~{-ramax) . Then z(ri ,t) = 
* * x(t-ai), z(rj,t) = x(t-aj), and z(r,t) = x(t-a). 

3. Derivation of the Filter 

We shall derive the optimal least square filtering and smoothing 

equations for the system (1)-(6) through the use of differential sensi

tivities and a decomposition algorithm. In this section we shall pre

sent the detailed derivation for the case of K = H = 0 in (1)-(6). 

We do this only for the convenience of the reader so as to avoid 

details which are more cumbersome than need be given. We shall, how-

ever, present the filter for the completely general form of (1)-(6) in 

Section 4. 

The derivation of the filter for the system of (1)-(6) consists 

of two parts. First, we formulate the problem of fixed time smoothing 

and derive the necessary conditions for optimality. Second, we convert 

the smoothing problem into the filtering problem using a formulation 

based on differential sensitivies [22]. 

3.1 Statement of the probl em 

Consider the system (1)-(6) with K = H = 0. The state esti-

mation problem is: Given any fixed T > 0 and observations y(t) , 

0 < t < T, it is desired to estimate x(t) and z{r,t) for 

0 < t < T , 0 < r < 1 . This is the smoothing problem. The estimation 

criterion shall be to minimize 
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T T 
If = I < x - f, R

0 
( t) ( x - f) > dt + I < y - h, 

0 0 
T 1 1 

Q(t)(y- h)> dt + I 
1

1 I J <zt(r,t) + M(r,t)zr(r,t) 
0 0 0 

- g(z(r,t),r,t), R1(r,s,t)(zt(s,t) + M(s,t)zs(s,t) 

- g(z(s,t),s,t)) > dr ds I dt (23) 

where the weighting matrices R
0

(t) and Q(t) are symmetric positive

definite. R1(r,s,t) is defined by [21,33] 

1 I R~(r,p,t) R1(p,s,t) dp = Io(r-s) 
0 

(24) 

where R+(r,s,t) is a positive-definite, symmetric matrix: R+(r,s,t) = 
+ T (R (s,r,t)) . o(·) is the Dirac delta function and I is the iden-

tity matrix. + Although R
0
(t), Q(t) and R1(r,s,t) are only re-

stricted to be symmetric positive-definite, they can be chosen to re-

fleet the statistical properties of the stochastic variables ~ (t), 

~ (r,t) and n(t) if statistical information about these errors is 

known. 
We first reformulate this problem as an optimal control problem, 

i.e., it is desired to minimize 

T T 
'¥1 = J <u(t), R

0
(t) u(t) > dt +I <y-h, Q(t)(y-h) > dt 

0 0 

T 11 1 
+ I I I <v(r,t), R1(r,s,t) 

0 0 0 

v(s,t) >dr ds / dt (25) 
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subject to the constraints 

x(t) = f(x(t),z(rl't),···,z(rf3,t),t) + u(t) (26) 

zt(r,t) = -M(r,t)zr(r,t) + g(z(r,t),r,t) + v(r,t) (27) 

z(O,t) = b(x(t)) (28) 

The necessary conditions for optimality corresponding to (25)

(28) are readily derived through adjoining (26)-(28) to the objective 

(25) by Lagrange multipliers A(t) and cr(r,t) and then taking first 

variations (see Appendix III-B). Only the results are presented here, 

where we use the circumflex " to indicate the optimal values, and the 

notation (•/T) in the arguments to denote the dependence of the opti

mal solution on the observation interval [O,T] • The optimal values 

of x(t/T) and z(r,t/T) result from the solution of the following 

two-point boundary value problem: 

xt(t/T) = f-} R~ 1 (t) ~(t/T) 
1 

" " A 1 f + " zt(r,t/T) = -Mzr + g- 2 R1(r,s,t) cr(s,t/T) ds 
0 

~t(t/T) = 2h~ Q(t)(y-h) -f~ ~(t/T) -b~ MT(O,t) ;(O,t/T) 

,.. y "T A 

crt(r,t/T) = 2 .L hz(r~ t/T) Q(t)(y- h) o(r- ri) 
1 = 1 1 ' 

f3 "T " 
- .L fz(r. t/T) A(t/T) o(r-ri) 

1 = 1 1, 

,.. T ,.. 
-g~(r,t/T) cr(r,t/T) - (M (r,t) cr(r,t/T))r 

(29) 

(30) 

(31) 

(32) 
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"' "' A(O/T) = A(T/T) = 0 

o(r,O/T) = o(r,T/T) = 0 

z(O,t/T) = b(x(t/T)) 

&( 1, t/T) = 0 

"' where f denotes f(x(t/T), z(r1,t/T), ... ,z(rS,t/T),t) , etc. 

(33) 

(34) 

(35) 

(36) 

Equations (29)-(36) represent the boundary value problem which must be 

solved to produce the optimal least square smoothed estimates of x(t) 

and z(r,t) when data are given over 0 ~ t ~ T . The optimal smooth

ing results for each of the special cases discussed in Section 2 can 

be determined from the appropriate simplification of these equations • 

. 
3.2 Differential sensitivities 

In the above two-point boundary value problem we can express 

the solutions x(t/T) and z(r,t/T) in terms of the Lagrange multi

pliers by 

~(t/T) = x[~(t/T),;(s,t/T)] (37) 

A A A 

z(r,t/T) = z[r,A(t/T),a(s,t/T)] SE[O,l] (38) 

Let o/ocr denote the functional derivative and define the first 

order differential sensitivity matrices Pxx, Pxz, Pzx and pzz by 

pXX(t/T) = _2 ax(t/T) (39) 
aA(t/T) 

pXZ(s,t/T) = -2 o~(t/T) (40) 
oa(s, t/T) 
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pZX(r,t/T) = _2 az~r,t/T) 
aA(t/T) 

= _2 oz(r,t/T) 
o;(s, t/T) 

(41) 

(42) 

Then, using the chain rule of calculus, the partial derivatives 
"' " " . of x , z and zr with respect to T can be expressed as 

1 

xT(t/T) =- ~ lpXX(t/T) ~T(t/T)+ f pXZ(s,t/T) crT(s,t/T) ds~ (43) 

1 0 

zT(r,t/r) =- il J pZZ(r,s,t/T) crT(s,t/T) ds+ pZX(r,t/T) ~T(t/T) ~ (44) 

0 
1 

zrT(r,t/T) = -} l I p~Z(r,s,t/T)OT(s,t/T)ds + p~X(r,t/T)~T(t/T)! (45) 
0 

These equations describe the time evolution of the optimal solutions 

x and z as the length of the observation interval T varies. 

Now let q(t/T) be whatever we desire to estimate in the system, 

based on observations y(T) , T e [O,T] , and denote the optimal esti

mate of q(t/T) by q(t/T) . Since we are interested in the optimal 

filter estimate, we seek q(T/T) and, in particular, the total deri

vative dq(T/T)/dT . We note that 

dg~TtT) = q <ttT)I + q <ttT)I 
T t t=T T t=T 

which we write for convenience as 

dq(T/T) = Aq (T/T) + qT(T/T) 
dT t 

(46) 
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Thus, the total derivative of the quantity q(T/T) is a sum of two 

terms, one representing the dynamics of the system qt(t/T)It=T, and 

the second the updating of the estimate in the face of new observations 

qT(t/T)It:T . This result was demonstrated for lumped parameter systems 

by Padmanabhan [22]. 

When q is also a function of one or more spatial variables 

q(r,s,t/T) , then (46) becomes 

which we write for convenience as 

ag(r,s,T/T) _ A ( ) A ( ) aT - qt r,s,T/T + qT r,s,T/T 

(47) 

(48) 

We emphasize that each term in (47), and hence (48), represents a dif

ferent partial derivative. In particular, the L.H.S. of (47) and (48) 

is the analog to the total derivative in (46), whereas the R.H.S. of 

(47) and (48) consists of partial derivatives with respect to each of 

the arguments t and T in (·,t/T) , respectively. 

3.3 State filter equations 

We now wish to derive the dynamical equations for dx(T/T)/dT 

and az(r,T/T)/aT which represent the rate of change of the filtered 

estimates with T . Using (46) and (48), these can be expressed as 

A 

dx(T/T) = 
dT (49) 

(50) 
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Equations (33) and (34) imply that 

" " dA(T~T) = acr(s,T/T) = o 
d ()T (51 ) 

Using (46) and (48), (51) can be written 

~T(T/T) + ~t(T/T) = 0 (52) 

~T(s,T/T) + ~t(s,T/T) = 0 (53) 

Then (31)-(34) and (52)-(53) give 

(54) 

" y " T " 
crT(s, T/T) = -2 .L hz(r~ T/T) Q(T}{y- h) o(s- ri) 

1 = 1 1 ' 

(55) 

Substituting (54) and (55) into (43) and (44), we obtain 

~T(T/T) = Pxx(T/T)h~ Q(T)(y-h)+ Jl Pxz(rj.TfTlh!(rj,T/T)Q(T)(y- h ) 

(56) 

" y zz * ' "T " 
zT(r,T/T) = .L P (r,ri,T/T)hz(r~ T/T) Q(T) (y-h) 

1 = 1 1 ' 

+ pZX(r,T/T) h! Q(T) {y- h) (57) 

On the other hand, (29), (30), (33) and (34) give 

(58) 

" " " zt(r,T/T) = -Mzr + g (59) 

Hence (49), (50), (56)-(59) constitute the state f ilter equations. 
" The boundary condition for z(O,T/T) is 
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A A 

z(O,T/T} = b(x(T/T}) (60} 

3.4 Covariance equations 

We now need to derive the dynamic equations for the differential 

sensitivities pXX(T/T), pXZ(s,T/T), pZX(r,T/T) and pZZ(r,s,T/T) to 

complete the specification of the filter. These equations are usually 

referred to as the covariance equations by analogy to the linear case, 

although they are not the true covariances in the nonlinear case. In 

order to derive these equations, we need the total derivatives with 

respect to T of the four differential sensitivities as in (49) and 

(50) for the state filter equations. As we know, each aP(·,T/T)/aT 

will be a sum of two terms, Pt(·,T/T) and PT(·,T/T) . For the general 

nonlinear case we are considering, it can be shown that PT(·,T/T) 

involves the second order differential sensitivities, and, likewise, 

the second order differential sensitivities involve the third order 

differential sensitivities, etc. Thus, in general, it is not possible 

to close the system of equations. For this reason, we will approximate 

aP(·,T/T}/aT by Pt(•,T/T) , enabling us to obtain a closed set of 

equations. 

The basic approach is that we shall derive two expressions for 

each of the quantities 

(61) 

and equate the two expressions for each of the quantities while setting 

t = T . Since each of the quantities above is a continuous function of 

t and T , we can write 
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(62) 

(63) 

Substituting (29) in the R.H.S. of (62) gives 

~t [~T(t/T)] = fx~T(t/T) + lli~l fz(r;,t/T)o(r-r;)l ;T(r,t/T) dr 

1 1 "' - 2 R~ (t) AT(t/T) (64) 

which, .with the help of (43) and (44), can be written as 

On the other hand, using (43) we can write 

1 

~ t [;T(t/T)] = -! [p~X(t/T) ~T(t/T) + f P~z(s,t/T);T(s,t/T) ds] 

1 0 

- ![pXX(t/T) ~t 6T(t/T)] + J pXZ(s,t/T) hc; T(s,t/T)] ds] (66) 
0 

which gives us two expressions for the first quantity in (61) . 

To obtain two relations for the second quantity in (61) we 

first substitute (30) in the R.H.S . of (63), giving 
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(67) 

which, with the help of (44) and (45), can be written as 

a " 1 zx " zx at [zT(r,t/T)] =- 2 [-M(r,t) Pr (r,t/T) +gz(r,t/T)P (r,t/T)] 
1 

x i1 (t/T} - ~ [ l 1-M(r,t}P~z(r,s,t/T} + Qz(r,t/T}pzz(r,s,t/T} 

+ R~(r,s,t} I ~1(s,t/T} ds] (68} 

On the other hand, using (44) we can write 

a " 1 [ J
1 

zz " at [zT(r,t/T)] = - 2 Pt (r,s,t/T) crT(s,t/T) ds 
0 

zx " J 1 [ J
1 

zz a " + Pt (r,t/T)AT(t/T) - 2 P (r,s,t/T) at [crT(s,t/T)] ds 
0 

+ Pzx(r,t/T} ~t (i1(t/T}]J (69} 

Now we equate (65) and (66) setting t = T . For the equality to 
" " " hold, the coefficients of AT(t/T), crT(s,t/T) and crT(O,t/T) must be 

zero at t = T . (The last two terms of (66) are evaluated in Appendix 

III-A.) Doing so, we obtain 

B " zx B xz "T 
+ .L fz(r. T/T} P (ri,T/T}+ .L P (r;,T/T}fz(r. T/T} 

1=1 1' 1=1 1' 
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+ pxx(T/T) Vxx(T/T) pXX(T/T) 

y 

+ I 
i =1 
y 

+ I 
i =1 
y 

+ L 
i =1 

.I Pxz(ri,T/T)Vij(T/T) Pzx(rJ~,T/T) + R~ 1 (T) 
J=l 

xz( A xz( ) xz( )AT xz( ) T( ) Pt s,T/T) = f/ s,T/T + P s,T/T 9z(s,T/T)- P5 s,T/T M s,T 

(70) 

s 
+ L f ( T/T) Pzz(r. ,s,T/T) + Pxx(T/T) vxx(T/T) Pxz(s,T/T) 

i=l zri, 1 

y 
+ L Pxx(T/T)vxi(T/T) Pzz(r~,s,T/T) 

i = 1 1 

y 

+ I 
i =1 
y 

+ L 
i=l 

( 71 ) 

(72) 

Similarly, equating (68) and (69) we obtain (the last two terms 

of (69) are evaluated in Appendix III-A) 

zz A zz zz AT 
Pt (r,s,T/T) = gz(r,T/T) P (r,s,T/T) + P (r,s,T/T)gz(s,T/T) 

-M(r,T) P~z(r,s,T/T) - P~z(r,s,T/T)MT(s,T) 

y . 
+ L pZX(r,T/T) vx1 (T/T) pZZ(r~,s,T/T) 

i =1 1 
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y y zz * .. 
+ L L p (r,ri,T/T) v1J(T/T) pZZ(rJ~,s,T/T) 

i=l j=l 

zx( ) zx( )AT A zx( ) Pt r,T/T = P r,T/T fx + 9z(r,T/T) P r,T/T 

- M(r,T) P~x(r,T/T) 

f3 zz AT 
+ i~l P (r,ri,T/T) fz(ri,T/T) 

+ pZX(r,T/T) Vxx(T/T) Pxx(T/T) 

y 
+ L pZZ(r,ri,T/T) vix(T/T) pXX(T/T) 

i=l 

+ I pZX(r,T/T) vxi(T/T) pZX(ri,T/T) 
i=l 

(73) 

y y . 
+ I L pZZ(r,ri,T/T) V1 j(T/T) pZX(r~,T/T) (74) 

i•l j=l J 

pZZ(r,O,T/T) = pZX(r,T/T) b! (75) 

The quantities Vxx, vix, vxi and vij are defined by 

vxx(T/T) = [h~ Q(T) (y(T)- h)]x (76) 

xi AT A 
V (T/T) = [hxQ(T)(y(T) -h)]z(r~,T/T) 

1 

i=1,2,···,y 

i•l,2,···,y 

(77) 

(78) 
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ij ~T ~ 

V (T/T) = [hz(r~,T/T) Q(T)(y(T)- h)]z(r~,T/T) 
1 ' J 

(79) 

i,j=l,2,···,y 

The remaining boundary conditions for {70), (71), (73) and (74.) 

can be obtained by differentiating (35) with respect to T , 

~ l ~ 

az10,t/T) ~ (t/T) + J o~(O,t/T) ~ (s,t/T) ds 
aA(t/T) T O ocr(s,t/T) T 

A l A 

= b a~(t/T) ~ (t/T) + b J o~(t/T) ~ (s,t/T)ds (80) 
X aA(t/T) T X ocr(s,t/T) T 

A A 

and then equating the coefficients of AT(t/T) and crT(s,t/T) to zero 

at t = T ; the result is 

A 

Pzx(O,T/T) = b/xx(T/T) (81) 

A 

pZZ(O,s,T/T) =bx pXZ(s,T/T) (82) 

The entire filter is summarized in Table l. In the column of 
A A 

initial conditions, x(0/0) and z(r,0/0) represent our best initial 

guesses of x
0 

and z
0

(r) . The initial conditions Pxx(0/0) , 

pXZ(s,0/0) , Pzx(r,0/0) and Pzz(r,s,0/0) are basically arbitrary. 

In the linear, white noise case it can be shown that 

pXZ(r,T/T) = E[(x(T)- ~(T/T))(z(r,T)- ~(r,T/T))T] (84) 

Pzx(r,T/T) = E[(z(r,T) - ~(r,T/T))(x(T)- ~(T/T))T] (85) 

pZZ(r,s,T/T) = E[(z(r,T)- ~(r,T/T))(z(s,T)- ~(s,T/T))T] (86) 
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Table 1. Fi 1 ter for the S~stem of {n-{6} with K=H=O 
Initial Boundary 

Equations Conditions Conditions 

Estimates 
"' "' X ( T/T) (49),(56),(58) x(0/0) None 
"' "' z( r, T/T) (50) , (57), (59) z(r,0/0) (60) 

First Order Differential Sensitivities 

pXX(T/T) (70) pXX(0/0) None 

pXZ(s,T/T) ( 71) pXZ(s,0/0) (72) 

pZX(r,T/T) (74) pZX(r,0/0) (81) 

pZZ(r,s,T/T) (73) Pzz(r,s,0/0) (75),(82) 

These relations may be used as a guide in choosing Pxx(0/0), ... , 

Pzz(r,s,0/0) . 

3.5 Discussion of the filter 

The exact equations for the four covariance matrices are of the 

form 

where P can denote Pxx, Pxz, Pzx or Pzz . We noted earlier that 

we would neglect the second terms on the R.H.S. of these equations. 

Let us give some indication as to how these neglected terms might be 

calculated. Employing the chain rule, we have for P~z(r,t/T) , for 

example, 
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1 
= aP~z(r,t/T) ~ (t/T) + J o~xz(r,t/T) ; (v,t/T) dv 

a>. ( t/T) T O ocr(v, t/T) T 
(88) 

The terms 

aPxz(r,t/T) oPxz(r,t/T) 
A t X 

aA(t/T) ocr(v,t/T) 

are n1 x n2 x n 1 and n1 x n2 x n2 matrices, respectively, which are the 

second order differential sensitivities. Thus, the neglected terms in 

(87) involve second order differential sensitivities, which in turn 

depend on third order differential sensitivities, etc. As with other 

nonlinear stochastic problems in mathematics, the exact solution of the 

nonlinear filtering problem is unavailable due to a closure problem. 

In the linear, white noise case it can be shown that the second and 

higher order differential sensitivities are identically zero. 

4. Filtering in Nonlinear Systems Described by Functional Differential 
Equations 

In principle, the method of derivation of Section 3 can be used 

in the case when K and H are nonzero in (1) and (3). However, an 

easier way to deduce the form of the filter is to express the integrals 

as summations, 

1 

J K(z(r,t),r,t)dr = 
0 

1 

J H(z(~,t),r,t)dr = 
0 

Nl 
\ + + + 
t. K(z( ri, t), ri, t)~i 

i=l 
(89) 

(90) 
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and apply the results of Section 3 with the appropriate limiting pro

cedures. The filter for this case is summarized below. The state 

filter is 

" 1 
dx~/T) = f + J K[~(?, TIT) ,e,T]d6+Pxx(T/T)h: Q(T) ;(T/T) 

0 

y xz "T " 
+ .L P (ri,T/T)hz(r~ T/T) Q(T) ~(T/T) 

1=1 1' 
1 . 

J 
xz "T " + P (e,T/T) Hz(e,T/T)(e) Q(T) ~(T/T) de 

0 

(91) 

a~(r,T/T) = -M"z + "g + ~ pZZ( * T/T)"hT Q(T) : (T/T) 
aT r i~l r,ri, z(ri,T/T) w 

+ pZX(r,T/T)h: Q(T) ;(T/T) 

l 

J 
zz "T A 

+ P (r,e,T/T)Hz(e,T/T)(e) Q(T) ~(T/T) de 
0 

(92) 

" " z(O,T/T) = b(x(T/T)) (93) 

where 

A A A A 

~(T/T) = y(T)- h(x(T/T), z(ri ,T/T) ,· · · ,z(r; ,T/T) ,T) 
1 . 

- l H(;(e,T/T),e,T) de (94) 

The covariance equations are (corresponding to (70), (71), (73) and (74) 

for K = H = 0) 
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1 

P~x(T/T) = [R.H.S. of (70)] + J Kz(e,T/T)(e) pzx(e,T/T) de 
0 

1 

J 
"T + pXZ(e,T/T) Kz(e,T/T)(e) de+ Wxx(T/T) 

0 

1 

(95) 

X J A zz Ptz(s,T/T) = [R.H.S. of (71)] + Kz(e,T/T)(e)P (e,s,T/T) de 
0 

+ Wxz(s,T/T) (96) 

1 

P~x(r,T/T) = [R.H.S. of (74)] + J Pzz(r,e,T/T)K~(e,T/T)(e) de 
0 

(97) 

P~z(r,s,T/T) = [R.H.S. of (73)] + wzz(r,s,T/T) (98) 

where the terms V(T/T) will be defined below (the definitions differ 

slightly from those in Section 3.) The terms wJJ"(·,·,T/T) are defined 

by 
1 

WlJA(• ,• ,T/T) = J pJJX(• ,T/T)Vxz(z;,T/T)PzA.(z;,• ,T/T) dz; 

1 0 

+ J pJJZ(• ,z;,T/T)Vzx(z;,T/T) PxA.(•,T/T) dz; 

+~I r P~z(.,rj,T/T)Viz(,,T/T)P"(,,·,T/T) d' 
1=1 6 
y Jl . + .L pJJZ(.,z;,T/T)Vz1 (z;,T/T) pZA.(ri,• ,T/T) dz; 

1 =1 
1 1 ° 

+ J J plJZ(•,z;,T/T) V~z(z;,v,T/T) pZA.(v,•,T/T) dz; dv 
0 0 
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1 1 

+ J J P~z(•,s,T/T), V~z(s,v,T/T) pZA(s,•,T/T) ds dv 

0 0 
1 

+ J P~z(·,s,T/T)V~z(s,T/T)PzA( s ,•,T/T) ds (99) 
0 

where ~ = x or z and A = x or z . The unspecified left argument of 

each term is r if ~ = z and does not exist if ~ = x . The un-

specified right argument of each term is s if A = z and does not 

exist if A = x . 

In this case the V matrices are defined as follows (we suppress 

the dependence on T for convenience): 

( 100) 

The filter in this case is summarized in Table 2. 
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Table 2. Filter for the System (l)-(6) with K t 0, H t 0 

Initial 
Equations Conditions 

Estimates 
A A 

x(T/T) (91) x(0/0) 
A A 

z(r,T/T) (92) z(r,0/0) 

First Order Differential Sens iti viti es 

pXX(T/T) (95) pXX(0/0) 

pXZ(s,T/T) (96) pXZ(s,Q/0) 

pZX(r,T/T) (97) pZX(r,Q/0) 

pZZ(r,s,T/T) (98) Pzz(r,s,0/0) 

5. A Computational Example 

Boundary 
Conditions 

None 

(93) 

None 

(72) 

( 81) 

(75) ,(82) 

We consider a system consisting of a well-stirred chemical reac-

tor, a portion of the output from which is recycled through a heat 

exchanger back to the reactor. We assume that there is a zero order 

exothennic chemical reaction taking place in the fluid in both the reac

tor and the heat exchanger. The temperature of the reactor is controlled 

by recycling a fixed fraction of the effluent through the heat exchanger. 

The dynamic behavior of the system is governed by 

~(t) = -0.05x + 0.2z(l ,t) - O.OOl[exp(~~~) - l] 

(20z) zt(r,t) = -zr(r,t) + 0.1 - 0.001 exp l+z 

z(O,t) = x(t) t > 0 
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x(O) = z(r,O) = -0.1 (unknown) 

where the states x(t) and z(r,t) are the dimensionless tempera

tures in the reactor and heat exchanger, respectively. We neglect any 

sources of dynamical noise in either the reactor or the heat exchanger. 

We desire to estimate x(t) and z(r,t) based on the observations 

which are noisy measurements of the reactor temperature and the tempera-

ture at the midpoint of the heat exchanger. For the purpose of 

numeri ca 1 simulation the observation errors were generated by 

n;(t) = 0.3G(O,l), i=l ,2, where G(O,l) is a normally distributed 

random variable with zero mean and unit standard deviation produced by 

a random number generator. 

The filter equations with Q(t) = 1 are (for convenience, the 

dependence on the observation interval [O,T] is suppressed, i.e., 

(.,t) is to be read as (•,t/t)) 

" 
A " " 20x x(t) = -0.05x + 0.2z(1 ,t) - 0.001 [exp(-, ) - 1] 

l+x 

" " " 20Z ZZ zt(r,t) = -zr(r,t) + 0.1 -0.001 exp(-,..) + P (r,O.S,t)[y2(t) 
1+z 

- ;(0.5,t)J + pXZ(r,t)[y1(t) - ~(t)] 

~(O,t) = ~(t) 
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" 
pXX(t) = -O. l pXX(t) _ 0.04 exp{20~) pXX(t) 

(l+x)2 l+x 

+ 0.4 pXZ(l ,t) - pXX(t)2 - pXZ(0.5,t)2 

" 
P~z{s,t) = -0.05 Pxz(s,t) - 0·02 exp( 20~) Pxz{s,t) 

(1+~) 2 l+x 
" 

- 0.~2 exp{20~) Pxz{s,t) - Psxz{s,t) + 0.2 pzz(l ,s,t) 
{l+z) 2 l+z 

P~z(r,s,t) = 

I : 0.02 exp(2o~(r,t)) _ "0.02 exp(20~ (s,t))l pzz(r,s,t) 
(l+z(r,t)) 2 l+z(r,t) (l+z(s,t)) 2 l+z(s,t) 

Note that we have made use of the synmetri ca 1 properties of the 

covariances, i.e., Pxx = PxxT , Pxz = PzxT , and pZZ(r,s,t) = Pzz(s,r,t)~ 
" " \ 

We chose x(O) = z(r,O) = 0.25 , Pxx(O) = 2.0 , Pxz(s,O) = 2.0 , 

Pzz(r,s,O) = 2.0 as initial conditions for the filter. The filter 

performance is shown in Figure 3 where the true states x(t), z(0.5,t), 
" " " z(l ,t) and their estimates x(t), z(0.5,t), z(l ,t) are compared. 

Numerical solution of the state and filter was carried out using a 

finite difference scheme and required about 40 seconds on an IBM 370/155 

for an experimental time of t = 40 . It is clear that the filter 

tracks the state variables very quickly in spite of the relatively 



-90-

poor initial guess and large measurement noise. 
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6. Figures 

Figure 1 Classes of Filters Derived in this Chapter 

Figure 2 Well-Stirred Chemical Reactor with External Heat 
Exchanger 

Figure 3 Comparison of Actual and Estimated Temperatures in 
Reactor, at Midpoint and Exit of Heat Exchanger, 
x(t), z(O.S,t), z(l,t), respectively. 
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Appendix III-A 

We first consider the quantity 

P ~t 6(t/T)] (A. 1 ) 

where P can either be Pxx(t/T) or Pzx(r,t/T) . Let us define the 

vector 

and the matrices 

. AT A 
VX1(t/T) = [hx Q(t)(y-h)]z(r~,t/T) 

1 

i=l , ... ,y 

Using (31), (A.l) can be expressed as 

a A a A 

PaT [t.T(t/T)J = P aT [t.t(t/T)J 

= P ~T [2h~ Q(t)(y- h)- f~~(t/T)- b~MT{O,t) ; (O,t/T)] 

A y • A 

= P 2Vxx(t/T) xT(t/T) + P 2 .L Vx1 (t/T) zT(ri ,t/T) 
1 =1 

- P f~ ~T(t/T) - P b~ MT(O,t) ;T(O,t/T) 

- P(f~)T ~(t/T)- P(b~)T ~1T{O,t) ;(O,t/T) 

(A.2) 

(A. 3) 

(A.4) 

(A.5) 

The last two terms of (A.5) will not contribute to the final results of 

the equations governing P~x(T/T),··· ,P~x(r,T/T) since ~(T/T) = 0 and 
} A 

a(O, T/T) = 0 . Neglecting these two terms (A.5) can be rewritten as 
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1 
= p 2Vxx(t/T)~T(t/T) + p 2 I (_I vxi(t/T) 

1 =1 
0 

- P f~ ~T(t/T) - P b~MT(O,t) ;T(O,t/T) 

Inserting (43) and (44) into (A.6) gives 

We now consider the quantity 

1 

I 
a " P(s) at [crT(s,t/T)] ds 

0 

" o(r- ri))zT(r,t/T) dr 

(A.6) 

(A.8) 

where P(s) can either be Pxz(s,t/T) or Pzz(r,s,t/T) . Let us 

define the vector 

. "T " 
V

1 
(t/T) = hz(r~ ,t/T) Q(t)(y- h) 

1 

and the matrices 

(A.9) 

i X "T " V (t/T) = [hz(r~,t/T) Q(t)(y-h)]x (A.10) 
1 

i j "T " 
V (t/T) = [hz(r~,t/T) Q(t)(y- ·h)]z(r~,t/T) (A.ll) 

1 J 

Using (32), (A.8) can be expressed as 
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1 1 

f 
a A J a A P(s) at [crT(s,t/T)] ds = P(s) aT [crt(s,t/T)] ds 

0 0 
1 

I a Y AT A * 
= P(s) aT [2 .L hz(r~ t/T) Q(t) (y- h) o(s- ri) 

1 =1 1 , 
0 

s AT A AT A 
- i~l fz(ri ,t/T)A(t/T) o(s- ri) - gz(s,t/T) cr(s,t/T) 

T A 

- (M (s,t) cr(s,t/T))s] ds (A. 12) 

A A 

Again, due to the fact that ;\(T/T) = 0 and cr(s,T/T) = 0 , some of 

the terms in (A.12) will not contribute to the final results of the 

equations governing P~x(T/T),·· · ,P~x(r,T/T) . Neglecting these terms, 

we can write (A. 12) as 

S "T " "T " 
i~l fz(r; ,t/T)o(s- ri) ;\T(t/T) - gz(s,t/T) crT(s,t/T) 

- ~T (MT(s,t) ~ (s,t/T))s] ds (A.13) 

Using (43) and (44) in (A. 13) and integrating the last term of (A.l3) 

by parts, we obtain 
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J
l y . y y .. 

- [
1
._I

1 
P(r~)V1 x(t/T) Pxz(s~t/T) + I I P(r~)V 1 J(t/T)Pzz(r~~s~t/T) 

0 - 1 i=l j=l 1 J 

"T T A 

+ P(s) 9z(s~t/T) - P5 (s) M (s~t)] crT(s~t/T) ds 
s=l 

(A.l4) 

s=O 
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Appendix III-B 

In this appendix we derive the necessary conditions for optimal~ 

ity corresponding to the minimization of (25) subject to (26)-(28). This 

is achieved by setting the first variation of the Lagrangian L to zero 

[14] where 

T T 

L =! <U(t), R
0
(t) u(t)> dt +! <Y-h, Q(t)(y-h)> dt 

+ I Ill <v(r,t), R1 (r,s ,t) v(s ,t) > dr ds I dt 

T 

+ I <-A ( t)' X - f - u > dt 
0 

T 11 + ! b < -a(r,t), zt(r,t) + M(r,t) zr(r,t)- g(z(r, t) ,r,t) 

- v(r,t) > dr J dt 

T 

+ ! < i)J(t), z(O,t) - b(x(t)) > dt 

u(t) and v(r,t) are the vector controls. A(t), o(r,t) and ~(t) 

are the vector Lagrange multipliers. Let oL denote the first varia

tion of L and we emphasize the fact that oL is the total first 

variation. Suppose L depends functionally on parameters pi , 
J 

i=l,2,···,J , then we can write oL = L oL(p
1
.) where oL(p.) is the 

i =1 1 

first~~aria~J on of L with respect to a variation of P; (denoted by 

6pi) over the appropriate domain. In this way we can write 
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oL = oL(A(t)) + oL(cr(r,t)) + oL(~(t)) 

+ oL(u(t)) + oL(v(r,t)) + oL(v(s,t)) 

+ oL(x(t)) + oL(x(t)) + cL(z(O,t)) 

+ cL(z(r,t)) + cL(zt(r,t)) + cL(zr(r,t)) 

We proceed to evaluate various variations. 

T 

CL (A ( t) ) = I < -CA ( t) ' X - f - u > dt 

O T 1 

OL(cr(r,t)) =I I <-ccr(r,t), zt + Mzr- g- v>dr dt 
0 0 

T 

cL(~(t)) =I <+c~(t), z(O,t) - b(x(t)) > dt 
0 
T 

CL(u(t)) = I< cu(t), 2R
0 

(t) u(t) + A(t) > dt 
0 

cL(v(r,t)) + oL(v(s,t)) 

T { 1 1 
=I I I <ov(r,t), 2R1(r,s,t) v(s,t)> dr ds 

0 0 0 

1 j . +! <Ov(r,t),cr(r,t)>dr dt 

T 

oL{x(t)) = ~ <Ox(t), -2h! Q(t)(y-h)>dt 

T T 

+ l <Ox(t), f~A(t) > dt + l <Ox(t), -b~~(t)> dt 
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T 

OL(x(t)) =I <-ox(t), A(t)>dt 

0 
T T 

= <-ox(t),A(t)> j + J <ox(t),~(t)> dt 

0 0 
T 

oL(z(O,t))= I <oz(O,t),~(t)>dt 
0 

OL(z(r,~)) = f/f <Oz(r,t), -
1
t 2h~(rj,t)Q(t)(y-h) O(r-rj)> dr 

0 0 
1 13 

+ J < oz ( r, t) , ): f T ( . t) A ( t) o ( r - r; ) > d r 
1 =1 z r 1 ' 

0 

+ l <Oz(r,t), g~(r,t) o(r,t)> dr) dt 

1 T 

OL(zt(r,t)) = J J < - ozt(r,t), cr (r,t) > dt dr 

0 0 
1 1 

= J <-oz(r,T), cr(r,T) > dr + J <+oz(r,O),cr(r,O) > dr 

0 0 
T 1 

+ J J <oz(r,t),crt(r,t) > dr dt 

0 0 
T 1 

OL ( z r ( r , t ) ) = J I < -o z r ( r , t ) , M T ( r , t ) cr ( r , t ) > d r d t 

0 0 
T 

= b < oz(O,t), MT (O,t) o(O,t) > dt 

T I 

+ J <oZ(1,t), -MT(1,t) cr(l,t)> dt 

0 T 1 

+ I I <oz(r,t),+(MT(r,t)cr(r,t))r>dr dt 

·o o 
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In ord~r that 6L = 0 for arbitrary 6pi , the coefficient of 

each of the following 6pi must identically be zero. Let ¢(6pi) 

denote the coefficient of 6pi , then 

¢(6A(t)) = 0 ~ 

¢(oo(r,t)) = 0 ==9 

¢(o~(t)) = o ~ 

¢(ou(t)) = o ==9 

¢(6v(r,t)) = 0 > 

¢(ox (t)) = 0 ~ 

¢(oz(r,t)) = 0 ~ 

x = f + u ( t) 

zt = -Mzr + g + v(r,t) 

z(O,t) = b(x(t)) 

u(t) =- 1 R~1 (t) A(t) 

1 

v(r,t) = -} J R7(r,s,t) o(s,t) ds 

0 

~(t) = 21/Q(t)(y-h) - ·fTA(t) + bT ~( t) 
X X X 

y T * 
ot(r,t) =2.I hz(r~ t)Q(t)(y- h)o(r- ri) 

1 = 1 1 ' 

f3 T 
-.I fz(r. t)A(t) 6(r-r.) 

1=1 1' 
1 

T T 
- 9z(r,t)o(r,t)- (M (r,t)o(r,t))r 

¢(oz(O,t)) = 0 ~ ~(t) + MT(O,t) o(O,t) = 0 

¢ ( oz ( 1 , t)) = 0 ===> a ( 1 , t) = 0 

¢(ox(O)) = 0 ~ A(O) = 0 

¢(6x(T)) = 0 > A(T) = 0 

¢(oz(r,o)) = o - > o(r,O) = o 

¢(oz(r,T)) = 0 ==* o(r,T) = 0 



-103-

Chapter IV 

OPTIMAL FILTERING FOR SYSTEMS GOVERNED BY COUPLED ORDINARY 

AND PARTIAL DIFFERENTIAL EQUATIONS 

1. Introduction 

In this chapter an optimal filter is derived for a class of 

systems governed by coupled ordinary and parabolic and hyperbolic 

partial differential equations with additive volume, boundary and 

observation disturbances. The formulation here is sufficiently gen

eral that it includes as a special case the class of H = K = 0 

systems studied in Chapter III. 

2. Statement of Problem 

We. consider the class of we 11-posed systems governed by 

x(t) = f(x(t), z(rl,t),···,z(rl3,t),t) + t;(t) 

r = 0 

r = 1 

* * y(t) = h(x(t),z(r1,t),···,z(ry,t),t)+n(t) (1) 

defined for time t ~ 0 on the normalized spatial domain r £ (0,1) . 

x(t) is an n1-vector state, z(r,t) is an n2-vector state and y(t) 

is an ~3-vector of observations. The boundary conditions b
0 

and 

b1 are i
0

- and i 1-vector functions, respectively. 
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~ (t), ~ {r,t), ~0 (t), ~ 1 (t) and n(t) are zero-mean random processes 

with unknown statistical properties. ri and rj are discrete points 

on the spatial domain; we assume that 0 ~ r1 < ··· < r8 ~ 1 and 

0 ~ r~ < ··· < r~ ~ 1 . The initial conditions x(O) and z(r,O) are 

in general not known. 

The smoothing problem is: given any fixed T > 0 and observa

tions y(t) , 0 ~ t ~ T , it is desired to estimate z{r,t) and x(t) 

for 0 ~ t ~ T such that the least square error functional 

T T 
ljJ =I< x-f, R(t)(x-f) > dt +I <y-h, Q{t)(y-h) > dt 

0 0 

T 11 1 
+I I J <zt{r,t)- g(r,t, z,zr,zrr'x), 

0 0 0 
l . 

R{r,s,t)(zt{s,t)- g{s,t,z,zs,zss'x)) > dr ds J dt 

T 

+I< b
0
(t,x,z,zr) ,R

0
(t)(b

0
{t,x,z,zr)) > dt 

0 
T 

+I <b1(t,x,z,zr),R1(t)(b1{t,x,z,zr)) > dt 
0 

(2) 

is minimized. The weighting matrices R(t), R
0
(t), R1(t) and Q(t) are 

symmetric positive-definite . R{r,s,t) is defined by [21 ,33] 

1 

J R + ( r, p , t) R ( p , s , t) dp = I o ( r - s) 

0 

(3) 

where R+{r,s,t) is a positive-defi nite, symmetric matrix: R+{r,s,t) = 
+ T (R {s , r,t)) . o(•) is the Dirac delta function and I is the identity 

matrix. 
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3. Necessary Conditions of Optimality 

The problem of smoothing can be reformulated as an unconstrained 

minimization problem. The performance index becomes 
T T 

L = J <u(t}, R(t) u(t) >dt + J <y-h, Q(t)(y-h)>dt 
0 0 

+I Iff <v(r,t), R(r,s,t) v(s,t) >dr ds I dt 
0 0 0 
T T 

+ J < v
0
(t), R

0
(t) v

0
(t) >dt + J <v1(t}, R1(t) v1(t) >dt 

0 0 
T 

+ f < -/..(t), x - f - u > dt 
0 

+ I[ l < -cr (r, t), zt(r, t) - g (r, t,z ,zr,zrr'x)- v(r, t) > dr) dt 

T 

+ J <J..1
0
(t), b

0
(t,x,z,zr) + v

0
(t) > dt 

0 
T 

+ J <J..11 (t), b1 (t,x,z,zr) + v1 (t) > dt (4) 
0 

The u(t), v(r,t}, v
0
(t) and v1(t) are the control vectors, whereas 

the /..(t), cr{r,t}, J..l
0

(t) and J..l1(t) are the vector Lagrange mul

ti p 1 i ers. 

We assume that the inverses of b~ and b~ (denoted by 
z z 

b~1 and bl1 ) exist when they are squar~ matrices: If not square, 
zr zr 

b~l and bll are to be interpreted as the left pseudo inverses 
zr zr 
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b-1 = (b b T f l bo oz oz oz zr r r r 

b-1 - T fl bl (5) 1 - (bl bl 
zr zr zr zr 

The necessary conditions for optimality, obtained from the 

vanishing of the first variation of L (see Appendix IV-B) assume the 

form of a two-point boundary value problem and are 

~t(t/T) = f- ~ R-1(t) ~(t/T) 
l 

" " 1 f + " zt(r,t/T) = g - 2 R (r,s,t) cr (s,t/T) ds 
0 

~t(t/T) = 2h~ Q(t)(y- h) - f~ ~ (t/T) - b~ ~0 (t/T) 
1 X 

- bT ~1 (t/T)- J g~ ~ (s,t/T) ds 
X 0 

" l ~ " 
crt(r,t/T) = 2 .2 hz(r~ t/T) Q(t)(y- h) c(r- ri) 

1 = l 1 , 

" 1 -l " 
b

0 
- 2 R

0 
(t) ~0 (t/T) = 0 r = 0 

" 1 -1 " bl- 2 R1 (t) ~1 (t/T) = 0 r = 1 

" " A(O/T) = A(T/T) = 0 

" " cr(r,O/T) = cr(r,T/T) = 0 

(6) 

(7) 

(8) 

( 10) 

( 11 ) 

( 12) 

( 13) 
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r = 0 ( 14) 

r = 1 ( 15) 

r = 0 ( 16) 

r = 1 ( 17) 

4. Differential Sensitivities 

A A 

Expressing the solutions x(t/T) and z(r,t/T) in terms of 

the Lagrange multipliers by 

A A A 

x(t/T) = x[A(t/T), a(s,t,/T)] 

S E (0,1] (18) 
A A A 

z(r,t/T) = z[r,A(t/T), a(s,t/T)] 

we define the first order differential sensitivity matrices Pxx, 

pXZ, pZX and pZZ by 

A 

pXX(t/T) = _2 a*(t/T) 
aA(t/T) 

A 

. pXZ(s,t/T) = _2 o~(t/T) 
oa (s, t/T) 

A 

pZX(r,t/T) = _2 a~(r,t/T) 
aA(t/T) 

pzz(r,s,t/T) = _2 o~(r,t/T) 
oa(s,t/T) 

(19) 
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Then, using the chain rule of calculus, the partial derivatives 
A A A A 

of x , z , zr and zrr with respect to T can be expressed as 

~T( t/T) = - ~ I Pxx( t/T)~T( t/T) + J Pxz (s, t/Tl~r (s, t/T)ds f (20) 
0 

~T( r, t/T) =- ~ 0 pZZ (r ,s, t/T)~T(s, t/T)ds + pZX ( r, t/T)~T( t/T) ~ (21) 

0 

1 

~rT ( r, t/T) = - !-ll P~z ( r ,s, t/T)~T (s, t/T)ds + P~x( r, t/Tl~r( t/T) J (22) 

1 

~rr T ( r, t/T) =-1/l P~~( r ,s, t/Tl~r(s, t/T )ds + P~ ( r, t/T)~T( t/T) f (23) 

5. Decomposition of the Filtering Process 

We merely restate here (46) and (48) of Chapter III 

" 
dq~~/T) = qt(T/T) + qT(T/T) (24) 

" 
ag(r,~TT/T) = qt(r,s,T/T) + qT(r,s,T/T) (25) 

6. State Filter Equations 
" 

W~ want to derive the dynamical equations which govern dx~f/T) 

and az(r,T/T) 
aT 

" 

Using (24) and (25), these can be expressed as 

dx~f/T) = ~t(T/T) + ~T(T/T) 
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" 
az(~TT/T) = ~t(r,T/T) + ~T(r,T/T) (26) 

Equations (12) and (13) imply that 

" dA (T /T) _ O 
dT -

" acr(s, T/T) = 0 aT (27) 

Using (24) and (25), (27) can be rewritten as 

" " AT(T/T) + At(T/T) = 0 

A A 

crT(s,T/T) + crt(s,T/T) = 0 (28) 

Then, (8), (9), (12)-(15) and (28) give 

Substituting (29) into (20) and (21), we obtain 

A y zz AT " zx 
zT(r,T/T) = l P (r,r'f,T/T)hz(r~,T/T)Q(T)(y- h) +P (r,T/T) 

i=l 1 

X h~ Q ( T )(y - h) ( 31 ) 

On the other hand, (6), (7), (12), (13) give 

(32) 

(33) 
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Hence, (26), (30)-(33) constitute the state filter equations. The 

boundary conditions are obtained by setting t = T in (10)-(15) and 

are 
" " " b

0
(T,x,z,zr) = 0 

A A A 

b1(T,x,z,zr) = 0 (34) 

7. Dynamical Equations for the Differential Sensitivities 

We need to derive the dynamical equations which govern P~x(T/T), 

P~z(s,T/T), P~x(r,T/T) and P~z(r,s,T/T) . We shall derive two 

expressions for each of the quantities 

(35) 

and equate the two expressions for each of the quantities and set 

t = T ·. Since each of the quantities above is a continuous function 

of t and T , we can write 

(36) 

(37) 

7.1 Derivation of two expressions for tr [~T(t/T)] 
, 

Substituting (6) in the right hand side of (36) gives 
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a A a A 1 -1 A at [xT(t/T)] = aT [f - 2 R (t) A(t/T)] 

(38) 

which, with the help of (20)-(21), can be rewritten as 

, [ J
1 

( e A zz A xz )" l - 2 
0 

i~l fz(r;,t/T)P (r;,s,t/T) + f/ (s,t/T) crT(s,t/T)dsj 

(39) 

On the other hand, we can write using (20), 

1 

~ t [~T(t/T)] = -~ h£Pxx(t/T)~T(t/T) +I Pxz(s,t/T); T(s,t/T)ds] 

1 0 

= - ~ [P~x(t/T) ~T(t/T) +I P~z(s,t/T) ; T(s,t/T) ds] 

0 1 

- ~ [Pxx(t/T) h£~r(t/T)] + J Pxz(s,t/T) ~t[;T(s,t/T)]ds] 
0 

(40) 
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a A 

7.2 Derivation of two expressions for at [zT(r,t/T)] 

Substituting (7) in the right hand side of (37) gives 

1 
a A a A 1J+ A at [zT(r,t/T)] =aT [g - 2 R (r,~,t) cr(s,t/T) ds] 

0 
A A A A 

= gz(r) zT(r,t/T) + gz (r) zr (r,t/T) 
r T 

1 
A A A A 1J+ A 

+ gz (r) z (r,t/T) + gxxT(t/T) - 2 R (r,s,t)crT(s,t/T)ds 
rr rrT 

0 (41) 

A A A A A 

where g(r) denotes g(r,t,z,zr,zrr'x). Using (20)-(23) we can rewrite 

( 41) as 

a A 

at [zT( r, t/T)] 

= - ~g (r)Pzx(r, t / T) + g (r)Pzx(r, t/T) + gz (r)Pzx (r,t/T) 
z zr r rr rr 

+ gxpXX(t/T)] ~T(t/T) 

(gz(r)Pzz(r,s,t/T) + gz (r)P~z(r,s,t/T) 
r 

+ gz (r)P~~(r,s,t/T) +glxz(s,t/T) 
rr 

+ A J + R (r,s,t)) crT(s,t/T) ds 

On the other hand, using (21), we can write 

a A at [zT(r,t/T)] 

= - t ~t [ I Pzz{r,s, t/Tl~r{s, t/T)ds + Pzx{r, t/T)~T{t/T)] 
0 

(42) 



-113-

l zz "' zx "' l ] 
=- 2" [! Pt (r,s,t/T)crT(s,t/T)ds+Pt (r,t/T)AT(t/T) 

[ 
1 ] 1 zz a "' zx a "' - 2" J P (r,s,t/T) ~oT(s,t/T)]ds+P (r,t/T}~AT(t/T)] 
0 (43) 

. XX ( ) ZX ( ) 7.3 The equat1ons for Pt T/T , ... ,pt r,T/T 

"' "' Bearing in mind that A and a are being considered as independent 

vector Lagrange multipliers in our formulation of (18), we first equate 

(39) and (40) and set t = T . For equality to hold, the coefficients 
~ ~ A A 

of AT(t/T),oT(s,t/T), oT(l,t/T) and oT(O,t/T) must identically be 

zero at t = T . · The l'ast two terms of (40) are evaluated in Appendix 

IV-A. We obtain 

y 
+ \ pXZ(r~,T/T) Vix(T/T) pXX(T/T) 

i~l 1 

y y 
+ L L pXZ(r~,T/T) vij(T/T) pZX(r~,T/T) 

i=l j=l 1 J 

(44) 
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+ P~z{s,T/T)g~5 {s) + P~~{s,T/T)g~55 {s) 

f3 "' zz 
+ i~l fz{ri,T/T) P {ri,s,T/T) 

+ pXX{T/T) Vxx{T/T) pXZ{s,T/T) 

y 

+ I 
i =1 
y 

+ I 
i=l 
y y .. 

+ L l pXZ{r;,T/T) v1J{T/T) pZZ{r~,s,T/T) (45) 
i=l j=1 J 

s = 1 

s = 0 

Similarly, equating {42) and {43) gives 

P~z{r,s,T/T) = gz(r) Pzz{r,s,T/T) + gz {r) P~z{r,s,T/T) 
r 

"' z "' xz + g (r) P z{r,s,T/T) + g (r) P {s,T/T) 
zrr rr x 

+ pZZ{r,s,T/T) g~{s) + P~z{r,s,T/T) g~ {s) 
s 

+ P~~{r,s,T/T)g~ {s) + pZX{r,T/T)g~{s) 
' ss 

{46) 

{47) 
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+ pZX{r,T/T) Vxx(T/T) pXZ{s,T/T) 

y 
+ L pZX{r,T/T) vxi(T/T) pZZ(r~,s,T/T) 

i =1 1 

y 
+ \ pZZ{r,r~,T/T) vix(T/T) pXZ(s,T/T) 

i~l 1 

+ I I pZZ{r,ri,T/T) vij(T/T) pZZ(r~,s,T/T) 
i=l j=l J 

+ + R {r,s,t) 

P~x{r,T/T) = pZX{r,T/T) f~ + gx pXX(T/T)+gz(r) pZX~r,T/T) 

+ gz (r) pzrx{r,T/T) + gz (r) pzrx{r,T/T) 
r rr r 

13 "T 
+ .L pZZ(r,r; ,T/T) fz(r. T/T) 

1 =1 1 ' 

y 
+ L pZZ{r,r~,T/T) vix(T/T) pXX(T/T) 

i=l 1 

y · 
+ I Pzx(r,T/T) vxi(T/T) Pzx(ri,T/T) 

i =1 

(48) 

y y .. 
+ I L pZZ{r,r~,T/T) v1J(T/T) pZX(r~,T/T) (49) 

i=l j=l 1 J 

zz ( ) "T zz ( ) "T P r,s,T/T b1 + P r,s,T/T b1 z s z 
s 

+ pZX(r,T/T)b~ = 0 
X 

s = 1 

(50) 

zz "T zz "T zx "T P (r,s,T/T)b
0 

+ P
5 

{r,s,T/T)b
0 

+ P {r,T/T)b
0 

= 0 s =0 
z ZS X (51) 

We proceed to determine the r = 0 and r = 1 boundary condi

tions for (44), (45), (48) and (49). For r = 0 , combine (10) and 
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( 14) to give 

"' "' "' 1 - 1 "'- 1 "'T "' b
0
(t,x,z,zr) - 2 R0 

(t) b
0 

gz cr(r,t/T) = 0 
zr rr 

r = 0 (52) 

Since (52) holds for all T , we can differentiate it with respect to 

T , yielding 

-1 [b
0

XpXX(t/T) + b
0
ZPZX(r,t/T) + b

0
Z p~X(r,t/T)] ~~t/T) 

1 r 

- 1 J [b
0 

Px~(s,t/T) + b
0 

Pzz(r,s,t/T) + b
0 

P~z(r,s,t/T)]~{s,t/T)ds 
0 X Z Zr T 

1 1 "' 1 "'T "' 1 1 "' 1 "'T "' -- R- {t)b- g crT{r,t/T)- 2{R
0
- (t)b~ gz ) cr(r,t/T) 2 0 0z zrr z rr T r r 

r = 0 (53) 

Note that we can write 

1 
-1 "'-1 "'T "' I f -1 [ "'- 1 "'T 1 R
0 

(t)b
0 

gz crT(r,t/T) = R0 (t) b0 9z 
zr rr r=O 0 Zr rr r=O 

"' 
x o(s) crT(s,t/T) ds (54) 

"' "' Setting the coefficients of AT(t/T) and crT(s,t/T) to zero at t = T 

and applying result in the Appendix IV-A yield 

(55) 

r = 0 

(56) 

Similarly, the boundary conditions at · r = 1 are 
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bl pZX(r,T/T) + bl p~X(r,T/T) + bl pXX(T/T) = 0 
z zr x 

Ab pzz( T/T) bA pzz( T/T) bA Pxz(s,T/T) 1 r,s, + 1 r r,s, + 1 
z zr x 

- Ri1(T)hi1 9~ o{s -1) = o 
z rr 

r 

(57) 

r = 1 

(58) 

By simple inspection, one can observe that the following sym

metrical properties hold for the sensitivity matrices 

(59) 

pZZ(r,s,T/T) = pZZ(s,r ,T/T)T 

Finally, we note that the boundary conditions (50) and (51) hold only 

for the open interval r £ (0,1) . To include the end points r = 0 

and r = 1 , we (by inspecting (56) and (58)) replace (50) and (51) 

by 

pZZ(r,6,T/T)b~ + P~z(r,s,T/T)b~ + pZX(r,T/T)bi 
Z ZS X 

s=O (61) 
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The entire filter is summarized in Table 1. In the column of 
A A 

initial conditions, x(0/0) and z(r,0/0) represent our best initial 

guesses of x(O) and z(r,O) . The initial conditions Pxx(0/0) , 

pXZ(s,0/0), pzx(r,0/0) and Pzz(r,s,0/0) are basically arbitrary. 

Table 1. O~timal Filter for S~stem (1} 
Initial Boundary 

Eguations Conditions Conditions 
Estimates 

A A 

x(T/T) (26) ,(30) ,(32) x(0/0) None 
A A 

z(r,T/T) (26) ,(31) ,(33) z(r,0/0) (34) 

First Order Differential Sensitivities 

pXX(T/T) (44) pXX(Q/0) None 

pXZ(s,T/T) (45) pXZ(s,Q/0) ( 46), ( 47) 

pZX(r,T/T) (49) pZX(r,0/0) (55) ,(57) 

pZZ(r,s,T/T) (48) Pzz(r,s,0/0) (56) ,(58) 
(60),(61) 

In the .linear white noise case, it can be shown that 

Pxx(T/T) = E[(x(T) - ~(T/T))(x(T) - x(T/T))TJ 

Pxz{r,T/T) = E[(x(T) ~ ~(T/T))(z(r,T) - ;(r,T/T))TJ 

pZX(r,T/T) = E[(z(r,T) - ;(r,T/T))(x(T) - ~(T/T))TJ 

zz A A T 
P (r,s,T/T) = E[(z(r,T) - z(r,T/T))(z(s,T) - z(s,T/T)) ] 

This may be used as a guide for choosing pXX(0/0),··· ,Pzx(r,0/0) . 

When solving the sensitivity equations, one can eliminate either (45) 
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or (49)" by using properties (59). 

"'-1 "'-1 
If b

0 
= 0 , then we should replace b

0 
by b

0 
d zr "' 1 "' 1 zr d z 

by -d o ( s) in (56) , b- by b- and o ( r) by d75 ( r) 
s oz oz 

and o(s) 

in (61). If 

s "' 1 "' 1 
b1 = 0 , then we should replace bi by bi and o(s -1) by 

d zr "'- "'-1 zr z 
ds o(s-1) in (58), b1

1 by b1 and o(r-1) by ~r o(r-1) in 
zs z 

(60) . 
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Appendix IV-A 

We first consider the quantity 

P ~ t 6 ( t/T) ] (A. l) 

where P can either be Pxx(t/T) or Pzx(r,t/T) . Let us define 

the vector 

{A.2) 

and the matrices 

(A.3) 

xi AT A 
V (t/T) = [hx Q(t)(y-h)]z(r~,t/T) i=i,···,y (A.4) 

1 

Using (8), (A.1) can be expressed as 

= P ~T [2h~ Q(t)(y- h)- f~ ~(t/T)- b~x~0 (t/T) 
1 

- bi ~1 (t/T) - J ~~ ~(s,t/T) ds] 
X 0 
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- P(f!)T ~(t/T) - P(b~ )T ~0 (t/T) - P(bi ) ~1 (t/T) 
X X T 

1 1 

- f P 9! ~T(s,t/T) ds - J P(9!)T ~(s,t/T) ds 
0 0 

(A.5) 

"' "' Note that from (12)-(14) we have A(T/T) = 0 , a(r,T/T) = 0 , 
"' "' 
~0 (T/T) = 0 and ~ 1 (T/T) = 0 . Hence, some of the tenms in (A.5) 

will not contribute to the final equations governing P~x(T/T),···, 

P~x(r,T/T) . Neglecting these tenms and using (14) and (15), we can 

rewrite (A. 5) as 

"'T "'-1 "'T "' + P b1 b1 gz aT(l ,t/T) 
x zr rr 

1 

+ J P 9! ~T(s,t/T) ds 
0 

Inserting (20) and (21) into (A.6) gives 

y . "' 

(A.6) 

= -[P yXX(t/T) pXX(t/T) + .L P Vx1 (tiT) Pzx(ri,t/T)]AT(t/T) 
1"•1 

1 y 

- J [P yxx(t/T) pXZ(s,t/T) + L P vxi(t/T) Pzz(ri,s,t/T) 
0 i=l 

+ P 9!J~T(s,t/T) ds 
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We now consider the quantity 

1 

l P ( s ) }t ~ T ( s , t/T) ] ds 
0 

where P(s) can either be Pxz(s,t/T) or Pzz(r,s,t/T) . 

Let us define the vector 

• AT A 
V 

1 
( t/T) = h z ( r ~, t/T) Q ( t) (y - h) 

1 

and the matrices 

ix AT A 
v (t/T) = [hz(r~ ,t/T) Q(t)(y- h)]x 

1 

ij - AT "' 
V (t/T) - [hz(r~ ,t/T) Q(t)(y- h)]z(r~ ,t/T) 

1 J 

Using (9), (A.8) can be expressed as 

1 1 ! P{s) }r [~T{s,t/T)]ds = b P{s) ~T [~t{s,t/T)] ds 

1 
f a Y AT * 

= 6 P ( s) aT [ 2 i ~ l h z ( ri, t/T) Q ( t )(y - h) o ( s - r i ) 

s AT "' 
- J f z(r. t/T) :\(t/T) o(s- ri) 

1 =l 1 ' 

(A. 7) 

(A.8) 

(A. 9) 

(A.10) 

(A. 11) 
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J
l y , A 

= P(s) [2 i~l V1x(t/T)o(s- r~)xT(t/T) 
0 

y y " A 

+ 2 I I v1J (t/T) o(s- ri)zT(rJ~ ,t/T) 
i=l j=l 

a "T "' a "T "' 
- .L fz(r. t/T)o(s- r;)AT(t/T)- .L (fz(r. t/T))To(s-r;)A(t/T)]ds 

1=1 1' 1=1 1' 

(A. 12) 

The last three terms of (A.l2) may be evaluated using integration by 

parts. Neglecting terms which will not contribute to the final equa

tions governing P~x(T/T),··· ,P~x(r,T/T) and using (20) and (21), we 

obtain 

1 a A 

P(s) ~ [crT(s,t/T)] ds 
0 

y . y 
= -[ L P(r~)V 1 x(t/T) Pxx(t/T) + L 

i=l 1 i=l 

+ P(s)g~ + Ps(s)~~ +Pss(s)~~ ] ~(s,t/T) ds 
s ss T 

+[P(l)bi bllg~ +Ps(l)g~ ]~T(l,t/T) 
z zs ss ss 

(A.l3) 
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A 

In (53), (A.5) and (A. 12) there are terms which have A(t/T), 
A A A A 

a(s,t/T), a(1 ,t/T) or a{O,t/T) as coefficient (note that ~0 (t/T) 
A A A 

and ~ 1 (t/T) can be expressed in terms of a{O,t/T) and a(1 ,t/T) by 

(14) and (15)), e.g., the last term of (53). These terms do not con-

tribute to the filter because they vanish at t = T . To show this, 
A 

we consider a matrix H which can be expressed as 

,.. "' "' "' "' 
H = H[r,t,x(t/T),z{r,t/T),zr{r,t/T),zrr{r,t/T)] 

A A 

Let x(t/T) and z(r,t/T) be functionals of the Lagrange multipliers 
A A A 

as in (18). Let the vector e denote either A(t/T) or a(r,t/T) . 

Hence, e = 0 at t = T ~ Further, let the operation He be defined. 

Then, there exist matrices Hi , i=l ,2 , such that 

1 

HT; = J H1 ~T(v,t/T)dv + H2 ~T (t/T) 
0 

and H1 = H2 = 0 at t = T . (Suppose H has p columns and let 
A A 

hi be the column vectors and ei the scalar components such that 

then 

""'" " 
H = [h1 ,h2, · · · ,hp] 

A A e A A 

HTe = 2. h. e. 
i=l . 1T 1 

We can express 
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h. ;. = ;. h. a~(t/T) ~ (t/T) + h. I o~(t/T) ~ (v,t/T)dv 
[ 

" 1 " 

1T 1 1 1 x aA(t/T) T 1 x O ocr(v,t/T) T 

" " 

1 

= H; 2 ~T(t/T) +I H; 1 ~T(v,t/T) dv 
0 

where H; 1 = H; 2 = 0 at t = T . 
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Appendix IV-B 

In this appendix we obtain the necessary conditions for optimality 

corresponding to the minimization of (4). This is achieved by setting 

the first variation of t ' (denoted by oL ) to zero [14]. We 

emphasize that oL is the total first variation. Suppose L depends 

functionally on parameters P; , i=l ,2,··· ,J , then we can write 
J . 

oL = I oL(p.) where oL(p;) is the first variation of L with res-
; =1 1 

pect to a variation of P; (denoted by opi) over the appropriate 

domain. In this way, we can write 

oL = oL(A(t)) + oL(cr(r,t)) + oL(~0 (t)) + oL(~ 1 (t)) 

+ oL(u(t)) + oL(v(r,t)) + oL(v(s,t)) + oL(v
0
(t)) 

+ oL(v1(t)) + oL(x(t)) + oL(x(t)) + oL(z(O,t)) + oL(z(l ,t)) 

+ OL ( z r ( 0, t) ) + OL ( z r ( 1 , t)) + OL ( z ( r, t) ) + oL { zt ( r, t) ) 

We proceed to evaluate various variations. 
T 

6L(A(t)) = ~ < -6A(t), X- f- U> dt 

T 1 

oL(cr(r,t)) = J J < -ocr(r,t), zt- g- v> dr dt 
0 0 

T 

oL(lJ
0
{t)) = J <+olJ

0
(t), b

0 
+ v

0
> dt 

0 
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T 

oL{lll {t)) = f < Olll {t), b1+ v1 > dt 

0 
T 

.oL{u{t)) = J <ou{t), 2R{t) u(t) + A(t)> dt 

0 

oL(v(r,t)) + oL(v{s,t)) 

= J I I I < Ov ( r , t) , 2R ( r, s , t) v ( s , t) > dr ds 

0 0 0 

+ l < Ov ( r , t) , a ( r, t) > dr I dt 

T 

oL(v
0
(t)) = J <ov

0
(t), 2R

0
(t) v

0
(t) + ll

0
(t)> dt 

0 , 

T 

OL(v1(t)) = J <ov1(t), 2R1(t) v1(t) + ll1(t)>dt 

0 
T . 

oL(x(t)) = J <ox(t), -2h~ Q(t)(y- h) >dt 

0 
T T 

+ J <ox(t), f~ A(t) > dt + J < ox(t), b~ ll
0
(t) 

0 0 X 

T l 

+bi lll(t)>dt 
X 

+ t <Ox(t), t g~ a(s,t) ds >dt 

T 

oL(x(t)) = f <-ox(t), A(t)> dt 

0 T T 

= <-Ox(t) ,A(t) > l + ~ <Ox(t), ~(t) > dt 
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T 

oL{z(O,t)) = J <oz(O,t), b~ ~0 (t)>dt 
0 z 

T 

oL(z(1 ,t)) = J <oz(1 ,t), bi ~1 (t) > dt 
0 z 
T 

oL(zr(O,t)) = J <ozr(O,t), b~ ~0 (t)> 
0 zr 
T 

OL(zr(1,t)) = J <ozr(1,t), bi ~ 1 (t)>dt 
0 zr 

T 11 y 
oL(z(r,t)) =I J<oz(r,t),-;~ 1 2h~(ri,t)Q(t)(y-h) o(r-r~)>dr 0 0 

1 s 
+ J <oz(r, t), I fT( t) >..(t) o(r- r.) >dr 

0 
i=1 zr;, , 

1 

+ J < Oz(r,t), g~(r,t)o(r,t) > dr l dt 
0 

1 T 

oL(zt(r,t)) = J I <-ozt(r,t), cr(r,t)>dt dr 

0 0 
1 1 

= J <-oz(r,T), cr(r,T) > dr+ J <+oz(r,O), cr(r,O) >dr 

0 0 
T 1 

+ J J <oz(r,t), crt(r,t) >dr dt 

0 0 
T 1 

oL(zr(r,t)) = f f <ozr(r,t), g~ cr(r,t)> dr dt 
0 0 r 
T r=1 

= J <oz(r,t), g~ cr(r,t) > j dt 

0 r r=O 
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T 1 

- J J <cSz(r,t}, (9 .~r o(r,t}}r >dr dt 
0 0 

T 1 

cSL(zrr(r,t}} = J J <cSzrr(r,t}, g~ o(r,t} >dr dt 
0 0 rr 

T r=1 
= J < cSzr(r,t), g! cr(r,t}> I dt 

0 rr r=O 

T r=l 
- J <cSz(r,t}, (g! · cr(r,t}}r >I dt 

0 rr r=O 

T 1 

+ J J <cSz(r,t}, (gT o(r,t}.}rr> dr dt 
zrr 

0 0 

In order that cSL = 0 for arbitrary cS pi , the coefficient of 

each of the following cS pi must identically be zero. Let ¢(cSpi) 

denote the coefficient of cSpi , then 

¢(cS>.(t}} = 0 =-=> x = f + u(t} 

¢(cSo(r,t}} = 0 = > zt = g + v 

¢(c5f.l
0
(t)) = 0 = > b + v = 0 

0 0 

¢(cSf.l,(t}} = 0 > b1 + v, = 0 

¢(cSu(t)) = 0 = > u(t) =- ~ R-1(t) >.(t) 
1 

¢(cSv(r,t}) = 0 = > v(r,t) =- 2 R (r,s,t) o(s,t) ds l ~ + 

¢(cS~0 (t} ) = 0 ~ v0 (t) =-} R~1 (t) f.l
0

(t} 

¢(cSv1 (t}} = 0 """"""'> v1(t} =- ~ Ri1(t) f.l1(t) 
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~{t} = 2h~ Q(t){y- h)- f~A(t}- b~ lJ
0

(t) 
1 X 

¢{ox{t}} = o 

- bT ll1 (t}- J g~ a(s,t} ds 
X 0 

¢{cz{r,t}} = o y T 
at{r,t} = 2 I hz(r~ t}Q(t}{y -h}c{r -r;} 

i =1 , ' 

B T 
-.I fz(r. t}A(t) c{r-r;} 

1 = 1 1 ' 

T ( T 
- 9z(r,t)a{r,t) + gzra{r,t})r 

T 
- (gz a {r,t}}rr 

rr 

¢(oz (O,t}) = o T T T 
=9> b ll - g a + (gz a )r = 0 r = 0 

Oz o z r rr 

¢ (oz{1 ,t}} = o bT T T 
r = 1 > 

1z 
lJ1 + 9z a - (gz a }r = 0 

r rr 

¢{ozr{O,t}} = 0 T T 
r = 0 => b ll - g a = 0 

o o zrr 
zr 

¢{ ozr{1 ,t}} = o T T 
r = 1 =-=> b1 ll1 + 9z a = 0 

z r rr 

¢{cx{O}) = o => A{O) = 0 

¢{ox{T}} = o => A{T} = 0 

¢(oz(r,O)) = o = > a (r,O} = 0 

¢{oz(r,T)} = 0 ~ a(r,T) = 0 



-131-

Chapter V 

OBSERVABILITY AND OPTIMAL MEASUREMENT LOCATION IN 

LINEAR DISTRIBUTED PARAMETER SYSTEMS 

1. Introduction 

In this chapter we develop the concepts of observability and · 

filter convergence for a class of stochastic linear distributed param

eter systems whose solutions can be expressed as eigenfunction 

expansions. Since observations of a distributed system can, in 

principle, be placed anywhere in the spatial domain of the system, an , 
important related question is the effect of the measurement locations 

on observability. Also, it is appropriate to ask what are the measure

ment locations that lead to the best estimates of the state of the 

system. These two questions are both addressed in this study. 

2. System Description 

Consider the class of stochastic, linear, distributed parameter 

systems governed by 

au(r,t) = Lr u(r,t) + Ku(r,t) + ~(r,t) at 

Br u(r,t) = 0 

r e: D (1) 

r e: aD (2) 

defined for t ~ 0 on a spatial domain D (a connected, bounded sub

set of n-dimensional Euclidean space) with boundary aD , in which r 

is a point in the n-dimensional region D + aD . u(r,t) is them

vector state; ~(r,t) is an m-vector white noise (in time only) 
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disturbance; Lr is an m xm diagonal matrix, each element of which is 

a well-posed, linear, time-invariant, spatial partial differential 

operator. For example, a common form of Lr in the scalar case is 

a1 a21ar2 + a2 alar+ a3 . K is an mxm constant matrix with zero 

diagonal elements (these are included in Lr); Br is an m1 xm matrix 

operator, each row of which has only one nonzero element, which is a 

well-posed, linear, time-invariant, spatial partial differential 

operator. 

If there exists an m xm constant, diagonal matrix A and a cor

responding scalar function ~(r) such that 

Lr ~(r) = A~(r) r £ D 

r £ ao 

then A is an eigenvalue matrix of the system (1) and ~(r) is the 

corresponding eigenfunction! 

We now require (1) to have the following properties: 

Pl. The eigenvalue matrices A1,A2, ... are real. Qenote the jth 

diagonal element of A; by A . . . Then, for each j , 
J1 

A . 1 > A .2 > • • • J - J -
and 1 im A .. = -oo • 

. J 1 1 + co 

(3) 

( 4) 

P2. The corresponding eigenfunctions ~1 (r),~2 (r), •.• are real, com

plete, and orthonormal, i.e., 

* Note: The unusual nomenclaturesintroduced here are for the convenience 
of giving a compact presentation of the materials in this 
chapter. 
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P3. The initial condition for (1), u(r,O), can be expressed as a 

linear combination of the first N eigenfunctions 

N 
u(r,O) = L P;(O) ~i(r) 

i=l 

where the pi(O) are constant m-vectors. 

P4. The dynamical disturbance ~(r,t) can be expressed as 

N 
~(r,t) = L ~i(t) ~i(r) 

i=l 

(5) 

(6) 

where the ~i(t) are zero-mean, m-vector white noise processes. 

The covariance matrix of the mN-vector white noise process 

~(t) = [~~(t),···,~~(t)]T is E[~(t)~(T)T] = Q(t)o(t-T), where 

Q(t) is non-negative definite and continuously differentiable in 

t . We denote the covariance matrix E[~(r,t) ~T(s,T)] = 

Q(r,s,t)o(t-T) . 

Note that we have assumed that (5) and (6) are equalities for N 

sufficiently large. Although there will, in fact, be some discrepancy 

between the left and right hand sides of (5) and (6), we assume N is 

large enough to neglect this and therefore take (5) and (6) as part of 

the specification of our basic system. 

A wide class of real systems described by (1) possesses proper

ties Pl and P2. We now show that properties P3 and P4 impose, in fact, 

no major constraints on the system (1) with respect to the initial con

ditions or the nature of the dynamical disturbance. 

First, it is well known [5] if the ~i(r) are complete in D , 

then any piecewise continuous m-vector function f(r) can be 
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approximated by 

such that 

f(r,N) = I f . ~.(r) , where f
1
. =I f(r)~1.(r) dr, 

i=l 1 1 
D 

lim I llf(r) - f(r,N)II 2 dr = 0 
N + co 

D 

where II • II denotes the nonn . Therefore, by choosing N sufficiently 

large, any realistic u(r,O) can be approximated by (5) to arbitrary 

accuracy in the mean square sense. 

Second, if the ~i(r) are complete in D , then ~i(r) ~j(s) 

are complete in D x D [5]. As a consequence, let ~(r,t) be a zero-

· mean, m-vector white noise process with covariance matrix 

E[~(r,t) ~T(s,T)] = Q+(r,s,t)o(t-T) where, for all t, Q+(r,s,t) is 

i) Symmetric in r and s , i .e., Q+(r,s,t) = Q+(s,r,t)T 

ii) Piecewise continuous in r and s 

iii) Continuously differentiable in t 

iv) Non-negative definite, i.e., for any piecewise continuous 
m-vector function g(r) 

I I g(r)TQ+(r,s,t) g(s) dr ds ~ 0 
D D 

Actually, properties (i)-(iv) are not very restrictive, and have been 

assumed in other studies of stochastic distributed systems [28,29]. 

Let us define an m-vector random process ~(r,N,t) = 
T where E[~i(t)] = o , E[~i(t) ~j(T)] = Qij(t)o(t-T) 

Gij(t) =I I Q+(r,s,t) ~i(r) ~j(s) dr ds 
D D 

N 
.L ~i(t) ~i(r) , 
1=1 
and 

(7) 
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and let E[~(r,N,t)~T(s,N,T)] = Q(r,s,N,t)o(t-T) • Then it follows 

directly from the completeness .property of ~i(r)~j(s) that 

1 i m J J II Q + ( r, s , t) - Q ( r, s , N , t) 11
2 d r ds = 0 

N + oo 
0 0 

We note that the mN xmN matrix Q(t) , .whose elements are defined by 

(7), indeed possesses the basic properties of a covariance matrix, 

namely, it is symmetric and non-negative definite [12,13]. The key 

result is that the spatially distributed white noise disturbance 

~(r,t) can be approximated by (6), such that for sufficiently large 

N , the covariance matrix of ~(r,t), Q+(r,s,t), can be approximated 

arbitrarily closely in the mean square sense. 

We assume that observations of the state u(r,t) are made con-

tinuously in time at discrete spatial locations. We assume that at 

each measurement point one or more of the m components of the state 

are observed directly. This corresponds to the most common situation 

with respect to experimental data (e.g., thermocouple measurements of 

temperature). We represent the observations in the following way: 

h. u(r.,t) + n.(t) 
1 1 1 

i = 1,2,···,d 

r. eo + ao 
1 

(8) 

where y is a scalar and each hi is an m-dimensional row vector 

with only one nonzero compqrtent, whose value is one, corresponding to 

the component of u(r,t) that is measured at that point. In order 

that more than one component may be measured at the same point, r. 
1 

and rj may be identical for i 1 j . The ni(t) are zero-mean 
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white noise measurement errors . The covariance matrix of the d-vector 

process n(t) = [n1(t),n2(t),· · ·,nd(t)]T is R(t)o(t-T) , where R(t) 

is positive definite and continuously differentiable in t . 

We make two final assumptions : ~(t) and n(t) are independent, 

hence E[~(t)nT(T)] = 0 , and there exist constants ci such that 

c1 < IIR(t)ll < c2 and c3 < IIQ(t)ll < c4 for all t . The latter 

assumption is required for convergence of the Kalman filter [12,13]. 

Known volume and boundary inputs can be included in the formu

lation of the system. Let ~(r,t) and b(r,t) be m-vector and m1-

vector known functions, respectively . Rewrite (l) as 

~~ = Lr u(r,t) + Ku(r,t) + ~(r,t) + ~(r,t) ( l a) 

Br u(r,t) = b(r,t) (2a) 

If we define 

au+ _ + + 
~- Lr u (r,t) + Ku (r,t) + ~(r,t) ( l b) 

+ Br u ( r, t) = 0 + ; u (r,O) = u
0

(r) (2b) 

and 

( 1 c) 

(2c) 

then by superposition, u(r,t) = u+(r,t) + u-(r,t) . Equations (lc) 

and (2c) can be solved to give u-(r,t) . If we denote 
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then 

+ + y (r.,t) =h. u (r.,t) + n.(t) 
1 1 1 1 

(Sa) 

Thus, a· system described by (la), (2a) and (8) can always be reduced 

to one described by (lb), (2b) and (8a), a form suitable for applica-

tion of later results. 

The system (1), (8) with properties Pl-P4 will be referred to as 

s. 

3. Modal Representation of s 

The solution of S is spanned by the first N eigenfunctions in 

the form 
N 

u(r,t) = I pi(t) ~i(r) 
i=l 

(9) 

where each pi (t) is an m-vector function. Substituting (9) into (1) 

and multiplying both sides of the resulting equation by ~k(r) and 

integrating over D , we obtain 

( 10) 

If p(t) is governed by 

p(t) = Ap(t) + Fp(t) + ~(t) ( 11) 

where A and F are the mN x mN matrices, 
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0 K 0 

A = F = K 

0 0 K 

The observation (8) has · the form 

y(t) = Mp(t) + n(t) 

where y(t) = (y{rl't),y(r2,t), ... ,y(rd,t)]T, and M is a d x mN 

matrix, 

M = 

where each N
1
. J. is them-dimensional row vector, h.<j>. (r.). 

1 J 1 

( 12) 

( 13) 

Due to the orthonormal ity of the <I>; ( r) , it is easy to show that . 

the correspondence between the original state u(r,t) and the state 

p(t) is one-to-one. We refer to (11) and (13) as the modal represen-

tation of S , which is an equivalent lumped parameter representation 

of the original distributed system. The modal representation of dis

tributed systems has been used in a number of cases with respect to 

control of distributed systems [8,24]. 

We now state a few well-known results for linear, time-invariant 

lumped parameter systems that will later be needed. The system (11), 

(13) is completely observable iff the rank of [MT,(AT+FT)MT, ... , 

(AT+FT)mN-1 MT] is mN [12,13]. The system (11),(13) is detectable 
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iff there exists a real matrix B such that (AT+ FT) + MTB is 

asymptotically stable, i.e., all eigenvalues are negative [36]. 

Detectability essentially refers to the observability of the unstable 

modes of a system. 

As mentioned in the Introduction, our primary reason for consid

ering observability is as a prerequisite to estimating the state 

u(r,t) of the system based on the noisy observations y(ri,t) . Since 

S has been reduced to the modal system (11),(13), the classic Kalman 

filter can be applied to (11) and (13). It is 

~ ( t ) = ( A + F ) p ( t ) + P ( t ) M T R- l ( t) [y ( t ) - Mp ( t ) ] ( 1 4 ) 

where p is the estimate of p • These equations are integrated 

simultaneously with the gathering of data y(t) and provide continu

ously updated estimates p(t) . The Kalman filter is said to be con

vergent if (14) is uniformly asymptotically stable and there exists a 

unique P(t) such that lim P(t) = P(t) for every symmetric, non-
t + oo 

negative definite P(O) . If Q(t) and R(t) are time-invariant, 

P(t) = P, a constant matrix, the solution of 

( 16) 

If the system (11),(13) is completely observable, then the Kalman 

filter is convergent. If Q and R are time-invariant, the Kalman 
. 

filter is convergent iff the system (11),(13) is detectable [17]. 
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We will define S to be completely observable and detectable 

when its modal representation is completely observable and detectable. 

An estimate of the original state will be obtained from (9) by 

N 
u(r,t) = .I pi(t) ~i(r) 

1 = 1 
( 17) 

The distributed filter for S is defined by (14), (15) and (17) and 

is defined to be convergent when its modal filter is convergent. 

Finally, if we define P(r,s,t) = E[(u(r,t) - u(r,t))(u(s,t) 

- u(s,t))T] , the modal filter (14)-(15), together with (17) can be 

shown to be equivalent to the distributed parameter filters of 

Tzafestas and Nightingale [28,29] and Seinfeld et al. [10,26]: 

d d 
+ l l P(r,r;-t)h~ RiJ~(t)[y(rJ. ,t)- hJ.u(rJ.,t)] rED (18) 

i=l j=1 

Br u(r,t) = 0 rEaD (19) 

~~· = Lr P(r,s,t) + K P(r,s,t) +P(r,s,t) L! + P(r,s,t) KT 

d d 
+ l I P ( r, r . , t) h '!' R: ~ ( t) h . P ( rJ. , s , t) + Q ( r, s , t) ( 20 ) 

i=1 j=l 1 1 1J J 

r,s E D 

Br P(r,s,t) = 0 rEaD , SED (21) 

S E aD , r E D (22) 
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is the i,jth element of the matrix --
T T (LsP (r,s,t)) . 

4. Effect of Measurement Locations on Observability 

and 

The modal representation of S enables us to relate the 

observability and detectability of S to that of the modal system. 

Our basic objective is to use the modal representation to determine 

the effect of measurement locations on observability and filter con

vergence for S • When S is deterministic (~(r,t) = n;(t) = 0), in 

order to determine u(r,t) uniquely, measurements and their locations 

must be chosen such that complete observability is achieved. When S 

is stochastic, to guarantee meaningful estimates of u(r,t), the modal 

filter' must be convergent. Hence, again measurements and their loca

tions must be chosen such that S is completely observable (if Q 

and R are time-varying) or detectable (if Q and R are time

invariant). 

Two key questions can be posed: (1) Can we always find some 

finite set of measurements such that S is observable, and (2) Is 

there some minimum number of measurements sufficient for observability 

of S ? The principal results of this section attempt to answer these 

two questions. The results are embodied in two theorems. 

Before stating the theorems, we make some slight changes in 

notation which will facilitate the proofs of the theorems. Let the 

measurement locations r1,r2, ... ,rd be relabeled as r . . ,i=l ,·· ,m,j=l,··, 
m 1J 

d. such that I d. = d . . Thus, the ith component of the state 
1 . 1 1 -1= 

ui(r,t) is observed at di locations rij , j=l,2,···,di • Let the 
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components of them-vector pi be pji , j=l,2,···,m , and denote the 
T T T N-vector aj = (pj 1·,pj2, ..• ,pjN] and the mN-vector a= [al'~····, 

T]T 
~ . 

The deterministic forms of {11) and {13) then become 

ci{ t) = G{ t) a( t) 

z(t) = W(t) a(t) 

where the mN x mN constant matrix 

G = 

(23) 

(24) 

with each diagonal element G .. an N xN diagonal matrix with ele-
11 

ments Aik , k=l,2,···,N, and each off-diagonal element Gij an 

N xN diagonal matrix with elements k
1 
.. (the i,jth element of K). 
J --

The d-dimensional column vector z(t) = [z~(t), ... ,z~(t)]T with each 

element a di-dimensional row vector z~(t) = [y(ri 1,t),y(ri2,t),···, 

y(rid. ,t)] . W is ad xmN constant diagonal matrix with each 
1 

diagonal element Wi a di x N matrix, 

w. = 
1 

i•l,2,···,m 

In this formulation, S is completely observable iff the rank of 

[WT,GTWT, .•. (GT)mN-1 WT] = mN • 
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Theorem 1. There always exist spatial measurement points rij , 

i=l,2,···,m, j•l,2,···,N such that S is completely observable. 

Proof of Theorem 1. We want to show that, with a finite number of 

measurement locations, it is always possible to construct a measure-

ment scheme that will make S completely observable. To do this, we 

will show that we can always choose N measurement locations at each 

of which all m components of u(r,t) are observed to lead to an 

* observable system. Thus, let r .. = r., i=l,2,···,m, j=l,2,···,N, 
lJ J 

* i.e., all components of u(r,t) are measured at each r . . In this 
J 

* case all Wi are identical, so set W; = W Since det W = 

(det w*)m and S is completely observable if W is nonsingular, all 
* * we need to show is that r. 
J 

, j=l,2,···,N exist such that w is 

nonsingular. We do this by induction. Define * 
W.t by 

* * * rl (~:) <P2(rl) ... 
$i (r:] * 

W.t = 

<1>1 (r.t) <P.t(r.t) 

* * We shall show that rj , j•l,2,···,N exist such that W.t is nonsingu-

* lar for all .t=l,2,···,N . w1 t- 0 since <P1(r) cannot be identi-

* * cally zero for all r£D+aD. Assume <P1(r1) t- 0 If w2 is 

* singular for all r2 , then there exists some fixed constant b such 

* that for all r2 , 

= b 
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which implies ¢2(r) = b¢1(r) for all r . This contradicts the 

* orthonormality of ¢1 and ¢2 . Hence, an r2 must exist such that 

* * * w2 is nonsingular. Now, assume W~ is nons~ngular and W~+l is 

* singular for all r~+l . Then there exists a set of fixed constants 

* b1,b2, ..• ,b~ such that for all r~+l 

which implies ¢~+ 1 (r) 
the orthonormality of 

* 

~ 

= I b. 
j=l J 

such that W~+l is nonsingular. Q.E.D. 

This contradicts 

must exist 

Theorem 1 represents only a sufficient condition for choosing 

measurements such that S can be made observable. Therefore, it may 

be possible to have an observable system with fewer measurements than 

prescribed in the proof of Theorem 1. 

The second question we pose is, are there some circumstances 

under which we can use fewer than the number of measurements prescribed 

in the proof of Theorem 1 and still have an observable system? Theorem 

2 presents this situation. 

Theorem 2. If K is triangular (i.e., either kit 0 for i ~ j 

or k .. = 0 for i .5.. j) and if each component of u , u
1
.(r,t) , is 

lJ 
* measured at only one point . r1 , i•l ,2, · · · ,m , then S is completely 

observable if for all i 
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m 
forward to show that ldet Tl = .rr ldet T

1
-l where Ti = ~ .v. 

1=1 1 1 
and 

cpl(ri) 0 

~ -1 
= 

0 <PN ( ri) 

1 "n 
2 

"n 
N-1 

"n 

/.i2 
2 

v. = 
/.i2 

1 

\N 
N-1 

AiN 

If a. and b. hold for all i , then det Ti ~ 0 for all i , implying 

T is nonsingular and hence S is completely observable. If m = 1 , 

conditions a. and b. are both necessary and sufficient for observabi

lity, where for m > 1 , a. and b. are only sufficient. If K is not 

triangular, conditions a. and b. are not, in general, required for 

observability. Q.E.D. 

Lerrma 1. If K is triangular and /. . . < 0 for all j=l ,2,···,m and 
J1 

i=l ,2,·· · ,N , then S is detectable. 

Proof of Lemma 1. Set B = 0 in the detectability test of Section 3. 

Then the eigenvalues of (A+F) are /. . . , j=l,2, ... ,m, i=l,2, .. ·,N. 
J1 
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Q.E.O. 

We now present a few si mple examples to illustrate the applica

tion of Theorems 1 and 2. 

Example 1. Consider the scalar, one-dimensional heat conduction system 

· au _ ( ) at - llUrr r, t r e: (0,1), 11 > 0 

u(r,t) = 0 r = 0,1 

The eigenfunctions and eigenvalues are ~;(r) =~sin i nr and 

A; = -ll(in)2 , i=l ,2,···,N . Let u be measured at only one point 

* r . From Theorem 2, we see that complete observabil ity of the system 

* is achieved iff r does not belong to t he set of locations, 

* sin inr = 0, i=l ,2, · ·· ,N 

Example 2. Consider t he scalar, two-dimensional heat conduction system 

[ 4] 

For N = 4 

au _ ( ) ( ) at- urr r,s,t + uss r,s,t 

u{r,s,t) = 0 l 
r = 0,1 

s = 0 '1 

r,s e: {0,1) 

' s e: [0,1] 

, r e: [0,1] 

the eigenfunctions and eigenvalues are: 

~1 (r,s) = 2 sin nr sin ns Al = -2n 2 

~2 (r,s) = 2 sin nr sin 2ns A2 = -5n 2 

~3{r,s) = 2 sin 2nr sin ns A3 = -5n2 

~4 {r,s) = 2 sin 2nr sin 2ns A4 = -8n 2 

Since A2 = A3 , Theorem 2 indicates that we will need more than one 
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* * l l (r1,s1) = (6,3) and 
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If we choose, for example, the two points 

* * 1 1 T T T (r2,s2) = (6'6) , then det[W ,G W ] 1 0 and 

hence complete observability is achieved (given that N = 4 is an 

acceptable representation of the system). 

Example 3. Consider the m-vector, one-dimensional system 

1\! = L r u ( r, t) + Ku ( r, t) at 

i L. = ~· ---2 - o
1
. , ~1• > 0 

1 r 1 ar 

au. 
___ 1 = 0 
ar 

re: (0,1) 

a i > 0 , i = l ,2, .. · ,m 

r = 0, l , i = l ,2 , · · · ,m 

where K has elements k .. > 0 for i < j 
1J -

and kij = 0 for 

i ~ j, i ,j=l ,2,· ·· ,m . This system represents t he combined diffusion 

and first order decomposition of m chemical species, in which there 

is no flux of mass across the boundaries of the system. The eigen

functions for this system are cp1(r) = 1 , cpi(r) = 12 cos(i-1) 1rr, 

i=2,··· ,N. The jth diagonal element of A. is A .. = -~.(i-1) 2 1r2 
1 J1 J 

-a . , j=l ,2, ... ,m , i=l ,2, ... ,N • 
J 

Let ui(r,t) be measured at * r. , i=l ,2, .. · ,m 
1 

Applying 

Theorem 2, it is clear that complete observability is achieved as long 

* * as ri does not belong to the set of locations, cos k1rri = 0 , 

k =0 , l , • • • , N-1 • 

If K is not triangular, Theorem 2 cannot be applied. Theorem 

1, however, will always guarantee that there exists a completely 

observable measurement scheme. 
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5. Optimal Location of Measurements 

If S is deterministic ( ~ (r,t) = ni(t) = 0) , the question of 

optimal measurement locations is irrelevant, since a set of measure

ments either provides sufficient information for the unique determina

tion of u(r,t) or not. The question of optimal measurement locations 

does have relevance, however, when one considers filtering for a 

stochastic distributed system. First, of course, the measurements must 

be chosen so that the system is completely observable (if Q and R 

are time-varying) or detectable (if Q and R are time-invariant). 

Then, the measurements can be positioned such that the resulting state 

estimates are in some sense optimal. 

Consider the case in which R and Q are ti me-invariant. In 

this case a reasonable criterion of the accuracy of the state estimates 

is the trace of the steady state covariance matrix P. In general, we 

could divide D+ ao into J grid points and examine all possible 

arrangements of the d measurements at these grid points. For each 

detectable arrangement the trace of P can be computed and the set 

yielding the smallest value of the trace be chosen. This approach is 

clearly ·too time consuming for practical use. 

We now present a suboptimal scheme for measurement locations in 

the case of scalar (m=l) one-dimensional (n=l) systems in which 

A1 >A2 ··· >AN and •i(r) = 0 at a finite number of points. The 

method can be extended to the vector, multidimensional case, although 

for simplicity we present only the scalar, one-dimensional case here. 
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Say we wish to choose d locations, r1,r2, ... ,rd , at which to 

observe u(r,t) such that tr P is minimized. The following algorithm 

can be used: 

1. Begin with one observation point r . Find that value of 

r that minimizes tr P and denote it by r1 • (Here we 

first need to find the points of undetectability where 

tr P = oo) • 

2. Fix r1 . Add a second measurement point r and find that 

value of r that minimizes tr P and denote it by r2 . 

3. Fix r1 and r2 . Add a third point and continue until all 

d points are chosen. 

Although this approach cl early does not necessarily lead to an 

opti ma l set of points, it should produce results not f ar removed from 

an optimal set. This is because t he first point is at its best loca

tion. Adding another point decreases tr P , and we generally would 

expect that with two points at least one would be located near the 

optimum position for a single point. 

In order to utilize this algorithm, we need to determine how P 

varies with a measurement location r . First, we express P as 

P(r) , i.e., P depends implicitly on the parameter r. Upon differ

entiating (16) with respect to r , we obtain an ordinary differential 

equation governing P(r) (the procedure was first suggested by 

Jamshidi [11] ) 

~~[AT- MT(r)R-1M(r)P(r)] + [A- P(r)MT(r)R-1M(r)] ~~ 
T (25) 

= P(r) ~~ R-1M(r) P(r) + P(r)MT(r)R-l ~~ P(r) 
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where, si nee m = 1 , F = 0 . 

Equation (25) is simply a matrix O.D.E . which may be integrated 

either foY"',ard or backward in r to obtain P(r) in any interval in 

which P(r) is continuous. To initiate the integration, P(r) must 

first be calculated independently at one arbitrary point in the given 

interval. This may be done by solving (16) by an iterative technique 

suggested by Kleinman [15]. 

We now apply this algorithm to an example. 

Example 4. Consider the heat conduction system 

r e: (O,l) 

ur(r,t) = 0 r = 0,1 

We choose for illustration N = 3 , for which the ei genfunctions and 

eigenvalues are ¢1 (r) = 1 , ¢2(r) = 12. cos Tir , ¢3(r) = 12 cos 2Tir , 
2 2 and Al = cr2 , A2 = cr2 - cr1TI , A3 = cr2 - 4cr1TI , respectively. We 

choose 

Q = 

and R = 2 for one measurement and 

R = [ ~ ~ J 
for two measurements. 

0 

2.0 

0 2~J 

From Theorem 2 we know that this system is unobservable iff 

r = l/4, 1/2 or 3/4. Let us consider the optimal location of two 
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observations in two cases: (i) o1 = 0.1, o2 = 0 , and (ii) o1 = 0.1, 

02 = 1.1 . 

In case (i), it can be shown that for one observation the system 

is detectable at any r. The trace of P in case (i) for one obser

vation and two observations, one of which is at r1 = 0 , is shown in 

Figure 1. With only one observation, tr P is minimum either at r = 0 

or r = 1 . With the first observation fixed at r1 = 0 , curve 2 

indicates that the best placement of the second point is at r2 = 1 . 

In case (ii), it can be shown that for one observation the system 

is detectable for any r except r = l/2 . Figure 2 shows the trace 

of P for one observation and two observations, one of which is at 

r1 = 0.36 . Curve 2 indicates that r2 = 1.0 minimizes tr P given 

that r1 = 0.36 . Thus, for case (ii), with one point, its best loca

tion is r1 = 0.36 or 0.64 ; with two points, one fixed at 0.36, the 

best location of the second point is 1.0. This is somewhat unexpected 

since it would appear from curve 1 in Figure 2 that with two measure

ments we would have to place them at 0.36 and 0.64. Placing one at 

0.36, however, we are apparently required to put the second point as 

far away from the first one as possible. 



-152-

6. Figures 

Figure l Example 4, Case (i) 

Curve 1: One measurement location at r. 

Curve 2: First measurement location at r1 = 0 , 
second measurement location at r . 

Figure 2 Example 4, Case (ii) 

Curve 1: One measurement location at r . 

Curve 2: First measurement location at r1 = 0.36 , 
second measurement location at r . 
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Appendix V-A 

Rtprinttd from lEE F. TRANSACTIONS ON AUTO MATIC CONTROL 
Vol. AC· 16, No.5. October 1971, PP.· 495·496 

CopyriKht1971, by the l n• ti t utc of Elcctrica1and J::1ecuonica Enaineen,lnc. 
PRINTED IN THE U.S .A. 

Observability of a Class of Hyperbolic Distributed 
Parameter Systems 

T . K. YIJ ANI> J . II . S EINFELD 

Abstract-Necessary and sufficient conditions are presented for 
the obsenability of a clus of linea r hyperbolic distributed param· 
eter systems. Observations are auumed to be made a1on, pathe 
lntereectinc the characteristic curves of the eystem. 

lu tlli oc cnrrc""JlfHuJ rurc we pre~cu L Horne new rc~.-ult~ on the olr 
• r rvnl•ilit y u( R rll""• o( liuenr hyperiH1lic dis tri buted llnrametcr 
"·'""' "rn-c. Th_. rr"'ul t..~o~ Arc rmbodir~ l in ucrc~.:o~ nry And llllffif· icu t comli
ti•m!'l for the rrrovcry of the Minto of t hi,. cln.q!4 of 1'4Y1'41Cn\i4. In order 
In dcvt•lor 1 he rondit.ion :o~, wt! prrl'4rut firl'(t. nn cxtcnRion of t.he wcll
kHowu NHalfi tiOIIN1 fnr tht! ob:-of'rVohilit,y Of liiiCl\r Jumped pnrnmct.cr 
".~'1'4 1 f'lllll. 

C'.AJn• idrr tho cl"'"'' n ( •y•tenlll de•cribcd hy 

il(l ) - f'(l)ll(l), I EI 0,'/'1 (I) 

wlll'rr u (l ) i• nu (11 X I ) • tnt e vcrtur llllll f'(l) i• nn (n X n ) mntrix. 
IA't ~·(1,0 ) he the (uudnmrntnl mntrix lor •ystem ( I ). HUJlJl""o 
ohJ<crvntioll l'l of thi.-t ~y~ tcm nrc mndc nt. h di.~o~cretc ti me."' in the 
f••rrn 

l/• - /l,u(l, ), ; - 1,2, .. . ' It (2) 

whl'rt' til l' .'1· un• (ut, X 1) vN·tor:ot of uh~crvatinn~ nrtd the II, arc 
(m, X ti ) roul'llnut mn t ri r£•:;~ , Therdorr, the dimrnl'tiou of l/1 nnd of 
1/ , c•nr-\ (•hnu~f' nt tliiTrrruL mcn!"urrnwul timf'l't. Thil4 "Y~tcm ~ Haid 
to IK' nb.~trrr!fJM,· if wr rnu rN•ovcr thr iuitinl ~tat e u(O) from Jl;, 
i • 1,2, ... , h. Wr prrseut~he lollowiu~~: tht'Orom. 

T hrorr m I : A IIN:f's."'ary nnd l'luffiricnt condi tion for the obKerva- ~ 
hilit y u( ( l ) is thllt tlor (n X L:;~m,)rn11trix,M • 14>(11,0)•11,•, · ·· , 

~·( t,,O)•Il,•J, hn.' rnuk " · I 

· /'roof : l.l't. r - L~ 111 , nrod 11, d euot e t he i t h rolu mu vector o( M . 
Al•o, lrt )' • ly,r, · · · , ll•rJr • IY, ,Y,, · · · , Y,Jr. Form tho 
( •t X n ) mntrix Q from nny n rulurnnM of AI, Q - (Vt1111,11 • • · , u, "J . 
Thoro there is nro ( n X I ) vec·t ur g • IY., · · · , Y,,lr 8UCh that g • 
Q•u(O). Fnr ~ny I El0,1'1, we Ct\11 write g • Q•4>(I,0)-1u (l). Hence, 
tn rornver u (l ) (nr nil I E (O,TI, it is ue<·ex.<ary and "u fficicn t that 
there exU.tA a matrix Q with rank " or , equivalently, M mu1t have 
rank"· 

Ezompl• 1: Let us apply this theorem to system (I) witb 

F(l) • ( O 
1
) . (3) 

-1 0 

Suppo!lo only u, can bo meaou red. Say we meuure u1 at two times, 
11 and 11• Thus, 111 11, • (I OJ (i.e., n • 2, m1 • I, m1 • I, r - 2) 
and 

M • [~• (lo'/2) co• (1,1/ 2)] 
am (1, 1/2 ) sin (1.'/2) · (4) . 

M anu11crip\. reulverl )hrc:h 2{) , JU7 1. 
The author• are wi th the llepartmeM o f Chemical EDIIDMrioa, Ct.lllorala 

h•tilute of Tec:hnolocy, Paaadeaa, Calif. 8110{;, 
I F:. n. Lee and L . )l.tare--. ,., ..... t .... •I o ... ,.., c.,.,,.. r....,... New 

YOfk : W iley, 1867. 

I 

T..et 11 be chosen ftrbitrRrily. Thou, iu order that M may have rank 2, 
it i.• ncrc.'<•ary that 1, f1l. (Ia' + 24-r )111, lc • 1,2,3 · · · ,lor the system 
to be obeervable. 

Onso:nVAmLan or A CLAM o r II YPo:KnOLJC SnT>;Ma 

Con•ider the ci<IM ol linear hyperbolic syst.en\11 1ovemed by 

z E IO,II, I ~ 0 (5) 

whore u i• nn (n X I ) s tate vector, (J l• a po:<itive •cnlnr con•tant, and 
A is au (n X n) con• tnut rnr~trix. Tho •Y•tem (li) hM only one type of 
chnrnclcris t.ic l ine, nnmcly, di/ IIJ' • 1/ (J. Let 4>(• ,0) bo the (n X n) 
(malnmentnl mntrix o ( the •Y•tcm, tb -~Aw, ' E IO, ll . All!o, lot 
ll. denote th o cl<lsed region in t.ho (r,l ) plnne bounded by z • O, 
z • I, t • 0, and t - p - 1 z +a, a ~ 0. · 

Drfin ilion: The ith observat ion path z,(l) i:< a line in the (z,l) 
plnne with tho lollowin~~: pro1•er tic.: z,(O) • I, •,(1) c ro.'<•c.• each 
characteri.~lic line in fl. onc:c, and .z,(l) Lcrmiur~Lcs at a point on 
the chnracteri:<tic line I • p· •z + a . 

Let there be h di.<linct observation pnth:<, z, (l), i - 1,2, · · · , h, 
that i:<, z, (l) and z1(1) hnve no common l>uinl.• lor i,. j 11nd I > 0. Wo 
will d enote the Vl\luo o ( the • tate a long the ith observation path M 

u,,(l ). We MI!U<ne thAt t he ol .. ervation:< u.(l) o ( tho sy:<lem (S) IU'e 
nu•do continuou• ly along the h observation paths in tho form 

y,(t) • ll ,u,,(l ), i- 1,~, ··· ,A 
I > 0 

(6) 

where the 111 aro constant (m, X n) m .. tri<·e•. The observation at tho 
point (% - I, I - 0) L• in the form u.(O) - Jl,u, ,(O), i- 1,2, .. . I"· 
where 11, ill a constant (n X n) mnt rix. Wo will cnll the sy•tem ol (5) 
and (6) observable iro 11. i( ~t(:r,l ) in lla M n be rccuvcrod (ro m v;(l ). 

Theorem f : A suffic ient condition (or the observability o( (li) and 

(G) in R. is: I) il (or any '' ,.. '' f1l. • • • f1l. '•• 0 ~ ' ' ~ I, tho (n X 
L:;~m,) matrix L • 1• (• 1,0)•JJ,r, · · ·, 4>(••,0)•11.•1 h&B rank " 
and 2 ) 11, ;., nonsinguiAr. 

Proof: T he proof follow• directly (rom that for Theorem I . 
A'zampu f : Consider the •Y•tcm (5) with" - 2, (J • I , and 

A - [0 I]· 0 - 1 
(7) 

Let o 1/ 2. Allsume there 1\re two paths in the (:r,l) plane along 
which observations are made : 

t 1(1 ) • - I, 
•;,, 

t 1(1) • I, 

0 ~ I ~ 1/t 
1/ t ~ I ~ I 

0 ~ I ~ 1.1;. 

(8) 

(9) 

We choose the following observation matrices : 11, • I, II, - {I OJ, 
and /11 • (0 IJ . Thus, at :r - I and I • 0, both state• are measured, 
but along z1(1) only u1 U. measured and along z,(l) only u, is meuured. 
It il straightforward to ahow that 

L • [ 1 - '• - •• ~-n] (10) J 

I 
~ 
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496 

hM rank 2 for any •• ,. ••• 0 S .,. •• S 1; hence, the eyetem i3 
obftervablc. 

Fin,ally, we consider another ciMII of linear hyperbolic eye~rns, 
namely, thoee governed by 

au au 
al + A1 h • Aou, :z: E!0,1),t ~ 0 (II) 

where Ao llnd A, are (n X n) diagonal matrices with diagonal 
elements ~,, · · · , ~ •• and ~ ... · · · , ~ •• , rcspectively. Therefore, (II ) 
represents n uncoupled hyperbolic systems, each hllving it8 own 
charactcri.• tic line, with slope dt/dz • ~01 - •, i .- 1,2, · . . , n. We 
&SSume Au > Au > · · · > Aa._ . 

We define R.(i ) M the closed region on the (:z:,l) plane bounded by 
:z: • 0, :z: • I , t • 0, and t - ~~~- •z +a, a ~ 0. We also define the 
ainglc observation pllth z•(t) by : I) z+(O) - 1; 2) z+(t) cros.•c• each 
characteri.• tie line of type i in R.(i) once, i • 1,2, · · · , n; sud 3) 
• +(t) terminates at a point on the characteristic line t - ~ •• - •., + 
a . • • •(t) will denote the segment of z•(t) that begins at tho point 
(:z: • I, t • 0) 11nd terminates on the line t • ~, - •:z: + a. Similarly, 
, , •(t) is the segment of z+(t) that initiates from the line t - ~ - •,,1_ 1 

% + a and terminates on the line I - ~~~- •:z: + a . The observation 
along path •egment t ;'•(O is in the form 

(12) 

where II,+ is a cons tant (m1 X n) ml\trix . 
Theorem S: A necessary and •ufficient conditiun for the obscrv-

IIU:t! TRAN8ACI'ION8 ON AUTOMATIC CONTJIO·L, OCJ'OBr.R 197! 

ability of (II) and (12) in I he region R.(l) is that for each (m1 X 11) 
matrix 1/, +a new (n - i + l X n) matrix P,+ 

[

'P•,I 

Pi~•· • 

Pi•-

P-. .a 

::~ ... ·• ·. ·. ::;,,.] 
p.,. 

(13) 

can be forrncd that ha, the properties Pi.t ,.. 0 for all i - k and p 1,, • 
0 fori > k, 1\nd each row of P, + is formed by some lincl\r co,;bination 
or rows of Jl,+, 

Proof : Let the (n - i + I X m,) matrix 8, reprc.•cnt the 
trar1sformation such thnt n,H,• - P1+. Then there exis~• a g1+ • 
B,y, •co such thst g, + • 1', •,.,, •co. Let "' +(t ) be " vector formed 
from deleting t.he first i - I componen~• or u,,+(t) and W, be the 
matrix formed from deleting the first i - I columns (all zeros) of 
P,• . Then we can write g, • - W,v1+ , Since W, will be non~ingular, 
Vt+ - w, - •gj +. This Implies t.ht\t U i, ••• I u..._ cnn be recovered 
nlong .. •co nnd therefore u, can be recovered nlong z1 •(t), z, • (t), · · · , 
zo •(t). Hence, u, can be recovered along every charactcri.• tic line or 
type i in Ra Ci) and the system i~ observsblc in ll.(l ), proving 
Rufficiency. Suppose for a particular u,• .. new matrix p, +having the 
properties or Thcorcon 3 cnnnot be formed. This impliea that some 
u ,( i $ i $ n) cannot be recovered along z,+(t). Hence, u1 cannot be 
recovered along some characteri.~tic lines of Lype i in the region 
Ro(j), proving nece.'ISiLy. 
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Chapter VI 

CONCLUSION 

In this dissertation optimal filters have been derived for three 

important classes of nonlinear stochastic dynamical systems. 

The first class of systems is governed by stochastic nonlinear 

hyperbolic and parabolic partial differential equations with boundary 

and volume disturbances of both additive and nonadditive nature. The 

form of the system enables the recursive estimation of both states and 

constant parameters. The performance of the filter was demonstrated 

computationally in an example for the feedback control of a styrene 

polymerization reactor. 

The second class of systems encompasses, within a single frame

work, three types of stochast ic time delay systems: 

1. Nonlinear lumped parameter systems with multiple constant 

and time-varying delays; 

2. Nonlinear systems of coupled ordinary and hyperbolic partial 

differential equations; and 

3. Nonlinear lumped parameter systems having functional time 

delays. 

The general filter was applied in a numerical example to a chemical 

reactor-heat exchanger system. 

The third class of systems is a generalization of the second 

class by including systems described by mixed nonlinear lumped and 

parabolic partial differential equations with both volume and boundary 

disturbances. 
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Along with filtering, the related concept of observability 

and optimal measurement location was studied for a class of stochastic 

linear distributed parameter systems whose solutions can be expressed 

as eigenfunction expansions. The two questions examined are: (1} the 

effect of measurement locations on observability, and (2} the optimal 

location of measurements for state estimation. It was shown that a 

scheme of finite measurements can always be constructed such that the 

system is observable. Also, it was shown that for a special class of 

systems, only a few measurements will suffice for observability, as 

long as they are not placed at the 11 nodes 11 of the system. An algorithm 

was developed for determining a suboptimal set of measurement loca

tions with respect to state estimates. 

Finally, necessary and sufficient conditions for observability 

was derived for a separate class of linear hyperbolic distributed 

parameter systems. 
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