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ABSTRACT

Silicon technology provided a concrete basis of the integrated microelectronics revolution, and it might usher disruptive advances in photonics again. An integrated photonic system can potentially revolutionize instrumentation, time standards, spectroscopy, and navigation. Driven by these applications, various high-Q platforms have emerged over the last decade. However, applications require to satisfy challenging combinations of ultra-high-Q (UHQ) cavity performance, monolithic integration, and nonlinear cavity designs: the monolithic integration of UHQ devices still remains elusive. In this thesis, an integrated UHQ microcavity is demonstrated for the first time. A silicon nitride waveguide is monolithically integrated with a silicon oxide cavity, and the integrated waveguide can provide nearly universal interface to other photonic devices. Significantly, this thesis discusses far beyond setting a new record for integrated Q factor: the integrated UHQ cavity provides functionality as soliton source with electronic-repetition-rates. Demonstration of low-pump-power soliton generation at 15 GHz was previously possible in only discrete devices but essentially required for integrated self-referenced comb, which can unlock new level of performance and scale in an optoelectronic system. In addition, nonlinear cavity design is another outstanding challenge towards a further development on the optoelectronic system, and will be discussed in this thesis. The dispersion-engineered platform can potentially tailor the spectral bandwidth of frequency comb, and extend the frequency comb to visible and ultraviolet band. Importantly, the design methods are directly transferable to the integrated platform.
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NOMENCLATURE

AFM. Atomic force microscope.

EOM. Electro-optic modulators.

FSR. Free-spectral-range.

FWM. Four-wave-mixing.

GVD. Group Velocity Dispersion.

SBS. Stimulated Brillouin scattering.

SEM. Scanning electron microscope.

UHQ. Ultra-high-Q.

WGM. Whispering-gallery mode.
1.1 Abstract

In the last decades, there has been remarkable progress in boosting optical Q factor in micro- and millimeter-scale optical resonators. Numerous cavity platforms routinely exceed a Q factor of $10^6$ [1–4], and enable access to a wide range of nonlinear phenomena [1, 5–12]. The high Q nonlinear cavities have been also demonstrated on integrated silicon platform, and the silicon technology can potentially unlock new level of performance and scale in photonics and optoelectronics. In particular, frequency comb-related technology can revolutionize time standard [13], spectroscopy [14], high speed optical communications [15, 16], and quantum technology [17]. Here, we will review the physical picture to describe the operation of frequency comb in an integrated photonic platforms.
1.2 Fundamental background of optical microcavities

An ideal microcavity stores light indefinitely and would have resonant frequencies at precise value. The discrepancy from the ideal model is described by cavity Q factor, and the Q factor is proportional to the optical field decaying time in a unit of optical period[1]:

\[ Q_0 = \frac{\omega E_s}{P_d} = \frac{\omega \tau}{2} \]  \hspace{1cm} (1.1)

where \( \omega \) is resonance frequency, \( E_s \) is the energy in the resonator system, \( P_d \) is the dissipated power, and \( \tau \) is amplitude decay time. In addition, resonance decay rate \( \kappa \) is expressed as \( 2\pi \omega/Q_0 \), and attenuation constant \( \alpha \) is \( n/c\tau \) where \( n \) is effective index, and \( c \) is the light velocity in vacuum. Here, the finesse and intracavity power are described in eqn.1.2. The quantities can be commonly used at any cavity platforms:

\[ F = \frac{FSR}{\kappa} \]  \hspace{1cm} (1.2)

\[ P_{cav} = P_{in} \cdot \kappa_{ext} \cdot \frac{F}{2\pi} = P_{in} \cdot \kappa_{ext} \cdot \frac{FSR}{\omega} Q_0 \]

where \( FSR \) is free spectral range of the microcavities, \( \kappa_{ext} \) is the external coupling rate of cavity, and \( P_{in} \) is input power.

There are several types of microcavities – whisphering gallery mode (WGM), Fabry-Perot, and photonic crystal cavities[1]. In general, photonic crystal cavities have extremely small mode volume and allow to drag external emitters inside the cavity[18, 19]. Therefore the cavity can maximize the field intensity at the position of the emitter and increase the emitter-cavity coupling. Fabry-Perot cavities have similar advantage, and cavity QED has been mostly demonstrated using those cavity platforms. On the other hands, the WGM cavities have remarkable progress on Q factor and performs ultra-high-Q on chip-based microresonators. In particular, high Q has great advantage on nonlinear optics as the key performance scales quadratically with Q factor. In this thesis, we will mainly focus on WGM cavity and the applications of nonlinear optics in the WGM cavity platform.

1.2.1 WGM cavities

The circulating waves (time-dependent magnetic wave) in WGM cavities are described by

\[ H(r, z) = e^{im\phi} \begin{bmatrix} H^c(r, z) & \ iH^\phi(r, z) & \ H^z(r, z) \end{bmatrix} \]  \hspace{1cm} (1.3)

where \( m (= 0, 1, 2,...) \) is the azimuthal mode number, and the cylindrical coordinates \( (r, \phi, z) \) are aligned with respect to the resonator’s axis of rotational symmetry (axisymmetric). The
azimuthal mode number \( m \) defines the number of optical periods along the cavity circumference at the resonance frequency, and the momentum (proportional to the azimuthal mode number) is regularly spaced quantity in WGM cavity. For example, the momentum is intrinsically conserved in four-wave-mixing if signal and idler mode numbers are symmetrically located with respect to the pump mode[20].

Let’s talk about resonance frequency which is related to energy conservation in nonlinear optics. The cavity resonance frequencies can be expressed using Taylor expansion[21]:

\[
\omega_\mu = \omega_0 + D_1 \cdot \mu + \frac{1}{2} D_2 \cdot \mu^2 + \frac{1}{6} D_3 \cdot \mu^3 + \cdots
\]

where \( \omega_\mu \) is resonance frequency of \( \mu \)-th mode, \( D_1 \) is FSR, \( D_2 / 2\pi \) and \( D_3 / 2\pi \) correspond to 1st and 2nd order derivative of FSR. Those terms are basically from dispersion parameter \( \beta_1 = \frac{1}{\pi \text{RD}_1} \) and \( \beta_2 = -\frac{D_2}{(2\pi)^2 \text{RD}_1} \), and we will discuss more detail in Chapter 3.

It is worth checking how to determine FSR from cavity geometry. The resonance frequencies are determined as:

\[
2\pi n_{\text{eff}} R = m\lambda_m
\]

where \( n_{\text{eff}} \) is the effective index of optical mode, and \( \lambda_m \) is the wavelength of the \( m \)-th mode (\( \omega_m = mc/n_{\text{eff}} R \)). Then FSR is expressed as:

\[
\text{FSR} = \frac{D_1}{2\pi} = \frac{1}{2\pi} \frac{d\omega_m}{dm} = \frac{1}{2\pi} \frac{c}{n_{\text{eff}} R}
\]

We can note that FSR corresponds to cavity round trip time, and the FSR can be determined by WGM cavity radius[22].

In the next section, we will discuss the optical wave propagation in WGM cavities and the WGM properties (i.e. dispersion, mode volume) critically determine the nonlinear optic operations in microcavities. The circulating optical wave is defined by a set of orthonormal eigenmode and its time-varying amplitude (\( A \) in section 1.3). The eigenmode equation can be separated with the equation of time-varying amplitude[23, 24]. We will discuss the eigenmode equation in this section (1.2), and the time-varying equation in following section (1.3).

1.2.2 WGM cavity eigenmode analysis– Numerical method

Here is the wave equation in favor of H and we assume \( P_{NL} = 0 \):

\[
\nabla \times ([\epsilon]^{-1} \nabla \times H) = -\frac{1}{c^2} \frac{\partial^2 H}{\partial t^2}
\]

(1.7)
The analytic solution of WGM was discussed in Ref.[24–26], and we would like to review the numerical method to solve the eigenmode equation of WGM cavity. By using Galerkin’s method[27], the conjugation of the differentiable test vector (here, T is the test vector) is multiplied and the order of differentiation is reduced using the method of partial integration. Consequently, eqn.1.7 can be written as [28, 29]

\[
\int_{\Omega} \left[ (\nabla \times T^\ast)([\epsilon]^{-1} \nabla \times H) + \frac{1}{c^2} T^\ast \cdot \frac{\partial^2 H}{\partial t^2} \right] d\Omega = 0
\]  
(1.8)

Eqn.1.8 can have spurious solutions [29–31] and those solutions\(^1\) do not satisfy the relation \(\nabla \cdot H = 0\) [29]. The extra penalty term is applied to suppress the spurious solutions:

\[
\int_{\Omega} \left[ (\nabla \times T^\ast)([\epsilon]^{-1} \nabla \times H) - \alpha(\nabla \cdot T^\ast)(\nabla \cdot H) + \frac{1}{c^2} T^\ast \cdot \frac{\partial^2 H}{\partial t^2} \right] d\Omega = 0
\]  
(1.9)

where \(\alpha\) is the weight of the penalty term and \(\alpha = 1\) was taken for all simulation in this thesis. The terms in eqn.1.3 are now substituted into eqn.1.9, and the terms of the integrand are given by [28]

\[
(\nabla \times T^\ast)([\epsilon]^{-1} \nabla \times H) = \left( \frac{A}{r^2} + \frac{B}{r} + rC \right) / (\epsilon || \epsilon_\perp)
\]

\[
\alpha(\nabla \cdot T^\ast)(\nabla \cdot H) = \left( \frac{D}{r^2} + \frac{E}{r} + F \right)
\]

\[
T^\ast \cdot \frac{\partial^2 H}{\partial t^2} = G
\]  
(1.10)

where\(^2\)

\[
A = \epsilon_\perp [T^\phi H^\phi - m(T^\phi H^r + H^\phi T^r) + m^2 T^r H^r] + \epsilon || m^2 T^z H^z
\]

\[
B = \epsilon_\perp [T^\phi (H^\phi - mH^r) + H^\phi (T^\phi - mT^r)] - \epsilon || m(T^z H^\phi + H^\phi T^z)
\]

\[
C = \epsilon_\perp T^\phi H^\phi + \epsilon || [(T^r - T^\phi)(H^r - H^\phi) + T^\phi H^\phi]
\]

\[
D = T^r H^r - m(T^\phi H^r + H^\phi T^r) + m^2 T^\phi H^\phi
\]  
(1.11)

\[
E = (T^r + T^\phi)(H^r - mH^\phi) + (H^r + H^\phi)(T^\phi - mT^\phi)
\]

\[
F = (T^r + T^\phi)(H^r + H^\phi)
\]

\[
G = -4\pi^2 f^2 (T^r H^r + T^\phi H^\phi + T^z H^z)
\]

---

\(^1\)the spurious solutions fall into either \(\nabla \times H = 0, \nabla \cdot H \neq 0\) for \(\omega = 0\) or \(\nabla \times H \neq 0, \nabla \cdot H = 0\) for \(\omega \neq 0\)

\(^2\)\(H^j\) denotes the partial derivative of \(H^i\) with respect to \(j\), and \(f\) is the frequency of the mode resonance.
The terms of the integrand don’t depend on the azimuthal coordinate $\phi$, so the partial
derivative equation can be two dimensional problem and this approach saves computation
time. In addition, this approach needs to fix azimuthal mode number ($m$) and refractive index
(this variable requires to assume the wavelength of optical mode) as an initial condition of
the PDE. The inaccuracy in the initial condition can be corrected using the method in the
next subsection (1.2.3).

1.2.3 WGM cavity dispersion analysis

Dispersion of microcavity comes from wavelength-dependent refractive index of optical ma-
terial. The numerical method for eigenmode equation requires the azimuthal mode number
as an initial boundary condition, and the refractive index of the optical medium is another
variable that needs to be set from the beginning. However, the refractive index depends
on the resonance frequencies (dispersion) and interestingly the resonance frequency is the
solution of the eigenmode equation – we need to start the calculation with initial guess on
the solution. This might make us to think Newton-Raphson method that start with initial
guess which is reasonably close to the true root. The calculation of cavity dispersion can be
split into these steps below:

1. Initial guess on the resonance frequency:

$$\omega_{m,0} = mc/n_{eff} R$$

2. Solve the PDE with refractive index $n(\omega_{m,0})$. Then we will get the eigenmode with the
resonance frequency ($\omega_{m,1}$). If $\omega_{m,1} - \omega_{m,0} = 0$, then the solution of the PDE is $\omega_{m,1}$. If
not, proceed step (3).

3. Use the new resonance frequency (i.e. $\omega_{m,1}$ in step 2) for the refractive index in PDE, and
solve the PDE to get the resonance frequency. Iterate the process until the solution of PDE
converges.

This process was introduced in previous literatures[32, 33], and used for all calculations in
this thesis. In addition, the geometric dispersion (will be described further in Chapter 3) can
be obtained when refractive index is constant.
1.3 Theoretical background of soliton in optical devices

1.3.1 Optical wave propagation in nonlinear media

In order to review the nonlinear propagation of optical wave, let’s start from Helmholtz’s equation which directly comes from Maxwell’s equation. In this thesis, the optical media are nonmagnetic and in the absence of free charges:

\[ \nabla \times \nabla \times E = \frac{\omega^2}{c^2} E + \frac{\omega^2}{\epsilon_0 c^2} P \quad (1.13) \]

where \( c = \sqrt{\epsilon_0 \mu_0} \) is the light speed in vacuum. Here the induced polarization \( P \) consists of two parts \( (P = P_L + P_{NL}) \) where \( P_L \) and \( P_{NL} \) represent linear and nonlinear induced polarization, respectively. In the fundamental level, the nonlinear response \( (P_{NL}) \) is originated from aharmonic motion of bound electrons and the total polarization satisfies the power series equation\[34\]

\[ \tilde{P}(t) = \epsilon_0 \sum_i \chi^{(i)} \tilde{E}^i(t) = \sum_n P(\omega_n) e^{-j\omega_n t} \quad (1.14) \]

where \( \chi^{(i)} \) is i-th order susceptibility. Eqn.1.14 also needs an assumption that the polarization depends only on the instantaneous strength of the electric field and this condition requires lossless and dispersionless optical medium. Here it is important to note that the polarization power term (eqn.1.14) doesn’t converge in cases of resonant excitation of atomic system or super-intense field induced nonlinear response\[34\].

1.3.2 Optical soliton generation in waveguide

As discussed in section 1.2, the wave equation is solved by using the method of variable separation, and the propagation equation can be separated with the eigenmode equation\[23\]. The modal distribution equation obtains the optical properties of the eigen mode (e.g. dispersion and nonlinearity), and the corresponding characteristics are linked to the propagation equation. The propagation term of the pulse can be approximated as \( A(z, \omega - \omega_0) e^{j k_0 z} \) where \( A \) is slow varying function\[3\]. The expression for the field is introduced into eqn.1.13 and create the following equation:

\[ 2j \beta \frac{\partial A}{\partial z} - (\beta^2 - \beta_0^2) A = 0 \quad (1.15) \]

\[ E(z, \omega) = A(z, \omega - \omega_0) e^{j k_0 z} + A^*(z, \omega + \omega_0) e^{-j k_0 z} = A(z, \omega - \omega_0) e^{j \beta_0 z} \]
Here $\partial^2 A/\partial z^2$ can be dropped as $A$ is slowly-varying amplitude, and $\beta$ can be expressed as the combination of dispersion and Kerr effect induced phase shift:

$$\beta = \beta_0 + \Delta \beta_{NL} + \beta_1 (\omega - \omega_0) + \frac{1}{2} \beta_2 (\omega - \omega_0)^2$$  \hspace{1cm} (1.16)

where $\beta_1$, $\beta_2$, and $\Delta \beta_{NL}$ are group velocity, group velocity dispersion, and the nonlinear contribution to the propagation constant, respectively [34]. The nonlinear contribution can be expressed as:

$$\Delta \beta_{NL} = \Delta n_{NL} \omega_0 / c = n_2 I \omega_0 / c$$ \hspace{1cm} (1.17)

Here $I$ is the intensity of optical wave $(2n_{lin} (\omega_0) \epsilon_0 c |\tilde{A}(z,t)|^2)$, and the nonlinear contribution is proportional to the optical wave intensity. Eqn.1.16 is introduced into eqn.1.15:

$$\frac{\partial A}{\partial z} - j \Delta \beta_{NL} A - j \beta_1 (\omega - \omega_0) A - \frac{1}{2} j \beta_2 (\omega - \omega_0)^2 A = 0 \hspace{1cm} (1.18)$$

This equation can be transformed to the time domain. The factor $e^{-j(\omega - \omega_0)t}$ is multiplied to eqn.1.18 and each terms are integrated over $(\omega - \omega_0)$ (more detail in ref[34]):

$$\frac{\partial \tilde{A}}{\partial z} + \beta_1 \frac{\partial \tilde{A}}{\partial t} + \frac{1}{2} j \beta_2 \frac{\partial^2 \tilde{A}}{\partial t^2} - j \Delta \beta_{NL} \tilde{A} = 0$$ \hspace{1cm} (1.19)

The coordinate transformation can simplify this equation by introducing the retarded time $\tau = t - z/v_g$:

$$\frac{\partial \tilde{A}_s}{\partial z} + \frac{1}{2} j \beta_2 \frac{\partial^2 \tilde{A}_s}{\partial \tau^2} = j \gamma |\tilde{A}_s|^2 \tilde{A}_s$$ \hspace{1cm} (1.20)

This equation is referred to as the nonlinear Schrödinger’s equation\(^4\), and describes the optical pulse propagation through optical media. The second term in left hand side shows the dispersion contribution on the pulse propagation, and the longer wavelength components of the pulse propagates faster than the shorter wavelength components if the group velocity dispersion $\beta_2$ is positive (anomalous dispersion). On the other hand, the term on the right hand side shows the contribution of nonlinearity and the nonlinearity induces the longer

\(^4\)Korteweg-de Vries (KdV) equation is another mathematical model to describe wave propagation $(\partial_t \tilde{A}_s + \beta_2 \partial^3 \tilde{A}_s - 6 \phi \partial \partial \tilde{A}_s = 0)$. 

wavelength components to travel slower than the shorter wavelength components (self phase modulation) [23, 34].

The pulse can be propagated through optical media with an invariant shape under the circumstances that the dispersion contribution compensates the effects of nonlinearity. Such pulses are referred as temporal optical soliton, and the ansatz of eqn.1.20 is in the form of $A = B \text{sech}(\tau/\tau_0)[23, 34]$. Here it is worth tracking the process that continuous wave (CW) wave generates soliton pulses in optical waveguide[23], so we can understand how to generate soliton pulse from non-solitary wave. The interplay between the nonlinerar and dispersive effects causes inherent instability (c.f. modulation instability) that leads a breakup of the CW radiation into a train of short pulses[23]. We can apply linear stability analysis in order to understand the modulation instability.

\begin{equation}
A = (\sqrt{P_0} + a)e^{j\gamma P_0 z} = \bar{A} + a e^{j\gamma P_0 z}
\end{equation}

Here we assume that the optical wave is CW and remains time independent during the propagation. Then the steady state solution of eqn.1.20 is given as $\bar{A} = \sqrt{P_0} e^{j\gamma P_0 z}$ where $P_0 = |A_0|^2$, and $a(z,t)$ is perturbation term to examine the stability. By substituting eqn.1.21 in eqn.1.20, we can obtain\(^5\)

\begin{equation}
\frac{\partial a}{\partial z} + \frac{1}{2} j \beta_2 \frac{\partial^2 a}{\partial \tau^2} = j \gamma (a + a^*) P_0
\end{equation}

Here, the frequency components of $a$ and $a^*$ needs to be coupled, so $a$ has solution in the general form:

\begin{equation}
a = a_1 e^{j(kz - \omega \tau)} + a_2 e^{-j(kz - \omega \tau)}
\end{equation}

This equation provides a set of two homogeneous equations:

\begin{equation}
\begin{pmatrix}
j k - j \beta_2 \omega^2 - j \gamma P_0 & -j \gamma P_0 \\
-j \gamma P_0 & j k - j \beta_2 \omega^2 - j \gamma P_0
\end{pmatrix}
\begin{pmatrix}
a_1 \\
a_2
\end{pmatrix}
= 0
\end{equation}

This set has nontrivial solution if $k^2 = (\beta_2 \omega^2)^2 + 2 \beta_2 \omega^2 \gamma P_0$, and the perturbation term will grow exponentially if $k$ is imaginary ($\beta_2 \omega^2 + 2 \beta_2 \omega \gamma < 0$). The condition for instability

\(^5\)The right hand side of eqn.1.20 can be approximated as $|A|^2 A = (|\mathcal{N} P_0 + a| \mathcal{N} P_0 + a^*) \mathcal{N} P_0 + a) e^{j\gamma P_0 z} \approx |A|^2 \bar{A} + P_0(a + a^*) e^{j\gamma P_0 z}$ as $aa^* \ll 1$.  

is then $\beta_2 < -2\frac{\gamma P}{\omega_0^2}$, so the dispersion needs to be anomalous. Gain spectrum is defined as $G(\omega) = \text{Im}[k] = 2\sqrt{-(\beta_2\omega^2)^2 - 2\beta_2\omega^2\gamma P_0}$. The experimental demonstrations are shown in Ref.[35, 36] with more detail, and the theoretical detail are shown in Ref.[23].

The linear stability analysis provides only the understanding of the initial sideband growth but clearly the perturbation becomes large enough that the linear analysis breaks down. Then the progression of the modulated state is governed by the nonlinear regime (eqn.1.20), and the generated pulse trains can be evolved to the form of soliton solution of the nonlinear wave propagation equation. Experimental demonstrations are shown in Ref.[37] with more detail.

1.3.3 Optical soliton propagation in waveguide – supercontinuum generation

The optical soliton (pulse) can extend spectral bandwidth by propagating through a strongly nonlinear device[38–40]. The optical devices allow efficient nonlinear interaction with relatively lower pulse energy and shorter propagation length. The equation of pulse propagation through nonlinear devices is expressed as:

$$\frac{\partial \tilde{A}}{\partial z} + \frac{\alpha}{2} \frac{1}{2} j \beta_2 \frac{\partial^2 \tilde{A}}{\partial t^2} = j\gamma(1 + j\tau_{\text{shock}}) \frac{\partial}{\partial t} \left( \tilde{A} \int_{-\infty}^{+\infty} R(T') \times |\tilde{A}(z, T - T')|^2 dT' + j\Gamma_R(z, T) \right)$$

(1.25)

This equation is exactly same with eqn.1.20 but additionally has the second term in the left hand side (attenuation $\alpha$) and the terms in the right hand side (nonlinear source). Here $\tau_{\text{shock}}$ is the shock time scale, the response function $R(t) = (1 - f_R)\delta(t) + f_R h_R(t)$ includes instantaneous electronic and delayed Raman contribution ($f_R$ determines the portion of Raman contribution, and $h_R$ is experimentally determined by Raman cross section), and $\Gamma_R$ is Raman noise. If we ignore the contribution from Raman (e.g. pulses of width > 5 ps), then the right hand side becomes $j\gamma|\tilde{A}|^2$. The numerical simulation of supercontinuum generation is solved by split-step Fourier method, and further details are shown in Ref.[23, 40, 41].

It is also worth checking dispersive wave generation occurred during soliton propagation. The dispersive waves, which can also be understood in terms of an analogy to Cherenkov radiation[42], are generally formed when a soliton radiates into spectral region of normal dispersion and it is one of powerful methods to expand the spectral width of the soliton[43]. Soliton pulse is launched at the optical waveguide with anomalous dispersion, and there can be a certain condition that the phase of soliton pulse ($\phi(\omega_s, z) = \omega_s t - \beta_s z + \gamma P z/2$) is matched with the phase of the pulse at different wavelength ($\phi(\omega_{DW}, z) = \omega_{DW} t - \beta_s z$) that generally has normal dispersion[44]. Here, $\omega_s$ and $\beta_s$ are the frequency and the propagation
constant of soliton pump; $\omega_{DW}$ and $\beta_{DW}$ are the frequency and the propagation constant of dispersive wave.

\[
\phi(\omega_s, z) = \phi(\omega_{DW}, z)
\]

\[
\omega_s t - \beta_s z + \gamma P z/2 = \omega_{DW} t - \beta_s z
\]

\[
\beta(\omega_{DW}) - \beta(\omega_s) + (\omega_{DW} - \omega_s)/v_g = \gamma P/2
\]

Once the phase-matching condition is fulfilled, the soliton starts to radiate its power to the other spectral region. The dispersive wave appeared when the optical attenuation at $\omega_{DW}$ is compensated by the transferred energy and soliton signal (usually weak).

### 1.3.4 Temporal optical solitons in microcavities

Optical cavities is resonant at its eigenmodes, and the instantaneous field is the summation of the resonance modes\([45, 46]\). We can obtain the coupled rate equation for the modal field dynamics\(^6\):

\[
\frac{\partial \tilde{A}_\mu}{\partial t} = -\frac{\kappa}{2} \tilde{A}_\mu + \delta_{\mu0} f e^{-j(\omega_p - \omega_0)t} + jg \sum_{\mu_1, \mu_2, \mu_3} \tilde{A}_{\mu_1}\tilde{A}_{\mu_2}\tilde{A}_{\mu_3}^* e^{-j(\omega_{\mu_1} + \omega_{\mu_2} - \omega_{\mu_3} - \omega_p)t}
\]

(1.27)

where $g$ is Kerr nonlinear coefficient in microcavity ($= \hbar \omega_0^2 cn_2/n_0^2 V_{\text{eff}}$), and $f = \sqrt{\frac{\epsilon_{\text{ext}} P_{\text{in}}}{\hbar \omega_0}}$.

Using phase transformation $a_\mu = \tilde{A}_\mu e^{-j(\omega_p - \omega_0 - \mu D_1)t}$, we obtain:

\[
\frac{\partial a_\mu}{\partial t} = -(j(\omega_\mu - \omega_p - \mu D_1) + \frac{\kappa}{2})a_\mu + \delta_{\mu0} f + jg \sum_{\mu_1, \mu_2} a_{\mu_1} a_{\mu_2}^* a_{\mu_1 + \mu_2 - \mu}^* e^{-j D_1(\mu_1 + \mu_2 - \mu - \mu_0)t}
\]

(1.28)

As the four-wave mixing occurs only when $\mu_1 + \mu_2 - \mu_3 - \mu = 0$, eqn.1.28 is simplified:

\[
\frac{\partial a_\mu}{\partial t} = -(j(\omega_\mu - \omega_p - \mu D_1) + \frac{\kappa}{2})a_\mu + \delta_{\mu0} f + jg \sum_{\mu_1, \mu_2} a_{\mu_1} a_{\mu_2}^* a_{\mu_1 + \mu_2 - \mu}^*
\]

(1.29)

In optical cavities, temporal soliton is initiated from parametric oscillation\([46, 47]\) and the four wave mixing process can be also described by the coupled mode equation of $\mu = 0, \pm m$ (m is mode number of first oscillating modes)\([45, 48]\).

---

\(^6\)This coupled mode equation is also originated from Helmholtz equation
\[
\frac{\partial}{\partial t} \left( a_m a_{-m}^* \right) = \left( \begin{array}{cc} -ij(\omega_m - \omega_p - mD_1) + 2jg a_0^2 & \frac{1}{2} jg a_0^2 \\ -jg a_0^2 & -\frac{i}{2} + j(\omega_m - \omega_p + mD_1) - 2jg a_0^2 \end{array} \right) \left( \begin{array}{c} a_m \\ a_{-m}^* \end{array} \right)
\]

The parametric oscillation gain can be obtained from the coupled mode equation in the same manner with modulation instability gain in fiber, and the threshold of the parametric oscillation can be accordingly obtained as:

\[
P_{th} = \frac{\kappa^3 n_0^2 V_{eff}}{8\kappa_{ext} \omega_0 cn_2}
\]

(1.31)

It is worth to note that the parametric oscillation is determined by \( \kappa \) (cavity Q factor), \( V_{eff} \) (cavity mode volume), and \( n_2 \) (nonlinearity). Also, \( \kappa_{ext} \) is another important variable that determines the threshold power and it can be further discussed in Chapter 5.

The initial parametric oscillation can be described with relatively simpler coupled mode equation, but the complexity of the computation increases as nonlinear process evolves further[45, 51]. The coupled mode equation can be simplified to Lugiato-Lefever equation (LLE) [52] and the LLE significantly reduces the computation of cavity temporal soliton generation (and provides intuitive understanding). Here, the optical field \( a_\mu(t) \) is transformed from the coordinate \( \mu \) (corresponds to \( \omega \)) to the coordinate \( \phi \) (azimuthal angle which corresponds to the location in optical cavity), and the cavity field is expressed as the summation of \( a_\mu \) for all \( \mu \).

\[
A(\phi, t) = \sum a_\mu(t) e^{i\mu \phi}
\]

(1.32)

The following equation can be obtained by multiplying \( e^{i\mu \phi} \) onto eqn.1.29 for every \( \mu \) and computing the summation.

\[
\sum \mu \frac{\partial a_\mu e^{i\mu \phi}}{\partial t} = -\sum (j(\omega_\mu - \omega_p - \mu D_1) + \frac{\kappa}{2}) a_\mu e^{i\mu \phi} + f \\
+ jg \sum_{\mu_1, \mu_2} a_{\mu_1} a_{\mu_2} a_{\mu_1 + \mu_2 - \mu} e^{i\mu \phi}
\]

(1.33)

The first term in the right hand side can be approximated as \( \omega_\mu - \omega_p - \mu D_1 \approx \delta \omega - D_2 \mu^2 / 2 \). The third term is \( \sum_{\mu} \sum_{\mu_1, \mu_2} a_{\mu_1} a_{\mu_2} a_{\mu_1 + \mu_2 - \mu} e^{i\mu \phi} = \sum_{\mu_1, \mu_2, \mu_3} a_{\mu_1} a_{\mu_2} a_{\mu_3} e^{i(\mu_1 + \mu_2 - \mu_3)} \phi = \]

The initial parametric oscillation can be described with relatively simpler coupled mode equation, but the complexity of the computation increases as nonlinear process evolves further[45, 51]. The coupled mode equation can be simplified to Lugiato-Lefever equation (LLE) [52] and the LLE significantly reduces the computation of cavity temporal soliton generation (and provides intuitive understanding). Here, the optical field \( a_\mu(t) \) is transformed from the coordinate \( \mu \) (corresponds to \( \omega \)) to the coordinate \( \phi \) (azimuthal angle which corresponds to the location in optical cavity), and the cavity field is expressed as the summation of \( a_\mu \) for all \( \mu \).

\[
A(\phi, t) = \sum a_\mu(t) e^{i\mu \phi}
\]

(1.32)

The following equation can be obtained by multiplying \( e^{i\mu \phi} \) onto eqn.1.29 for every \( \mu \) and computing the summation.

\[
\sum \mu \frac{\partial a_\mu e^{i\mu \phi}}{\partial t} = -\sum (j(\omega_\mu - \omega_p - \mu D_1) + \frac{\kappa}{2}) a_\mu e^{i\mu \phi} + f \\
+ jg \sum_{\mu_1, \mu_2} a_{\mu_1} a_{\mu_2} a_{\mu_1 + \mu_2 - \mu} e^{i\mu \phi}
\]

(1.33)

The first term in the right hand side can be approximated as \( \omega_\mu - \omega_p - \mu D_1 \approx \delta \omega - D_2 \mu^2 / 2 \). The third term is \( \sum_{\mu} \sum_{\mu_1, \mu_2} a_{\mu_1} a_{\mu_2} a_{\mu_1 + \mu_2 - \mu} e^{i\mu \phi} = \sum_{\mu_1, \mu_2, \mu_3} a_{\mu_1} a_{\mu_2} a_{\mu_3} e^{i(\mu_1 + \mu_2 - \mu_3)} \phi = \]
$\Sigma_{\mu_1} a_{\mu_1} e^{i\mu_1\phi} \Sigma_{\mu_2} a_{\mu_2} e^{i\mu_2\phi} \Sigma_{\mu_3} a_{\mu_3} e^{-i\mu_3\phi}$. Each term in right hand side is equivalent to eqn.1.32, so finally the term can be simplified as $|A|^2 A$.

$$\frac{\partial A}{\partial t} = -j\delta \omega A + j \frac{D_2}{2} \frac{\partial^2 A}{\partial \phi^2} - \frac{\kappa}{2} A + f + j |A|^2 A$$

(1.34)

This is generalized LLE, and the analytic solution of this equation can be obtained by treating loss ($\kappa$) and pump ($f$) as perturbation[53, 54]. The unperturbed equation ($\kappa=0$, $f=0$) has a solution in the form of $A = B \text{sech}(\phi/\phi_\tau)$ and the ansatz of the eqn.1.34 is the form of $A = B \text{sech}(\phi/\phi_\tau) e^{i\varphi}$ – an additional phase term was added to the solution form of unperturbed nonlinear Schrodinger equation (or KdV equation):

$$B = \sqrt{\frac{2\delta \omega}{g}}$$

$$\phi_\tau = \sqrt{\frac{D_2}{\delta \omega}}$$

(1.35)

$\cos \varphi = \sqrt{\frac{2\delta \omega \kappa}{g \pi f}}$

As $|\cos \varphi| = \sqrt{\frac{2\delta \omega \kappa}{g \pi f}} \leq 1$, the maximum detuning ($\delta \omega_{\text{max}}$) is restricted to $\frac{\kappa}{2}(\pi f)^2$. Here the soliton amplitude $B$ is a function of detuning and Kerr nonlinear coefficient; the pulse width $\phi_\tau$ is a function of detuning and dispersion. The nonlinear coefficient and dispersion are determined from cavity design, and the detuning is only variable that we can control in the lab. The maximum detuning $\delta \omega_{\text{max}}$ can be converted to $\kappa \pi^2 P_{in}/16 P_{th}$ and determines the minimum operating power of soliton ($P_{min}$) accordingly [55]:

$$P_{min} = \frac{16P_{th}}{\pi^2 \kappa} \delta \omega = \frac{16P_{th} D_2}{\pi^2 \kappa \phi_\tau^2}$$

(1.36)

The optical spectrum in frequency domain has same hyperbolic secant form as the time domain[47] as below:

$$a_{\mu} = \frac{1}{2\pi} \int_{-\pi}^{\pi} A(\phi) e^{-j\mu \phi} d\phi = \frac{B \phi_\tau}{2} e^{j\varphi \text{sech}(\frac{\pi \phi_\tau \mu}{2})}$$

$$P_{\mu} = \kappa_{\text{ext}} |a_{\mu}|^2 \hbar \omega_0^2$$

(1.37)

7This paragraph was added after discussing with Prof. Ali Hajimiri in thesis defense.
Here $a_\mu$ is the result of Fourier transform of the soliton solution in time domain, and the coupled output power $P_\mu$ can be obtained in the form of square hyperbolic secant\textsuperscript{8}. The experimental results demonstrated excellent agreement with the theory, and the results will be introduced in this thesis\textsuperscript{9}.

1.4 Frequency comb – system application of soliton physics

The soliton physics in previous section is basic ingredient that composes the system level operation of frequency comb. The frequency comb is the series of precisely spaced, narrow spectral lines, and all the spectral lines are mode-locked\cite{39, 56}. This development enables precise counting of optical cycles on femtosecond level, and can provide a gear to connect THz-level optical waves with electronics-compatible microwaves. The comb technology have found widespread use in optical clocks\cite{57, 58}, spectroscopy\cite{59–61}, distance measurement\cite{62}, astronomic spectroscopy\cite{63, 64}, and frequency synthesis\cite{65, 66}. In this section, we will review the operating principle, the frequency comb structure, and the stabilization technique of the comb. Further detail can be found in Ref.\cite{39, 56}, and this thesis briefly introduces the frequency comb technology to digest the related research, which will be discussed in Chapt.3 - 5.

Figure 1.1: Principle of mode locked laser Schematic illustration of mode locked laser operation. CW laser (e.g. frequency-doubled 532 nm Nd:YVO\textsubscript{4} laser in Ref\cite{39}) is coupled to optical cavity, and short pulse is generated if relative phases of all longitudinal modes are locked. Gain medium (e.g. Ti:S crystal) compensates the circulating loss in the cavity, and saturable absorber (S.A.; e.g. Kerr lens mode locking in Ref\cite{39}) might sharpen the pulse in time domain by suppressing side components of the pulse. This figure is adopted from the presentation materials given by S. Diddams and K. Vahala.

\textsuperscript{8}This paragraph was added after discussing with Prof. Azita Emami and Prof. Ali Hajimiri in candidacy exam.

\textsuperscript{9}Experimental results are shown in section 3.4 (Fig. 3.17b shows the optical spectrum with $sech^2$ envelope), and section 5.6.
1.4.1 Principle of frequency comb operation

A frequency comb had been demonstrated using a mode locked laser which produces ultrashort optical pulses with a constant repetition rate[39], and the mode locking was achieved by fixing relative phases of all longitudinal modes[39, 67]. As an example, let’s consider a passively mode-locked laser which is composed of a saturable absorber, gain medium, and partially reflecting mirror (cf. Fig.1.1). The steady state assumes one single short pulse in the optical cavity, and the single pulse experiences saturable absorber and gain medium in every single round trip. The saturable absorber suppresses the weak light around the pulse center, and gain medium compensates for the loss of a circulating pulse. As a result, the absorption and gain can be balanced and the ultra short pulse can be generated inside the mode locked laser – short pulse, which is the result of all longitudinal mode locking in the time domain corresponds to the wide frequency comb in the spectral domain. The mode-locked pulse expands its spectral span using pulse broadening[39, 56], and the broadened pulse provide mode-locked frequency comb lines in the spectral domain.

1.4.2 Frequency comb in time- and frequency-domain

Figure 1.2: Principle of frequency comb (a) Frequency domain representation of an optical frequency comb. The frequencies of n-th comb lines is $f_n = f_o + n \cdot f_{rep}$ where $f_o$, and $f_{rep}$ are the offset frequency and the mode spacing. The frequency $f_n$ is doubled using nonlinear crystal, and generates beatnotes with the frequency $2f_o$ in order to directly detect $f_o$. (b) Time domain representation of an optical frequency comb. The pulse repetition rate corresponds to frequency comb mode spacing ($f_{rep}$), and the phase shift $\Delta \phi$ is given as $2\pi f_o / f_{rep}$. (a-b) are adopted from Jones, et al.[39], Kippenberg, et al.[5].
Frequency of $n^{th}$ comb line ($n$ is integer) is (see Fig.1.2a):

\[ f_n = f_o + n \cdot f_{rep} \]  

(1.38)

where $f_o$ is carrier offset frequency which is the frequency of the comb closest to DC, and $f_{rep}$ is the comb spacing in the spectral domain. $f_{rep}$ can be simply measured from the microwave beatnote in the photodiode. $f_o$ needs $f - 2f$ technique that generate the beatnote between $f_{2n}$ and $2 \cdot f_n$ as shown below[39, 56]:

\[ 2f_n - f_{2n} = 2(f_o + n \cdot f_{rep}) - (f_o + 2n \cdot f_{rep}) = f_o \]  

(1.39)

$f_o$ is determined between DC and $f_{rep}$, and it is originated from the mismatch between phase velocity and group velocity of the frequency comb system[39, 56]. As long as $f_{rep}$ is in detectable- and electronics-compatible rate, the offset frequency can be detected and stabilized using electronics as well. It is also important to note that highly nonlinear fiber[68] was used to broaden the spectral span of the mode locked laser from 30 THz to 350 THz while maintaining the coherence of the pulse[39, 56]. The principle of supercontinuum generation and more details will be discussed in the following sections.

Fig.1.2b shows the time domain representation of an optical frequency comb, and it can be simply considered as a Fourier transformed frequency comb in the time domain. The pulse repetition rate is given as $1/f_{rep}$, and the phase shift $\Delta \phi$ between neighboring pulses is given as $2\pi f_o/f_{rep}$. It is important to note that the relative carrier-envelope phase $\Delta \phi$ is another presentation of the mismatch between phase velocity and group velocity, and the relation it has with the carrier offset frequency is:

\[ 2\pi f_o = \Delta \phi f_{rep} \]  

(1.40)

The mismatch can be controlled using the high-reflector mirror with adjustable tilt. The tilting of the mirror changes a linear phase shift with frequency and thereby modifies the offset frequency. Also, the mirror can be translated in the optical system as well, so as to adjust the repetition rate of the comb[39].

### 1.4.3 Stabilization of frequency comb

The repetition rate is directly measured using the photo-diode, and the received electric signal goes to a feedback loop which controls the mirror translation (cavity repetition rate control) and lock $f_{rep}$ with the output of a highly stable RF oscillator. The $f - 2f$ technique allows one to measure the carrier offset frequency using the photo-diode, and the control signal is fed into the tilt angle control of the reflective mirror (optical dispersion control) and locks the group delay of the pulse, which basically adjusts the carrier offset frequency[69].
1.5 Discussions – Towards integrated frequency comb system

We reviewed the fundamental backgrounds of microcavities, soliton physics, and frequency comb. Those fundamental components essentially need to collaborate on the realization of an integrated photonic system, and the new miniature realization can potentially revolutionize instrumentation, time standard, and navigation.

Microcavities can build up an intracavity power, and confine the optical power within the cavity micro-structure. As discussed in this chapter, the high-Q (low loss) factor increases the circulating power linearly and the power consumption of nonlinear process scales inverse quadratical with the Q factor. It is essential for the new miniature realization to drop the operating power consumption down to the power level that on-chip light sources can provide, so UHQ performance has to be satisfied in this aspect. This thesis will introduce cavity Q studies that enable to transfer UHQ functions from crystalline or microtoroid cavities to fully integration form\textsuperscript{10}.

Dispersion engineering is another key component to connect the microcavities with soliton physics. Considering the propagation of ultrashort pulses through optical media, dispersion compensates the nonlinearity-induced phase shift, and the interplay between the dispersion and the nonlinearity determines the functionalities of nonlinear optical devices. The microcavity nonlinear optics has created lots of new, interesting problems on dispersion engineering\textsuperscript{[21]} that haven’t considered in other field, and this thesis will introduce the cavity dispersion studies that realize soliton frequency comb generation and broadband dispersion engineering over an octave span\textsuperscript{11}.

Photonic system design provides the pathway to realize frequency comb using soliton physics and microcavities. This thesis will shortly introduce the system design and experiments that demonstrated a self-referenced comb operation and an optical frequency synthesizer as results of collaborations with multi-institutions and industry\textsuperscript{12}.

\textsuperscript{10}Chapter 2 will introduce chip-based microcavity based on standard MEMS process\textsuperscript{[22]}, and chapter 5 will show fully integrated silica resonator with silicon nitride planar waveguide\textsuperscript{[70]}.

\textsuperscript{11}Chapter 3 will introduce dispersion/modespectrum engineering in UHQ silica microcavities\textsuperscript{[55, 71]}, and chapter 4 will continue the discussion on nanophotonic waveguide\textsuperscript{[72]}.

\textsuperscript{12}Chapter 5 will introduce the demonstration of self-referenced frequency comb and optical frequency synthesizer\textsuperscript{[73]}. 
Chapter 2

INTRODUCTION TO ON-CHIP ULTRA-HIGH-Q MICRORESONATORS

2.1 Abstract

An ultra-high-Q resonator stores the light at resonance frequencies for extremely long decay time, and can build high power inside the small mode volume[1]. Nevertheless, the extremely high Q factors have only been realized in Fluoride based crystalline materials and the silicon chip-based high Q resonator had been elusive in the beginning of the ultra-high-Q resonator field. In the early 2000s, a clever method was demonstrated using a silica fiber tip that created a micro-sphere and achieved the extremely high Q[8, 74]. This idea brought silicon oxide into the ultra-high-Q field, and it was finally continued to ultra-high-Q operation on the silicon chip. In this chapter, we will discuss the chip-based ultra-high-Q development which starts from the microtoroid[2] to monolithic disk resonator[22].

\[\text{\footnotesize \ref{1}}\]

Section 2.3 has appeared in Nature Photonics 6, 369-373, 2012
2.2 Micro-toroid resonator

2.2.1 Fabrication process

Figure 2.1: Micro-toroid microfabrication process Upper panels depict the schematic illustration of the process steps, and lower panels show false colored SEM images. (a) Silicon oxide is grown on a silicon wafer using thermal oxidation. (b) The silica layer is patterned using photolithography, buffered hydrofluoric acid etch, and residue cleaning. (c) XeF$_2$ etch is applied to create silica undercut and generate air cladding around silica layer. (d) CO$_2$ laser reflow is applied to silica structure, so a toroidal structure is formed on the outer rim of the disk. Figure is kindly provided by P. Del'Haye[33].

In this section, toroid fabrication steps will be discussed with more details on each step – specifically oxidation, wet etch, and dry etch. Those basic processes became essential steps for silica-based optical device fabrication[22, 55, 70, 71, 75].

Devices were fabricated on silicon wafers which have thermally grown oxide layer (thickness: \(\approx 1-2\ \mu m\)) on top of them (Fig.2.1a). The thickness of the silica layer can determine the final structure of the micro-toroid (e.g. minor radii)[33]. Here, thermal oxidation has two different types of growth methods – (i) dry oxidation, and (ii) wet oxidation. The chemical reactions are

\[
Si(s) + O_2(g) \rightleftharpoons SiO_2(s) \tag{2.1}
\]

for dry oxidation, and

\[
Si(s) + 2H_2O(g) \rightleftharpoons SiO_2(s) + 2H_2(g) \tag{2.2}
\]

for wet oxidation. The hydrogen in wet oxidation may generates OH$^-$ bonds in silica layer, and the chemical bond generates strong material loss in infrared wavelengths. On the other hand, dry oxidation has a much slower growth rate than wet oxidation[33, 76, 77].

Photoresist was patterned on the silica surface, and acted as etch mask during buffered hydrofluoric acid etching (Fig.2.1b). Buffered HF contains ammonium fluoride (NH$_4$F) in order to maintain the concentration of HF during the etch process \((NH_4F \rightleftharpoons NH_3 + HF)\), but the etch solution needs to be changed when a long etch duration is required.
XeF$_2$ is applied to create a silicon undercut after wet etching and residue cleaning (Fig. 2.1c). Here, XeF$_2$ has high etch selectivity (1000:1 for silicon compared to silica) and the chemical reaction is

$$2XeF_2(g) + Si(s) \rightleftharpoons 2Xe(g) + SiF_4(g)$$ \hspace{1cm} (2.3)

in a water-free environment, while the chemical reaction with water vapor damages the silica structure as below:

$$2XeF_2(g) + 2H_2O(g) \rightleftharpoons 2Xe(g) + O_2(g) + 4HF(g)$$ \hspace{1cm} (2.4)

Then a CO$_2$ laser is used to heat and melt the outer rim of silica disk ("reflow" process; Fig. 2.1d). Because of the poor thermal conductivity of silica, the outer rim of the disk can be efficiently melt and form the new structure. The silica on the silicon pillar usually doesn’t change the structure during the "reflow" step because of the high thermal conductivity of silicon. Further details are explained in Ref.[2, 78].

### 2.2.2 Micro-toroid resonator structure

![Figure 2.2: Illustration on structural features of micro-toroid resonator](image)

(a) Measured SEM image of micro-toroid resonator after CO$_2$ laser reflow. Inset depicts the SEM image of microdisk prior to laser reflow step. Major diameter is 120 $\mu$m, and minor diameter is 7 $\mu$m. The toroidal microresonator had an intrinsic Q factor of 100 million. (b) Schematic illustration of toroidal microresonator structure. The major diameter and minor diameter are defined on the figure, and the calculated mode profile is superimposed on the schematic illustration. a is from Armani, et al.[2], the mode profile in b was taken from P. Del’Haye[33].

Fig. 2.2 illustrates the structural features of toroidal microresonator, and the contents mainly refer the results in Ref.[2, 78]. As described in previous section, the toroidal rim structure
is formed at the periphery of circular micro-disk (see the inset in a) as a result of CO$_2$ laser reflow. The surface roughness of the toroidal structure was defined at the laser annealing process, and the thickness of the toroidal rim (minor diameter) is defined by microdisk thickness and silicon undercut depth. The perspective SEM view in a shows the toroidal microresonator after CO$_2$ laser reflow, and the intrinsic Q factor of the resonator was measured to be 100 million[2]. Here, Q factor of the microresonator was measured using tapered fiber. The waveguide coupler and Q measurement method will be further discussed in following section. The diameter of toroidal rim (major diameter) was 120 $\mu$m and the thickness of the rim (minor diameter) was 7 $\mu$m. Fig 2.2b shows the schematic illustration of toroidal microresonator structure. The calculated mode profile is superimposed on the toroidal resonator schematic.

2.2.3 Modal coupling of ultra-high-Q resonator

Figure 2.3: Resonator coupling methods (a) Tapered fiber coupler[79]. Single mode fiber is thermally heated while pulling the fiber slowly. Then adiabatic tapered profile is fabricated for single mode operation, and the taper thickness can adjust the effective index of waveguide mode for efficient coupling with resonator. (b) Prism coupler[80]. The resonance mode is excited by the inclined focusing of the probe beam on the inner surface of the glass prism. The incident angle is determined by the refractive indices of resonator and prism. (c) Cleaved fiber coupler[81]. Similar approach with prism, but prism is altered by cleaved fiber. Figure is kindly provided by P.Del’Haye[33].

The evanescent mode coupling provide much efficient excitation using phase-matched field tunneling, while free-space excitation of WGM resonator is extremely inefficient due to phase velocity mismatch between air and silica. In order to achieve the evanescent mode coupling, (i) the coupler power needs to be transferred into the evanescent field and then (ii) the near field should be in close proximity to the resonator for energy transfer.

Fig.2.3 shows ultra-high-Q resonator coupling methods (a: tapered fiber coupler; b: prism coupler, c: cleaved fiber coupler). The tapered fiber transfers the transmitting power into the evanescent wave by reducing the taper width; prism coupler and cleaved fiber use the total internal reflection at the prism surface and fiber cleaved surface. Then the evanescent field is in close proximity to the resonator surface by adjusting the gap between fiber (or prism)
and resonator mechanically. The effective index of the coupler mode is close to the index of silica (fiber and prism are made by glass), so the phase mismatch became lower than the free spacing coupling.

Figure 2.4: Schematic of resonator-waveguide coupled system Illustration of waveguide and resonator coupling at resonance frequency $\omega_0$. $\tau_0^{-1}$ and $\tau_{ext}^{-1}$ indicate internal cavity loss rate, and an external coupling rate. $P$ and $T$ indicate a power input and output of the waveguide coupler. Arrows indicate the direction of power transfer, and we neglected counter propagating wave in resonator as well as parasitic loss of the system ($\tau_{ext}^{-1}$). The schematic and illustrations are inspired and adopted from H. Haus[82] and Kippenberg[49].

Let’s consider the circumstances after the evanescent field of waveguide is in the proximity of a microresonator. If the cavity satisfies $U(t + T) - U(t) \approx T dU/dt$ ($U$ is normalized amplitude of the mode, and $T$ is cavity round trip), the waveguide-resonator coupling can be described as below:

$$\frac{d}{dt} U = -\left( \frac{1}{2\tau_0} + \frac{1}{2\tau_{ext}} \right) U + \frac{1}{\sqrt{\tau_{ext}}} s_{in}$$

(2.5)

where $\omega_0$ is resonance frequency, $\tau_0^{-1}$ is internal cavity loss rate, $\tau_{ext}^{-1}$ is external coupling rate, $|U(t)|^2$ correspond to the stored energy in the resonator, and $|s_{in}|^2$ is the launched power in the waveguide as indicated as $P$ in the Fig.2.4. Here we assumed zero detuning ($\omega_0 = \omega_P$; $\omega_P$ is input laser frequency), single mode operation in both the waveguide and resonator, and neglected parasitic losses.

In the steady state ($\frac{d}{dt} U = 0$), the stored energy within the resonator ($|U(t)|^2$) is

$$0 = -\left( \frac{1}{2\tau_0} + \frac{1}{2\tau_{ext}} \right) U + \frac{1}{\sqrt{\tau_{ext}}} s_{in}$$

$$|U(t)|^2 = \frac{1}{(1/2\tau_0 + 1/2\tau_{ext})^2 \tau_{ext}} |s_{in}|^2$$

(2.6)

The circulating power $P_{cav}$ is ($\tau_{rt}$ is cavity round trip time)

$$P_{cav} = \frac{|U(t)|^2}{\tau_{rt}}$$

(2.7)

Please read Ref [49] and Ref [33] if you want to see more detail in case of the non-zero detuning.
and the transmission $T$ is ($t$ is transmission field and $T$ is transmission through the waveguide):

$$t = -s_{in} + \sqrt{\frac{1}{\tau_{ext}}} U$$

$$T = |t/s_{in}|^2 = \left(\frac{\tau_{ext} - \tau_0}{\tau_{ext} + \tau_0}\right)^2$$  \hspace{1cm} (2.8)

In the under-coupling ($\tau_{ext}^{-1} < \tau_0^{-1}$), the field transmitted through waveguide is stronger than the field coupled from the resonator field $|U(t)|$.

$$|U(t)|^2 < |s_{in}|^2$$

$$P_{cav} = \tau_{rt} \cdot |s_{in}|^2$$

$$T > 0$$  \hspace{1cm} (2.9)

In the critical-coupling ($\tau_{ext}^{-1} = \tau_0^{-1}$), the external coupling rate corresponds to the internal cavity loss rate. The stored energy, circulating power, and transmission follow the relationship as shown below:

$$|U(t)|^2 = |s_{in}|^2$$

$$P_{cav} = \tau_{rt} \cdot |s_{in}|^2$$

$$T = 0$$  \hspace{1cm} (2.10)

In the over-coupling ($\tau_{ext}^{-1} > \tau_0^{-1}$), the field through waveguide is weaker than the field coupled from the resonator field. So the result of the destructive interference again becomes non-zero in transmission.

$$|U(t)|^2 < |s_{in}|^2$$

$$P_{cav} < \tau_{rt} \cdot |s_{in}|^2$$

$$T > 0$$  \hspace{1cm} (2.11)

Fig.2.5 shows plot of transmission and circulating power as a function of $\tau_{ext}$ (here we assumed $\tau_0 = 1$) and here the circulating power is normalized to $P_{cav,max} = \tau_{rt} \cdot |s_{in}|^2$. It is important to note that the circulating power is maximized at the critical coupling condition ($\tau_{ext} = \tau_0$), and the relations between external coupling rate and coupled power will be discussed frequently in Chapter 5. In this thesis, tapered fiber is the cavity coupling method used in Chapter 2 and 3. Ref.[79, 83] introduced more details on the tapered fiber coupler.
2.2.4 Micro-toroid Q factor characteristics

2.2.4.1 Q factor measurement

The quality factor of the resonator is defined by the ratio between the stored energy ($|U|^2$) and the dissipated energy ($P_d$) in one oscillation cycle, and represents how well the resonator can store the energy.

$$Q = 2\pi \cdot \frac{P_d}{|U|^2} = 2\pi \cdot \frac{\omega_0 \cdot \tau}{|U|^2}$$

(2.12)

where $\omega_0$ is the resonance frequency, and $\tau$ is cavity lifetime$^3$. In the weakly damped cavity, the quality factor can be approximated as $Q = \frac{\omega_0}{\Delta \omega}$, where $\Delta \omega$ is the cavity linewidth.

It is also interpreted using resonance mode in time and frequency domain[49]:

$$U(t) = U(0)e^{i(\omega_0 - 1/2\tau)t} \Leftrightarrow U(\omega) = \frac{U(0)}{i(\omega_0 - \omega) - 1/2\tau}$$

(2.13)

The measurement of cavity linewidth ($\Delta \omega$) is one of direct methods to estimate the Q factor of the oscillator, and the transmission ($T(\Delta \omega)$) reproduces the transfer function of $|U(\omega)|^2$ in steady state. Therefore, the frequency scan to measure the cavity linewidth needs to be much slower than the cavity storage time. For example, the 200 M cavity lifetime ($\tau$) is approximately 0.3 $\mu$s at 1550 nm wavelength, and the spectral scan for 1 MHz linewidth needs to be much slower than the lifetime. The coherence time of the scanning laser set the lower boundary of the scanning speed (New Focus laser: short term linewidth < 200 kHz). Also, the cavity temperature is increased as scan rate is lower. The linewidth becomes broadened in the scan from the blue to the red side of resonance.

$^3$the cavity lifetime in waveguide-coupled resonator can be defined as $\tau^{-1} = \tau_0^{-1} + \tau_{ext}^{-1}$
Ring down measurement can avoid the systematic error in the measurement of the resonator Q factor. The measurement method directly records the photon lifetime in time domain, so the scan speed needs to be much faster than cavity lifetime. Then consequently it doesn’t need to consider the laser coherence time or thermal broadening. However, in case that the cavity lifetime is short (low Q resonator), the ring down period becomes too short and the oscilloscope doesn’t have enough resolution to record the short period ring down trace.

2.2.4.2 Q factor of micro-toroid resonators

Figure 2.6: **Q factor characteristics of toroidal microresonator** (a) Transmission spectrum of a toroidal resonator. Tapered fiber was used to measure the coupled transmission of the resonator, and FSR is 5.65 nm. The inset shows the lowest order mode. Q factor of the resonance mode can be measured by fitting the linewidth of dip in the transmission spectrum. (b) Ring down measurement at critical coupling. The measured lifetime (43 ns) corresponds to an intrinsic Q factor of 125 million. **a-b** are from Armani, et al.[2].

Fig. 2.6 depicts the transmission spectrum of toroidal micro-resonator, and the ring down trace of the optical mode at critical coupling point. Both transmission scan and ring down trace were measured through a tapered fiber in close proximity. The taper width and cavity-fiber gap were carefully controlled[2, 49] to achieve the proper phase-matching condition. Non-resonant loss⁴ was observed less than 5 % according to Ref.[2]. It was the record value for chip-based devices, and achieved nearly four orders of magnitude improvement compared to the other reports from wafer-scale processed devices[84, 85] at this time. Further improvement of Q factor had been reported in Ref.[49], and the maximum Q factor record from the toroidal microresonator is nearly 500 million (diameter 15µm) so far⁵.

---

⁴ see page 39 of Ref.[49] for further explanation.
⁵ see page 119 of Ref.[49] for further information.
2.3 Chemically etched UHQ resonator on a chip

2.3.1 Wedge resonator fabrication process

Figure 2.7: **Wedge disk microfabrication process** (a) Silicon oxide is grown on silicon wafer using thermal oxidation. (b) Photoresist is patterned using a GCA 6300 stepper on thermally grown oxide. (c) Buffered hydrofluoric acid etch is processed. Photoresist acts as an etch mask, and then is removed after the etch process. (d) Silicon is isotropically etched by xenon difluoride to create air-cladding around the wedge resonator.

As noted earlier, the fabrication of wedge disk avoids the specialized fabrication step such as laser reflow. Consequently the wedge disk structure can be lithographically defined, so that we can control its size and achieve millimeter- and centimeter-scale diameter.

Fig.2.7 shows the microfabrication process. Devices were fabricated on float zone silicon wafers, and here wafer doping concentration can determine silicon oxide index as well as optical Q factor (see table 1 in Ref[86]). An 8-µm-thick Oxide layer is grown on the silicon surface, and specifically initial and final growth steps are dry oxidation – it determines surface roughness as well as mechanical properties. Photoresist was coated on silicon oxide layer, and the resist was patterned using GCA 6300 stepper. Here, hexamethyldisilazane (HMDS) can be used to improve the adhesion between silica film and photoresist. Besides, the thickness of photoresist can also efficiently control the adhesion at the interface and this adhesion strength determines the angle of wedge surface after buffered hydrofluoric acid
etch. Fig. 2.8 shows the cross-section SEM images of etched silica wedges with different wedge angles, and these are the results of adhesion control using both resist thickness control and HMDS\(^6\). In addition, the exposure time can also change the wedge angle; however, it usually changes the roughness of the wedge surface (related to Q factor) and the control range is narrow.

Figure 2.8: Wedge disk angle control The adhesion between photoresist and silica surface controls the angle of silica wedge structure after buffered hydrofluoric acid etch. The angle varies from 8° to 55° (photoresist thickness≈ 1500 nm.) – recently 70° wedge angle was achieved using thinner photoresist (photoresist thickness≈ 500 nm.).

Fig. 2.9 shows the buffered hydrofluoric acid etch process as a function of etch time. The etch speed (Transene, buffer-HF improved) is approximately 100 nm/min, and it depends on temperature. If etch speed is faster than optimal, then the surface roughness is increased and consequently Q drops. Otherwise, if etch speed is slow due to low temperature, then crystallization of hydrofluoric acid begins and the etch quality is degraded as well. At the beginning of hydrofluoric acid etch, the etch process starts at the silica surface that photoresist doesn’t cover. This etch process is almost isotropic and has higher surface roughness (this is the foot region). As the etched surface penetrates deeper under the photoresist, the etch process is no longer isotropic and the roughness becomes very smooth. The foot region, which is created at the beginning, start to disappear once silicon surface appears, and then gradually disappears (see Fig. 2.10) as the etched surface moves far from photoresist edge (etchant flow might be slower and stable).

\(^6\)The angle control was discussed with Prof. Axel Scherer in candidacy exam, so more discussion was added in this thesis.
Photoresist layer is removed after hydrofluoric acid etch, and the xenon difluoride etch is applied to isotropically undercut silicon. Then the undercut creates air-cladding around wedge resonator, and the undercut depth is determined from both mechanical stability[87] and mode coupling between the optical mode and silicon structure. As a result, silica surface has 0.15, 0.46, 0.70 nm surface roughness on the top, side, and bottom of the silica wedge structure (see table 2.1 for more detail).

Figure 2.9: **Buffered hydrofluoric acid etch process** Etching depth and foot region height as a function of etching time. Initially photoresist was patterned on oxide, and the foot region thickness starts to drop once the etched depth reaches the original oxide thickness (a: 3 µm, b: 10 µm). Additional etch was applied to remove the remaining foot region. The data in a was used in Lee, et al.[22].

![Buffered Hydrofluoric Acid Etch Process](image)

Figure 2.10: **Cross-sectional SEM image of wedge surface during buffered hydrofluoric acid etch process** SEM images of wedge structure. As a function of time, etch depth increases and foot region height is saturated and drops. The scale bar indicates 6 µm on the top three panels, and 8.5 µm on the bottom three panels. Because of electron beam charging effect, the images were blurred and not clear. The parts of figures were used in Lee, et al.[22].
<table>
<thead>
<tr>
<th>Wedge angle</th>
<th>Top</th>
<th>Bottom</th>
<th>Side</th>
</tr>
</thead>
<tbody>
<tr>
<td>10°</td>
<td>0.15 nm</td>
<td>0.70 nm</td>
<td>0.46 nm</td>
</tr>
<tr>
<td>30°</td>
<td>0.15 nm</td>
<td>0.70 nm</td>
<td>0.75 nm</td>
</tr>
</tbody>
</table>

Table 2.1: **Surface roughness of silica wedge disk** r.m.s. surface roughnesses were measured on silica wedge disk using AFM. Here, the correlation length is on the order of a few hundred nanometers. It is interesting to note that the surface roughnesses obtained from different wedge angles are different. The data are from the method of Lee, et al.[22].

### 2.3.2 Q-factors

Fig. 2.11 presents measurements showing the effects of wedge angle, diameter, and oxide thickness on Q-factor. On this figure, four oxide thicknesses are shown with two wedge angles and diameters over 0.2 mm to 7.5 mm. The inset is provided to show a spectral scan for the case of a record Q-factor of 875 million. The resonance mode is under-coupled with tapered fiber, and the sinusoidal curve is a calibration scan performed using a fiber interferometer. From this figure, Q clearly depends on resonator diameter, oxide thickness, and wedge angle – mainly because of mode location and surface roughness. Here, we would like to explain that dependence and connect the properties with optical mode location and surface roughness, which was measured using AFM.

![Figure 2.11: Wedge disk Q-factor versus resonator diameter with oxide thickness](image)

Figure 2.11: **Wedge disk Q-factor versus resonator diameter with oxide thickness** Q data are taken from the following set (M, million): D ≈ 7.5 mm, Q ≈ 799 M, 875 M; D ≈ 3 mm, Q ≈ 326 M, 331 M; D ≈ 1 mm, Q ≈ 169 M, 174 M; D ≈ 0.5 mm, Q ≈ 88 M, 91 M. Solid lines show the Q-factor prediction. Inset shows the spectral scan of 875 M mode. This figure is from Lee, et al.[22]

**Radius** As shown in Fig.2.11, Q-factors of wedge disks are higher as resonator diameter
increases. Diameter of disk resonator corresponds to waveguide bending, and the optical mode distribution can be modified depending on the diameter. In larger diameter disk (smaller bending effect), the optical mode shifts inwards further than the optical mode in smaller diameter disk (larger bending effect). In addition, longer wavelength optical mode, which experiences less bending effect than shorter wavelength mode, shifts inwards further than the optical mode in shorter wavelength. As noted in Table.2.1, the surface roughness is not uniform over every surface of wedge structure. For example, side surface has approximately 5 times higher roughness than top surface. Therefore, the Q-factor of the optical mode depends on resonator diameter which determine the mode location and the mode field distribution over the structure. A larger diameter optical mode is defined inwards further than the smaller diameter optical mode, and thus the optical mode experiences the roughnesses of top and bottom surfaces instead of the roughnesses of side and bottom. In silica wedge disk with thickness over 7.5 \( \mu \text{m} \), Q-factor increases as resonator diameter increases. It is also interesting to note that the Q factor is saturated at a certain diameter in 2-\( \mu \text{m} \)-thick and 4-\( \mu \text{m} \)-thick oxide resonator, because the optical mode already shifts inward enough not to experience the side wall roughness.

![Figure 2.12: Wedge disk Q factor prediction](image)

**Figure 2.12: Wedge disk Q factor prediction** Optical Q factor versus resonator diameter with three distinct wedge angles (\( \theta = 11, 27, 63^\circ \)). This figure is from the supplementary information of Lee, et al.[22]

**Wedge angle** Wedge angle is also another strong variable that changes Q-factor by changing the optical mode location and distribution. In Fig.2.11, we can compare Q factors of 10-\( \mu \text{m} \)-thick oxide resonators with different wedge angles (10° and 27°). As wedge angle is higher, then the silica cross-sectional area associated with wedge interface decreases and consequently top and bottom surface have stronger contribution on total scattering roughness.
that the optical mode experiences. As discussed in the previous part, the combination of top and bottom surface roughnesses creates less total scattering roughness than the one from the combination of side and bottom surface roughnesses. Therefore, the Q-factors from the wedge angle of 27° tends to be higher than those from the other angle, even though the side wall roughness of 27° is worse than the one of 10°. Fig.2.12 shows Q factor prediction as function of resonator diameter and wedge angle. Here, Q factor is calculated with oxide thickness of 10 µm and the surface roughness of 63° is assumed to be at a similar level with those in other wedge angles.

2.3.3 Resonator size control

Figure 2.13: Wedge disk FSR control FSR of wedge disk at five distinct sizes are measured with 2.4 MHz r.m.s variance. Inset shows FSR measured on disks with the same target FSR (variance of 0.45 MHz). This figure is from Lee, et al.[22]

Fig.2.13 shows the measured FSR of wedge disks with five different target disk diameters. Here, the disk diameter was adjusted using the diameter of photo-mask pattern under identical fabrication conditions (i.e. exposure time, photoresist coating conditions, wet etch time). The measured FSR shows 2.4 MHz r.m.s. variance with respect to the target design, and it is relative variance of less than 1:4500. The inset shows results from wedge disks fabricated with the same target disk diameter. The measured FSR shows precision with variance of 0.45 MHz and it corresponds to relative variance of 1:20000. As discussed in section 2.2, the previous UHQ resonator needs specialized fabrication step in order to smooth the resonator surface and increase Q factor. However, the specialized step deformed and melted the structure of device as well as surface. Therefore, it was challenging to precisely define the structure size and geometry. Wedge resonator can achieve UHQ without
the specialized fabrication steps so that it enables one to precisely define the resonator structure as well\textsuperscript{7}.

### 2.4 Discussion – nonlinear optics applications

![Graph showing Chip-based resonator Q factor versus diameter](image)

**Figure 2.14:** **Chip-based resonator Q factor versus diameter** Q factors of toroidal microresonators\cite{2, 49, 78}, wedge disk resonators\cite{22}, and \textit{SiN}_{\text{x}} based resonators\cite{88, 89}. This figure is kindly provided by H. Lee.

Fig.2.14 shows Q factor records of toroidal microresonators\cite{2, 49, 78}, wedge disk resonators\cite{22}, and nitride\textsuperscript{8} based resonators\cite{88, 89}. The chip-based silica resonators recorded Q factors exceeding 100 million from hundreds micron to millimeters diameter, and the high Q enables to store extremely high circulating power inside small mode volume. The chip-based UHQ platforms successfully demonstrated a wide range of applications in nonlinear optics including parametric oscillation\cite{20}, Raman lasing\cite{92, 93}, Brillouin scattering\cite{9, 22}, and harmonic generation\cite{7} since it was demonstrated\cite{2}.

It is also important to note that UHQ wedge disk enables one to engineer the device structure using standard MEMS process. The precise fabrication method allows to tailor the nonlinear properties of the UHQ microresonators (Chapter 3), and enable to extend the process steps towards fully integrated UHQ silica cavity with planar waveguide structure (Chapter 5).

---

\textsuperscript{7}Chapter 3 will introduce more detail on UHQ resonator geometry control.

\textsuperscript{8}Further development in nitride platform has been demonstrated in Ref.\cite{4, 90, 91} after this figure was presented.
3.1 Abstract

The long photon storage time (high Q) and small mode area of optical microcavity induce strong nonlinear interaction with resonator medium[1]. This enables access to the wide range of applications in chip-based nonlinear optics[5, 7, 8, 20, 22]. As has been discussed in the last chapter, the UHQ performance had been realized with CMOS-compatible process so it allows the precise control of cavity geometry[22]. Interestingly the precise control of cavity geometry can tailor the chromatic dispersion of the optical mode, and the dispersion strongly manipulates the nonlinear optical phenomena in the cavity[23]. In this chapter, we will discuss the cavity design method for nonlinear optics, and the method allows higher-order, wide bandwidth dispersion control[71] as well as mode spectrum engineering[55]. Simultaneously, the micro-fabrication method for the cavity design maintains the UHQ performance as well[55, 71]. As a demonstration, soliton frequency comb had been generated in mode-spectrum-engineered UHQ cavity and wideband frequency comb was shown in the dispersion-engineered resonator.

---

1Main body of this chapter has appeared in Nature Photonics 10, 316-320, 2016; Subsection 3.3.2, and 3.4.1 have appeared in Optics Express 20, 26337-26344, 2012; Subsection 3.4.3 have appeared in Optica 2, 1078-1085, 2015.
3.2 Dispersion in WGM resonators

3.2.1 Material dispersion

The bound electrons of a dielectric medium interact with electromagnetic waves, and the dielectric medium absorbs the electromagnetic radiation through the bound electron oscillation at the characteristic resonance frequencies. Different types of resonances create the frequency dependent medium response, and the frequency dependences lead to different speed of light that the electromagnetic waves experience in the medium as a function of wavelength. Specifically, the dispersion of the material index plays an important role in multi-spectral wave propagation such as short optical pulses and optical frequency combs because the dispersion induces different travel speed at different spectral components [23]. Material dispersion is one of the strongest contributions to the total dispersion of the optical element (e.g. waveguide and resonator), and specifically there are several materials used for the optical nonlinear resonator platform[1, 3, 10–12, 94].

<table>
<thead>
<tr>
<th>Materials</th>
<th>Refractive index</th>
<th>$n_2 \left( 10^{-20} m^4 W^{-1} \right)$</th>
<th>$\beta_2 \left( ps^2/km \right)$</th>
<th>$\lambda_0$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SiO$_2$</td>
<td>1.44</td>
<td>2.2</td>
<td>-28</td>
<td>1280</td>
</tr>
<tr>
<td>Si$_3$N$_4$</td>
<td>1.98</td>
<td>25</td>
<td>100</td>
<td>&gt;2500</td>
</tr>
<tr>
<td>MgF$_2$</td>
<td>1.37</td>
<td>0.9</td>
<td>-10</td>
<td>1350</td>
</tr>
<tr>
<td>CaF$_2$</td>
<td>1.43</td>
<td>3.2</td>
<td>-0.1</td>
<td>1550</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison of different WGM resonator materials

Dispersion relation has been differently presented within the fields of photonics, condensed matter physics, and fiber optics. Here, we would like to connect the different ways to present the dispersion relation all together and particularly define dispersion terms that are frequently used in WGM resonator.

$$\beta = \frac{\omega}{c} n(\omega) = \sum_{i=1}^{n} \left( \frac{1}{m!} \frac{d^m \beta}{d\omega^m} |_{\omega=\omega_0} (\omega - \omega_0)^m \right)$$

$$\approx \beta_0 + \beta_1 (\omega - \omega_0) + \beta_2 (\omega - \omega_0)^2 \quad (3.1)$$

Using a Taylor expansion with respect to the angular optical frequency $\omega$, the propagation constant $\beta$ can be expressed as eqn.3.1 (n is the refractive index of the medium as a function of $\omega$) and dispersion is most commonly defined using $\beta$ of light in a dielectric medium[23]. The first order dispersion, $\beta_1 \left( = \frac{dB}{d\omega} = \frac{1}{v_g} \right)$, is inversely proportional to group velocity ($v_g = \frac{d\beta}{d\omega}$). The envelope of the optical pulse (at center frequency $\omega_0$) propagates in dielectric medium with the group velocity, and the shape of the pulse doesn’t change without nonlinearity. In addition, the group velocity depends on the center frequency ($\omega_0$) so that pulses with different center frequency propagate at different velocities in a material with the
first order dispersion. The second order dispersion, \( \beta_2 ( = \frac{d^2 \beta}{d\omega^2}) \) corresponds to group velocity dispersion (GVD) which is the change of inverse group velocity with the angular optical frequencies. In the fiber optics and ultrafast optics communities, the wavelength dependent second order dispersion is most common to specify the dispersion of group velocity\[23\]. The GVD dispersion parameter \( D \) and the group delay dispersion (GDD) have been commonly used in WGM resonator dispersion\[11, 95–98\], and those terms can be written as \( \phi \) is phase shift, and \( L \) is the travel length in dielectric material\[23, 33\]:

\[
D = \frac{d\beta_1}{d\lambda} = \frac{d^2\beta}{d\lambda d\omega} = \frac{d\omega}{d\lambda} \cdot GVD = -\frac{2\pi c}{\lambda^2} \cdot GVD \tag{3.2}
\]

\[
GDD = \frac{d^2\phi}{d\omega^2} = L \frac{d^2\beta}{d\omega^2} = L \cdot \beta_2 \tag{3.3}
\]

Fig.3.1 shows dispersion parameter of several materials that are used for WGM resonator platforms. Table3.1 shows more detail dispersion parameter values as well as other nonlinear parameters. \( \lambda_0 \) is the wavelength where dispersion parameter \( D \) becomes zero. Here we define "normal" dispersion when \( D<0 \), GVD>0, GDD>0, and "anomalous" dispersion when \( D>0 \), GVD<0, GDD<0.

![Material dispersion of various WGM resonator platform](image)

**Figure 3.1:** Material dispersion of various WGM resonator platform GVD dispersion parameters of WGM resonator materials as a function of wavelength
3.2.2 Dispersion in optical microresonators

As explained in previous subsection, the dispersion is dominantly determined by material dispersion which originates from a wavelength dependent material index. However, when the light travels through optical waveguide, the additional effects contribute to the total dispersion and those effects basically come from the structure of the waveguide – geometric dispersion, modal dispersion, and polarization mode dispersion[6, 32]:

Geometric dispersion In specific spatial mode with polarization, the spatial index distribution \(n(x, y, z)\) also contributes on total dispersion of the optical mode and the amount of geometric dispersion is a function of wavelength as well. This chapter mainly shows geometric dispersion engineering.

Modal dispersion In specific polarization, different spatial modes experience a different amount of geometric dispersion. Sections 3.4.2, 3.4.3, and 3.5.3.3 discuss modal dispersion and its engineering.

Polarization mode dispersion In the specific spatial mode, different polarization induces different amounts of geometric dispersion because of (mostly) antisymmetric waveguide structure. Subsection 3.5.3.3 discusses polarization mode dispersion.

The mode spectrum of optical resonator is the only accessible parameter for dispersion measurement, while optical fibers and other components have several exiting method using the group delay of optical pulses[99, 100], interferences to determine the phase shifts, and so on. The resonance frequencies of WGM resonator are defined by

\[
f_\mu = \frac{\mu \cdot c}{2\pi \cdot R \cdot n_{eff}} \quad (3.4)
\]

Here, \(f_\mu\) is the resonance frequency at azimuthal mode number \(\mu\), \(n_{eff}\) is the effective index, and \(R\) is the radius of WGM resonator. Combining eqn.3.1 with eqn.3.4 yields

\[
\beta = \frac{\mu}{R} \quad (3.5)
\]

\[
\beta_1 = \frac{d\beta}{d\omega} = \frac{d}{d(2\pi f_\mu)} \cdot \frac{1}{2\pi R} \cdot \frac{d\mu}{df_\mu} = \frac{1}{2\pi R \cdot FSR} \quad (3.6)
\]

\[
\beta_2 = \frac{d^2\beta}{d\omega^2} = \frac{1}{(2\pi)^2 R} \cdot \frac{d}{df_\mu} \left( \frac{1}{FSR} \right) = -\frac{1}{(2\pi)^2 R \cdot FSR^3} \cdot \frac{dFSR}{d\mu} \quad (3.7)
\]

Furthermore, the mode frequencies of microresonator are often expressed using Taylor expansion[21]. Here \(\omega_\mu = 2\pi f_\mu\), \(D_1/2\pi = FSR\), and \(D_2\) is deviation of FSR \((dFSR/d\mu)\):

\[
\omega_\mu = \omega_0 + \mu D_1 + \frac{1}{2} \mu^2 D_2 \quad (3.8)
\]

3.3 Resonator dispersion measurement

As discussed in the previous section, resonator dispersion can be directly measured by mode spectrum, and the resonance frequencies can be measured with precise references such
as mode-locked comb[32, 101, 102], calibrated fiber interferometer[55, 70, 103–105], and external RF source[71, 98, 106]. One requirement is that measurement bandwidth needs to be wide enough to observe deviation of mode spacing larger than experimental noise. For instance, resonance linewidth, laser scan resolution, and reference precision can be the major sources of experimental noise. In this section, we will review the several methods for the dispersion measurement. In particular another wideband dispersion method, which covers from 1400 nm to 2100 nm, will be introduced using EOM (Electro-optic modulator)-assisted dispersion measurement, difference frequency generation, and external comb broadening.

**Frequency comb-assisted diode laser spectroscopy[32, 102]** In this method, the scanning laser is swept over the measurement bandwidth within few seconds and the transmission spectrum over the bandwidth is recorded on a high resolution oscilloscope. The wideband transmission spectrum records the resonance dips of the microresonator, and the scanning laser is partially split into a self-referenced comb in order to generate beat signal of the laser with the frequency reference. The signal of beat note is filtered in the RF domain with a narrow bandpass filter, so the filter-transmitted signal can be detected only when the scanning laser passes the comb line with frequency offset which corresponds to the filter passband frequency. The filter-passed signal can give the frequency value of the scanning laser, and the frequency information can precisely calibrate the transmission spectrum with resonance mode dips. This measurement scheme is a rapid method that can provide high precision simultaneously. The experimental error would only be limited by resonance linewidth, and there is no limitation on the range of mode spacing measurement (e.g. from few GHz to several THz). However it requires mode-hopping-free laser over entire measurement range and the measurement bandwidth is limited by both frequency comb and scanning laser. This method will be further reviewed and discussed in section 3.3.1.

**Diode laser spectroscopy using calibrated fiber loop[55, 70, 103–105]** This method is almost similar to the frequency comb-assisted diode laser spectroscopy except for the frequency reference. This method uses fiber interferometer or fiber-loop cavity with a FSR of tens of MHz, so that the frequency reference has fiber dispersion and imprecision from the linewidth of fiber cavity or an interferometer signal which needs to be calibrated.

**EOM-assisted dispersion measurement[71, 98, 106]** The scanning diode laser is sent through an EOM, and the modulator generates sidebands at a spacing equivalent to the RF source frequency. The RF frequency becomes same with resonance mode FSR when the dip is spectrally overlapping with two sidebands. This method doesn’t require self-referenced comb (but provide exact and direct referencing using RF tone) as well as wide mode-hopping free laser. However, this method can only measure lower FSR (< $2 \times f_{RF}$; $f_{RF}$ is EOM modulation frequency) and can scan only few FSR at one transmission trace. This method will be further discussed in section 3.3.2.
3.3.1 Review: Frequency comb assisted diode laser spectroscopy

3.3.1.1 Measurement principle

Figure 3.2: Frequency comb assisted diode laser spectroscopy (a) A diode laser is swept to generate beat note with referenced comb. The beat note is detected by a photodiode (PD2) and split into two band-pass filters (BP1 & 2) generating calibration markers of diode laser. (b) Measured FSR from different mode families (left), and the deviation of the FSR as a function of mode number (right). (c-e) Transmission spectra of microresonator with calibration markers. (a-e) were kindly provided by P. Del’Haye[32].

Fig. 3.2a shows the set-up of the frequency comb assisted diode laser spectroscopy method[32]. Here, an external cavity diode laser (ECDL) around 1550 nm was used (New Focus Velocity, short term linewidth < 300 kHz) to generate a RF beat note with self-referenced frequency comb (Menlo Systems GmbH, \( f_{rep} = 250 \text{ MHz} \)). The beat notes were detected by a fast photodiode (200 MHz bandwidth), and the signal is sent to a narrowband band-pass filter (full width half maximum \( \approx 1 \text{ MHz} \)). The frequency marker is detected when the diode laser frequency \( f_D \) is

\[
 f_D = f_c \pm f_{BP} = f_{CEO} + n \cdot f_{rep} \pm f_{BP}
\]

where \( f_c \) is comb frequency, \( f_{BP} \) is bandpass filter center frequency, \( f_{CEO} \) is carrier envelope offset frequency of Menlo comb, and \( f_{rep} \) is repetition rate of the comb. Increasing number of bandpass filters can generate more frequency calibration peaks within each interval of one repetition rate \( f_{rep} \).

In this work, one laser scan gives more than 64000 calibration peaks with sufficient signal-to-noise ratio. The instantaneous frequency is interpolated using those calibration markers, and
it leads to a resolution of \( \approx 1 \text{ MHz} \). This resolution is mainly determined by the diode laser scanning behavior (not perfectly linear scanning) and the frequency stability of frequency comb. The resolution can be further improved if the number of bandpass filters increases with oscilloscope channels. In addition, the bandwidth of the bandpass filter determines the maximum scanning speed \( \left( = \frac{1}{f_{BP}} \right) \). As a proof-of-concept, Fig.3.2b-e shows measured mode spectra of ultra-high-Q optical microcavities and further detail can be found in either the caption of Fig.3.2 or Ref[32, 33].

This method is also adopted for diode laser spectroscopy using calibrated fiber loop as explained earlier, and it is widely used for rapid dispersion measurement method[55, 70, 103–105]. This method was also used for the results in Chapter 5.

### 3.3.1.2 Wideband dispersion measurement

![Figure 3.3: Frequency-comb-assisted broadband spectroscopy with cascaded diode lasers](image)

**Figure 3.3:** Frequency-comb-assisted broadband spectroscopy with cascaded diode lasers (a) Two diode lasers are used for wideband frequency scan. Fully stabilized frequency comb generates beat notes with scanning laser, and synchronized optical switches (OS) are used for improved signal-to-noise ratio with wavelength-division multiplexer (WDM). Reference laser is used for combining the two individual traces into a single continuous trace. (b) Procedure to combine two diode laser scan traces using the reference laser. (c) Measurement of reference laser drift within an hour. (a-c) are edited from Liu, et. al. [102]

Frequency comb assisted diode laser spectroscopy is precise and rapid method to measure mode spectra of microresonator, but it has bandwidth limitation which comes from either frequency comb or scanning diode laser (also needs to be mode hoping free). In order to achieve wider bandwidth dispersion measurement based on the method, two widely tunable mode-hop-free diode lasers (laser1 = 1355 - 1505 nm; laser2 = 1500 - 1630 nm) were used as shown in Fig.3.3. The principle of dispersion measurement is exactly same with Ref[32], so BP1 and BP2 generates the frequency markers when diode laser frequency is \( f_{CEO} + n \cdot f_{rep} \pm f_{BP} \). In order to combine two individual transmission traces into a single continuous trace, an auxiliary reference laser (wavelength overlap between laser 1 and 2)
and additional bandpass filter are used to record reference frequency marker. Wavelength-
division multiplexer (WDM) and optical switches (OS) filtered out the comb lines, which
don’t contribute to the beat signals, so as to increase signal-to-noise ratio of the frequency
markers. Further detail can be found in Ref.[102].

3.3.2 Review: EOM comb assisted dispersion measurement

3.3.2.1 Measurement principle

Figure 3.4: EOM comb assisted dispersion measurement (a) The ECDL is sent through
an EOM, and the phase modulator (PM) creates sidebands at a spacing equivalent to the
RF source frequency. Mach-Zehnder interferometer (MZI) generates frequency reference to
measure the offset frequency $\Delta f$ (panel b). (b) Schematic transmission traces of the sideband
spectroscopy. The red trace shows the transmission trace when PM is off, while the blue
trace shows the transmission trace when PM is on. Two phase modulation sideband appear,
and the green MZI trace (usually MZI FSR is from few MHz to several tens MHz) can be
used to measure $\Delta f$. (a-b) are edited from Li, et. al.[98]

Fig.3.4 shows the experimental set-up for sideband spectroscopy using EOM comb[98].
Here, the scanning diode laser split into phase modulator (PM) and Mach-Zehnder inter-
ferometer (MZI) for creating sidebands and frequency calibration signal, respectively. First,
PM generates two sidebands apart from scanning laser frequency by modulation frequency
($\pm f_m$) and two side spectral dips appear once the probe laser frequency is $f_{res} \pm f_m$ ($f_{res}$
is the resonance frequency of the microcavity). Then, spectral dips from resonances with
mode number $m$ and $m+1$ can be overlapped once $f_m = FSR/2$ and also spectral dip from
resonance with mode number $m + 1$ is spectrally overlapped once $f_m = FSR$. MZI gen-
erates sinusoidal signal with a period of several MHz, and the periodic signal additionally
calibrates scanning laser frequency.

The cavity FSR is determined by

$$FSR = f_m + \frac{T_o}{T_{MZI}} FSR_{MZI} \quad (3.10)$$

where $T_o$ and $T_{MZI}$ correspond to oscilloscope time intervals for the offset frequency and
MZI period, and $FSR_{MZI}$ is the FSR of MZI. Then consequently the uncertainty of cavity
FSR is,

\[ \delta \text{FSR} = \delta f_m + \frac{\delta T_o}{T_{MZI}} FSR_{MZI} + \frac{T_o \delta T_{MZI}}{T_{MZI}^2} FSR_{MZI} + \frac{T_o}{T_{MZI}} \delta FSR_{MZI} \quad (3.11) \]

\( \delta f_m \) is determined by uncertainty of the modulation frequency, which is usually less than 1 Hz. The uncertainty of resonance peak determination (linewidth of dip \( \approx 2 \text{ MHz} \) at 100 million Q) and MZI fitting can contribute on \( \delta T_o \) and \( \delta T_{MZI} \) respectively, and in practice the second term and the third term of eqn.3.11 are on the order of 100 kHz in the measurement. \( FSR_{MZI} \) is measured via the power spectral density (PSD) from a balanced photodetector and the uncertainty of MZI FSR is measured to \( \pm 2.7 \) kHz over 6.723 MHz FSR (see more detail from Ref.[98]). Therefore, the uncertainty of cavity FSR measurement is mainly determined by the second and third term of the eqn.3.11 and this is at the level of hundreds kHz (might be depending on cavity linewidth). This method was used for the measurement results in subsection 3.4.1.4.

### 3.3.2.2 Wideband measurement

![Wideband dispersion measurement using EOM comb](image)

Figure 3.5: **Wideband dispersion measurement using EOM comb** (a) Broadband (1400–1700 nm) FSR measurement setup using externally broadened EOM comb. ECDL: External cavity diode laser, EDFA: Erbium doped fibre amplifier, HNLF: Highly nonlinear fibre, TF: Tunable bandpass filter, PD: Photodetector. (b) FSR measurement setup at 2100 nm using difference frequency generation between a 895 nm distributed Bragg reflector (DBR) laser and 1550 nm EOM comb. NL: Nonlinear crystal, LPF: Lowpass optical filter. (a-b) are edited from Yang, et al.[71].

As discussed earlier, the sideband spectroscopy has a relatively simple requirement so that the method can be easily applied to any different wavelengths as long as there is a scanning laser and modulators. To measure the FSR quickly and over a broad range of wavelengths, we have modified a method reported in Ref.[98]. Here we will discuss the method to measure wideband (1400 - 1700 nm) cavity dispersion as well as dispersion at 2 microns using...
nonlinear optical techniques. These methods directly applied for the measurement results in section 3.5.3.3.

**External broadened EOM comb** Fig.3.5a shows the experimental setup that measures FSR using broadened EOM comb in 1400 - 1700 nm wavelength. ECDL is sent through EOMs with the modulation frequency \( f_{eo} \), and multiple modulators generate EOM comb with the \( f_{eo} \)-spacing near the pump. Further details on this EOM comb are provided in Ref.[107]. EDFA amplifies EOM comb, and HNLF spectrally broadens EOM comb over 100-nm-span centered around 1550 nm. Amplitudes and phases of the EOM comb is adjusted, amplified, and broadened again through wave-shaper, EDFA, and HNLF. Then it becomes spectrally broadened the EOM comb over 700-nm-span and the line spacing was tunable and set to coincide approximately with the resonator FSR. Tunable bandpass filter selectively transmits comb lines such as multiple sidebands (3-dB-bandwidth = 3 nm so approximately 15 comb teeth with 22 GHz line spacing), and sidebands are coupled into a cavity for FSR measurement. The filter bandwidth results in an FSR value that is spectrally averaged over the 3 nm spectral span, and it tends to smooth the data with respect to avoided mode crossings. The signal from photodiode was recorded on an oscilloscope, and a single transmission dip would appear when the microwave frequency in EOM coincides with the FSR of the resonator at the selected wavelength. The resolution in determination of the FSR by both methods was estimated to be about 100 kHz (consistent with Ref.[98] as expected).

**Difference frequency generation** Fig.3.5b illustrates the difference frequency generation setup to generate an EOM comb at 2100 nm. EOM comb is generated by ECDL and modulators, is sent through NL crystal with 895-nm-DBR laser. As a result of difference frequency generation via NL crystal, \( f_{eo} \)-spaced comb lines are generated at 2100 nm wavelength regime, and pass through lowpass filter which transmits only 2100-nm comb lines. Transmitted comb lines are coupled into the disk resonator and used exactly the same as the sidebands in Ref.[98] to measure cavity FSR.
3.4 Dispersion control, mode spectrum engineering, and soliton generation in UHQ resonator

Dispersion of the microresonator is determined by material dispersion and geometric dispersion[32]. Material selection strongly determines the optical resonator dispersion (c.f. Fig.3.1), and geometric dispersion can adjust the material dispersion properties by changing structural parameter of the resonator. Single-wedge disk resonator has great controllability on resonator diameter (subsection 2.3.3) and oxide thickness (via adjusting thermal oxidation time) as well as wedge angle (subsection 2.3.1) using microfabrication, and we will introduce dispersion control method in single-wedge disk by adjusting wedge angle which can modify the contribution of geometric dispersion over wide spectral span.

3.4.1 Single-wedge dispersion control

As introduced in the last chapter, single wedge disk has three different structural parameters that decide resonator geometry accordingly: wedge angle, oxide thickness, and resonator diameter. Each parameter can control the strength of geometric dispersion contribution as discussed below:

**Wedge angle** The magnitude of wedge angle can decide the strength of mode confinement (related to effective index and its wavelength dependency) as well as the optical mode location (related to travel length). The stronger modal confinement (anomalous; see more detail in section3.4.1.2) compensates for the dispersion from the optical mode location shift (normal) when wedge angle is reduced. The compensation makes balanced geometric dispersion in spectral domain, and the magnitude of the contribution is a function of wedge angle. This method has limitations on compensation of extremely high material dispersion.

**Oxide thickness** When oxide is much thicker than the wavelength of optical mode (> 3-4λ), then the total dispersion almost follow the material dispersion and the oxide thickness doesn’t contribute on geometric dispersion[38]. However, when the oxide thickness approaches to the wavelength of the optical mode, then the oxide thickness starts to mediate the geometric dispersion efficiently and it can be even stronger than the contribution from wedge angle control (because mode location doesn’t change at this case and only modal confinement becomes stronger as thickness decreases). This method often needs to sacrifice Q factor of the optical mode because of stronger scattering loss[22].

**Resonator diameter** As discussed earlier, resonator diameter can change the location of the optical mode and consequently the contribution of geometric dispersion can be controlled.

---

2For example, 1 μm: ~ 5 hrs; 2 μm: ~ 15.5 hrs; 3 μm: ~ 33 hrs. Here growth temperature is $1000^\circ C$ and the growth method is wet oxidation[108].

3In lower wedge angle disk, the optical mode shifts inwards further as wavelength increases than the mode in higher wedge angle resonator. It corresponds to effective radius reduction, and consequently FSR increases as the wavelength becomes longer. Therefore it is geometric dispersion contribution towards normal dispersion.
When the diameter is changed, FSR of microresonator is proportionally changed[22, 33] thus here dispersion and FSR are not separately controllable.

In this section and chapter, we will mainly focus on geometric dispersion control using wedge angle. Chapter 4 will discuss the geometric dispersion control using strong modal confinement related to oxide thickness, and Appendix.?? will discuss dispersion engineering using oxide thickness control.

3.4.1.1 Single-wedge dispersion control – Principle

![Single-wedge dispersion control](image)

Figure 3.6: Dispersion control in single-wedge disk and single-cladding fiber (a) Geometric dispersion control schematic in wedge disk resonator using wedge angle ($\theta$). Top: silica wedge resonator is illustrated and the inset shows optical mode profile on the wedge structure. Bottom: material and geometric dispersion is presented as a function of wavelength. (b) Geometric dispersion management scheme in single cladding fiber using core diameter control. Optical mode profile is super-imposed on the fiber schematic, and core layer is defined with radius "a" and higher index (n) material than cladding layer. The bottom dispersion chart is from Ref [109].

Fig.3.6 shows dispersion control of single-cladding fiber, and the analogous method of single-wedge disk. In a single-cladding fiber with higher core refractive index than the refractive index of the cladding (usually about 1 percent), the index contrast causes total internal reflection at the boundary and confines the optical wave along the length of fiber. The propagated optical waves are mainly confined in the core layer, and the mode partially spreads to cladding layer which has distinct refractive index. The distribution of the optical wave through the fiber cross-section is a function of wavelength even assuming zero material
dispersion, and the wavelength dependent distribution leads to different optical pathlengths that electromagnetic waves experience depending on the wavelength – this is the definition of geometric dispersion. Core radius "a" adjusts the geometric dispersion (commonly called as "waveguide dispersion" in fiber optics), and the bottom panel of Fig.3.6b shows the geometric dispersion contribution as a function of core radius. As optical mode extends over lower index cladding layer in longer wavelength, the group velocity (group index) increases (decreases) and it corresponds to normal dispersion\(^4\). Thus, by changing the index profile of the fiber, geometric dispersion can be used to offset the fixed material dispersion (see total dispersion curves in the bottom panel), so it can shift the overall dispersion (dispersion-shifted fiber).

Fig.3.6a shows the geometric dispersion control of single-wedge disk using wedge angle (\(\theta\)). Here, the silica wedge structure confines optical waves by total internal reflection at the boundary of silica and air, and the optical mode partially extends over air cladding. Here, the wedge angle (analogue of core diameter "a") controls the distribution of optical mode over silica (analogue of fiber core) and air (analogue of fiber cladding). As shown in bottom panel in Fig.3.6a, geometric dispersion becomes stronger as wedge angle decreases, and this is analogous to the geometric dispersion adjustment using core diameter in panel b. Besides WGM mode moves inwards (outward) in longer (shorter) wavelength, and the path length of the WGM mode becomes shorter (longer). The optical mode shifts further in lower wedge angle, and the path length is additional variable that we need to consider when understand WGM resonator dispersion (see the following sections).

\[ v_g = \frac{c}{n_g}, \quad \text{GVD} = \frac{d}{d\omega} \left( \frac{1}{v_g} \right) = \frac{dn_g}{d\omega} \text{ and dispersion parameter } D \text{ has opposite sign of GVD.} \]
3.4.1.2 Single-wedge dispersion control – Numerical analysis

Figure 3.7: **Single-wedge dispersion control** (a) $n_g$, $n_{eff}$, and $\omega \frac{dn_{eff}}{d\omega}$ of the optical mode at the single-wedge disks. Black dashed lines are plotting $n_g$, $n_{eff}$, and $\omega \frac{dn_{eff}}{d\omega}$ of fused silica, respectively. (b) Calculated $D_2$ of single-wedge disks ($\theta = 10, 20, 45^\circ$). Black dashed line, colored solid lines, and colored dashed lines are plotting total dispersion, material dispersion, and geometric dispersion, respectively. (c) Calculated $\Delta$FSR, $D_3$, and $D_4$ of single-wedge shown in a-b. Dispersion coefficients are calculated at 1550 nm.

Fig.3.7 shows the group index ($n_g$), effective index ($n_{eff}$), and $\omega \frac{dn_{eff}}{d\omega}$ of single-wedge disks. In lower $\theta$-wedge, the optical mode spreads further into an air cladding and it results in effective index drop. Here, the effective index of lower $\theta$-wedge decreases faster in longer wavelength, hence $\omega \frac{dn_{eff}}{d\omega}$ component in group index increases and the rise is even larger than $n_{eff}$ drop. Therefore, the group index becomes larger even though the optical mode spreads out and effective index drops quickly – usually group index increases when the effective index is larger in fiber optics. Single-wedge can control the group index by 0.01 ($\theta = 10^\circ$), 0.007 ($\theta = 20^\circ$), and 0.004 ($\theta = 45^\circ$) over 1.46 (material group index at 1550 nm), and doped silica in commercial optical fiber has variation on the group index with the similar level of variation in wedge disks[71]. Therefore, controllable geometric confinement (using wedge angle) can efficiently change the group index of the optical mode as a single mode fiber does using different doping concentration on the core layer.

Fig.3.7b shows calculated $\Delta$FSR ($= D_2$) of single-wedge, and it also illustrates material
dispersion (black dashed line) and geometric dispersion (colored dashed lines) separately. Single wedge disks have almost constant geometric dispersion offset with different strengths depending on $\theta$, the contribution of geometric dispersion becomes larger as geometric confinement is stronger. The zero dispersion wavelength moves from 1300 nm to 1500 nm as wedge angle drops and simultaneously geometric dispersion (normal dispersion) becomes stronger. Dispersion coefficients are also displayed on Fig.3.7c for more information.

Here there is one note on $\Delta FSR$: in a WGM resonator, FSR is determined with frequency-dependent $n_g(\omega)$ and $R(\omega)$ (see eqn.3.12) – $R$ is the radial location where mode is confined [32]. $\Delta FSR$ isn’t simply expressed as inversely proportional to the group index, as it is in fact affected by $R(\omega)$ too.

$$FSR = \frac{c}{L(\omega)} = \frac{c}{2\pi n_g(\omega)R(\omega)}$$

(3.12)

### 3.4.1.3 Single-wedge dispersion control – equation model

Frequency ($\omega_\nu$) of the optical fundamental mode in single-wedge resonator (assuming no material dispersion) is numerically modeled with Eqn. (1) of Ref [110, 111]

$$\frac{n_0 c}{\omega_\nu} \approx \frac{\nu}{R} \left[ 1 + \frac{\alpha}{\nu^{2/3}} \right] .$$

(3.13)

where $\nu \gg 1$ is mode number, $R$ is the radius, and $\alpha (=10.23, 6.78, 4.08$ for $10, 20, 45^\circ$ wedge angle) is constant. Fig 3.8 a-b compare the approximated model (solid lines) with finite-element-simulation (dots) of single-wedge disk (geometric dispersion only), and Fig 3.8 shows the dispersion parameter calculated from Eqn.(12) of Ref [110] with finite-element-simulation (dots) which includes material dispersion. Single-wedge resonator defined light-guiding boundary and modified the magnitude of geometric contribution on dispersion using a wedge angle which is a wavelength-independent parameter.
Figure 3.8: **Single-wedge dispersion in equation model** (a) \( n_0 R \omega_r / c - \nu \) for single wedge disks (\( \theta = 10^\circ, 20^\circ, 45^\circ \); solid lines) are plotted against \( \nu^{1/3} \). Numerical simulation (finite-element-method; dots) results are plotted for comparison. (b) \( n_0 R(\omega_{r+1} + \omega_{r-1} - 2\omega_r)/c \) for single wedge disks are plotted against \( \nu^{-5/3} \). Solid lines are from Eqn. (3) of Ref [110]; dots are finite-element-simulation results. (c) Dispersion parameter is plotted using both asymptotic expansion (solid lines, Eqn. (12) of Ref [110]) and numerical simulation (circular dots) which take material/ geometric dispersion into account.
3.4.1.4 Single-wedge dispersion characterization

![Figure 3.9: Dispersion control in single wedge resonator](image)

(a) Numerical calculation of single wedge disk as a function of wedge angle $\theta$. Here, the diameter of resonator is 2 mm (corresponds to 33 GHz) and the black solid curve indicates the wavelength where dispersion is zero (zero dispersion wavelength). (b) Measured (colored makers) FSR of 2-mm-diameter single-wedge resonator. The finite-element-simulation results are solid line, and the inset shows the zoom-in around 1300 and 1550 nm spectral range. (c) Dispersion parameter converted from numerical simulations. It shows close agreement with Fig. 3.8. (d) Measured $D_2$ of single-wedge disks. In order to measure deviation of FSR ($D_2 \sim 1 - 20$ kHz per FSR), FSR was measured over 120 FSR modes in order to accumulate the changes over measurement error (usually 100 kHz level).

Fig. 3.9a shows finite-element-simulation of single wedge disks as a function of wedge angle ($\theta$). The diameter of disk is 2 mm, and the oxide thickness is 8 $\mu$m. As wedge angle decreases, the geometric dispersion (normal dispersion contribution) becomes stronger and as a result the zero dispersion wavelength shifts from $\sim 1300$ nm (close to material dispersion[23]) to $\sim 1500$ nm.

Single-wedge dispersion is measured using sideband spectroscopy[98] in order to confirm the dispersion model and numerical prediction. The FSR of fundamental mode is measured over 100×FSR-wide-spectral range, and Q-factors of the modes are between 150 and 250 million (varies because of different wedge angle as shown in Fig.2.11). Usually the deviation of FSR ($\Delta FSR = FSR_m - FSR_{m-1}$) is in the order of 1 - 20 kHz/ FSR, so it is necessary to measure over multiple FSRs in order that accumulated $m \times \Delta FSR > \delta FSR$ ($\delta FSR$ is the uncertainty of FSR which is defined in subsection3.3.2). For example, the blue dot with error bar at 1550 nm shows a dispersion of 12.2 kHz/ FSR in Fig.3.9d, and this is in
good agreement with finite element simulation (12.8 kHz/FSR) of the fabricated resonator structure and the rms error of the FSR measurement is 180 kHz. This $\delta$FSR is also in the consistent level of the one in subsection 3.3.2.

Fig. 3.9b shows measured FSR from different wedge angle disks at two distinct wavelengths (1300 nm and 1550 nm). Colored dots represent experimental measurement with error bars, and the solid lines are from the numerical simulation results. Considering measurement variation (~ 100 kHz for FSR measurement) with respect to FSR variation over wavelength, measurements at widely separated wavelength can give larger FSR changes and the confidence of the measurement results becomes higher. FSR measurements at separated wavelength points are conducted at this work for the first time. Each experimental points represent average FSR over 100×FSR-wide-spectral span at each wavelengths, and it shows a close agreement with the numerical prediction.

Fig. 3.9c shows GVD dispersion parameters (eqn.3.2&3.8) as a function of wavelength, and the solid lines are converted from the calculated FSR in Fig. 3.9b. Here, the material dispersion of silica ($D_M$) is common on wedge disks with different wedge angle, and the total dispersion curves show (normal) geometric dispersion contribution as a function of wedge angle. Fig. 3.9d shows $D_2$ (related to GVD) from wedge disks, and the values can be fitted from FSR measurements over 100×FSR-wide-spectral span at both 1300 and 1550 nm wavelength.

<table>
<thead>
<tr>
<th>Wedge angle</th>
<th>Wavelength (nm)</th>
<th>$\Delta$FSR (kHz/FSR)</th>
<th>D (ps/nm/km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10°</td>
<td>1300</td>
<td>-21.98</td>
<td>-18.5</td>
</tr>
<tr>
<td></td>
<td>1550</td>
<td>1.20</td>
<td>0.67</td>
</tr>
<tr>
<td>20°</td>
<td>1300</td>
<td>-16.08</td>
<td>-13.4</td>
</tr>
<tr>
<td></td>
<td>1550</td>
<td>12.2</td>
<td>6.75</td>
</tr>
<tr>
<td>30°</td>
<td>1300</td>
<td>-12.68</td>
<td>-10.5</td>
</tr>
<tr>
<td></td>
<td>1550</td>
<td>25.01</td>
<td>13.8</td>
</tr>
</tbody>
</table>

Table 3.2: **Single wedge disk dispersion** The mode spectra were measured from single wedge disks ($\theta = 10^\circ, 20^\circ, 30^\circ$, FSR ≈ 33 GHz), and fitted dispersion parameters from the measured mode spectra.
3.4.2 Mode spectrum engineering

The anomalous GVD is requirement for the ignition of parametric oscillation and frequency comb[6, 20], furthermore soliton formation has an additional requirement on the mode spectrum[21] – the soliton forming mode family must have anomalous dispersion near the pump frequency and be relatively free of avoided mode interaction from other mode families. Microresonator typically supports multiple mode families (cf. Fig.3.10), and the coupling between mode families additionally modifies the mode frequencies[112]. The avoided mode crossings alter the dispersion properties locally. The modified dispersion properties produce perturbation on the soliton forming process, and prevent the soliton generation if the crossing is close to the pump mode. Therefore, soliton formation additionally needs the mode spectrum without strong dispersion perturbation around the soliton spectrum[21].

3.4.2.1 Mode spectrum of microresonators

![Mode spectrum of microresonators](image)

Figure 3.10: **Mode spectra of SiO₂, MgF₂ and SiN resonators** (a) Mode structure of silica wedge disk with an approximate FSR of 22 GHz. Dots represent resonance dips of transverse modes those are coupled with tapered fiber, and the group of dots forming continuous line represent particular mode family. (b) Mode structure of MgF₂ crystalline resonator with an approximate FSR of 14.09 GHz and linewidths in the range of 50 - 500 kHz. (c) Specific mode structure (TM fundamental mode) of SiN resonator with an approximate FSR of 76 GHz and linewidths in the range of 350 MHz. Panel b-c are edited from Herr, et al.[21]

Fig.3.10 shows mode spectra of silica, MgF₂, and SiN resonators. The mode frequencies are measured using a calibrated MZI (panel a), reference comb (panel b), and scanning diode laser (cf.section 3.3.1). The mode frequencies are offset by absolute frequencies (ω₀) and
the first order term ($\tilde{D}_1\mu$) in Taylor expansion (cf. eqn.3.7 and eqn.3.14).

$$\omega_\mu - \omega_0 - \tilde{D}_1\mu = \omega_0' + D_1\mu + \frac{D_2}{2} \mu^2 - \omega_0 - \tilde{D}_1\mu$$

(3.14)

Here the spacing of frequency grid ($\tilde{D}_1$) is arbitrarily determined (close to the approximate average FSR), and dots forming a continuous line represent specific mode family. Different FSR shows distinct slopes of the continuous lines and curvature of the curves represents GVD dispersion including higher order dispersion. In addition, modified dispersion due to avoided mode crossings are presented in both a and b.

WGM resonators typically support multiple mode families as shown in Fig.3.10. Specifically silica and MgF$_2$ supports over 20 distinct transverse modes within one FSR and the mode structure is complicated. The mode spectrum of SiN resonator only shows the one of TM fundamental mode, but the mode interactions are apparently shown within measurement bandwidth several times. In order to achieve soliton generation from the one of transverse modes in WGM resonator, it is required to find the modes that feature anomalous dispersion and also that have minimal distortion of the dispersion caused by other mode families from the mode spectrum. The mode spectrum shows both mode family dispersion and avoided-mode-crossing behavior, so this method can be useful to screen the soliton-forming mode families.

Previous sections explained dispersion control in single-wedge disk (zero dispersion wavelength shift, dispersion control in pump wavelength), and the following sections will discuss the methods to adjust avoided-mode-crossing behavior – (i) intermodal FSR difference control and (ii) intermodal resonance frequency seperation control.

### 3.4.2.2 Intermodal FSR ($D_1$) difference control

In WGM resonator, multiple mode families have distinct FSR as a result of modal dispersion[98]. As seen in Fig.3.10, the slopes of continuous mode frequency lines represent relative FSR with respect to the frequency grid spacing ($\tilde{D}_1$) and multiple mode lines have different slopes as long as they have distinct modal dispersion. It is practically impossible to make every transverse mode in WGM resonator have the same FSR (if then, the mode lines are all parallel in the mode spectrum), and have no mode line crossing. Otherwise, each mode lines should have crossing points with other mode lines and the crossing points induce the mode interactions which perturb the dispersion properties. In this section, we will discuss the method to control the number of mode interactions that occur around 1550 nm band and also show that the mode crossing happens more often as resonator diameter increases (FSR rate decreases).

**Rate of mode crossing occurrence** It is interesting to note that the rate of mode crossing occurrence depends on FSR differences between distinct mode families. First we can consider
mode crossing occurrence between only two distinct mode families (mode\textsubscript{A,B} with FSR\textsubscript{A,B} in this discussion). Here, we assume that FSR\textsubscript{A} > FSR\textsubscript{B} and chromatic dispersion, which deviates FSR value with respect to wavelength, is negligible compared to FSR difference between two mode families.

Figure 3.11: Relative FSR distributions in 10\degree and 30\degree wedge Top panels (left: 10\degree, right: 30\degree) show the distribution of FSR measured at 1550 nm wavelength (polarization: TE). FSRs were measured from different mode families. The horizontal axis depicts relative FSR with respect to FSR\textsubscript{mean} (average of the distribution), and the vertical axis shows the number of mode families. Bottom panel shows measured FSR distribution as a function of wedge angle.

If two mode lines are crossing at mode number \( \mu_0 \), then the separation between two mode families is given as \( \Delta_{A-B}(\mu) = (FSR_A - FSR_B) \times (\mu - \mu_0) \) at any mode number \( \mu \). Two mode lines will be crossing at certain \( \mu \) if \( |\Delta_{A-B}(\mu) - FSR_B| < \Delta f \) (\( \Delta f \) is linewidth of modes\textsuperscript{5}), and approximately two distinct modes are crossing every \( \frac{FSR_B}{FSR_A - FSR_B} \) modes. When the FSR difference (FSR\textsubscript{A} – FSR\textsubscript{B}) is small, the mode crossing occurs less often. This might not be a method to completely remove mode crossings but can be the realistic method to avoid the mode interaction at specific spectral domain as required for soliton frequency comb operation.

Let’s discuss how to reduce the FSR difference (FSR\textsubscript{A} – FSR\textsubscript{B}). Mode families have their own spatial mode distribution within a cavity structure, and the deviation of the modal distribution causes different amount of geometric dispersion contribution. If the cavity geometry contributes stronger on total dispersion, the total dispersions of mode families

\textsuperscript{5}This only consider the case of weak mode interaction.
depend more on the spatial mode distribution, and the FSR distribution have larger variation – otherwise, the FSR distribution converges as geometric dispersion decrease. Fig.3.11 shows the measured FSR of several mode families in single-wedge disk (diameter = 3 mm; oxide thickness = 8 µm). The FSR was measured at 1550 nm, and tapered fiber was used to monitor the mode spectrum and measured the FSR. It is also important to note that various taper thicknesses were used to measure the FSR in order to measure mode families as much as possible. As wedge angle (θ) increases, the FSR difference decreases as shown in the distribution plot (then possibly the occurrence of mode crossing may drop). In higher wedge angle structure, the cavity geometry contributes less on the total dispersion and the total dispersion almost follows the material dispersion (the material dispersion is same to every mode family). This is the reason that the FSR difference is smaller in higher wedge angle, and generally the FSR difference increases as geometric dispersion increases\(^6\).

**Diameter dependent occurrence rate** The mode crossing tends to be more often in lower FSR (larger diameter) than in higher FSR (smaller diameter)[113], and this should be outstanding challenge for cavity platforms to achieve detectable (lower) repetition rate soliton frequency comb. Here we would like to systematically understand the mode crossing occurrence as a function of cavity diameter. For simplicity’s sake, let’s consider constant group index and dispersion (indeed it is reasonable assumption as the dispersion is not strongly dependent on the diameter), then FSR is simply scaled by resonator diameter and the FSR difference is also following the same scale rule. Then the ratio between FSR and FSR difference can be approximately constant regardless resonator diameter (\(\frac{FSR_A - FSR_B}{FSR_B} \approx constant\)), and it consequently provide constant occurrence rate in mode number (µ) domain.

It is interesting to note that mode spacing is inversely proportion to resonator diameter so the rate of crossing occurrence becomes proportional to resonator diameter (inverse proportional to FSR) in spectral domain.

Fig.3.12 shows the avoided mode crossings in SiN resonator (≈ 725 nm × 1700 nm cross section) with different resonator diameter (200, 570 µm). According to Ref.[113], there are two types of mode crossing occurred on this resonators – (TYPE I) mode crossing between differently polarized fundamental modes, and (TYPE II) mode crossing with higher order modes (same polarization). 220-GHz-FSR SiN resonator has one TYPE I and one TYPE II mode crossings while 80-GHz-FSR SiN resonator has three TYPE I and eight TYPE II mode crossings (measurement wavelength: 1500 - 1560 nm). Because TYPE II mode crossing counts the mode interaction with several mode families which are not clearly defined in this reference, it might be more precise to compare the rate of TYPE I mode crossing occurrence (between fundamental modes with TM and TE polarizations). TYPE I mode crossing occurs once in 220-GHz-FSR and three times in 80 GHz-FSR – this increase

---

\(^6\)Wedge angle around 30 to 50° is high enough to reduce the FSR variations. It was experimentally turned out that wedge angle higher than 30 - 50° (i.e. 70°) doesn’t help more but mode interaction becomes little stronger once the mode lines are crossing as the mode overlap increases.
Figure 3.12: Avoided mode crossing and generated frequency comb spectra in SiN resonator with distinct FSR (a) Measured FSR (top) and comb spectrum (bottom) in 220 GHz FSR SiN resonator (725 nm × 1650 nm cross section, 200 µm diameter, effective index = 1.8). Dashed lines indicate the avoided mode crossing wavelengths. (b) same as a but in 80 GHz FSR SiN resonator (725 nm × 1700 nm cross section, 570 µm diameter, effective index = 1.8). Panel a-b are edited from Ramelow, et al.[113]

(×3) approximately corresponds to FSR decrease (×1/3). Therefore, the occurrence rate of avoided mode crossing can be higher in smaller mode spacing (FSR, corresponds to repetition rate of comb) and it is outstanding challenge with electronic-rates (< 20 GHz) soliton frequency comb generation.

Solutions in SiN microresonators

The mode confinement is relative strong in nitride waveguide (considering the thickness of resonator), so effective indices of distinct mode families have relative difference over
Figure 3.13: Higher transverse mode suppression in nitride microresonator (a) SEM image of higher mode suppressed nitride microresonator. Mode filtering section is shown in lower right panel (dimension: 0.8 × 0.6 μm), and the ring resonator cross section is shown in upper right panel (dimension: 0.8 × 1.65 μm) (b) Characterization of a resonator with constant waveguide width (upper panel) and the one including the mode filtering section (lower panel). Panel a-b are edited from Kordts, et al.[114]

10 % even with wider waveguide width (> 2 μm)(see Fig.2 of Ref[114]). As a result, it is very challenging to avoid the mode crossing unless the resonator supports only single mode family. The upper panel of Fig.3.13b is a good example. FSR is approximately 100 GHz and three distinct mode families exist in the resonator at 1550 nm. Because the FSR difference is still quite large, the occurrence rate of the mode crossing is high so the avoided mode crossings might occur with 20 nm interval. It is expected that the rate of mode crossing becomes even higher (few nanometer wavelength interval) if FSR is reduced (e.g. 20 GHz).

On the other hand, the nitride resonator in Fig.3.13a features mode filtering section with an adiabatic tapered section through the rim (tapering length: 130 μm). The dimension of the mode filtering section is 0.8 × 0.6 μm, so as to filter out the higher mode that formed the serious mode crossing with the TE0 mode. The lower panel shows the measured mode spectrum of the nitride resonator featuring mode filtering section, and the spectrum shows very clean mode profile with anomalous dispersion around pump wavelength.

Solutions in Silica wedge disk Compared to nitride waveguide, silica resonators confine the optical mode weakly (dimension: 8 μm thickness). The FSR difference is thereby quite small, and the difference is in a level of 1:1000 with respect to resonator FSR. As nitride resonator features the mode filtering section[114], the geometric structure of silica resonator can be engineered to reduce the total mode number but might cause scattering loss. Instead, the mode spectrum can be engineered by adjusting resonator diameter in a level of few microns. The technique to engineer the mode spectrum will be discussed in the next section and soliton generation will be demonstrated from the mode-spectrum-engineered resonator.
3.4.2.3 Intermodal resonance frequency ($\omega$) separation control

Engineered FSR difference can reduce the rate of mode crossing occurrence, however in practice it is almost impossible not to have any mode crossing over 50 - 100 nm wavelength span with 10 - 20 GHz level repetition rate – this condition requests that FSR of all transverse modes should be within $\sim$ 10 - 80 MHz. Even if the requirement is fulfilled, the mode crossing point might be within measurement bandwidth accidentally. This section will discuss the method that can shift the mode crossing point by changing resonator diameter.

The resonance frequencies of the microresonator are determined as eqn.3.4. In this equation,

$$\omega_{\mu} - \omega_0 - D_1 \mu / 2\pi \text{ (GHz)}$$

Figure 3.14: Simulated mode spectrum of distinct mode families and the relative mode location control Two distinct mode frequencies are calculated around 1550 nm wavelength in silica wedge disk (wedge angle = 30°, oxide thickness = 8 µm). The diameter of microresonator was adjusted in the finite-element-simulations from the top to the bottom panels (top: 3000 µm, center: 2998 µm, bottom: 2996 µm). Numerical simulation was conducted with 25 mode number grids (dots) and solid lines are interpolation curve using the numerical simulation.

the effective index and the effective radius of optical mode change the resonance frequencies with respect to mode number ($\mu$). When the resonator diameter changes in this equation,
distinct mode families have different resonance frequency shift caused by discrete effective index of optical modes (see eqn.3.15).

\[
\frac{df_\mu}{dR} = -\frac{\mu \cdot c}{(2\pi \cdot R \cdot n_{\text{eff}})^2} \times (2\pi \cdot n_{\text{eff}} + 2\pi \cdot R \cdot \frac{dn_{\text{eff}}}{dR}) 
\]  

(3.15)

Here, \( dn_{\text{eff}}/dR \) is negligible (approximately less than 0.05\% per micron) and the mode radius deviation directly follow the fabricated resonator radius adjustment (in microns-level-radius control)\(^\text{7}\). In addition, it is interesting to note that relative mode frequencies shift more significantly as two distinct mode families have larger effective index difference. Therefore, the mode crossing between fundamental mode and higher order mode might be adjusted with just few microns diameter adjustment while the one between similar index mode might not. Fig.3.14 shows the simulated mode frequencies of two distinct modes in Silica wedge disk with different resonator diameter (adjusted from 3000 (top) to 2996 \( \mu m \) (bottom)). Here, the wedge angle is 30\(^\circ\) and the oxide thickness is 8 \( \mu m \). As a result of diameter adjustment, the mode crossing point between two distinct modes shifts approximately 200 mode number from short wavelength to longer wavelength.

Fig.3.15 shows the measured mode frequencies of TE0 and TE2 modes in silica wedge disk (wedge angle = 30\(^\circ\), oxide thickness = 8 \( \mu m \)). Here, the diameter of disk resonator was controlled in order to shift the mode crossing wavelength and the resonator diameter changes by \( \sim 2 \mu m \) from the top to the bottom panel. As discussed and confirmed numerically, the mode crossing wavelength between TE0 and TE2 modes is experimentally confirmed to shift as resonator diameter changes. It is worth to note that the structural parameters (e.g. wedge angle, wedge thickness) are identical over the disks from the top to the bottom except the diameter. In order to reduce the uncertainty of fabricated structural parameters, the disks are fabricated from the same wafer (oxide thickness) with the identical photo-lithography conditions (photoresist thickness, exposure time, develop condition). The diameter was adjusted using the wet etch duration (etch speed is approximately 100 nm/ min).

In addition, it is important to note that the relative mode shift becomes larger with respect to the same amount of diameter adjustment as FSR difference increases. Therefore, the shift amount between TE0 and TE2 in Fig.3.15 (diameter change: \( \sim 2 \mu m \)) is larger than the predicted amount between TE0 and TE1 in Fig.3.14 (diameter change: \( \sim 4 \mu m \)).

### 3.4.3 Electronics-rate soliton source in mode-spectrum-engineered resonator

#### 3.4.3.1 Mode engineering for soliton frequency comb generation

As discussed in Ref.[21], the mode families that form the soliton frequency comb needs to feature anomalous dispersion and minimal distortion from the anomalous dispersion.

\(^7\)10 - 50 nm level deviation occurs over few microns radius adjustment (few percent), but it is below minimum mesh unit.
Figure 3.15: **Mode structure of TE0 and TE2 modes in silica wedge disk** In silica wedge disk (wedge angle = 30°, oxide thickness = 8 µm, diameter ~ 3 mm), the mode frequencies of TE0 and TE2 modes (calculated mode profiles are shown as inset) are measured in 1520 - 1580 nm. From the top panel to the bottom, the resonator diameter changes by ~ 2 µm and consequently the mode crossing position shifted from shorter wavelength (µ > 150; top panel) to longer wavelength (µ < -150; bottom panel).

As discussed in Chapter 1, the threshold power for parametric oscillation can be obtained from coupled mode equation[20, 49]:

\[
P_{th} = \frac{\pi n_0 A_{eff}}{4\eta n_2} \frac{1}{FSR \cdot Q^2}
\] (3.16)
where $A_{\text{eff}}$ is mode area, $n$ is refractive index of microresonator, $n_2$ is the Kerr coefficient, $\omega_0$ is the pump frequency, and $\eta = Q/Q_{\text{ext}}$ is the waveguide to resonator loading ($Q_{\text{ext}}$ is coupling Q-factor, and Q is total Q-factor). Fig.3.16a shows measured parametric threshold power versus diameter from silica wedge resonators. $P_{\text{th}}$ is inverse proportional to FSR, so the threshold power increases as repetition rate decreases (Diameter increases). However, silica wedge resonators have diameter dependent Q value as discussed in section 3.4.1, and the threshold power is proportional to the inverse of $Q^2$. If the resonator diameter is less than 4 mm, the optical mode experiences sidewall and bottom surface roughness and the Q factor increases in larger diameter because mode shifts inwards (and experience the sidewall roughness less). However, with resonator diameter larger than 4 mm, the optical mode experiences the top and bottom surface roughness instead of the sidewall roughness. Q factor is saturated, so threshold becomes larger as FSR increases. It is also interesting to note that the mode area scales like $D^{2/3}$, so the trend curves on the Fig.3.16a follow $D^{-1/3}$ and $D^{5/3}$ accordingly[50]. Table.3.3 illustrates the comparison of chip-based microcomb sources including non-soliton platforms.

The soliton power ($P_{\text{sol}}$) and pulse width ($\tau$) are given by[47, 53, 54]:

$$P_{\text{sol}} = \frac{2\eta A_{\text{eff}}}{n_2 Q} \sqrt{-2nc\beta_2 \delta \omega} \quad \tau = \sqrt{\frac{-c\beta_2}{2nD \delta \omega}} \quad (3.17)$$

where $\beta_2 = -nD_2/cFSR^2$ is GVD as defined earlier, and $\delta \omega$ is the amount of detuning. When
Table 3.3: Comparison of chip-based microcomb sources (including non-soliton platforms) Hydex[115], AlN[116], Diamond[12], AlGaAs[117], Si$_3$N$_4$[91], SiO$_2$[50].

In the top row of eqn.3.18, the scaling factor ($-16c\beta_2/4n\tau_0^2\pi^3\kappa$) is around 5 - 20 assuming 200 fs pulse width, silica material dispersion ($-28ps^2/km$), and Q factor of 100 - 300 M – it means that operating power is about 5 - 20 times of parametric threshold power. Fig.3.16b shows soliton operating power versus repetition rate and Q factor of optical mode, and the minimum pump power is required for 200 fs soliton existence in silica resonator[22] which is used for microcomb[50] and soliton[118] generations.

### 3.4.3.3 Characterization of soliton frequency comb

Fig.3.17a shows measured mode spectrum of soliton-forming mode families from 1520 nm to 1580 nm. The solid lines are finite-element-simulation results, and the numerical calculations used the SEM scan of the wedge resonator. The fitted dispersion curve shows $D_1/2\pi = 21.92$ GHz, and $D_2/2\pi = 17$ kHz. Numerical simulation confirmed that the mode is TE1 mode, and also identified the nonsoliton-forming mode families disturbing the parabolic shape (but not seriously). The measured Q factor of the mode was around 300 million, and typical measured threshold power were around 2.5 mW.

Single soliton was triggered and locked[118] from the mode spectrum engineered resonator, and the measured optical spectrum is shown in Fig.3.17b. Solitons form when the pump frequency is red detuned with respect to an optical mode, and further detail on the locking process is in Ref[118]. The square of a hyperbolic secant function is overlaid onto the spectrum to verify the single soliton characteristic. The presence of small spurs corresponds to the minor mode crossing points in the mode spectrum. Direct confirmation of pulse
Figure 3.17: Soliton mode family dispersion, optical spectrum, and FROG (a) Measured frequency dispersion (black points) of the soliton-forming mode family (Measured modes span from 1520 nm to 1580 nm. \( \mu_0 \) corresponds to a wavelength close to 1550 nm). Red curve is a fit using \( D_1/2\pi = 21.92 \) GHz and \( D_2/2\pi = 17 \) kHz. The nonsoliton-forming mode families are also shown and the avoided mode crossings perturb the parabolic shape. (b) The optical spectrum of a single soliton state with a \( \text{sech}^2 \) envelope (red dashed line). Inset: FROG of the soliton state. The optical pulse period is 46 ps and the fitted pulse width is 250 fs. a-b are edited from Yi, et al.[55].

generation is provided by frequency-resolved optical gating (FROG)[47]. The pump laser was suppressed by fiber Bragg-grating filter, the waveshaper (programmable optical filter) adjusted dispersion compensation, and then the output signal is amplified using optical amplifier (EDFA). The measured data shows the pulse generation in the microresonator, and the fitted pulse width is 250 fs, which is limited by amplifier bandwidth.

Active capture and stabilization of soliton allows to dramatically reduce the soliton operating range using detuning locking. By adjusting soliton power set-point \( P_{\text{sol}} \) as well as pump power \( P_{\text{in}} \), it was feasible to closely match cavity-pump detuning with soliton existence range. As a result, the operating power of a single soliton in wedge disk was recorded as low as 22 mW[118].
3.5 Broadband dispersion-engineered UHQ resonator

In previous section, the geometric dispersion control on single-wedge disk was introduced and the discussion was further developed towards mode spectrum engineering for soliton frequency comb generation. The chromatic dispersion and mode spectrum have been lithographically defined using cavity structural parameter (e.g. wedge angle and diameter), so the dispersion engineering has realized to shift zero dispersion wavelength and to reduce avoided-mode-crossing. However, a couple of structural parameters has limitations on the level-of-control, and cannot compensate material dispersion over broadband span. In this section, design and fabrication technique that allows dispersion control over wide bandwidth will be introduced. Broadband dispersion control can be applied for wideband frequency comb generation\(^8\), soliton generation from visible to mid-infrared wavelength pump\cite{119}, dispersive wave generation\cite{120, 121}, and second- or third-harmonic generations\cite{122}.

3.5.1 Geometric dispersion control

Travel speed of optical wave in microcavity is determined by combined contribution from cavity material and geometry. As discussed earlier, the material dispersion has significant contribution on the dispersion properties and can easily modify broadband dispersion by combining heterogeneous materials\cite{101}. However, it might be challenging to maintain high-Q factor during extra material process that can easily degrade the microcavity quality and the Q factor is essential for efficient nonlinear oscillation. Therefore, this section will mainly discuss geometric dispersion design that systematically tailors cavity structure with higher-level-control for broadband dispersion engineering.

3.5.1.1 Geometric dispersion control – principle

**Fiber dispersion design** Optical fiber designers use multiple cladding layers to control both the magnitude, sign and spectral profile of the combined material and waveguide dispersion\cite{123, 124}. Fig.3.18a shows the dispersion of a single-clad optical fiber. The core layer is surrounded by single cladding layer which has lower refractive index. Top panel shows finite-element-simulation of fundamental mode in single-clad fiber; the index contrast and core diameter have been set to \(\Delta n = 0.0028\) and 4.5 \(\mu m\) so as to make the variation in mode profile with wavelength more readily observable. In fiber optics, the control of \(\Delta n\) is primary method to adjust group index of optical mode\cite{125}, and the corresponding group index spectrum is shown in bottom panel. In addition, it is interesting to note that the fundamental mode spreads over lower-index cladding layer in longer wavelength while the shorter wavelength mode is mainly confined in core layer.

\(^8\)The octave spanning frequency comb with detectable repetition rate is directly used for self-referenced comb\cite{5}, but also it doesn’t need to be always octave span for other specific applications such as dual-comb spectroscopy\cite{14} and comb-based telecommunications\cite{16}
Figure 3.18: **Dispersion engineering in multi-clad fiber** (a) Upper panel depicts finite-element-simulation of the fundamental mode in single-clad fiber at the wavelengths 1000 and 2000 nm. Lower panel illustrates the corresponding group index spectra of HE$_{11}$ mode. Here $\Delta n$ is core-cladding refractive index difference. (b) Dispersion control using multi-cladding layers. Upper panel shows finite-element-simulation of HE$_{11}$ mode in multiple cladding fiber at wavelengths 1000 and 2000 nm. Bottom panel is the group index spectra of fundamental mode in multi-cladding fiber. The dashed lines in the group index spectra give the single core and clad cases for the fiber. Fiber refractive index profile is provided as insets. Fig. a-b are edited from Yang, et al[71].

Fig.3.18b shows the dispersion of multiple-cladding optical fiber. The multi-clad fibre can be understood by analyzing the dispersion in short and long-wavelength cases[123]. Short wavelength modes are confined primarily by the core region and experience a group index that is similar to a corresponding single core fibre. Longer wavelength modes are primarily confined by the secondary cladding layer. The corresponding spectral dependence of the group index can be understood as a transition between these two extreme cases (see spectrum for multi-clad fibre in Fig. 1c). The wavelength at which the transition occurs can be correspondingly engineered[126, 127]. For example, by placing the outer, higher index region closer to the inner core, the transition will occur at shorter wavelengths.

**Cavity dispersion design** Fig.3.19a shows the group index control method using cavity geometry (left) as discussed in section 3.4.1.2. The group index spectra of three resonators that differ only in wedge angles are shown in the panel, and the index of bulk silica is also provided for comparison[23, 128]. The wedge angle introduces normal dispersion offset (material dispersion: anomalous dispersion in 1550 nm) that is stronger for smaller wedge angles[98], and raises the group index from the material index as wedge angle decreases.
Figure 3.19: **Fiber-inspired cavity dispersion design** (a) Upper panels depict single-wedge resonator schematic; and lower panel give the corresponding group-index spectrum of the fundamental modes in the single-wedge disk (left panel). Here, $\theta$ is the wedge angle of the resonator, and the dashed curves give the bulk group index of silica. Calculations assume a resonator diameter of 3 mm. Finite element simulation of the fundamental mode in a single-wedge disk at the wavelengths 1000, 1500, and 2000 nm (right panel). (b) As in (a), but for double-wedge disk. The dashed lines in group index spectrum give the single-wedge results ($10^\circ$ and $45^\circ$ cases). The blue and red curves in the lower left panel indicate the multi-wedge resonator where the angle ordering is red ($45^\circ$ (outer) $\rightarrow$ $10^\circ$ (inner)) and blue ($10^\circ$ (outer) $\rightarrow$ $45^\circ$ (inner)). Fig. a-b are edited from Yang et al.[71].

For comparison, single-clad fiber adjusts the group index of the mode through control of $\Delta n$ and usually $\Delta n$ modifies the group index in a level of $\sim 1\%$[125]. It is interesting to note that the magnitude of geometric dispersion in single-wedge disk is almost comparable with the level in fiber optics.

The right panel in Fig.3.19a shows the finite-element-simulations of the fundamental mode in single-wedge disks, and the wedge angle is $10^\circ$ with 3-mm-diameter. In the resonator, longer wavelength mode has smaller radii while shorter wavelength mode see their centroid
of motion around the resonator outwards. The effective optical path becomes smaller as wavelength increases, and it corresponds to normal dispersion\cite{22, 98}. This is analogous with that longer wavelength modes have greater spatial overlap with the lower-index cladding, and the greater overlap strengthens normal dispersion contribution in fiber optics.

The similarity between the resonator and fiber cases suggests a method to engineer dispersion in the resonator that is illustrated in the Fig.3.19. In double-wedge resonator, the shorter wavelength modes experience the outer wedge angle ($\theta = 10^\circ$ in blue curve; $45^\circ$ in red curve) while the longer wavelength modes mainly experience the inner wedge angle ($\theta = 45^\circ$ in blue curve; $10^\circ$ in red curve). The spectral dependence of the group index have a transition between these two cases. In analogy with the multi-clad fiber, the thickness of the wedge-angle transition allows control of the wavelength band over which the group index transitions between these two limits. This concept can be extended to design the group index of quadruple-wedge disk, which provides more flexibility in dispersion control over a wider range of wavelengths.

3.5.1.2 Geometric dispersion control – numerical analysis

In this section, dispersion engineering method using wedge angle transition was studied using finite-element-simulation and the numerical study will provide how to independently tailor (i) magnitude, (ii) sign, and (iii) spectral profile of geometric dispersion.

Magnitude of geometric dispersion Fig.3.20a shows the double-wedge group index spectra that transitions between the group index spectra of single-wedge disks (red = $10^\circ$, green = $20^\circ$). The group index spectra exclude material dispersion in order to confirm the geometric contribution clearly. Blue dots are calculated group index of double-wedge that has $20^\circ$ outer wedge ($\theta_1$) and $10^\circ$ inner wedge ($\theta_2$), while red dots represent the group index of double-wedge with $10^\circ$ outer wedge and $20^\circ$ inner wedge. The transition in group index spectra makes either normal or anomalous dispersion contribution in group velocity dispersion spectra, as shown in Fig.3.20b. The first derivative of the group index curve determines the magnitude of geometric dispersion, and the magnitude increases as the group index difference between two wedges are larger. The wedge angles ($\theta_1$ and $\theta_2$) thereby control the magnitude of geometric dispersion at transition wavelength.

Sign of geometric dispersion Fig.3.20b shows that transition from lower angle (higher group index) to higher angle (lower group index) creates normal dispersion (upper panel) while the inverse transition (from higher angle to lower angle) form anomalous dispersion (lower panel). Silica material dispersion is normal in wavelengths shorter than 1.3 $\mu$m, and anomalous otherwise. The tunable sign of geometric dispersion can thereby compensate for the material dispersion with more flexibility.

Spectral profile of geometric dispersion Fig.3.20b also shows that the wedge angle transition thickness (t) can control the spectral position that group index transitions and form
Figure 3.20: Geometric dispersion control in multi-wedge disk (a) The group-index spectra \( n_{G,GEO} = n_G - n_{G, MAT} \); \( n_G \): group index of mode; \( n_{G, MAT} \): group index of material[23]) of the single-wedge (solid lines; red=10°, green=20°) and the double-wedge (dots) are shown. (b) Top and bottom panels depict the geometric dispersion of each lines in a. (c) Dispersion of multi-wedge \( (\theta_1=45°, \theta_2=10°, \theta_3=20°; \text{dashed line}) \) transits from the one of double-wedge \( (\theta_1=45°, \theta_2=10°; \text{blue dots}) \) to another \( (\theta_1=10°, \theta_2=20°; \text{red dots}) \). Black solid line is the geometric dispersion of single-wedge \( (\theta=10°) \). Inset shows \( \lambda_p \), the wavelength where the additional dispersion of double-wedge is maximum (dots).

Either normal or anomalous dispersion. At \( t = 4 \mu m \), both double-wedges in upper and lower panels have common \( \lambda_p \) that geometric dispersion is maximized in wedge angle transition. As long as the transition thickness is determined, the geometric dispersion is formed at the same spectral location regardless the sign of the dispersion. In addition, Fig.3.21c shows that \( \lambda_p \) is approximately proportional to \( t^{3/2} \). In addition, wedge angles can be defined without limitation on the number of transitions, and the geometric dispersion from one angle transition is simply superpose on the dispersion of the other angle transition in spectral domain without strong perturbation (almost linearly). The lower panel in Fig.3.20c shows the geometric dispersion of multi-wedge disk \( (\theta_1 = 45°, \theta_2 = 10°, \theta_3 = 20°; \text{dashed line}) \) with geometric dispersion spectra of two double-wedge disks (blue dots: \( \theta_1 = 45° \) and \( \theta_2 = 10° \), red dots: \( \theta_1 = 10° \) and \( \theta_2 = 20° \)). Each double-wedge disks have \( \lambda_p \) at 800 nm (blue dots) and 2200 nm (red dots), and geometric dispersion of multiple-wedge transits from the blue dot double-wedge spectrum to red dot double-wedge spectrum. The geometric dispersion
of multiple-wedge can compensate normal material dispersion at shorter wavelength and anomalous material dispersion at longer wavelength.

### 3.5.1.3 Geometric dispersion control – equation model

The dispersion of double-wedge resonator ($\theta_1$: outer wedge angle; $\theta_2$: inner wedge angle) can be understood by separately analyzing the $\theta_1$-single-wedge in short- and $\theta_2$-single-wedge in long-wavelengths. Fig. 3.21a shows the optical mode profiles of double-wedge and two single-wedges. The vertex at the bottom of the double-wedge has the same coordinate as the one at the bottom of the $\theta_1$-single-wedge, while the vertex at the top of the double-wedge has the same coordinate as the one at the top of the $\theta_2$-single-wedge. The radius of each single-wedge is determined as a function of $t$:

$$R_2 - R_1 = t \cot(\theta_2) - t \cot(\theta_1)$$  \hfill (3.19)

where $R_1$, $R_2$ are the radius of each single-wedge, $t$ is the outer wedge height of double-wedge, and the radius of double-wedge is the same with $R_1$. The lower panel of Fig. 3.21b shows that the resonance frequency of double-wedge (dots) is the result of transition from the $\theta_1$-single-wedge to the $\theta_2$-single-wedge, and the upper panel depicts that the magnitude of geometric dispersion is maximized at the mode number ($\nu_p$ in eqn 3.21) where the two single-wedge curves intersect – the mode number ($\nu_p$) is a function of $t$ (see eqn 3.20 and 3.21).

$$\frac{\nu_p}{R_1} \left[ 1 + \frac{\alpha_1}{\nu_p^{2/3}} \right] = \frac{\nu_p}{R_2} \left[ 1 + \frac{\alpha_2}{\nu_p^{2/3}} \right]$$  \hfill (3.20)

$$\nu_p \approx \left[ \frac{(\alpha_2 - \alpha_1)R}{\cot(\theta_2) - \cot(\theta_1)} \right]^{3/2} t^{-1.5}$$  \hfill (3.21)

Fig. 3.21c shows that the double-wedge dispersion is following the same relation at different $t$, and Fig. 3.21d-f show the dispersion at different wedge angles ($\theta_1 = 10^\circ$, $\theta_2 = 20^\circ$). The additional dispersion is generated through wedge angle transition, and the bandwidth of additional dispersion generation is fairly wide (> hundreds nm wavelength) so as to enable wideband dispersion control with a couple of wedge angle transitions. Wedge angles can be ordered in any sequence along the radial direction, and the geometric dispersion contributions of the angle transitions are then placed in order along the spectral domain. There have been reports that a dual-ring resonator (silicon nitride) can also produce additional dispersion by strong mode coupling[129, 130]. This is a good example to show that additional geometric parameter (gap between ring resonators) makes the degree of dispersion control higher, as we used the wedge angle transition height.
Figure 3.21: **Multi-wedge dispersion in equation model** (a) Finite-element-simulation of optical modes in single-wedge \((\theta = 45^\circ\) (Top), \(10^\circ\) (Center)) and double-wedge (Bottom: \(t=3\ \mu m\)) disks. Outer wedge angle is \(45^\circ\), and inner wedge angle is \(10^\circ\). (b) Upper panel depicts the geometric dispersion, and lower panel shows the resonance frequencies as a function of mode number \(\nu\). \(t = 3\ \mu m\), \(R_1=1.5\ mm\), and \(R_2=1.516\ mm\). Solid lines illustrate the dispersion of single-wedge (eqn (S1)), and dots are numerical results from finite-element simulations. In the plot, the mode frequencies are offset by the linear line with constant slope \(\zeta\) so as to show dispersion more readily observable. (c) Same as (b), but for \(t = 3.5\ \mu m\), \(R_1=1.5\ mm\), \(R_2=1.518\ mm\). (d) Finite-element-simulation of optical modes in single-wedge \((\theta = 10^\circ\) (Top), \(20^\circ\) (Center)) and double-wedge (Bottom: \(t=5\ \mu m\)) disks. Outer wedge angle is \(10^\circ\), and inner wedge angle is \(20^\circ\). (e) Same as (b), but for \(t = 4.5\ \mu m\), \(R_1=1.5\ mm\), \(R_2=1.487\ mm\). (f) Same as (b), but for \(t = 5.0\ \mu m\), \(R_1=1.5\ mm\), \(R_2=1.485\ mm\).
3.5.2 Multi-wedge fabrication process

Fiber-inspired cavity dispersion design allows broadband dispersion control, and the design can avoid heterogeneous material process which easily degrades Q factor of resonator. Q factor is critical for efficient nonlinear process and this section will discuss microfabrication method that tailor cavity structure while maintaining Q factor in ultra-high-Q regime. In addition, imprecision of micro-fabrication will be discussed as well as its effect on dispersion properties.

3.5.2.1 Overview of process flow

Figure 3.22: Multi-wedge structure fabrication SiO$_2$ film is grown on Si wafer by thermal oxidation. SiO$_2$ single-wedge disk is formed by photolithography and wet etching (Upper panels). An additional wedge is created through another cycle of thermal oxidation, photolithography, and wet etching. XeF$_2$ dry etch is applied to etch Si after removing photoresist and residues (lower panels). This figure is edited from Yang et al. [71]

Fig. 3.22 shows the microfabrication process of double-wedge disk. Microfabrication begins with thermally grown SiO$_2$ on Si, which is then processed with photolithography and wet etching into single-wedge shaped disks (see top row in Fig. 3.22) in which the wedge angle can be controlled from $8^\circ$ to $55^\circ$ (see Fig. 2.8). Hexamethyldisilazane (HMDS) was additionally deposited prior to photoresist coating for wedge angles larger than $20^\circ$ (right column of Fig. 2.8). For wedge angles in a range of $8^\circ$–$20^\circ$, photoresist was spin-coated on the oxide layer without HMDS (left column of Fig. 2.8). Photoresist thickness was used to adjust the wedge angle. The photoresist pattern acted as an etch mask during immersion in a buffered hydrofluoric acid (HF) solution, and the resist was removed once wet etching was completed. The second SiO$_2$ layer was grown at the same temperature as the etched wedge disk, and the thickness of the oxide was accurately controlled via duration of thermal oxidation. Again, the photoresist was patterned on the oxide layer and the wet etch proceeded
to create additional wedge angles. After cleaning to remove photoresist and residues, XeF$_2$ dry etch was applied to etch the Si. The multi-wedge disk process is an extension of the techniques developed for the original single-wedge disk resonator[22]. During this second cycle, the angle of the additional wedge is adjusted as before and its height is controlled through the duration of etching. Calibrations have shown that the height increases at a rate of $\sim 10$ nm/min, resulting in the following spectral rates: FSR $\sim 400$ kHz/min and $D_2 \sim 300$ Hz/min. The process can be repeated to add additional wedges.

3.5.2.2 Additional wedge process

Figure 3.23: Additional wedge process using photolithography and wet etch (a) Extra wedge addition to the single-wedge structure. The photoresist was patterned on the oxide layer, and the photoresist pattern covers over the entire surface of etched wedge with an additional $\mu$m radius (Top). Then wet etch is proceeded, and it made an additional wedge once the undercut proceeded all the way up to the original wedge (Bottom). (b) The outermost wedge height as a function of wet etch time. The height is kept as the original thickness of second oxide layer, and it starts to increase once the BHF undercut proceeded all the way up to the original wedge. (c) False-colored SEM image of the progression towards double-wedge structure.

Multi-wedge structure can be precisely fabricated using CMOS-compatible process, and the overall procedure is explained in Method. Fig. 3.23 shows detailed process steps through Fig. 3.22, and an additional wedge is fabricated with desired wedge angle and height. The photoresist is patterned on the silica layer which the additional oxide layer is thermally grown under chemically etched single-wedge silica disk. Buffered hydrofluoric acid (BHF) undercut a silica layer covered by photoresist, and make an additional wedge once the undercut reaches to the original wedge. Fig.3.23a shows false colored SEM images of sample which is proceeding BHF etching, and the outermost wedge (additional wedge) height is controlled as a function of etch duration[71]. The height is keeping its original layer thickness of second oxide layer (Fig.3.23b I) until the etch duration that an additional
wedge reaches the original wedge (Fig. 3.23b II). Undercut is then proceeded through the original wedge (Fig. 3.23b III), and its height keep increasing as etch is proceeding longer (Fig. 3.23b IV). Etch rate varies depending on an adhesion between photoresist and silica layer, and it is approximately able to adjust the outermost height by tens of nm per minute. Additional oxidation step can be avoided if etch steps repeat to only carve out certain depth of silica[131], instead of etching all the way up to the silicon surface and growing an oxide again. However it empirically gives the best smoothness of wedge surface by removing 'foot' region[22], and makes Q factor comparable to the single-wedge disk.

The oxide thickness empirically controls the etching speed; thicker oxide layer lowers the speed of additional wedge height increment (Fig. R3b), so as to improve the process accuracy. The height of additional wedge can be controlled as a function of etch time, and the angle can be adjusted by the thickness of photoresist (Fig. R3a) with the same experimental condition as the one for single-wedge angle control.

3.5.2.3 Imprecision of micro-fabrication

The imprecision of micro-fabrication[22, 114] might lower the repeatability of dispersion in fabricated disks. It can also impact the repeatability of resonator geometry design to achieve specified dispersion coefficients. As a preliminary test of process accuracy, double-wedge disks (29 EA) were identically fabricated from multiple wafers (4 EA) and structural parameters were measured using an AFM (see Fig. 3.24). The measurements show 30.4 nm,
0.21°, and 0.15° standard deviations in t, θ₁, and θ₂, respectively (actual values are 2.92 µm, 43.5°, and 10.5° for t, θ₁, and θ₂). In order to understand how this imprecision in the process impacts the dispersion of the resonator, we have run a set of simulations on double-wedge disks and independently varied t and θ₁,₂ by ± 150 nm and 1°, respectively. Based on numerical simulation, the standard deviations of t, θ₁, and θ₂ approximately cause 0.8, 0.01, 0.3 kHz of $D_2$ variations from the designed dispersion parameter, respectively. For simplicity, $D_2$ variation was calculated as function of a single parameter (one of t, θ₁, and θ₂) assuming other geometric parameters constant.

![Diagram of double-wedge resonator](image)

Figure 3.25: **Variation of fabricated geometric parameters regarding to the lithographic alignment** (a) Photoresist (2nd pattern) is covering the silica single-wedge (1st pattern) on the oxidized layer. Lithographic misalignment ($\Delta x$) makes the variation of s (see the lower panel) through the circumference of the circle, and consequently changes the height of additional wedge. (b) The height of additional wedge (1-mm-diameter) is measured using AFM. The upper panel shows the measured height of additional wedge through the y-axis on the lower panel, and the lower panel shows the AFM image of the double-wedge.

The double-wedge resonator is formed using a pair of lithography + etch steps in order to pattern the each wedges, respectively. Mask aligner (KarlSuss MA-6 aligner) has 0.5 µm of an alignment accuracy with 99.7% confidence[132], and the stepper (GCA 6300 DSW) has 0.25 µm accuracy[133]. The misalignment makes the variations of s in Fig.3.25a. The variation of gap "s", additional wedge height "t", and $D_2$ follow eqn.3.22.
\[ s = \Delta x \cos \theta + \sqrt{R_1^2 - \Delta x^2 \sin^2 \theta - R_0} \]

\[ \Delta s \sim \Delta x \cos \theta \]

\[ \Delta t \sim \Delta s \tan(10^\circ) \]

\[ \Delta D_2 \sim 30Hz/nm \times \Delta t \] (3.22)

Fig.3.25b shows the measured outer wedge height (t) of fabricated double-wedge disks (1-mm-diameter), and the lower panel shows the AFM image of the measured disk. Fig.3.26 shows estimated \( s, \Delta t, \) and \( \Delta D_2 \) as a function of \( \theta \) and misalignment \( \Delta x \). The measured data in Fig.3.25b is fitted as \( \Delta x \sim 85 \) nm and \( \Delta t \sim 15 \) nm for comparison. In addition, net cavity dispersion[134], integrated dispersion through one round trip of the resonator, is calculated as a function of \( \Delta x \), and \( \Delta D_{2,net} \) is the net cavity dispersion divided by one round trip length (see Fig.3.26).

Figure 3.26: **Variation of fabricated geometric parameters regarding to the lithographic alignment** (a) Photoresist (2nd pattern) is covering the silica single-wedge (1st pattern) on the oxidized layer. Lithographic misalignment (\( \Delta x \)) makes the variation of \( s \) (see the lower panel) through the circumference of the circle, and consequently changes the height of additional wedge. (b) The height of additional wedge (1-mm-diameter) is measured using AFM. The upper panel shows the measured height of additional wedge through the y-axis on the lower panel, and the lower panel shows the AFM image of the double-wedge.
3.5.3 Dispersion-engineered resonator characterization

3.5.3.1 Multi-wedge resonator structure

![Electron micrographs of dispersion-engineered resonators](image)

Figure 3.27: **Electron micrographs of dispersion-engineered resonators** Scanning electron micrographs (SEM) of side-views for (a) single, (b) double and (c) quadruple wedge resonators. Inset shows zoom-in images. Fig.a-c are edited from Yang et al.[71]

Fig.3.27 shows SEM image of single-, double-, and quadruple-wedge disk resonators. In the device of Fig.3.27c, the additional oxidation, photolithography, and wet etch steps were followed in order to define more wedge angles from the double-wedge process. Diameter of the resonators are approximately 22 GHz, and the oxide thicknesses are around 8 µm. Insets show high resolution zoom-in scan of wedge disks; single wedge angle = 10°, double wedge angle = 45°/10°, and quadruple wedge angle = 45°/10°/20°/10° (from outward to inward wedge).

3.5.3.2 Multi-wedge resonator Q factor characterization

![Q factor characteristics of dispersion-engineered resonators](image)

Figure 3.28: **Q factor characteristics of dispersion-engineered resonators** (a) Measured Q factor (intrinsic Q factor) of TM0 mode in single-, double-, and quadruple-wedge disks. This figure is edited from Yang et al.[71]

As has been discussed earlier, the Q factor of microresonator is critical for efficient nonlinear operation. Therefore, maintaining Q factor in ultra-high-Q regime is another important feature that needs to be achieved in dispersion-engineered resonator. Fig.3.28 shows sum-
marized measured Q factor of single-, double-, and quadruple-wedge resonators (diameter = 3 mm, FSR = 22 GHz). The developed microfabrication process achieved average Q factors (intrinsic Q factor) of $1.6 \times 10^8$, $1.1 \times 10^8$, and $1.6 \times 10^8$ for single-, double-, and quadruple-wedge disks (TM0 mode). Here error bars indicates the variation of measured Q factors from set of devices.

It is also worth to note that taper fiber coupling easily achieved critical and over-coupling with the fundamental mode of dispersion-engineered resonator (see Fig.2 in Ref[135]). Because dispersion-engineered resonator also adjusts the optical mode distribution using cavity geometry, there might be possibilities that the spatial mode shifts inward and the mode shift causes less evanescent field coupling with tapered fiber.

### 3.5.3.3 Multi-wedge resonator dispersion characterization

Dispersion comparison in single-, double-, and quadruple-wedge is shown for demonstration of additional wedge angle effect. To characterize dispersion in the resonator we measure $FSR_\mu$ ($\mu$ is mode index) in several wavelength bands and calculate $D_2(\mu) = \frac{\partial FSR_{\mu'}}{\partial \mu'|\mu' = \mu}$ which is related to the GVD parameter through the following expression:[32]

$$\beta_2(\mu) = \frac{\partial^2 \beta}{\partial \omega^2}_{\omega = \omega_\mu} \approx -\frac{1}{4\pi^2 R} \cdot \frac{D_2(\mu)}{FSR_\mu^3}$$

where $R$ is a resonator radius. Here, we define dispersion coefficients as

$$f_\mu = f_0 + D_1 \cdot \mu + \frac{D_2}{2!} \mu^2 + \frac{D_3}{3!} \mu^3 + \cdots$$

where $f_0$ is the frequency at which the dispersion is measured and $D_1$, $D_2$, $D_3$ correspond to FSR, $\Delta$FSR per mode, and the third order dispersion parameter[21, 43, 47, 136]. Controllability of broadband dispersion will be followed using structural parameter adjustment in dispersion-engineered resonator.

**Dispersion parameter fitting** The resonance frequencies of one mode family can be described as a Taylor series (cf.eqn.3.7), and the coefficients of the series correspond to dispersion parameters at $\mu = 0$. Fig.3.29 shows the measured FSR of single-, double-, quadruple-wedge resonators. FSR is measured using both EOM-assisted (300-nm-bandwidth; cf. Fig.3.5a)/ sideband (70-nm-bandwidth; cf. Fig.3.4) spectroscopy, and both methods show precise agreement. It is important to note that higher-order dispersion fitting (e.g. $D_3$ in a level of Hz/ mode) needs wideband measurement.
Figure 3.29: Higher order dispersion parameter fitting (a) Measured FSR of single-wedge disk and the Taylor series fit (solid line). Blue dots are measured by the EOM comb method (Fig.3.5a), and red dots are measured by sideband spectroscopy (Fig.3.4) for comparison. The FSR is 22.042 GHz at 1550 nm. (b-c) Same as panel a, but for quadruple-wedge disks. FSR: 21.36 GHz for (b), 21.40 GHz for (c) at 1550 nm. This figure is from supplementary information of Yang, et al.[71]

Dispersion measurement results in single-, double-, and quadruple-wedge disks

Fig.3.30 shows measured FSR, $D_2$, $D_3$ and the results of simulations for the device structures provided in the insets. As has been noted in Ref [98], a single-wedge contributes geometrical dispersion that is both normal and approximately spectrally flat. In the upper panel of Fig.3.30a, the zero dispersion wavelength ($\lambda_{ZDW}$), has been shifted by this effect to 1.5 $\mu$m[22, 98] (material dispersion has a $\lambda_{ZDW}$ near 1.3 $\mu$m). The bottom panel shows $D_3$ of single-wedge disk, and the dots represent fitted value from wideband measurement (> 300 nm spectral span). In the double-wedge resonator (Fig.3.30b) there is a gradual onset (anomalous) of the geometrical dispersion around 1200 - 1500 nm wavelength as a result of mode transition from 45° wedge to 10° wedge. The overall effect is to provide a flattening of group velocity dispersion on wavelength over a broad range of wavelengths. The dispersion
Figure 3.30: **Dispersion characteristics of single-, double-, and quadruple-wedge disks**

(a) FSR and $D_2$ of single-wedge disk (wedge angle = 10°). Green and blue dots are measured $D_2$ and FSR, respectively; Orange and red lines are numerical results. The resonator geometry was scanned using both SEM (inset; scale bar = 10 µm) and AFM for finite-element-simulation. Dashed line shows silica material dispersion[23, 128]. Bottom panel represents $D_3$ of single-wedge disk. Dots shows experimental fitting data from wideband measurement, and line represents numerical results. (b-c) As in (a) but for double-, and quadruple-wedge disk, respectively. This figure is edited from Yang, et al.[71]
in the transition is therefore reduced. The addition of further wedges can be used to extend this control to longer wavelengths. In the quadruple-wedge design the third wedge provides control out to 2,000 nm (Fig.3.30c).

Figure 3.31: **Group index spectra of double- and quadruple-wedge disks** (a) Group index spectra of double-wedge disk. The simulated geometric structure is from the resonator in Fig. 3.30b. Blue line shows the group index of 10° single-wedge disk, and red line represents the group index of 45° single-wedge disk. (b) Same as (a), but for quadruple-wedge disk. The calculated resonator profile is from Fig.3.30c. Dashed line represents 20° single-wedge group index.

Fig.3.31 shows calculated group index spectra of double- and quadruple-wedge disks (Here finite-element-simulation used AFM-scanned resonator profiles in Fig.3.30). Upper panel of Fig.3.31a shows fundamental mode profile in double-wedge resonator. The blue and red lines represent the group index of 45° and 10° single-wedges, respectively. Double-wedge group index was extracted from solid curves in Fig.3.30b – calculated FSR and $D_1$ are in good agreement with measurement results (cf. Fig.3.30). Fig.3.31b shows group index spectra of quadruple-wedge disk, and it shows clear group index spectra from outer wedge to inner wedge ($45° \rightarrow 10° \rightarrow 20°$) as wavelength increases.
Double-wedge dispersion – anomalous geometric dispersion for material dispersion compensation in shorter wavelength

Figure 3.32: **Double-wedge dispersion control** (a) Colormap of chromatic dispersion of double-wedge disk as a function of the outermost wedge height (t). Black solid line indicates the zero dispersion wavelength \(\lambda_{ZDW}\) – \(D_2 > 0\) corresponds to anomalous dispersion, and \(D_2 < 0\) corresponds to normal dispersion. Inset shows the SEM image of double-wedge and indicates the height of double-wedge. (b) Measured \(D_2\) of double-wedge as a function of the height of outermost wedge. Blue line is the result of finite element simulation (I). (c) Measured FSR and \(D_2\) with 2.93 (II), 2.87 (III), and 2.81 (IV) \(\mu\)m of the height of outermost wedge. Each II, III, and IV correspond to the black dashed line on the (a).

In double-wedge resonator, the group index of the mode transitions between the group index of outer wedge \(\theta_1\) (shorter wavelength) and inner wedge \(\theta_2\) (longer wavelength). As has been discussed, the geometric dispersion becomes anomalous when the optical mode transitions from higher \(\theta_1\) to lower \(\theta_2\) (\(\theta_1 > \theta_2\) in Fig.3.32). Otherwise the geometric dispersion from the transition becomes normal – lower \(\theta_1\) to higher \(\theta_2\). In addition, the outer wedge height (“t” shown in Fig.3.32a inset) determines the spectral location at which the mode transitions from \(\theta_1\) to \(\theta_2\), and it corresponds to determine \(\lambda_p\) in Fig.3.20. In Fig.3.32, a set of double-wedge disks were measured and double-wedge dispersion control is shown using outer wedge height "t"– here other structural parameters are fixed (\(\theta_1 =\)
Because $\theta_1 > \theta_2$, the mode transition between two wedge angles creates anomalous geometric dispersion. The anomalous geometric dispersion can compensate material dispersion and $D_2$ becomes relatively flat if the spectral location of mode transition is around 1000 - 1300 nm (silica material dispersion is normal at wavelengths < 1.3 $\mu$m). Fig.3.32a shows simulated double-wedge dispersion as a function of wavelength and the outermost wedge height "t". It clearly shows that the flat dispersion regime can move from shorter wavelength to longer wavelength as "t" increases. Fig.3.32b-c compare the measurement values with finite element simulation plotted on Fig.3.32a, and dashed lines (I - IV) correspond to Fig.3.32b - c, respectively. It is interesting to note that $D_2$ at 1550 nm is approximately given as linear function of "t" in Fig.3.32, and it corresponds to variable curvature of parabolic mode curve in mode spectra as shown in Fig.3.33.

Figure 3.33: **Double-wedge mode spectrum** Measure mode spectra of double-wedge disks. TM fundamental mode was measured from 1520 to 1580 nm, and the outer wedge thicknesses are 2.58, 2.70, 3.09, and 3.17 $\mu$m from lower to upper panels. Measured $D_2$ correspond to -10.9, -6.27, 5.61, and 10 kHz/FSR.
Quadruple-wedge dispersion – normal geometric dispersion for material dispersion compensation in longer wavelength

Figure 3.34: Quadruple-wedge dispersion control (a) Colormap of chromatic dispersion of quadruple-wedge disk as a function of the third wedge height (d, see inset). Black solid line indicates the zero dispersion wavelength (λZDW). Inset shows the SEM image of quadruple-wedge and indicates the height of third wedge. (c) Measured FSR and D2 of quadruple-wedge disks which have 6.32 (II), 6.15 (III), and 6.05 (IV) µm of d. Each II, III, and IV correspond to the black dashed line on the a.

In this section, the additional third wedge was added to double-wedge structure in Fig.3.32 – θ1, and θ2 are same and "t" is fixed. The group index transitions from θ1 to θ2 in shorter wavelength, and the third wedge (θ3) introduces additional mode transition in longer wavelength from θ2 to θ3. The wedge transition thickness ("d" seen in the inset of Fig.3.35) between θ2 and θ3 determines the spectral location at which the centroid of motion shifts from θ2 to θ3 as "t" does in double-wedge structure – it corresponds to determine λp. Because "d" > "t" in this quadruple-wedge disk, λp of mode transition between θ2 and θ3 is thereby longer than the one between θ1 and θ2. In addition, θ2 and θ3 are 10° and 20°. Therefore, the geometric dispersion at this transition should be normal dispersion. Fig.3.35a shows finite-element-simulation results of quadruple-wedge dispersion as a function of wavelength and
"d". It is important to note that chromatic dispersion at longer wavelength (cf. Lower panel of Fig.3.35b) becomes normal dispersion from anomalous dispersion as the additional wedge approaches to the optical mode ("d" decreases). Then the normal geometric dispersion shifts from far longer wavelength to ~ 2 \( \mu m \), so the total dispersion at 2100 nm becomes normal dispersion as a result of material dispersion compensation. It is also interesting to note that \( D_2 \) at 1550 nm is almost constant while \( D_2 \) at 2100 nm varies from 10 to -10 kHz/ FSR (Upper panel of Fig.3.35b) – this is because \( \theta_1, \theta_2, \) and "t" are fixed. Fig.3.35b-c compare the measurement values with finite element simulation plotted on Fig. 3.35a, and dashed lines (I - IV) correspond to Fig.3.35b-c, respectively.

**Figure 3.35: Higher-order dispersion control using quadruple-wedge geometry** (a) Colormap of chromatic dispersion of quadruple-wedge disk as a function of the third wedge height (d, see inset). Black solid line indicates the zero dispersion wavelength (\( \lambda_{ZDW} \)). Inset shows the SEM image of quadruple-wedge and indicates the height of third wedge. (c) Measured FSR and \( D_2 \) of quadruple-wedge disks which have 6.32 (II), 6.15 (III), and 6.05 (IV) \( \mu m \) of d. Each II, III, and IV correspond to the black dashed line on the a.

**Dispersion in different mode families**

As preliminary tests of dispersion in higher order- and TE-polarized modes, the FSR and \( D_2 \) were additionally measured from TM1 and TE0 modes. The same resonators in Fig.3.30 were used for the additional measurements. The simulation results are from the same resonator geometry without extra tuning, and the results also show the group index transition as shown in Fig.3.19 (see Fig.3.37).

**Intermodal dispersion** Fig.3.36a-b show the dispersion of the TM0 and TM1 modes. The higher order mode (TM1) similarly shows an adjustable dispersion in multi-wedge structures (see middle and bottom panels in Fig.3.36b), but the compensated dispersion shows different magnitude and spectral dependency with those in TM0 because of different mode distribution and location. Generally, higher order mode has stronger geometric dispersion.

**Polarization effect** Fig.3.36c shows the dispersion of the TE0 mode. TE mode, which the transverse electric field is parallel to the flat oxide surface in wedge disk[22], extends into air
Figure 3.36: **Higher-order mode dispersion engineering** (a) FSR and $D_2$ of TM0 (fundamental) mode for single- (top), double- (middle), and quadruple-wedge (bottom) disk. Blue and green data points are measured FSR and $D_2$, respectively; red and orange lines are numerical results. The cavity geometry is imported from SEM image (left inset, bar: 10 $\mu$m) for finite element simulations, and the simulated mode profile is shown in the right inset. (b-c) Same as (a), but for (b) TM1 (higher order) and (c) TE0 (different polarization) mode. TM1 and TE0 modes were measured from the same resonator in Fig. 3, and the simulation is also conducted in the same resonator geometry without extra tuning.

cladding less than TM mode, so that the TE polarization has weaker geometric dispersion. The multi-wedge measurement results show the modified dispersion from the single-wedge dispersion, but the magnitude of dispersion compensation tends to be less than the one of TM0.

Figure 3.37: **Group index spectra of TM1 mode in double- and quadruple-wedge disks** (a) Group index spectra of TM1 mode in double-wedge disk. The simulated resonator structure is from Fig.3.36. Blue line shows the group index of TM1 in 10$^\circ$ single-wedge, and red line represents the group index of TM1 in 45$^\circ$ single-wedge. (b) Same as (a), but for TM1 in quadruple-wedge disk. Dashed line represents the group index of TM1 in 20$^\circ$ single-wedge.
3.5.4 Frequency comb generation in dispersion-engineered resonator

In this section, frequency comb generation in dispersion-engineered resonator will be discussed. Phase-locked frequency comb will be introduced with a comparison with the one in single-wedge resonator. Then wideband frequency comb generation will be further discussed.

3.5.4.1 Mode-locked frequency comb

![Figure 3.38](image)

Figure 3.38: **Phase locked state comb (non-soliton) in dispersion-engineered resonator**

(a) Optical spectrum of phase locked state comb in quadruple wedge resonator. The frequency comb envelope seems similar with the one in Ref[136]. (b) RF beatnotes between microcomb and reference comb. Pump laser is locked with the one of reference comb lines (offset \( \Delta = 0 \)), and the repetition rate of the reference comb is slightly different with the one of the microcomb. (c) RF beat note shown here from the optical spectrum (red, RBW = 1 kHz).

In order to confirm the feasibility as a nonlinear optical cavity, frequency comb is demonstrated in dispersion-engineered microresonator (quadruple wedge disk, 21 GHz FSR). Fig.3.38a shows the optical spectrum of frequency comb generated in quadruple wedge disk. The threshold power was below 10 mW, and the operating power was around 100 mW in Fig.3.38. The comb envelope shape is similar with the one in Ref[136], and the microwave scan from the microcomb showed only single beat note. In order to confirm the spacing of frequency comb more carefully, the heterodyne beat note experiment was conducted using highly stable reference comb. The pump of the microcomb is locked to one of the reference comb lines, so \( \Delta \) (heterodyne beat note frequency between microcomb and nearest reference comb) is zero at the pump. The repetition rate of the reference comb is slightly different with the one of microcomb, so the offset needs to linearly increase as the mode is separated.
from the pump further. The linear line of the offset frequency shows standard error of 860 Hz, and it shows that the microcomb lines have a common repetition rate as well as no offset frequency\[46, 136].

Fig. 3.39 shows bandwidth engineering of the phase-locked frequency comb. As shown in measured FSR and predicted mode spectra, the quadruple-wedge disk has flat dispersion (low $D_2$ and $D_3$) at 1550 nm wavelength and the bandwidth consequently increases from $\approx$ 50 nm to 200 nm. Both frequency comb showed clean RF beatnote as well as low phase noise. It is worth noting that (i) frequency comb is generated in dispersion-engineered resonator with comparable threshold power as well as comb properties, and (ii) the bandwidth was

---

Figure 3.39: **Bandwidth shaping of phase-locked state comb** (a) Left Panel: Measured FSR, calculated detuning ($\omega_\mu - \omega_0 - D_1 \cdot \mu$), and optical spectrum of phase-locked comb in single-wedge disk. Right Panel: Phase noise of RF beatnote from the comb in left panel, and inset shows RF beatnote measured by ESA. (b) Same as (a), but in quadrupled-wedge disk.
confirmed to be engineered using the dispersion of microresonator.

Figure 3.40: **Wideband frequency comb generation**

(a) Dispersion engineered resonator generates broadband frequency comb which has over two-third of octave span. Upper panel: Span = 930 nm, Comb spacing = 33 GHz, Coupled pump power = 250 mW. Lower panel: Span = 740 nm, Comb spacing = 22 GHz, Coupled pump power = 60 mW.

(b) Microresonator-based frequency comb technologies as a function of comb spacing and fractional bandwidth. This includes silica microresonator[50], silica toroidal microresonator[96], silicon nitride[43, 95, 137, 138], crystalline MgF2 resonator[46, 139], crystalline CaF2 resonator[140], and diamond microresonators[12].
3.5.4.2 Broadband frequency comb in detectable repetition rate – towards octave span frequency comb

Increasing the resonator size lowers the repetition rate towards detectable microwave rate. Optical finesse decreases under the similar level of Q factor, and hence parametric oscillation needs to be more efficient in order to attain the same level of comb bandwidth\cite{5, 51, 141}. One of approaches to control the comb bandwidth at detectable microwave rate, might be dispersion-engineered resonator\cite{139}. As a preliminary test of frequency comb generation in dispersion-engineered resonator, multi-wedge disks are fabricated with 2-mm- (33 GHz FSR), and 3-mm-diameter (22 GHz FSR). Multiple wedge resonators achieved 930-nm-span (120 THz) comb at 33-GHz-spacing (Upper panel of Fig.3.40a), and 760-nm-span (100 THz) at 22-GHz-spacing (Lower panel of Fig.3.40a). It is also important to note that the RF beat note was neither clean nor single tone in these wideband frequency comb. However, it is promising to achieve the wide span frequency comb in electronic-compatible rate and the device can be further developed towards wideband soliton generation.

3.6 Discussion

The nonlinear optics in microcavities has created lots of new, interesting problems on dispersion control (i.e. chromatic dispersion control\cite{71, 139, 142}, mode spectrum engineering\cite{21, 55, 114}, strong mode interaction\cite{113, 120, 143, 144}) that many researchers haven’t thought before. This chapter introduced the cavity design method to tailor the dispersion property while maintaining UHQ for efficient nonlinear operation. As a result, we demonstrated low-repetition-rate, and low-operating-power soliton generation using mode-spectrum-engineered resonator\cite{55}, and broadband frequency comb generation using dispersion-engineered resonator\cite{71}. Not shown in this thesis, but dispersion engineering cooperated with many interesting physics in microcavities and demonstrated exciting results in other literatures\cite{105, 120, 143}. Furthermore, dispersion-engineered UHQ platform can be directly transferred to the fully integrated platform which will be discussed in Chapter 5.
CHIP-INTEGRATED NANOPHOTONIC WAVEGUIDES

4.1 Abstract

Ultrashort pulses of light can extend its spectral width when propagating through highly nonlinear optical devices. In this thesis, silica nanophotonic waveguides can provide the engineered nonlinearity, dispersion control, and excellent waveguide transmission from ultra-violet to mid-infrared\(^2\). The continuum generation process (pulse broadening) can cooperates with the formation of dispersive waves (optical analogue to Cherenkov radiation), and the engineered nonlinear properties can precisely control the emission frequencies of the dispersive wave. This new capability is used to simplify offset frequency measurements of a mode-locked frequency comb. The nanophotonic waveguides can also enable mode-locked lasers to attain tunable spectral reach from ultraviolet to mid-infrared.

---

\(^1\)Section 4.3-4.7 have appeared in Nature Communications 8, 13922, 2017

\(^2\)Silicon dioxide has transmission window in wavelength from 200 nm to 2 micron. Furthermore, material dispersion is relatively low compared to other chip-based materials\(^{[143]}\), so this platform has an advantage to apply nonlinear cavity study (chapter 3) to the broad transmission window (discussion with Prof. Harry Atwater). This chapter only shows the waveguide results, but after then this work was extended over visible soliton generation in nonlinear cavities\(^{[143]}\).
4.2 Introduction to on-chip nanophotonic waveguides for nonlinear optics

Continuum generation in optical fiber[68] has been actively investigated for the applications in optical frequency combs[39, 56] as well as spectroscopy and optical coherence tomography. The advent of microcomb has focused attention on this technology for on-chip system. Beginning with studies of Raman and four-wave-mixing in monolithic waveguides[10, 155], numerous material platforms has been investigated towards low-threshold, broadband supercontinuum generation[145–154]. Low threshold power for efficient broadening have been demonstrated with nano-scale waveguide cross sections[153, 156]; the device also operates in the mid-infrared[149, 157]; the self-referencing has been achieved using silicon nitride waveguide[158]. Fig. 4.1 shows the nanophotonic waveguides from various material platform in the spectral domain. PPLN, As$_2$S$_3$, and silicon have been generally used for mid-infrared wavelengths while nitride and silica have been used for relatively shorter wavelength (from visible to infrared wavelengths).

Figure 4.1: Review of on-chip nanophotonic waveguides for nonlinear optics State-of-the-art nanophotonic waveguide comparison of spectral coverage. Waveguide platforms in PPLN[145], As$_2$S$_3$[146, 147], Si[148–150], Si$_3$N$_4$[151–153], and SiO$_2$[154] are presented, and the spectral coverages are from visible to several microns wavelength.
4.3 Ridge waveguide dispersion design

Figure 4.2: Pulse broadening in photonic crystal fiber and analogous approach on-chip (a) The schematic illustration of photonic crystal fiber with SEM image of cross section. The core defined by surrounding holes confines the optical mode for propagation. The control of core area allows dispersion control from visible to mid infrared, so as to achieve octave span supercontinuum which enable self-referencing of frequency comb. (b) The core size control in photonic crystal fiber is analogous to ridge size control in chip-integrated waveguide. The nanophotonic waveguide can function as photonic crystal fiber in self-referenced comb. The SEM image in a is from Ranka, et al.[68]; the optical spectrum in a is from Jones, et al.[39]; SEM and the optical spectrum in b are edited from Oh, et al.[72].

Fig.4.2a shows the schematic illustration of photonic crystal fiber structure with cross-sectional SEM image[68], and one of the applications used for spectral broadening in frequency comb self-referencing[39, 56]. The photonic crystal fiber leveraged enhanced nonlinearity and controlled dispersion properties by modifying the optical mode confinement in core structure. The near-infrared input pulse was thereby spectrally broadened, so the comb lines cover from visible to mid-infrared wavelengths. Supercontinuum generation has been widely developed from deep ultraviolet to mid-infrared, and specifically ultraviolet and visible wavelength covers several optical clock transition lines[58] as well as the optical sources for biomedical imaging[159]. There has been remarkable progress on visible and ultraviolet continuum generation in microstructured optical fibers[160–164].

Fig.4.2b shows analogous approach in chip-integrated waveguide platform. As the size of fiber core engineered the mode confinement as well as dispersion, the silica ridge dimension can tailor the mode area and chromatic dispersion. The SEM image and optical spectrum will be introduced in following discussions, and those are for presenting the feasibility of the analogous approach.
4.3.1 Geometric dispersion control – principle

As discussed, the photonic crystal fiber compensates significant amount of material dispersion at visible wavelength using strong modal confinement[68] – the core primarily confines the optical mode\(^3\), and air acts as cladding layer in this device. In strongly confined waveguide structure, the optical mode easily transitions from the core to the cladding layer and larger index contrast requires smaller core layer radius (see eqn.4.1):

\[
V = k_0 a (n_1^2 - n_c^2)^{1/2}
\] (4.1)

Here, \(V\) is normalized frequency parameter of fiber (called as "V number"), \(a\) is a radius of the core layer, \(n_1\) is the refractive index of the core layer, and \(n_c\) is the refractive index of the cladding layer[23]. This equation comes from the eigenmode equation in step-index fiber and defines the single mode condition \((V = V_c = 2.405)\) as below:

\[
2a = 2 \times \frac{V_c}{(n_1^2 - n_c^2)^{1/2}} \times \frac{\lambda}{2\pi} \approx 0.76\lambda
\] (4.2)

\(n_1\) is 1.45 (silica) and \(n_c\) is 1.0 (air) for the approximation in this equation. The core diameter needs to be proportional to the wavelength where we want to make a modal transition between the core and the cladding layer. The core of photonic crystal fiber needs to be tiny in order to drag the cut-off frequency around shorter wavelength (visible), and the index contrast needs to be maximized in order to compensate stronger material dispersion at shorter wavelength.

It is worth reviewing the equation of the group index in order to see how the geometric dispersion collaborates with the modal transition[23]:

\[
n_g = n_{eff} + \omega \frac{dn_{eff}}{d\omega}
\] (4.3)

Here \(n_g\), \(n_{eff}\), and \(\omega\) are the group index, effective index, and frequency. At the modal transition wavelength, strong index contrast produces rapid effective index changes as a function of frequency \((\frac{dn_{eff}}{d\omega})\), and the second term on the right hand side has positive sign as \(n_{eff}\) decreases. When the contribution of the second term is larger than \(n_{eff}\) decrease, then the total dispersion becomes anomalous. Fig.4.3 shows the geometric dispersion of a step-index fiber, and the geometric dispersion is anomalous once the modal transition occurs (the transition wavelength scales proportional with the core diameter).

It is also worth discussing the multi-wedge dispersion design[71] using eqn.4.1. In contrast to the photonic crystal fiber, the index contrast in multi-wedge resonator (or multi-cladding...\(^3\)Here we will only consider fundamental mode (TE\(_{00}\) or TM\(_{00}\)).
Figure 4.3: Geometric dispersion versus core diameter  Numerical simulation of the step-index fiber geometric dispersion as a function of core diameter. Here the cladding layer is air (n = 1), and the core layer is fused silica[23]. As core diameter increases, the cut-off wavelength increases and the maximum geometric dispersion wavelength increases.

fiber) is comparably small (generally < 1%), so that the required core diameter doesn’t need to be small (weaker modal confinement) in order to make the mode transition between the core and the cladding. In addition, the additional geometric dispersion is not strong as the index contrast is smaller, so the multi-wedge dispersion design was thereby used to tailor the chromatic dispersion at the wavelength where the material dispersion isn’t too strong.

In the next subsection (4.3.2), we will discuss numerical simulation of silica ridge dispersion. The silica ridge structure has thickness around 600 - 900 nm (triangular shape with angle of 30 - 45 degrees) in order to confine an optical wave strongly. The ridge structure can be microfabricated as shown in the next section (4.4), and the design will show the feasibility to control zero dispersion wavelength as well as dispersive wave frequencies.

4.3.2 Geometric dispersion control – numerical analysis

Fig.4.4 shows numerical simulation of ridge waveguide dispersion. As has been discussed in previous section, the optical mode transitions from the waveguide core to the air cladding as wavelength increases. Because the group index mismatch between waveguide core and air cladding is relatively high\(^4\), the mode transition creates significant amount of geometric dispersion and the sign of the geometric dispersion is anomalous at the beginning of the transition (then goes to strong normal geometric dispersion).

In this thesis, the nanophotonic waveguide is designed to generate supercontinuum from

\(^4\)Generally fiber has approximately 1% index difference between core and cladding.
Figure 4.4: **Geometric dispersion control in ridge waveguide structure** (a) Numerical simulation of ridge waveguide total dispersion. The ridge thicknesses ("h") of 650, 810, and 900 nm were calculated, and the inset depicts the calculated ridge structure. The sidewall angles are approximately 30°. (b) Calculated geometric dispersion of ridge waveguide structure. (c) Calculated phase matching parameter $\Delta \beta = \beta(\omega) - \beta(\omega_s) - (\omega - \omega_s)/\nu_g$ where $\omega_s$ corresponds to the center frequency of input pulse in section 4.5 (830 nm), $\nu_g$ is group velocity at $\omega_s$. $\Delta \beta \approx 0$ corresponds to the phase matching condition for dispersive wave generation[72].

830 nm pump and therefore the total dispersion at 830 nm needs to be anomalous. However, the material dispersion is strongly normal at the wavelength regime[23], and the geometric dispersion control using strong confinement waveguide needs to be used in order to form comparable geometric dispersion\(^5\). As predicted in previous discussion, the optical mode (from the waveguide to air cladding) transitions in shorter wavelength as waveguide dimension decreases (from h = 650 nm to h = 900 nm). Then the anomalous geometric dispersion is induced by the mode transition in shorter wavelength, and the additional geometric dispersion can compensate the normal material dispersion in shorter wavelength. Therefore, the zero dispersion wavelength becomes shorter as the ridge thickness decreases (see Fig.4.4a).

\(^5\)Multiple wedge structure in previous chapter can also adjust the dispersion property of nanophotonic waveguides[71], however the total amount of geometric dispersion is only comparable with the one from mode transition between 1 % index difference and might not be strong enough in shorter wavelength (< 1 micron).
In order to discuss the contribution from the waveguide geometry more precisely, Fig. 4.4b shows calculated geometric dispersion of ridge waveguide structures. The geometric dispersion is given as the subtraction of the material dispersion\cite{23, 128} from the total dispersion (Fig. 4.4a), and it is interesting to note that the geometric dispersion transitions from anomalous to normal dispersion as wavelength increases. In addition, the maximum geometric dispersion is induced at shorter wavelength as the waveguide geometry confines the optical mode stronger; the magnitude of the geometric dispersion is also dependent on the waveguide dimension.

The waveguide dispersion control modifies not only zero dispersion wavelength but also the phase-matching condition of dispersive wave generation. The dispersive wave frequency can be thereby controlled using waveguide dimension. As has been discussed in Chapter 1, the phase-matching condition of dispersive wave generation is:

\[
\phi(\omega_s, z) = \phi(\omega_{DW}, z) \\
\omega_s t - \beta(\omega_s)z + \gamma Pz/2 = \omega_{DW} t - \beta(\omega_{DW})z
\]  
(4.4)
4.4 Ridge waveguide fabrication process

4.4.1 Overview of process flow

Waveguide arrays are fabricated on (100) prime-grade float-zone silicon wafers. The initial oxide layer is thermally grown at 1000 °C with 2 μm thickness. The photoresist is patterned on the oxide layer (Fig.4.5a), and acts as etch mask during hydrofluoric acid (HF) immersion. HF wet-etching creates the wedge surfaces at the edge of the photoresist pattern, and the further wet-etching results in the triangular-cross-section ridge stripe of silica as the two angled wedge surfaces meet each other (Fig.4.5b). The wet-etching duration is around 45 min. Then, an additional thermal oxidation creates an under-layer of silica (Fig.4.5c). The waveguide chips used for data in the manuscript had the under-layer thickness of either 310 nm or 450 nm. Striped openings (Fig.4.5d) are etched after a second lithography step (Fig.4.5e). As a final step, silicon under oxide structure is isotropically etched to lower scat-
tering of fundamental guided mode by silicon structure to levels below that caused by silica surface scattering (Fig.4.5f). Both numerical calculation\(^6\) and measurement confirmed that an undercut of 10 \(\mu m\) is sufficient to eliminate the silicon structure interaction as a result of modal confinement. The average spacing between two waveguides is about 35 \(\mu m\), and 725 waveguides per inch can be fabricated in an array.

### 4.4.2 Lithographic ridge dimension control

![Fabricated ridge waveguide array](image)

Figure 4.6: **Fabricated ridge waveguide array** Perspective view of SEM image of fabricated ridge waveguide array on-a-chip (bar: 100 \(\mu m\)). The average spacing between two waveguides is about 35 \(\mu m\) and it corresponds to 725 waveguide per inch. The inset shows zoom-in cross section of ridge waveguide (bar: 1 \(\mu m\)). Simulated mode profile is superimposed on the cross section image (wavelength = 830 nm). This image is edited from Oh, et al.[72].

Fig.4.6 shows the SEM image of fabricated ridge waveguide array on silicon chip. The average spacing between two waveguides is about 35 \(\mu m\), so 725 waveguides can be fabricated within one inch. Also high resolution zoom-in scan is shows as inset, and red box is indicated the zoom-in position. Ridge structure is confined on the thin supporting layer, and the supporting layer is holding the ridge structure from silicon pillar with 10 \(\mu m\) undercut. The calculated optical mode profile is superimposed on the cross-section image.

The ability to lithographically define ridge dimension enables precise control of waveguide dispersion, and it allows a tunability on dispersive wave frequencies. Fig.4.7 shows the dependence of the ridge dimension parameters\((H,w)\) on the mask width. Here, the mask width is the width of the red rectangular strip patterned on photoresist in Fig. 4.5a (see

---

\(^6\)The numerical calculation will be discussed in following section.
Figure 4.7: **Dependence of ridge dimension on mask width** (a) SEM images of a series of ridges in a fabricated silica waveguide array. The thickness of the base silica layer is 0.31 µm. Scale bar is 1 µm. The definition of ridge height (H) and ridge width (w) is shown in the panel. (b) Measured ridge dimension based on SEM images as a function of mask width.

The ridge height (H) and width (w) increase by about 0.5 µm and 1 µm, respectively, as the mask width increases by 1 µm.

### 4.4.3 Transmission loss characterization

In order to characterize the transmission loss of ridge waveguide structure, the Q factors of ridge resonator with the same waveguide dimension were measured (mode area ≈ 2.5 µm²). Low-loss waveguide device requires longer waveguide length for apparent attenuation through the propagation[165]. Otherwise, the extra losses are caused from experiment (i.e. waveguide input coupling loss, facet reflection) and the waveguide attenuation might not be clear enough to measure. In contrast, resonator doesn’t require longer propagation length as long as cross-section dimensions are same. The extra losses involved from the experiment is also negligible as taper fiber coupling caused minimal scattering loss[83].

Not clear in this thesis, but it is also worth discussing the possible differences between straight waveguide and ring resonator. There might be distinct optical properties caused by waveguide bending, because resonator has to experience stronger bending loss (few mm radius) than the waveguide (infinite radius). Furthermore, the centroid of the motion would shift towards outer radial direction as a result of the bending effect, and the greater portion of spatial mode experiences surface roughness from outward sidewall while experiencing less scattering from inwards sidewall as well as silicon pillar structure.

Fig.4.8b shows transmission scan of TE1 mode at 772 nm wavelength, and the mode
Figure 4.8: Ridge waveguide transmission loss characterization (a) Schematic illustration of ridge ring resonator in order to characterize transmission loss of waveguide. (b) Zoom-in spectral scan of TE fundamental mode (measured wavelength = 772 nm). The scanning wavelength is calibrated using fiber interferometer (black dots: measured interferometer signal; green: fitted sinusoidal curve). The resonance dip in transmission spectrum is fitted with Lorentzian curve. Intrinsic Q factor is 18 million, and it corresponds to 0.028 dB/cm propagation loss.

families were identified by comparing the mode spectrum with numerical simulation. The scanning frequency was calibrated using fiber interferometer at 772 nm wavelength, and fitted Lorentzian gives an intrinsic Q factor as high as 18 million. This Q factor corresponds to 0.028 dB/cm, and the length of the waveguide can be extended over few meters (loss will still be < 10 dB).
4.5 Dispersive wave generation in silica ridge waveguide

4.5.1 Lithographic control of dispersive wave frequency

The phase matching condition for the dispersive wave generation satisfies the following equation[44]:

\[
\phi(\omega_s, z) = \phi(\omega_{DW}, z) \\
\omega_s t - \beta(\omega_s)z + \gamma P z/2 = \omega_{DW} t - \beta(\omega_{DW})z
\]

(4.5)

where \(\beta(\omega_s)\) and \(\beta(\omega_{DW})\) are the propagation constant at the pump soliton frequency \(\omega_s\) and the dispersive wave frequency \(\omega_{DW}\); \(P\) is the peak power of the pulse once dispersive wave is generated; \(\gamma\) is the nonlinearity of the waveguide at pump frequency \(\gamma = \omega_p n_2/(cA_{eff})\); \(t\) and \(z\) are travel time and length from the waveguide input to the point that dispersive wave is generated and group velocity is \(v_g = z/t\). Here we define \(\Delta \beta(\omega) = \beta(\omega) - \beta(\omega_s) - (\omega - \omega_s)/v_g\), and the dispersive wave phase matching condition
is given by $\Delta \beta(\omega_{DW}) = \gamma P/2$. The following equation expresses $\Delta \beta$ in terms of dispersion parameters and frequencies:

$$\Delta \beta(\omega) = \frac{\beta_2}{2} (\omega - \omega_s)^2 + \frac{\beta_3}{6} (\omega - \omega_s)^3 + \frac{\beta_4}{24} (\omega - \omega_s)^4$$  \hspace{1cm} (4.6)

In general, we can approximately find the dispersive wave frequency at $\Delta \beta(\omega) = 0$ as $\gamma P/2$ is negligible compared to dispersion terms. Then we can obtain the dispersive wave frequency as:

$$\omega_{DW} = \omega_s - \frac{2\beta_3}{\beta_4} \pm \sqrt{\left(\frac{2\beta_3}{\beta_4}\right)^2 - \frac{12\beta_2}{\beta_4}}$$  \hspace{1cm} (4.7)

If we neglect $\beta_4$, then we can obtain:

$$\omega_{DW} = \omega_s - \frac{3\beta_2}{\beta_3}$$  \hspace{1cm} (4.8)

Fig.4.9 shows lithographic dispersion control of ridge resonator and the phase matching condition for dispersive wave generation. As has been discussed, the ridge geometry adjusts the confinement of optical mode and consequently shifts group velocity dispersion in shorter wavelength ($\lambda < 700$ nm). The ridge dimension (height and width) can be modified using lithographic mask width (cf. Fig.4.9b), and the calculated zero dispersion wavelengths ($\lambda_{ZDW}$) varies from 550 nm to 750 nm in TM polarization. Fig.4.9b presents calculated GVD and $\Delta \beta$ in ridge waveguide structure. Blue, red, and yellow lines correspond to mode areas of 0.83, 1.03, 1.69 $\mu$m$^2$; Solid line presents $\Delta \beta$ and dashed line indicates GVD. The effective mode area were determined by input of SEM waveguide cross sections to finite-element-method solver. The points with error bars are measured dispersion values obtained from sets of ten scans of spectral fringes measured using a Mach-Zehnder interferometer. The measurement plots show close agreement with numerical simulation results. In addition, it is interesting to note that GVD becomes larger at pump frequency in smaller ridge mode area (ridge height and width decreases) and dispersive wave frequency shifts blue. As the pump wavelength of 830 nm, the phase matching wavelength can be engineered to vary from 310 to 576 nm in TM polarization – TE mode also provides dispersive wave generation at longer wavelength.
4.5.2 Numerical analysis of pulse propagation and dispersive wave generation in ridge waveguides

As discussed in Chapter 1, numerical calculation of the pulse propagation in the optical media were performed using a nonlinear Schrodinger equation as below:

\[
\frac{\partial \tilde{A}}{\partial z} = \left( i(\beta(\omega) - \beta(\omega_p)) - \frac{1}{\nu_g} [\omega - \omega_p] \right) \tilde{A}(z, \omega)
+ i\tilde{\gamma}(\omega)F\{\tilde{A}(z, T) \int_{-\infty}^{\infty} R(T')|\tilde{A}(z, T - T')|^2 dT' \}
\]  

(4.9)

where \( \tilde{A}(z, \omega) \) is the complex spectral envelope of the pulse as a function of waveguide position \( z \) and frequency \( \omega \), \( \tilde{A}(z, T) \) is defined as \( F^{-1}\{\tilde{A}(z, \omega)/A_{\text{eff}}^{1/4}(\omega)\} \), \( \alpha(\omega) \) is the linear loss, and \( R(T) \) is the Raman response function. \( \tilde{\gamma}(\omega) \) is the parameter related to the nonlinear response\[40, 41\]:

---

It was also discussed in Ref.[43] for dispersive wave generation in microcavity.
\[ \gamma(\omega) = \frac{n_2(\omega_0)n_{0\omega}}{c n_{\text{eff}}(\omega) A_{\text{eff}}^{1/4}(\omega)} \]  

(4.10)

The propagation constant \( \beta(\omega) \), effective mode index \( n_{\text{eff}}(\omega) \), and mode area \( A_{\text{eff}} \) were calculated from finite-element-simulation; \( n_2(\omega_0) \) is the nonlinear refractive index.

Fig.4.10a and c are the calculated supercontinuum spectra plotted versus propagation length for pulse energies of 330 pJ (a) and 1100 pJ (c). In the calculation, input pulse center wavelength is 830 nm, and the pulse width is 60 fs which is directly measured by an autocorrelator. The input pulse propagates as a higher-order soliton, and the dispersion of waveguide causes temporal compression and spectral broadening until the pulse experience soliton fission and dispersive wave generation at the fission length. According to numerical simulation, the fission length depends on the pulse energy and the fission length decreases as input pulse energy increases (330 pJ: 0.39 cm; 1100 pJ: 0.16 cm). This prediction is observable in Fig.4.10b. The composite of photographs of the waveguide is shown at coupled power from 330 pJ to 1100 pJ. The waveguide where pulse propagates is identical from the left to the right of the picture, and the mode area of the ridge structure is 0.76 \( \mu m^2 \) at pump wavelength (830 nm). It is also important to note that dispersive wavelength frequency is consistent in distinct pulse energies at the same mode area. This is because \( \gamma P/2 \) term in phase matching condition is almost negligible comparing to the scale of dispersion changes. Thus, the dispersive wave frequencies at soliton fission point are thereby controllable using resonator geometry which dominantly mediates the mode area and dispersion condition.

4.5.3 Dispersive wave generation in ridge waveguide

![Figure 4.11: Ultraviolet-visible dispersive wave generation in a silicon chip](image)

Multiple photographs of scattered light taken from 1.5 cm long chip. Infrared pulses are launched at the left side facet, and the initial spectral broadening can be seen as the orange-red emission. This figure is edited from Oh et al.[72].
Fig. 4.12: **Experimental setup for supercontinuum generation and waveguide dispersion measurement** (a) SEM images of a series of ridges in a fabricated silica waveguide array. The thickness of the base silica layer is 0.31 \( \mu m \). Scale bar is 1 \( \mu m \). The definition of ridge height (H) and ridge width (w) is shown in the panel. (b) Measured ridge dimension based on SEM images as a function of mask width.

Fig. 4.11 shows the combined photographs of pumped ridge waveguide on a single chip. The laser pulse is provided by a mode-locked titanium-sapphire laser (830 nm) and the input is launched into the ridge waveguide using an objective lens. The average coupling efficiency is estimated to be 25\% - 35\%. As input pulse propagates along the waveguide from the left to the right (arrow), the infrared pulse undergoes temporal compression and spectral broadening as a result of self-phase modulation and anomalous dispersion of the guide[23]. At the broadening position, soliton fission and dispersive wave generation occur at a bright spot on the figure (shown as the orange-red emission that gradually shifts diagonally upward right). As has been discussed, decreasing mode areas\(^8\) shift the phase matching condition to shorter wavelength so the dispersive wave transitions from the visible wavelength to ultraviolet from the top to the bottom waveguide – the dispersive wave is invisible in the photograph for wavelengths below 400 nm. The colour emission at the left side of the image is the dispersive wave emission which is reflected at the right facet of the guide, and the majority of the light is forward propagating and collected into a multimode fiber.

To further probe the behavior of the dispersive wave generation, the spectral measurements were performed at varying waveguide cross section area (Fig. 4.13a) as well as launched input power (Fig. 4.13b). For the measurement, the titanium sapphire laser (830 nm pump, 60 fs pulse width, 81 MHz repetition rate) launched the pulse into waveguide input facet

\(^{8}\)332 nm emission has 0.83 \( \mu m^2 \) while 545 nm emission has area of 2.09 \( \mu m^2 \).
using objective lens. The experimental setup included an attenuator and a half-wave plate to control the input pulse energy and polarization. The light output is endfire coupled to multimode fiber, and the coupled light was analyzed using a Yokogawa OSA (AQ6370D, 600 - 1700 nm) and an Ocean Optics spectrometer (HR4000, 200 - 900 nm). The conversion of pump light in near infrared to either visible or ultraviolet wavelength is apparent in each spectrum, and the dispersive wave generation frequency varies from 310 to 515 nm in this figure.

Fig. 4.14a shows measured supercontinuum spectra for TM and TE polarized mode launched into waveguides varying mode area at pump wavelength. Conversion light from 830 nm pulse to visible and ultraviolet wavelength dispersive waves is presented, and the corresponding mode areas are indicated on the panel (Red: TE, Blue: TM). Controlled tuning of the dispersive wave from 310 to 576 nm is demonstrated in TM polarized pulse and from 475 to 613 nm in TE polarized mode. In addition, Fig.4.14b shows the predicted dispersive wave frequencies using the phase matching condition with calculated dispersion from finite-element-simulation. The numerical prediction (solid line) shows close agreement with the measured frequencies (dots), and the tuning was recorded with an average 8 nm intervals.

4.5.4 Discussion on coherence of dispersive wave

The dispersive wave initially overlaps with the soliton pulse. However, the dispersive wave walks off from the soliton and is temporally stretched as it propagates in the waveguide. The

---

Figure 4.13: Supercontinuum spectra for a series of dispersive wave frequencies and its power dependence (a) Measured supercontinuum spectra for the TM mode at a series of dispersive wave generation frequencies: from top to bottom, 515, 452, 374, 310 nm. Here the spectra were taken for a pulse energy at the dispersive wave generation threshold (indicated in the panel). (b) Supercontinuum spectra for the TM mode at a series of launched powers: from top to bottom, 221, 441, 662, 1310 pJ (input coupling efficiency ∼ 26 - 27 %). As launched power increases, the supercontinuum spectra was flattened and extended from 300 nm to 1400 nm.
Figure 4.14: **Controlled tuning of the dispersive wave using ridge waveguide dimension**

(a) Measured supercontinuum spectra for a series of ridge waveguides on a single waveguide array (with distinct ridge cross section dimension). The coupled pulse energy is 1000 pJ, and the wavelength is 830 nm. The mode area of the waveguide is indicated in the panel, and varies from 0.86 to 2.32 µm² by lithographic control. The supercontinuum spectra from both TE mode (red) and TM mode (blue) are measured. (b) Measured tuning of the dispersive wave peak wavelength ($\lambda_{DW}$). The data are taken for a pulse energy at dispersive wave generation threshold, and the solid lines are from phase matching condition obtained from finite-element-simulation. This figure is edited from Oh, et al.[72].

Walk-off is from group velocity mismatch, and the stretch is from normal dispersion at dispersive wave frequency. Fig.4.15 shows the calculated spectrogram of the propagating pulse, and the launched power is 1100 pJ. As shown in (c), the spectral components at dispersive wave frequencies has same temporal delay with soliton pulse and then the dispersive-wave pulse starts to walk off from the soliton pulse with continued propagation (c).
4.6 Walk-off-free dispersive-wave-enhanced octave generation and self-referencing a Yb fiber laser frequency comb

Waveguide length can be adjusted to optimize the overlap between dispersive wave pulse and pump soliton mode, so as to simplify self-referencing setup that generally requires delay line to maximize the mode overlap. In addition, geometric dispersion control allows tuning dispersive wave pulse peak frequency with an average 8 nm interval, and the peak wavelength can vary from ultraviolet to visible using infrared pulse. Using the Yb fiber laser emission at 1064 nm (100 MHz repetition rate), it was possible to generate even deeper ultraviolet dispersive wave generation below 300 nm[72] – it was also consistent with numerical prediction on phase matching condition. The precise dispersive-wave engineering can be applied to simplify the setup for detection of the carrier-envelope offset frequency of Yb laser frequency comb[39, 56]. The waveguide has 3.13 $\mu m^2$ mode area at the pump wavelength, and the length is 1.5 cm. The dispersion of the ridge waveguide is engineered so as to generate dispersive wave at twice the frequency of the Yb laser pump. Then, the $f - 2f$ offset frequency generation[39, 56] of Yb fiber laser can be performed using the comb lines from pump and dispersive wave.

Fig.4.16a shows the experimental setup. Yb laser emits 90 fs pulses, and half-wave plate rotates the polarization (80 % TE and 20 % TM; total coupled pulse energy = 2300 pJ). The
Figure 4.16: **Self-referencing a Yb fiber laser frequency comb** (a) Yb fiber laser is coupled to the ridge waveguide (mode area = 3.13 \( \mu \text{m}^2 \); length = 1.5 cm), and KNbO\(_3\) crystal is used for frequency doubling. \( f_{\text{ceo}} \) is measured from ESA (electrical spectrum analyzer). (b) Measured optical spectrum of the collimated beam at the output facet of the waveguide. The input spectrum is shown in black, and the coupled pulse energy is 2300 pJ. (c) Spectra of dispersive wave (DW) and second harmonic light (SH) filtered by a bandpass filter. (d) RF spectrum measured with ESA (\( f_{\text{rep}} \): pulse repetition rate; \( f_{\text{ceo},1}, f_{\text{ceo},2} \): the carrier-envelope-offset beat frequency; resolution bandwidth: 300 kHz). This figure is from Oh, et al.[72].

TE wave creates the dispersive wave near 532 nm, and both polarization modes are coupled to KNbO\(_3\) crystal where the TM wave is phase matched for second harmonic generation. The second harmonics are aligned with the TE polarized dispersive mode, so those two modes can make interference. The measured second harmonic spectrum and dispersive wave spectrum are shown in Fig.4.16c, and the two waves are mixed on a photodiode for offset frequency beatnote generation (d). \( f_{\text{ceo},1} = 25.8 \) MHz, \( f_{\text{ceo},2} = f_{\text{rep}} - f_{\text{ceo},1} = 73.8 \text{MHz} \) are shown, and the signal-to-noise ratio is over 34 dB at resolution bandwidth of 300 kHz. It is important to note that the coherence nature of dispersive wave is confirmed by the interference with second harmonic of pump laser, and the signal-to-noise ratio is sufficient for subsequent self-referenced servo control of the comb.

### 4.7 Discussion

Broadband supercontinuum generation can be one of good examples that we can discuss further in this section. The dispersive wave generally defines the shorter (or longer) wavelength boundary of supercontinuum spectral span, and the spectrum can grow as pulse propagates more. Fig.4.17 shows measured supercontinuum spectra in TE mode of the ridge waveguide. The mode area of the waveguide is 1.1 \( \mu \text{m}^2 \) at pump wavelength (830 nm), and the launched input power increases from the top to the bottom panels. As has been discussed in Fig.4.13, the pulse spectra at output facet shows the radiation of dispersive wave in the normal dis-
Figure 4.17: **Broadband supercontinuum generation in ridge waveguide** Measured supercontinuum spectra for a series of pulse energies. The mode area of the waveguide is 1.1 $\mu m^2$, and all the continuum spectra are measured from the same device. Dispersive wave was generated around 500 nm wavelength, and the supercontinuum spectra was broadened over a couple of octave.

Silica ridge waveguide platform can readily extend its waveguide length over few meters as shown in the attenuation measurement (section 4.4). The launched pulse starts to have a progression on nonlinear process as the pulse is propagating over nonlinear length $L_{NL} = \frac{1}{\gamma P}$, where $\gamma$ and $P$ are nonlinearity and peak power [23]. Thus, certain waveguide length determines minimum threshold power and the threshold power becomes lower as waveguide length increases (if the attenuation can be acceptable through the propagation length). Fig. 4.18 shows supercontinuum generation in spiral ridge waveguide structure. As preliminary studies (the spiral waveguide lengths are approximately 40 - 60 cm), the pulse broadening started at the power level of 50 - 60 pJ and the octave span was achieved at the power level of 1 nJ.

Silica is a transparent material in wavelength from 200 nm to 2 microns (> 90% trans-
Figure 4.18: **Supercontinuum generation in spiral ridge waveguide** (a) Photograph of spiral ridge waveguide (Lower left: spiral waveguide, Upper left: straight waveguide) (b) Photograph of supercontinuum generation in spiral waveguide (c) Supercontinuum spectrum.

mission), therefore this material platform can provide versatile nonlinear devices in the transparent window. In this chapter, we demonstrated silica nanophotonic waveguide operation in short wavelength, so we experimentally proved the functionality of silica platform over the wavelength regime. Furthermore, the device engineering allows to compensate strong material dispersion, so demonstrated soliton broadening and dispersive wave generation which renewed the shortest wavelength record that chip-based waveguide have ever worked.
Chapter 5

INTEGRATED UHQ PHOTONIC RESONATOR PLATFORM

5.1 Abstract

Optical microcavities[1] are compact, often chip-based devices, that are essential in technologies spanning frequency metrology[5, 13] to biosensing[166–168]. They have also enabled new science in quantum information[169] and cavity optomechanics[170]. Key performance metrics often scale as a function of cavity Q factor and the ultra-high-Q (UHQ) performance even can utilize new functionalities in wide applications. There have been several demonstrations of ultra-high-Q cavities, however the UHQ performance with monolithic integration hasn’t been achieved yet in any place. An array of system-on-a-chip applications have recently emerged and the applications require the integrated UHQ performance[14, 171–173]. Here, we demonstrate a silicon-chip-based microcavity that combines high-Q performance with monolithic integration. Q factors over 200 million are achieved, and an integrable soliton microcomb having a detectable repetition rate is demonstrated.

\footnote{Section 5.2-5.6 have appeared in Arxiv 1702.05076, 2017. Section 5.7 has appeared in Arxiv 1708.05228.}
5.2 Introduction to integrated high-Q resonators

Figure 5.1: Planar integrated resonator platforms and Q factor versus FSR of the resonators. The state of the art in planar integrated resonator performance. $Q_0$ are presented as a function of FSR, and the plots are from several platforms using SiN[4, 90, 91, 174–177], Si[178, 179], doped silica[180, 181], Hydex[94, 115], aluminum nitride[116], and diamond[12].

A monolithically integrated high-Q resonator can build the photonic system with lithographic method, and allow integration with other optical components in the liner optics[182–187]. Specifically, the high-Q resonators works for MHz-level narrow filters as well as oscillators with lower noise performance in the microwave frequencies[75, 187–189]. The coherent Doppler radars can be also benefit from the high Q performance, so the detection sensitivity on the moving targets can be improved[190].

In the nonlinear optics, boosted Q factor and small mode volume can enable wide range of applications. The high-Q resonators increased the Sagnac effect and boost sensitivity[191, 192] to achieve Earth-rotation-rate gyroscope. The soliton frequency comb can be generated using the Kerr effect of the optical media, and high Q resonator enables mW-level threshold[20, 50, 90, 91] and chip-compatible operating power[70, 193, 194]. Furthermore, stimulated Brillouin scattering can create low-threshold and narrow linewidth microlaser out of high-Q resonator[22, 195, 196].

Key performance metrics scale at least as $1/Q$ and frequently as $1/Q^2$ across all applications areas and there has been remarkable progress on boosting Q factor of chip-based microres-
onators. Recently several distinct material platforms were developed and enabled to build the optical system. Fig.5.1 shows the state of the art in planar integrated resonator performance, and the Q factors are displayed with FSR of resonator platforms.

Among these systems are those in inertial optical sensors[172, 191, 192] and microcomb-related applications[5]. The critical challenge is the need for centimeter-scale resonators required to either improve rotation sensitivity or to match mode-locking rates of the frequency comb with electronics bandwidths (generally < 20 GHz). The larger cavity mode volume requires higher pumping power, so high Q factors (> 10^8) are necessary to avoid impractically high pumping power. Chip-based ultra-high-Q (∼ 875 million) silica resonators[22] were already discussed in Chapter 2. But still tapered fiber was only method^2 to couple the light into the device, and it is challenging to be fully-integrated.

5.3 Silica ridge resonator design & characterization

In this section, silica ridge resonator design will be discussed. The silica-only structure will be considered at this section, and the designed structure will feature planar integration, ultra-high-Q, and optimized mode spectrum.

5.3.1 Exterior ridge structure for planar integration

In silica exterior wedge disk (Fig.5.2a), silicon supports silica disk structure. The silicon undercut reduces coupling between optical mode (air-cladding) and silicon structure, and the silicon pillar makes silica disk mechanically stable. The optical mode is thereby supported in silica wedge disk with extremely high Q, and tapered fiber is the method to couple light into the cavity[22]. However, as shown in Fig.5.2a, silica wedge structure doesn’t provide any possible space that planar waveguide can exist around cavity, so it has been challenging to achieve planar waveguide integration.

Fig.5.2b shows exterior WGM resonator structure for planar waveguide integration. First, the optical mode is confined at silica ridge structure. Thin silica layer covers the whole silicon layer except the hole at the center of ridge ring. The thin layer is holing the silica ridge ring structure, and silicon structure support the silica structure from outside of the ring. Because the silica layer is holding the exterior ridge with uniform thickness, it is feasible to form the planar waveguide next to the ridge resonator for optical mode coupling.

It is necessary to optimize the ridge thickness (T), the supporting silica layer thickness (t), and the required silicon undercut depth (d). The ratio between T and t determines the strength of optical mode confinement. Here, the supporting layer thickness (t) determines the optical mode confinement strength within ridge structure – the mode will be weakly

^2Other crystalline-based microcavities[3, 197] have routinely exceeded Q factor over 100 million, but also full integration with waveguide is challenging
Figure 5.2: **Interior and exterior WGM resonators** (a) Silica microdisk structure on silicon pillar (interior WGM resonator). Insets illustrate top and cross-sectional view of the structure. Silicon undercut reduces optical mode coupling with silicon structure, and tapered fiber can couple photon into the resonator via near field coupling. (b) Silica exterior ridge resonator structure with silicon nitride planar waveguide. The optical mode can be confined within ridge ring structure.

Confined and lossy if \( t \) is too thick. In addition, mechanical stability of the structure needs to be considered with optical properties – the silica structure is easily buckled with thin oxide thickness[87], so lower \( t \) can make whole structure mechanically unstable.

It is also important to note that the supporting silica layer thickness (\( t \)) needs to consider the condition for transmission of nitride waveguide. The refractive index of nitride is approximately 2 at 1550 nm wavelength, while the refractive index of silicon is around 3.5. Silicon oxide layer is thereby needed to isolate nitride waveguide from silicon substrate. This requirement can set minimum thickness of supporting silica layer as shown in Fig.5.3. The dimension of waveguide cross-section is 250 nm \( \times \) 3000 nm, and the fraction of mode energy in silicon layer was numerically calculated as[198]:

\[
\Gamma_i = \frac{Re \int (E \times H^*) \cdot z \, dx}{Re \int_{-\infty}^{\infty} (E \times H^*) \cdot z \, dx}, \; i = 1, 2, 3, 4
\]  

(5.1)

where \( \Gamma_i \) is the fraction of power flowing in the medium \( i \) (i=1,2,3,4; air, nitride, silica,
The fraction of mode field (TE fundamental mode) in silicon layer is numerically calculated as a function of supporting silica layer thickness. The waveguide dimension in this calculation is 250 nm × 3000 nm.

5.3.2 Q-factor engineering – numerical design

In the ridge structure, there are additional geometric features that the wedge resonator doesn’t have: an outward supporting layer, and inward sidewall. (i) The supporting silica layer is holding the ridge ring structure, and entire structure becomes stable as the the layer becomes thicker. However, then the optical modes start to be leaky and Q factor might drop. (ii) Inward sidewall defines the ridge structure, and enable to open the silica aperture at the center for XeF₂ etch. The ridge width is defined as the distance between inward sidewall and outward sidewall, and Q-factor of fundamental mode becomes higher when the mode experiences the surface roughness less from both sidewalls. In this section, numerical studies on those structural features will be discussed. In order to consider the surface roughness of sidewalls, the results of previous AFM studies (cf. Chapt.2) were implemented on this numerical study. The thickness of ridge structure (T) is 8.5 µm in this chapter, because the Q was proven to be optimal at the level of thickness (cf. Fig.2.11).

**Supporting silica layer thickness** The supporting silica layer needs to be optimized for Q factor of fundamental mode. The additional geometric structure introduces an additional scattering and leakage loss. The Q factor of the mode thereby drops from the Q-level of wedge disk as the thickness of the layer increases (approximately 2.5 µm in Fig.5.4). However, the silica layer needs to have thickness at least thicker than 2.0 µm, as has been discussed in Fig.5.3.
Figure 5.4: Calculated $Q$ factors of TM0 and TE0 versus silica layer thickness $Q$ factors of TM0 and TE0 modes were numerically calculated as a function of supporting silica layer thickness. The ridge resonator has 8.5 $\mu m$ thickness and 10 $\mu m$ width. The outward sidewall angle is $30^\circ$, while the inward sidewall angle is $25^\circ$. The structural parameters were based on a preliminary fabrication test.

Ridge structure width – separation between inward and outward sidewalls\(^3\) In order to form the silica aperture for XeF$_2$ etch, the inward sidewall needs to be defined. If the inward sidewall is so close to optical mode, then the surface roughness of the sidewall causes additional scattering loss. On the other hand, the $Q$ factor of the mode isn’t degraded with larger ridge width but deeper XeF$_2$ etch is needed and it easily causes buckling of silica structure[87]. Fig.5.5 shows numerical studies that investigated the minimum ridge width (approximately 10 $\mu m$) that the inner sidewall doesn’t degrade $Q$ factor of fundamental mode. In addition, it is worth discussing $Q$ factor sensitivity with respect to the ridge width. The sidewalls of the ridge structure are defined at separated lithography process, thus the misalignment between those lithography can cause the variation of ridge width through the cavity circumference (we will overview the microfabrication process in following sections). Interestingly, the simulated $Q$ factors of fundamental mode are nearly constant if ridge width is larger than 10 $\mu m$ and the misalignment is less than 250 nm using stepper process[133].

\(^3\)Misalignment issue was discussed with Prof. Axel Scherer, and the discussion was added here.
Figure 5.5: Calculated Q factors of TM0 and TE0 versus ridge width. Q factors of TM0 and TE0 modes were numerically calculated as a function of ridge width (separation between inward and outward sidewall). The ridge resonator has 8.5 $\mu m$ thickness and 2.5-$\mu m$-thick supporting layer. The outward sidewall angle is 30°, while the inward sidewall angle is 25°. The structural parameters were based on a preliminary fabrication test.

5.3.3 Q factor of silica ridge resonator – characterization

5.3.3.1 Silica ridge resonator fabrication

Figure 5.6: Silica ridge resonator microfabrication procedures. (a) Silica wedge structure is defined on silicon substrate by photolithography and wet etch[22, 71]. (b) The additional oxide layer is grown at the interface between silician and silicon. (c) Lithography and wet etch of the silica defines an aperture to the silicon substrate. (d) XeF$_2$ etch is applied to remove silicon around ridge structure.

Fig. 5.6 shows microfabrication process flow of silica ridge resonator. The process starts from high purity silicon wafer with thermally grown oxide. The silica wedge structure is defined by photolithography and buffered hydrofluoric acid (BHF) etch[22, 71]. An additional oxidation process is followed, and the oxide layer thickness can be adjusted by oxidation time. The additional oxide layer forms the silica supporting layer which can make entire structure stable as well as compatible with planar waveguide integration. Lithography and wet etch
on the silica layer defines an ring aperture to the silicon substrate, and uncovered silicon is etched during XeF$_2$ dry etch. The diameter of ring aperture determines the width of ridge structure.

Figure 5.7: **SEM image of silica ridge resonator and "Foot region" on the additional oxide layer** (a) SEM image of fabricated silica ridge resonator. In this sample, nitride waveguide is already featured but this image is just for demonstrating ridge resonator structure at this section. This figure is edited from Yang et al.[199] (b) Cross-section SEM image of silica ridge structure. XeF$_2$ etch wasn’t applied in this image. (c) Zoom-in scan of outward sidewall of ridge and supporting silica layer. As a result of additional oxidation, the surface roughness ("Foot region") was caused at the intersection line between sidewall and silica film. (d) Zoom-in scan of outward sidewall without the "Foot region."

Fig.5.7a shows SEM image of fabricated silica ridge resonator, and resonator diameter is 4.3 mm (corresponds to 15.2 GHz FSR). The dashed line segment gives the location of cleavage plan in Fig.5.7b. XeF$_2$ etch wasn’t applied for the samples in Fig.5.7b-d. Interestingly, Fig.5.7c shows an additional surface roughness ("Foot region") at the intersection line between ridge outward sidewall and supporting silica film. In order to understand the origin of the "Foot region", the additional SEM image was taken from the sample in Fig.5.6c (silica wedge disk on silicon wafer), and it is confirmed that the "Foot region" was occurred during additional oxidation process. Fig.5.6d shows zoom-in scan of outward sidewall without "Foot region." It is still unknown how unpredicted roughness was occurred, but empirical observation demonstrated that (i) "Foot region" disappears as grown oxide film is thicker,
and (ii) the thicker oxide layer is required as sidewall angle increases. Because the optical mode is defined close to the intersection line between sidewall and supporting silica film, the "Foot region" may cause higher scatter loss as has been discussed in Ref.[22].

5.3.3.2 Q factor characterization

Figure 5.8: Q factor characterization in silica ridge resonator (FSR = 15.2 GHz) (a) Measured spectral scan of TM- (upper), TE- (lower), mixed (middle) polarized mode families in silica ridge resonator. Tapered fiber was used for the measurement, and fundamental modes are indicated using arrows. Mode family was identified using wide scan of mode spectrum and its comparison with numerical simulation[55, 71] (b) Zoom-in spectral scan of TM0 (upper) and TE0 (lower) mode in 1560 nm. Q₀ of TM0 is 208 million, while Q₀ of TE0 is 150 million.

Fig.5.8a shows spectral scans of TM-, TE-, and mixed polarization mode families in upper, lower, and middle panel. From the previous discussion in fabrication, the "Foot region" was totally removed from the intersection line between ridge and supporting film. Tapered fiber was used for the mode coupling, and scanning frequencies were calibrated using fiber interferometer[22]. The mode families were identified from the comparison between wide scan of mode spectrum and finite-element-simulation based on SEM profile of the sample[55, 71]. In order to couple with every transverse mode existing in the resonator, several positions in tapered fiber were used for the measurement. Fig.5.8b shows zoom-in scans of TM0 (upper panel) and TE0 (lower panel) modes in 1560 nm. The linewidth of the
resonance dip is fitted to Lorentzian model, and the fitted linewidth was converted to $Q_0$ using transmission at resonance frequency. Here, it is necessary to confirm that the resonator is undercoupled by changing fiber location and gap with ridge resonator[22].

5.4 SiN waveguide design & characterization

This section will discuss nitride waveguide design and characteristics. Above all, there are a couple of considerations needed for nitride waveguide: (i) single-mode operation and (ii) polarization of waveguide propagation mode. Single mode operation generally requires strong waveguide confinement, so it is unavoidable that optical mode experiences the waveguide boundary. The top and bottom boundaries of nitride waveguide is defined by intrinsic silica and nitride layer roughness while side boundaries of nitride waveguide are defined by RIE (reactive ion etch) roughness. TE mode, which the transverse electric field is parallel to top and bottom boundaries of waveguide, requires wider width and thin thickness waveguide cross-section dimension for single mode operation, and the structure experience sidewall roughness relatively less than narrower width and thick thickness waveguide. In order to achieve high transmission[4, 90, 91] as well as compatibility with other photonic devices[200], SiN waveguide is designed for TE-polarized mode in this work. Tapering and pulley waveguide design will be also discussed and utilized on the integrated resonator platform.

5.4.1 Design requirements for nitride waveguide dimension

We need to consider two criteria when we design the nitride waveguide dimension: (i) single mode operation, and (ii) phase matching condition. Single mode operation can prevent an additional parasitic loss, and phase-matching condition allows the evanescent field tunneling between resonator and waveguide.

**Single mode operation** Fig.5.9 shows calculated effective index of nitride waveguide mode as a function of waveguide width (The thickness of guide is 250 nm). It is also important to note that silicon layer is removed from the silica layer bottom in this numerical study because the resonator coupling region has silicon undercut (see Fig.5.10 for more detail). As waveguide width increases from 900 nm to 1.4 $\mu$m, the effective index of TE0 mode quickly increases from 1.43 to 1.53. In addition, higher order TE modes are neither well confined within waveguide structure nor existing. From the width of 1.4 $\mu$m, TE0 mode starts to be confined within the nitride structure and the effective index of the mode increases quickly. It is important to operate the single mode waveguide coupler in order to prevent parasitic loss caused by multiple waveguide mode coupling with resonance mode[201].
Phase-matching condition Fig. 5.9 simultaneously shows the phase-matching condition between nitride waveguide and silica ridge resonator. According to numerical studies on ridge structure, the effective index of resonator modes (both TM0 and TE0) is approximately the silica material index (1.444 at 1550 nm wavelength). 900-nm-wide nitride waveguide supports TE0 mode which has a similar phase velocity with the one of resonance mode. TE0 mode also has similar effective index at 1.6 \( \mu m \)-width waveguide. However, as has been discussed earlier, the waveguide only needs to support a single transverse mode in the coupling region with resonator. 900 \( \times \) 250 nm dimension is thereby one of good candidates for the process.
5.4.2 Tapered waveguide design

Figure 5.10: **Tapered SiN waveguide structure with integrated silica ridge resonator** Top view of integrated resonator and waveguide. The optical wave can propagate from the top (indicated as "In") to the bottom ("Out"), and the tapered waveguide structure is designed around resonator for phase matching. Dashed lines correspond to cross-section schematics with mode profile in the right panel (Left panel). Waveguide has 250 nm \( \times 3 \, \mu m \) dimension at the input facet, and the propagating mode is almost confined in nitride structure with 2.5 \( \mu m \) thick oxide layer. As waveguide approaches the resonator, waveguide has narrow width with constant thickness. Then mode extends over silica and air layer but transmission doesn’t drop because silicon is removed at the bottom of silica layer. As the coupling region, waveguide has 250 nm \( \times 900 \, nm \) dimension for phase matching as discussed in previous section. The waveguide width becomes wider again, and propagates the optical mode to output facet.

As has been discussed, SiN waveguide has optimal phase-matching condition if effective index of propagation mode is similar with silica refractive index. Then the propagation mode should extend more over silica thin layer as well as air cladding, and the mode thereby becomes highly lossy if silicon is not removed at the bottom of silica structure. However, it is practically challenging to undercut silicon anywhere nitride waveguide exists (complex undercut causes mechanical issue on silica film).

Tapered waveguide structure is thereby required for both waveguide transmission and phase matching with silica ridge resonator – narrow waveguide \( (w_{\text{narrow}}) \) in cavity-waveguide coupling region, and wider waveguide \( (w_{\text{wide}}) \) elsewhere. Waveguide width needs to be as
narrow as 900 nm for mode coupling with resonator, and the waveguide transmission can be maintained because the silicon is undercut around ridge resonator. And then waveguide needs to be wider adiabatically once the waveguide approach the area that has silicon layer at the bottom. In order to find minimum $w_{\text{wide}}$, the set of waveguide dimension was tested using finite-element-simulation as shown below:

The waveguide tapering region was designed using the following equation:

$$w(x) = w_1 + (w_2 - w_1) \cdot \frac{(x/d)^n}{1 + (x/d)^n}$$  \hspace{1cm} (5.2)

where $x$ is along the waveguide propagation direction, $w_1$ and $w_2$ are desired waveguide width (e.g. $w_1$ is tapered width and $w_2$ is width without tapering), $d$ and $n$ are controllable parameters[202]. Here, $n$ defines the steepness of tapering rate, $n \geq 3$ is required for $w'(0) = w''(0) = 0$. $d$ gives the scale of tapering region, and the scale depends on silicon undercut region as shown in Fig.5.11. In this work, $n = 6$ is used for taper profile design and more detail requirements for design are shown in Table.5.1.

<table>
<thead>
<tr>
<th>$d$ ($\mu$m)</th>
<th>$w_{\text{narrow}}$ (nm)</th>
<th>$w_{\text{wide}}$ (nm)</th>
<th>Thickness (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>880</td>
<td>3000</td>
<td>250</td>
</tr>
</tbody>
</table>

Table 5.1: **Requirements on nitride waveguide taper**

Figure 5.11: **Silicon etched area dependent taper length scale** Schematic view of integrated resonator with waveguide coupler. Silicon undercut depth determines allowed taper length scale (arrow).

5.4.3 Pulley waveguide design

The ability to lithographic coupling control allows another advantage of fully integration other than system compactness and stability. The waveguide dimension can be designed to target coupling mode (phase-matching condition); the gap and pulley region length$^4$

$^4$Pulley structure can be interpreted as tapered gap[4]
Figure 5.12: **Pulley waveguide structure** (a) Top view of resonator-waveguide schematics (upper left: straight SiN waveguide, upper right: pulley SiN waveguide, arrow: effective interaction region). Lower panel depicts zoom-in of pulley waveguide structure. (b) Comparison between straight waveguide and pulley waveguide (deviation of $g$ and $\omega$ as a function of $\Delta x$).

can determines the external coupling rate with the specific mode families. As an example, Fig.5.12a shows a schematic of pulley waveguide structure on integrated silica ridge resonator. The arrows on upper panels show effective mode coupling region, and the gap on the other region are too separated to make enough mode overlap. The lower panel shows the zoom-in schematic on the coupling region. Fig.5.12b shows quantitative comparison between straight and pulley waveguide. Nitride waveguide width is presented as a function of $\Delta x$; the gap between resonator and waveguide coupler is adjusted in pulley structure.

Figure 5.13: **Directional coupler layouts** (a) Pulley coupler (b) straight coupler, (c) symmetric coupler. This figure is adopted from D.T.Spencer et al.[4].

Fig.5.13 shows directional coupler layouts for integrated resonator. As shown in those schematics, the bending direction in symmetric coupler is opposite to the ring resonator while the direction in pulley coupler has the same direction. Pulley structure thereby increases the interaction length by tapering the gap while symmetric coupler decrease the interaction region[4]. According to Ref.[203], the straight waveguide caused excess loss associated with
a decrease in gap and yielded the increment of cavity internal loss rate. In order to reduce the excess loss, the waveguide can be apart from the resonator. However, then the coupling efficiency may drop. Alternatively, pulley waveguide structure can compensate the reduced external coupling rate from the decrease in gap[4].

The external coupling rate ($\kappa_{ext}$) is given as:

$$\kappa_{ext} = \kappa_{sc} L_c \frac{\sin(L_c \sqrt{(\Delta \beta)^2 + \kappa_{sc}^2})}{L_c \sqrt{(\Delta \beta)^2 + \kappa_{sc}^2}}$$  \hspace{1cm} (5.3)

where $\kappa_{sc}$ is the field overlap in the waveguide-resonator cross section, $\Delta \beta$ is phase mismatch between waveguide and resonator, and $L_c$ is the coupling length. Assuming $\Delta \beta$ is negligible as a result of phase matching, then the external coupling rate becomes $\kappa_{ext} = \sin(\kappa_{sc} L_c)$.

### 5.4.4 SiN waveguide characterization

The basic properties of nitride waveguide needs to be characterized in order to utilize the material for further development towards full integration with resonator. First, the material index of nitride film needs to be confirmed because all numerical calculations and structural designs are based on the material characteristic. Second, the transmission loss of nitride structure also needs to be characterized in order to function for efficient nonlinear platform.

![Figure 5.14: Refractive index of PECVD nitride film](image)

The refractive index of PECVD nitride film was measured using Ellipsometry from 600 nm to 1600 nm. Red line indicates the refractive index of PECVD nitride film prior to annealing, and black line indicates the refractive index of nitride film after annealing (1000°C in N2 ambient).

**Nitride refractive index characterization** The refractive index of PECVD nitride was measured using Ellipsometry from 600 nm to 1600 nm. Imaginary index was also measured from the sample, but it is not shown because the value is negligible. It is interesting to note that the index of nitride film increases by 5% after N2 annealing process while the measured thickness decreases by 10%. Because waveguide integrated resonator needs few annealing
steps, the refractive index of annealed nitride film was thereby used for all modeling and numerical design work.

Figure 5.15: Nitride waveguide characterization (a) Schematic illustration of nitride waveguide on silica and silicon. Nitride waveguide is on 2.5-\(\mu \text{m}\) silica layer, and waveguide dimension is 2300 \(\times\) 250 nm. Dashed line indicates chip cut line in order to proceed cut-back measurement method. Then multiple measurement of transmission share common input facet, so the coupling rate is constant over the measurements. (b) Measured transmission loss of nitride waveguide (waveguide dimension: 2300 \(\times\) 600 nm).

Nitride transmission characterization In order to test the transmission property, the nitride waveguide (straight, constant waveguide dimension) was fabricated on 2.5-\(\mu\)m thick silica on silicon. The thickness of silica film is identical with the one of silica supporting layer, and a fully integrated resonator will be utilized with this thickness in the next section. Here two different waveguide dimensions (2300 \(\times\) 600 nm, 3500 \(\times\) 250 nm) were tested.

The transmission measurements have been made using the cut-back method and at the same time the fiber-to-waveguide coupling coefficient can be separately estimated[204, 205]. Waveguide input coupling was achieved using lensed fiber, and output transmission was collected by aspheric lens. As the first step, the transmission through long length of waveguide is performed, and here the transmission includes lensed fiber-waveguide coupling rate and waveguide-aspheric lens coupling. Then the waveguide chip was cut at a point near the output facet, and another transmission measurement was followed. Here both measurements share common input fiber-waveguide coupling coefficient and we assume that the coupling at output facet is the same. By repeating the measurements on the shorter length of the chip (as indicated using dashed lines in Fig.5.15a), the unit length transmission can be characterized more precisely.

Fig.5.15b shows the measured transmission loss, and the waveguide dimension is 2300 \(\times\) 600 nm. Total 6 waveguides were tested for the transmission characterization. The measurement shows approximately 1.06 \(\pm\) 0.10 dB/cm transmission loss, and approximately corresponds to 0.2 - 0.3 million Q factor. This dimension wasn’t used in waveguide integrated resonator
platform, but the dimension is comparable with the one used for nitride ring resonators. In addition, the transmission loss of $3500 \times 250$ nm dimension was also investigated using the cut back method. The nitride waveguide was fabricated on the 2.5-$\mu m$ thick silica layer, and total 5 EA waveguide chips were tested. The measured transmission is $1.8 \pm 0.9$ dB/cm as a result of lower waveguide thickness.
5.5 Fully-integrated ultra-high-Q resonator

New resonator structure was proposed for monolithic integration, and designed to support high Q optical mode in 5.3. The planar silicon nitride waveguide design was followed, and tapered waveguide structure was utilized in 5.4. In this section, resonator-waveguide integration will be discussed – microfabrication process (5.5.1), Q factor characterization (5.5.2), and engineering mode spectrum (5.5.3). The fully-integrated resonator featured ultra-high-Q (> 200 million), and mode spectrum engineering was demonstrated for nonlinear optic applications.

5.5.1 Microfabrication process

![Fabrication process for integrated ultra-high-Q microresonator](image)

Figure 5.16: **Fabrication process for integrated ultra-high-Q microresonator** (a) Silica disk is defined on silicon by photolithography and HF etching of an initial silica layer. (b) Thermal oxidation grows a second oxide layer beneath the etched silica disk. (c) PECVD silicon nitride is deposited. (d) Silicon nitride waveguide is defined on silica layer by lithography and etching. (e) Lithography and wet etch of the silica define a ring aperture on the silicon substrate. (f) XeF$_2$ etches the silicon through the ring aperture. This figure is from Yang et al.[70].

**Overview of microfabrication process** The fabrication process begins by growing a thermal silica layer (thickness: 8 $\mu$m) on a high-purity float-zone silicon wafer. This layer is then patterned and wet etched using buffered hydrofluoric acid (BHF) according to a process used to create wedge resonators[22]. The resulting etched oxide forms a circular disk structure that defines the exterior sidewall of a resonator (Fig.5.16a). A subsequent thermal oxidation grows the oxide layer under the bottom of the oxide disk (Fig.5.16b). The oxidation is followed by deposition of 500 nm of PECVD silicon nitride (Fig.5.16c). Lithography and a shallow ICP RIE are then applied to partially etch the silicon nitride. Phosphoric acid is
used to fully define the silicon nitride waveguide (Fig.5.16d). A thin layer (20 nm) of silica is applied by atomic layer deposition to protect the silicon nitride waveguide during the xenon difluoride (XeF$_2$) etch step below. A lithography/wet-etch step is then used to open an interior, ring aperture to the silicon substrate (Fig.5.16e). In the final step, XeF$_2$ etches the silicon through the interior ring aperture so as to create an optical cavity (Fig.5.16f).

Figure 5.17: Integrated ultra-high-Q microresonator (a) Schematic illustration of monolithic integrated silica resonator. The SiN waveguide mode is coupling to fundamental mode of silica resonator illustrated in color. (b) SEM image of resonator array with a common silicon nitride waveguide (false red color). White arrows show the direction of circulation within the resonator for the corresponding direction of coupling from the waveguide. Dashed white box corresponds to the region for the zoom-in image in d. Dashed white line segment gives the location of cleavage plane used for preparation of the SEM image in e. (c) Photograph of a integrated resonator with endfire coupling provided by a lensed fiber (left) and aspheric lens (right). (d) SEM zoom-in image of the waveguide-resonator coupling region shown within the dashed white box in b. (e) SEM image of resonator cross section prepared by cleaving at the dashed white line in b. This figure is from Yang et al.[70].

**Illustration of integrated resonator structure** Fig.5.17b shows SEM image of integrated resonator array (3 resonators with 1 common waveguide). The nitride waveguide is illustrated with false red color, and the resonators are coupled with the common nitride waveguide. The resonator diameter is approximately 4.3 mm (corresponds to 15.2 GHz FSR); the ridge thickness is 8.5 $\mu$m; the nitride waveguide thickness is 250 nm. The lensed fiber (Fig.5.17c)

---

5 RIE on silica structure degrades the surface roughness of resonator, so the RIE should be applied for partial removal of nitride film.

6 Lin Chang in UCSB kindly helped to characterize the refractive index of the silicon oxide ALD film – 1.471 at 1550 nm
is used to couple the light to the silicon nitride waveguide facet (see the cleaved cross-section in Fig. 5.17b), and approximately 25% of the power could be coupled. No attempt to improve coupling was made, but in the future a tapered waveguide end can be introduced to improve the coupling efficiency [206]. The silicon nitride initially has a width of 3 to 3.5 \( \mu m \) with 250 nm thickness, and it is tapered to about 900 nm width as approaching to silica ridge resonator. Both straight (cf. section 5.5.2.2) and pulley version (cf. section 5.5.2.2) of nitride waveguide were designed and fabricated in order to vary coupling strength. The transmitted power is re-collected through the aspheric lens and the spectral scan is recorded through fiber coupled photodiode.

**Structural parameter adjustment** There are several structural parameters that modify the device characteristics, and each parameters are adjusted by multi-step of microfabrication:
- Diameter of circular pattern in Fig.5.16a: The effective radius of ridge ring is determined by this step, and it corresponds to FSR.
- Additional oxidation duration in Fig.5.16b: The supporting silica layer thickness is determined in this step, and the thickness of the layer determines the number of existing mode families as well as Q factor of fundamental mode.
- Alignment between nitride waveguide pattern and resonator in Fig.5.16d: The gap between resonator and waveguide determines the strength of mode coupling.
- Diameter of ring pattern in Fig.5.16e: The diameter of ring pattern determines the width of ridge structure.
5.5.2 Q-factor characterization

5.5.2.1 Intrinsic Q-factor of silica ridge resonator

Figure 5.18: Spectral scan of ridge resonator using taper fiber coupling. Measured transmission spectral scan of (a) TE- and (b) TM-polarized mode families. Tapered fiber was used to couple the light to silica ridge resonator, and laser was scanned over one FSR (> 15 GHz) to find all resonance modes that exist in resonator. Nitride waveguide was featured on the resonator with a gap less than 1 µm; however, it is fabricated for non phase-matching in order to measure the intrinsic quality of resonator using tapered fiber.

In this section, the intrinsic Q factor of silica ridge resonator will be discussed and the silica ridge structure also features nitride waveguide with planar integration. However, the nitride waveguide has a wider width (> 1.5 µm) for non-phase matching condition and the external coupling loss of resonance mode is thereby negligible. The measured Q factor in this system is determined by:

\[
\frac{1}{Q} = \frac{1}{Q_0} + \frac{1}{Q_{ext}} + \frac{1}{Q_p}
\]  

(5.4)

where \( Q, Q_0, Q_{ext}, \) and \( Q_p \) are total, intrinsic, external coupling, and parasitic Q factors, respectively[4, 49]. Because nitride waveguide dimension is in non-phase matching condition, \( Q_{ext} \) is only determined by tapered fiber coupling. In addition, \( Q_p \) still contains the parasitic loss caused by SiN surface scattering (gap between silica ridge and nitride waveguide < 1 µm), so this approach allows to estimate the intrinsic Q factor of resonator when the resonator is coupled to nitride waveguide. It is also important to note that parasitic loss can be also caused by additional coupling loss between multi-mode waveguide and resonator[201]. Because the waveguide mode doesn’t have phase-matching condition with resonance mode in this experiment, the multi-mode coupling issue doesn’t need to be considered.

Fig.5.18a-b show the measurement results from TE-, and TM-polarized mode families, and the coupling strength can be easily adjusted by taper thickness and spacing between resonator and tapered fiber. The spectral scan shows that (i) approximately 4 - 6 mode families per
polarization exits in the ridge resonator, and (ii) FSR is approximately 15 GHz as designed. In addition, it is important to confirm that quasi-TM fundamental mode has max 200 M intrinsic Q factor while quasi-TE fundamental mode has max 120 - 130 M intrinsic Q factor. As has been discussed, the nitride waveguide is designed for TE polarized mode propagation with single mode operation. The mode coupling between TE-polarized waveguide mode and quasi-TE, TM polarized resonance mode will be discussed in the following sections.

5.5.2.2 Q-factor of straight SiN waveguide coupled resonator

Figure 5.19: Spectral scan of integrated ridge resonator (straight SiN waveguide coupling) and ring down measurement (a) Spectral scan containing over 2 FSR ($\lambda = 1570$ nm). Several transverse modes appear in scan including TE0 mode, and the red-circled mode recorded Q factor over 100 million. (b) High-resolution zoom in scan of the highest Q mode (TE0). The sinusoidal signal is a frequency calibration scan using a fiber Mach–Zehnder interferometer with a free-spectral range of 5.979 MHz (c) Cavity ring down measurement for the TE0 mode (Top: Transmission spectra of the ring down signal, Bottom: Exponential fits (red line) of the minima and maxima dataset (blue dots)). This figure is edited from Yang et al.[199].

In following sections, spectral measurements of the integrated resonator were performed by endfire coupling to a tunable external cavity laser ($\lambda = 1520 - 1580$ nm) and monitoring of the transmission through the waveguide-coupled device as the laser is scanned. Straight
silicon nitride waveguide (width = 880 nm, thickness = 250 nm; see detail phase-matching condition in 5.4.1) is fabricated with silica ridge resonator, and waveguide is tapered for higher transmission. The devices tested had a free-spectral-range (FSR) of approximately 15 GHz (ridge ring diameter of approximately 4.3 mm).

Fig. 5.19a presents a spectral scan containing over two FSRs (>30 GHz). Approximately 6 - 7 distinct mode families appear in the spectral scan, and one of them is almost critical-coupled with nitride waveguide. A high-resolution scan (red-circled mode in Fig. 5.19a) is presented in Fig. 5.19b and shows TE0 mode in the full scan having a total Q factor of 106 million. The transverse mode families were identified by collecting mode frequencies scan for coupled spatial mode families and comparing numerical modeling[55, 71]. The measured mode spectrum will be shown in following discussions.

Here, the linewidth measurements are only a reliable measure in the case of either weak cavity-coupled power or wide cavity linewidth (low Q). Specifically, the poor thermal conductivity of silica constitutes the inaccuracy of Q measurement via transmission linewidth more[49]. To overcome inaccuracy in linewidth measurement, resonator ring-down measurement[197] was performed as shown in Fig. 5.19c-d. Resonator ring-down measurement directly records the photon lifetime in time domain. The laser scans across the resonance frequencies with a shorter duration than cavity lifetime. Then the oscillation appears on the transmission spectra as a result of the interference between laser source and build-up power that decays into fiber (Fig. 5.19c). The oscillation envelope depends on the cavity lifetime, and the phase of the oscillation depends on the wavelength difference between cavity resonance and scanning laser – scanning speed can change the duration of oscillation. The ring down oscillation was analyzed from the transmission spectra, and its theoretical fit gives a measured amplitude decay of 0.2 µs corresponding to an intrinsic Q factor 127 million (assuming no parasitic loss)\(^7\).

It is important to note that estimated \(Q_0\) (127 million; assuming no parasitic loss) through nitride waveguide is similar with intrinsic Q factor of silica ridge resonator through tapered fiber (120 - 130 million). As discussed, the loaded Q factor is determined by \(Q_0\), \(Q_{ext}\), and \(Q_p\). Parasitic loss of TM-, and TE-polarized fundamental modes in silica ridge resonator were negligible as discussed in section 5.5.2.1. However, the SiN waveguide mode coupling with silica resonator mode may cause an additional parasitic loss (\(Q_p\)) in case that resonance mode couples to multi waveguide modes. \(Q_0\) of TE-polarized fundamental mode in silica ridge resonator was measured, and \(Q_{ext}\) can be estimated from transmission at the resonance dip. Parasitic loss is confirmed to be negligible by following equation:

\[
\frac{1}{Q_p} = \frac{1}{Q} - \frac{1}{Q_0} - \frac{1}{Q_{ext}} \tag{5.5}
\]

\(^7\)\(Q_0\) becomes even higher unless assume no parasitic loss from the equation: \(1/Q_0 = 1/Q - 1/Q_{ext} - 1/Q_p\)
Ideality of modal coupling is thereby 1, and we don’t need to assume no parasitic loss in following discussions – measured $Q_0$ also becomes 127 million in Fig.5.19 without any assumption.

Only 25% of propagation power is coupled to TE0 resonator mode while higher order TE mode has stronger mode coupling. This is because lower order mode tends to shift the centroid of motion around ridge resonator inwards and the mode overlap with waveguide mode drops. Stronger mode coupling with TE fundamental mode will be discussed using the pulley waveguide structure in the following sections.

### 5.5.2.3 Q-factor of pulley SiN waveguide coupled resonator

In this section, pulley nitride waveguide was featured on integrated resonator and the mode coupling trend will be discussed with corresponding pulley designs.

<table>
<thead>
<tr>
<th></th>
<th>TM0</th>
<th>TE0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_{0,taper}$</td>
<td>200 - 250 M</td>
<td>120 - 130 M</td>
</tr>
<tr>
<td>$Q_{0, SiN}$</td>
<td>N/A</td>
<td>127 M</td>
</tr>
<tr>
<td>$P_{coupled}$</td>
<td>0</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table 5.2: **Mode coupling and measured Q in straight nitride waveguide**

Table 5.2 summarizes the mode coupling and measured $Q_0$ of straight nitride waveguide structure. As has been discussed, TE0 mode was measured using straight nitride waveguide and the measured $Q_0$ was 127 million without suffering from parasitic loss caused in multimode waveguide coupler. However, the mode coupling is only 25% level so that might not be sufficient to use the coupling for nonlinear optics application – generally coupling strength also determines operating power of both frequency comb and lasers[22, 55]. Besides, TM0 mode has higher $Q_0$, but it is even not coupled with straight nitride waveguide because of insufficient field overlap between TE waveguide mode and quasi-TM resonator mode.

In order to strengthen the mode coupling with fundamental modes, cavity-waveguide gap can be one of methods that adjust the magnitude of field overlap. This approach corresponds to the gap adjustment between taper fiber and WGM resonator, and it can cause an additional scattering loss because then waveguide needs to be on the outward sidewall of the ridge resonator. Pulley waveguide structure[4] is also another approach, and this method can avoid an additional scattering loss caused in narrower gap. Fig.5.20 shows optical microscope image of pulley nitride waveguide featured on integrated resonator system. As has been discussed in 5.4.3, the width of nitride waveguide is constant in the bending region so as to keep the same phase-matching condition with longer interaction length. The designed waveguide dimension is same with the straight waveguide (900 nm × 250 nm).

Fig.5.21 shows the transmission scan of TE fundamental mode coupled with pulley waveguide structures, and the measurement result in straight waveguide (Fig.5.19) is also shown.
Figure 5.20: **Optical microscope image of pulley waveguide structure on integrated resonator** (a) Top view of pulley waveguide structure on integrated resonator. Upper panel is the image with lower magnification which has wider field of view. Nitride waveguide has bending radius in order to increase interaction length at the coupling regime, and the waveguide width is tapered simultaneously. Lower panel shows zoom-in optical microscope image. (b) Schematic illustration of pulley waveguide on integrated resonator. Square box corresponds to the microscope view field in upper panel of a.

Figure 5.21: **TE0 mode coupling in distinct pulley lengths** High resolution zoom-in spectral scan of TE0 mode in straight (left panel) and pulley nitride waveguide. The power coupling to the resonance mode increases from 25 % to 100 % as a function of interaction length. Red curve represents Lorentzian fitting, and blue dots are measured transmission. The fiber interferometer was calibrated the laser detuning. The left panel is edited from Yang et al.[199].

For comparison (left panel). The measured mode families on the transmission scan were identified using comparison between broadband mode spectrum and numerical simulation – measured FSR and fitted $D_2$ are generally used for comparison with numerical simulation[55, 71]. Tapered fiber was used for mode spectrum measurement, and the taper can find all transverse mode families existing in silica resonator – nitride waveguide may not couple to every transverse mode families in resonator. According to the measurement results, it is confirmed that $Q_0$ of TE0 mode from different waveguide structures are consistent (120 M, 25 %; 110 M, 60 %; 130 M, 100 %), and it thereby shows that there is no unpredicted issue that cause an additional parasitic loss in pulley waveguide coupler. In addition, it is interesting to note that the critical coupling condition (right panel; 200 $\mu$m pulley length)
was maintained over 100 nm spectral span.

Figure 5.22: Spectral scan of integrated ridge resonator (200-µm long Pulley SiN waveguide coupling) and ring down measurement (a) Spectral scan encompassing two free-spectral-ranges. (b) High resolution zoom-in scan for the TM0 and TE0 modes with intrinsic ($Q_o$) and loaded ($Q$) quality factors (M = million). The green sinusoidal signal is a frequency calibration scan using a radio-frequency calibrated fiber Mach-Zehnder interferometer (free-spectral range is 5.979 MHz), and the red line is Lorentzian fitting. (c) Superposition of 10 cavity-ringdown signal scans for the TM0 mode with the corresponding decay time and the loaded and intrinsic Q factors. Upper panel was measured from the wavelength of b, and lower panel shows the ring down measurement featuring 230 M at 1560 nm wavelength. This figure is edited from Yang et al.[70].

Fig.5.22a shows a spectral scan of integrated resonator with pulley nitride waveguide. The spectral scan encompasses over two FSRs and the pulley length is 200 µm in this measurement. The device tested had a FSR of approximately 15.2 GHz (corresponds to 4.3-mm-diameter), and several mode families appear within one FSR in the scan. High-resolution scans of the TE and TM fundamental mode families are presented in Fig.5.22b. The detuning frequency are calibrated using Mach-Zehnder fiber interferometer (green sinusoidal curve at the lower half of each panel). A linewidth fitting gives $Q_0$ of 120 million for the TE fundamental mode and 205 million for the TM fundamental mode. Cavity ring down was performed[197] to further confirm the Q factor of TM fundamental mode. The ring down scans were conducted over 10 times with different scan speed, and the superposition of the traces is presented in Fig.5.22c. Upper panel shows the ring down trace from the mode in b, and gives $Q_0$ of 216 million in close agreement with the linewidth date. Furthermore, the lower panel shows the ring down trace from the same mode family in different wavelength (1560 nm). A superposition of ring down traces gives fitted $Q_0$ of 230 million. It is important
Figure 5.23: **TM0 mode coupling in distinct pulley lengths** (a) High resolution zoom-in spectral scan of TM0 mode in pulley lengths from 100 to 300 µm. The power coupling to the resonance mode increases from 10 % to 70 % as pulley length increases. (b) TM0 power coupling versus pulley length. Dots are measurement results, and dashed line is the predicted trend from numerical simulations.

To note that coupled TM0 mode was observed in spectral scan\(^8\), and estimated \(Q_0\) is in close agreement with the \(Q_0\) measured with tapered fiber – it proves that there is no additional parasitic loss and ideality of the coupling is close to one.

Fig.5.23 shows TM0 mode coupling in distinct pulley lengths (pulley length = 100, 200, 300 µm from the left to the right panel in a). Only 10 % of power was coupled to TM0 mode with 100 µm pulley length, while 70 % of power was coupled to the same mode if the pulley length is 300 µm. The mode coupling trend shows close agreement with numerical prediction, and it prospects higher coupling strength (TM0 resonance mode with TE waveguide mode) with longer pulley length. Table.5.3 is summarized results discussed here.

<table>
<thead>
<tr>
<th></th>
<th>TM0</th>
<th>TE0</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Q_0_{,taper})</td>
<td>200 - 250 M</td>
<td>120 - 130 M</td>
</tr>
<tr>
<td>(Q_0_{,Si})</td>
<td>230 M</td>
<td>130 M</td>
</tr>
<tr>
<td>(P_{coupled})</td>
<td>0.7</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 5.3: **Mode coupling and measured Q in pulley nitride waveguide**

\(^8\)TM0 wasn’t observed in the spectral scan from straight nitride waveguide.
5.5.2.4 Prospects for higher mode coupling

Figure 5.24: **Resonator-coupler design towards higher coupling strength on TM0 mode**

The predicted power coupling is shown as a function of pulley length and $Q_0$ of TM0 mode. Here, the waveguide dimension is $900 \text{ nm} \times 250 \text{ nm}$.

Fig. 5.24 shows the prediction of TM0 mode coupling as a function of pulley length and $Q_0$. The waveguide dimension is $900 \text{ nm} \times 250 \text{ nm}$, and the gap between the waveguide coupler and resonator is $0 \mu m$. The mode coupling (represented using device power transmission $T$) is mediated using two parameters – pulley length and $Q_0$. Pulley length mediates external coupling rate ($\kappa_{ext}$), and $Q_0$ modifies the internal cavity loss rate ($\kappa_0$) as shown below:

$$T = \frac{1}{2} \left(1 - \frac{2}{(\kappa_{ext}/\kappa_0)^{-1} + (\kappa_{ext}/(\kappa_{ext} + \kappa_p))^{-1}}\right)^2$$

(5.6)

where $\kappa_p$ is parasitic loss rate, but it is negligible in the system. In specific waveguide dimension and gap, the external coupling rate per unit length ($\Delta \kappa_{ext}$) is determined, and the external coupling rate ($\kappa_{ext}$) is $\sin(\Delta \kappa_{ext} \times l)$ ($l$ is pulley length, and assuming phase mismatch is zero) – longer pulley induces higher external coupling rate. $Q_0$ of TM0 mode corresponds to internal cavity loss rate ($\kappa_0$) – higher $Q_0$ cavity needs less external coupling rate to achieve critical coupling ($\kappa_0 = \kappa_{ext}$). The numerical results show device power coupling which increases as either pulley length or $Q_0$ increases. Further efforts on those parameters are thereby anticipated to increase modal coupling toward critical coupling (pulley length = $400 \mu m$ and $Q_0 \sim 260 \text{ M}$).
5.5.3 Mode spectrum characteristics

5.5.3.1 Mode spectrum engineering of exterior ridge ring resonators

Figure 5.25: **Mode spectra of interior wedge disk- and exterior ridge ring-resonator (a)**

Upper panel depicts side-view schematic illustration of interior silica wedge resonator (top), and cross-section SEM image (bottom). Mode profile of fundamental mode is overlapped on both rendering and SEM image. The white scale bar indicates 10 µm. The lower panel shows measured mode spectrum using a fiber taper. The laser was scanned from 1520 nm to 1620 nm to find all resonance peaks at single polarization condition. The wavelength at \( \mu = 0 \) is 1550 nm. FSR of the resonator designed to be 15.2 GHz. (b) As (a) but for exterior silica ridge resonator. Here, only 3 mode families (TE) were observed without avoided mode crossing in the entire scan range.

Fig.5.25 shows measured mode spectra of interior- and exterior- resonator\(^9\). In order to compare the mode spectra, both interior- and exterior-resonators are designed to have 15.2 GHz FSR. Wedge angle of interior-resonator is approximately same with the angle of outward sidewall of exterior-resonator (\( \theta = 27^\circ \)). Tapered fiber was used to measure mode spectra of both interior- and exterior-resonators, and the laser was scanned from 1520 nm to 1620 nm to find all resonance peaks at single polarization condition (TE). The color scale on mode spectra indicates the depth of resonance coupled to taper fiber.

It is interesting to note that only three mode families exist in the exterior ridge ring resonator while interior resonator has over 20 distinct mode families. As shown in SEM images of

\(^9\)Interior resonator is single-wedge and exterior resonator is ridge structure. The oxide thickness is 8 µm, the ridge supporting layer thickness is 2.55 µm, and the ridge width (top surface) is approximately 20 µm
Fig. 5.25, the resonator dimensions (e.g. oxide thickness and ridge width) are similar and the ridge structure doesn’t confine the optical mode strongly. The outward supporting layer filters out lower-index, higher-order modes. Higher-order modes thereby no longer exist in the exterior ridge structure, or have lower Q factor as a result of the supporting layer. The thickness of supporting layer can adjust the number of existing mode families in the exterior ridge structure. It is also important to note that the mode families have similar FSR in the exterior ridge structure. As a result of similar FSR, mode families don’t have either mode line crossing or avoided mode crossing over 700 mode number and 100 nm wavelength span (1520 - 1620 nm).

5.5.3.2 SiN coupled mode spectrum

Fig. 5.26 shows the measured mode spectrum from waveguide integrated resonator. Nitride waveguide was used to monitor the transmission spectrum of silica ridge resonator, and silica ridge structure confined less number of mode families than wedge resonator as discussed earlier. TE polarized waveguide was fabricated with pulley length of 200 $\mu\text{m}$ (waveguide dimension: 250 $\times$ 900 nm). According to the spectrum, TE0 mode ($Q_0 = 130$ M) is almost critical coupled over the whole measurement span, and TM0 mode ($Q_0 = 230$ M) is under-coupled with 25 - 50 % of contrast. Mode families were identified by comparing the dispersion measurement with finite-element-simulation result. Specifically, the fundamental mode families are indicated on the panel and it is interesting to note that the FSR of fundamental modes are higher than FSR of other mode families\(^\text{10}\).

\(^{10}\)In conventional wedge disk, the fundamental modes have either the lowest or lower FSR than higher order mode[55, 98] Here, the supporting layer adjusts the FSRs of mode families and the fundamental mode has the highest FSR in ridge structure.
Figure 5.26: **Mode spectrum of nitride waveguide integrated ridge resonator** Measured mode spectrum of fully integrated silica ridge resonator (pulley length = 200 \( \mu \text{m} \)). The transmission spectrum was measured through nitride waveguide, so the depth of resonance (color scale) is a function of the external coupling rate between nitride waveguide and the transverse mode family. TM0 and TE0 modes are indicated on the panel, and the modes were identified by comparing the mode spectrum with numerical simulations[55, 71].

### 5.6 Integrable soliton frequency comb generation

Soliton frequency microcombs [43, 47, 55, 207, 208] can potentially miniaturize optical clocks, frequency synthesizers and precision spectroscopy systems into chip scale systems. To date, integrated soliton microcombs have achieved remarkable performance including highly reproducible optical spectra with 2/3 and full octave span coverage at THz repetition rates [43, 193]. However, in order to self-reference a comb it is essential that the repetition rate be detectable. To attain detectable repetition rates in a microcomb, the cavity mode volume must be substantially increased to reduce the resonator free-spectral-range to microwave rates [50]. To avoid impractically-high pumping power, the greatly increased stored energy
of the larger mode volumes must be accommodated by stronger resonant build-up and hence a more stringent requirement on high Q factor. To date, only non-integrable crystalline and silica resonators have been used[47, 55]. Furthermore, to maintain low pump power in an octave-spanning, self-referenced microcomb system, the comb formation can be broken down into a THz-rate comb (micrometer-scale resonator diameter), and an electronics-rate comb (centimeter-scale resonator diameter)[171]. While the octave-span THz-rate soliton microcomb has been realized[193, 194], the electronics-rate soliton microcomb has not so far been possible in a waveguide-integrated form, because it requires ultra-high-Q factors to avoid excessive pump power.

In this section, an integrable soliton microcomb having a detectable repetition rate of 15 GHz is demonstrated in an ultra-high-Q silica ridge-ring resonator. The Q factors of the integrated resonator are greater than 200 million as discussed in previous section, and the 200 million mode was identified as TM0 mode which has fulfilled the requirements for soliton generation – (i) anomalous dispersion and (ii) minimized avoided mode crossing. Besides, TE0 mode also recorded Q factor over 100 million with soliton forming requirements. The transverse mode family has higher external coupling rate with nitride waveguide, so it achieved critical coupling around 1550 nm. Soliton generation in both polarized mode will be discussed, and the investigation on minimum operating power will be followed.

The integrable electronic rate soliton source represents a critical advance that can be used in newly proposed miniature optical-synthesizers [171], secondary time standards [173], and compact spectroscopy systems [14], all of which require electronic-compatible rate, integrable microcombs.
5.6.1 Soliton frequency comb generation in silica ridge resonator

Figure 5.27: Soliton frequency comb generation in silica ridge resonator (taper coupled)

(a) Measured mode spectrum of TM0 in silica ridge structure. Tapered fiber is used to find all TM0 resonance peak from 1520 nm to 1580 nm. Fitted $D_1 = 15.1854$ GHz, $D_2 = 9$ kHz/FSR. (b) Optical spectrum of soliton microcomb in silica ridge resonator. The presence of small spurs in the spectrum correlate with the appearance of avoided mode crossing in a. Inset shows the electrical spectrum of the detected soliton pulse stream. (c) Frequency resolved optical gating (FROG) scan of single soliton state in b showing the single pulse signal. The pulse period is 66 ps.

As preliminary test, soliton frequency comb was demonstrated in silica ridge resonator using taper fiber coupler. The silica ridge resonator doesn’t feature the nitride waveguide on a chip, so there is no external coupling loss from other than taper fiber coupler. $Q_0$ of TM0 mode is approximately 200 million, and the measured mode spectrum is shown in Fig.5.27a. The mode number $\mu = 0$ corresponds to approximately 1550 nm, and the mode spectrum was measured from 1520 nm to 1580 nm using scanning diode laser[55]. There is one minor mode crossing around at $\mu = 70$ with higher order mode, and group velocity dispersion is anomalous ($D_2 = 9kHz/FSR$) around 1550 nm. Using the power kick and active capture technique[118], solitons were triggered and stabilized at continuous wave pump. Fig.5.27b
shows an optical spectrum of a single soliton state, and the frequency resolved optical gate (FROG)[47] method was used to confirm the soliton pulse stream in Fig.5.27c. The pulse period is 66.5 ps corresponding to the resonator round-trip time, and it corresponds to the repetition rate of the comb (15.2 GHz). In addition, threshold power of parametric oscillation is around 8 mW and the measured soliton power is around 10 µm.

Figure 5.28: Soliton frequency comb stability and phase noise performance (a-b) Continuous soliton measurement over 30 hours. The soliton power (a) and the peak power (b) are plotted versus time in hours. The soliton power experiences a slow drift which is attributed to a slow variation in power set point and detected power. (c) Detected phase noise and electrical spectra. Inset shows the electrical spectrum of the soliton repetition frequency (15.2 GHz) from silica ridge resonator (taper coupled).

Fig.5.28 shows further investigations on generated soliton comb – stability of soliton power and phase noise of RF beatnote. As has been already demonstrated in Ref[55], the soliton in silica disk performs highly stable over long time operation as well as low phase noise performance. Panel a-b show soliton total power and peak power versus operating time, and interestingly the operation was continued over 30 hours without serious variations. Panel c shows the measured phase noise spectrum from detected RF beatnote. Inset shows zoom-in RF beatnote scan from the optical spectrum in Fig.5.27 (resolution bandwidth = 100 Hz; Span = 500 kHz).
5.6.2 Integrated soliton comb generation

Figure 5.29: Soliton frequency comb generation (TE0, Q = 100 M) in integrated resonator (SiN coupled) (a) Measured mode spectrum for the TE0 mode family with linear dispersion offset. The red line is a parabola fitting on the mode frequencies over 400 modes. (b) Optical spectrum of single soliton. Inset shows the electrical spectrum of the detected soliton pulse. (c) FROG scan of single soliton state. This figure is from Yang, et al.[70]

As a preliminary test, a critically coupled TE0 mode was used for soliton generation. The critical coupling was achieved over 50 nm span around 1550 nm, and intrinsic Q factor of the TE0 mode was around 100 - 110 million over the measurement bandwidth. Fig.5.29a shows measured mode spectrum of TE0 mode with linear dispersion offset. The mode frequencies were measured from 1520 nm to 1580 nm, and surprisingly the mode spectrum doesn’t show any avoided crossing with other mode families. The red line us a parabola fitting on the mode spectrum, and fitted dispersion is $D_1/2\pi = 15.2$ GHz and $D_2/2\pi = 6.4$ kHz. The active capture technique [118] was used to trigger and stabilize solitons at continuous wave
(CW) pump. Fig.5.29b shows an optical spectrum of a single soliton state, and the soliton was directly detected and analyzed on an electrical spectrum analyzer in order to confirm the detectable repetition rate. The inset shows RF beatnote scan near 15.2 GHz (resolution bandwidth: 1kHz), and the beatnote shows narrow and high signal-to-noise ratio single tone. To confirm the soliton state as well as pulse-like nature of the solitons, FROG was used (Fig.5.29c). The pulse period were measured to be 66.5 ps corresponding to the resonator round-trip time. In the same device, TM0 mode was also coupled to nitride waveguide through transmission scan and the intrinsic Q factor of the mode was as high as 180 million. However, the power coupling rate was around 10% so that higher pump power needs to be loaded through nitride waveguide in order to couple sufficient energy to the mode.

Soliton in Fig.5.30 and 5.31 were generated in different device with slight modification on waveguide-resonator coupling – the intrinsic Q factor of the mode were improved too. First, Fig.5.30 shows single soliton generated in TE0 mode and the intrinsic Q factor of the mode was improved from 100 million in Fig.5.29 to 130 million while maintaining the critical coupling. Mode spectrum of this device is shown in Fig.5.26, and the spectrum confirmed that dispersion of TE0 mode is $D_1 = 15.2$ GHz $D_2 = 6.5$ kHz (almost consistent with the previous device in Fig.5.29). RF beatnotes and FROG traces were confirmed for clarifying the state of soliton as well as microwave signal quality.

It is worth to note that this soliton was triggered and stabilized using active capturing with operating power as low as 61 mW. It is promising result considering maximum power level of integrated semiconductor optical amplifier (SOA)[209, 210] and on-chip lasers[211, 212].

Figure 5.30: Soliton frequency comb generation (TE0, Q = 130 M) in integrated resonator (SiN coupled) Measured optical spectrum of single soliton from TE0 mode. Left inset shows FROG trace from the single soliton state and the pulse duration corresponds to cavity round trip time. Right inset shows RF beatnote near 15.2 GHz.
Further investigation on operating power will be discussed in following section.

Fig. 5.31 shows soliton generation in TM0 mode. The intrinsic Q factor of TM fundamental mode was as high as 230 million, and also the Q factor was 210 million around 1550 nm. Coupled power was around 25% at 1550 nm, yet it is not sufficient to trigger soliton efficiently. However, it was possible for soliton generation because of high Q factor. Mode spectrum of the TM0 mode was provided in Fig. 5.26, and the spectrum confirmed that dispersion of TM0 mode is approximately $D_1 = 15.2 \text{ GHz}$, $D_2 = 6.0 \text{ kHz}$. One minor mode

Figure 5.31: **Soliton frequency comb generation (TM0, Q = 210 M) in integrated resonator (SiN coupled)** (a) Measured mode spectrum for the TM0 mode family with linear dispersion offset. The red line is a parabola fitting on the mode frequencies over 400 modes. (b) Optical spectrum of single soliton. Inset shows the electrical spectrum of the detected soliton pulse. (c) FROG scan of single soliton state.
crossing was observed around $\mu = -150$, however the strength is not strong enough and far enough from the pump mode. Panel b and c shows optical spectrum, RF beatnote, and FROG trace in order to confirm the soliton state.

5.6.3 Discussion on soliton operating power

Figure 5.32: Soliton operating power (a) Operating power versus coupled power. Unity transmission means zero power coupling, and zero transmission corresponds to 100 % power coupling. For the calculation, $Q_0 = 210$ million was used. (b) Operating power versus intrinsic Q factor ($Q_0$). Critical coupling was assumed for this calculation, and experimental value from TE0 (61 mW) is indicated on the panel with predicted value from TM0 ($\approx 35$ mW)

Fig.5.32 shows operating power as a function of either resonator-waveguide coupling or intrinsic Q factor of the resonator (assuming critical coupling). As discussed in eqn.3.18, the soliton operating power is given as a function of multiple variables including waveguide-resonator coupling ($\eta$), Q factor, mode volume ($A_{\text{eff}}$), dispersion ($\beta_2$), and pulse width ($\tau$)[47, 55]. Here, mode volume and dispersion are inherently given with silica ridge resonator and let’s fix the frequency comb bandwidth (corresponds to pulsewidth) for simplicity. Then the operating power is inverse proportional to $\eta = Q/Q_{\text{ext}}$ and total Q factor.

Fig.5.32a shows the operating power versus waveguide-resonator coupling. The TM0 mode dots in the panel was from the result in Fig.5.31, and it shows rapid power drop at critical coupling point (as low as 39 mW). Fig.5.32b shows operating power versus intrinsic Q factor. The operating power equation is indeed following total Q factor, but we fixed the $\eta$ at critical coupling in this calculation. It is predicted that the TM0 mode can operate soliton with the power as low as 35 mW in critical coupling point, and further improvement of Q factor can decrease the power level below 30 mW. It is also interesting to note that the estimated power level with Q of 300 million is in the similar level with the power level in Ref[118] (300 million 21 GHz soliton with 22 mW operating power).
5.6.4 Integrated soliton frequency comb technologies

Figure 5.33: Integrated soliton frequency comb technologies as a function of repetition rate and fractional bandwidth

Chip-integrated soliton technologies are represented as a function of repetition rate and their fractional bandwidth (the definition is from Kippenberg, et al.[5]). The dots denote recently developed integrated soliton sources with corresponding material choice of the platform. This includes silicon nitride[43, 193, 194, 207, 208] and silica integrated resonators[70].

Fig. 5.33 reviews integrable soliton frequency combs on nitride[43, 193, 194, 207, 208] and silica platforms[70]. Horizontal axis represents the repetition rate of soliton comb, and vertical axis represents the fractional bandwidth given as $\Delta \lambda / \lambda_0$ ($\Delta \lambda$ is comb bandwidth, and $\lambda_0$ is pump wavelength). Li, et al.[194] and Pfeiffer, et al.[193] separately demonstrated octave spanning soliton comb with 1 THz repetition rate. It is remarkable to operate the octave span comb with sub 100 mW power level[194], and those platform can be used for $f - 2f$ self-referencing. There have been also several demonstration in 200 GHz repetition rate from different groups.

However, as noted above, a electronics-compatible rate (<20 - 30 GHz repetition rate) soliton comb using an integrable device platform has not yet been realized and this is one of essential gear to realize direct control of optical frequencies using electronics – THz octave comb can detect carrier offset frequency and estimate the repetition rate, but not directly detect and stabilize the repetition rate\textsuperscript{11}. Therefore, as a demonstration of the new performance capability provided by the integrated resonator, the 15 GHz soliton stream was generated with chip-compatible operating power.

\textsuperscript{11}The octave span comb is another essential component to detect and stabilize the offset frequency[5], but the lower-repetition-rate comb has challenges on the broadband operation under chip-compatible power consumption. The alternative solution will be discussed in the next section.
5.7 Discussion

This section will discuss the applications of the integrated UHQ resonators towards photonic system-on-a-chip, and we have been participating on the collaboration with multi-institutes and industry under the support of Defense Advanced Research Projects Agency (DARPA). In addition, the integrated UHQ resonator demonstrated high coherence Brillouin lasing action[70] but more detail and discussion are not included in this thesis.

5.7.1 Chip-integrated self-referenced soliton comb

Figure 5.34: Microresonator-based self-referenced soliton frequency comb (a) Self-referenced comb system illustration. The self-referenced comb is stabilized using three PLL setpoints (\(f_{\text{LO, fine}}^{\text{LO}}\) for 21.9 GHz comb spacing, \(f_{\text{LO, wide}}^{\text{LO}}\) for 1.013 THz comb spacing, and \(f_{\text{LO}}^{\text{LO}}\) for offset frequency). (b) Optical spectrum of the dual frequency combs (1.013 THz comb and 21.9 GHz comb). The upper panel shows c-band comb spectrum (stronger sidebands are 1 THz comb signals, and weaker fine combs are 21.9 GHz comb signals), and the lower panel shows octave spanning THz comb with overlapped 21.9 GHz comb. Dual dispersive waves are also appeared at 992 nm and 2190 nm. This schematic is from Briles, et al.[213].

Frequency comb can provide numerous applications, and the photonic integration of soliton combs with pump laser, modulators, \(f - 2f\) stabilization, and photodiodes offers the possibility of chip-integrated frequency comb system. One outstanding challenge is detection and stabilization of carrier offset frequency (\(f_{\text{CEO}}\) in Chapter 1). Here, the system complexity and power consumption should be chip-compatible. The previous demonstration of self-referenced microcomb requires external spectral broadening that brings the necessity of additional amplifiers and extra power consumption[214].

One unique feature that microresonators solely can provide is a high repetition rate (i.e. 1 THz repetition rate) soliton frequency comb[5, 193, 194] – this is very challenging with other photonic system. Interestingly, the repetition rate scales inverse with spectral bandwidth and power consumption. The octave-span, high repetition rate soliton comb was demonstrated with chip compatible power consumption level[194]. This feature can alter the external

\(^{12}\)This section added more detail after discussion with Prof. Emami in thesis defense.
spectral broadening when the comb is locked with stable detectable rate frequency comb (21.9 GHz comb in Fig.5.34a) that can detect and stabilize the spacing of 1 THz comb (1.013 THz comb in Fig.5.34a)\textsuperscript{13}.

It is worth tracking the comb stabilization steps using microwave system clock\textsuperscript{[73]}. First, microwave-repetition-rate silica comb signal is photo-detected and phase-locked to clock signal \( f_{\text{fine}} = 2190 \times f_{\text{LO, fine}} \) and let’s set \( f_{\text{LO, wide}} = f_{\text{LO, 0}} = 10 \text{ MHz} \) and they are phase-locked). Second, 1 THz comb spacing is detected using the heterodyne beat note between nitride comb line which is 1 THz away from pump and the nearest silica comb line (46th relative comb). The heterodyne beat note can be given as \( f_{\text{wide}} = \alpha f_{\text{LO, wide}} \) where \( \alpha \) is the ratio of two integers, and the 1 THz comb spacing can be expressed as \( 46 \times (2190 \times f_{\text{LO, fine}}) + \alpha f_{\text{LO, wide}} \). The next step is detecting and stabilizing the offset frequency. Here, we have independent laser at 1998 nm where one of dispersive waves are appeared (Fig.5.34b), and we define the heterodyne beat note between the laser and comb line as \( f_{1998} \). The independent laser is doubled using periodically poled Lithium Niobate (PPLN), and the frequency-doubled light generates another beatnote \( f_{999} \) with comb line at 999 nm. Then, the offset frequency is \( f_0 = f_{999} - 2 \times f_{1998} \), and the signal can be processed using electronics and phase-locked with system clock\textsuperscript{[73]}. Here, the monolithic second harmonic generation has been demonstrated\textsuperscript{[215, 216]}, and the technologies can be potentially integrated with the frequency comb system. In addition, the advanced dispersion engineering\textsuperscript{[43, 71, 142]} can improve the signal intensities of dispersive waves at 999 nm and 1998 nm, so can eliminate the external laser from the system.

As discussed, the monolithic low-repetition-rate soliton source detects and stabilizes 1-THz-comb spacing. The low-repetition-rate comb transfers the stability of microwave reference to 1-THz-comb lines over octave span (i.e. 130 THz to 300 THz \textsuperscript{[73]}), however hasn’t been demonstrated in any integrated platform. First, low-repetition-rate requires larger mode volume (i.e. 10-GHz-comb needs 100X mode volume assuming same mode area) and the operating power of frequency comb scales linear with the mode volume. Second, soliton frequency comb requires additional dispersion engineering\textsuperscript{14} but the cavity design interplays with not only dispersion but also Q factor of microresonator. It is very challenging to control dispersion properties while maintaining Q factor. Integrated UHQ resonator discussed in this chapter can be perfect solution for integrated comb system.

### 5.7.2 Optical frequency synthesizer

The phase-coherent synthesize of optical frequencies can have impact on numerous applications, as the electronics revolution that began in the mid-20 century was partly driven by the synthesize of radio and microwave synthesize\textsuperscript{[73]}. Here, the stabilized frequency comb

\textsuperscript{13}The integrated low-repetition-rate soliton comb has also remained elusive prior to the work in this thesis.

\textsuperscript{14}Dispersion engineering includes not only chromatic dispersion control but also mode-spectrum-engineering that we have discussed in Chapter 3.
Figure 5.35: **Integrated photonic frequency synthesizer system** The conceptual schematic of integrated optical frequency synthesizer. Nanophotonic comb generator consists of GHz comb (SiO$_2$), THz comb (Si$_3$N$_4$), CW pump, and $f - 2f$ stabilization; III/V optoelectronics + CMOS consists of III/V silicon laser, photodiodes, and CMOS circuits. Both comb generator and optoelectronic chip share 10 MHz system clock. This schematic is from Spencer, et al.[73].

serve as the backbone to guide the tunable laser to arbitrary frequencies across the spectral span that lower-repetition-rate comb can cover. The comb system can provide the frequency uncertainty of Hz level over hundreds THz absolute frequencies[213]. The III/V silicon-ring-resonator laser[217] is the synthesizer output, and is phase-coherent with frequency comb system. The wide frequency tuning can be achieved through heaters on the two ring resonators and intracavity phase section (modulation speed: upto 10 kHz)$^{15}$, and low-loss Si waveguide can reduce the linewidths to 300 kHz.

Biased heater of III/V-Si laser shifts the lasing frequency for initial alignment to comb lines (the comb line location is addressed from the system input, and CMOS circuits control the initial heater settings). Then the combined optical spectra of low-repetition-rate comb and integrated laser produces the heterodyne beatnote which can be stabilized using a FPGA based phase-locked-loop (PLL) with system clock[73]. The final synthesizer output ($f_{output}$) can be expressed[73]:

$$f_{output} = 192 \times f_{rep,THz} + m \times f_{rep,GHz} + f_{laser}$$

$$= f_{clk}[192(46 \times 2197 + \alpha) - 64 \times \beta + m \times 2197 + 512 \times \gamma]$$

(5.7)

where $f_{rep,THz}$, $f_{rep,GHz}$, $f_{laser}$, $f_{clk}$ are the repetition rate of THz comb (1.019 THz), the repetition rate of GHz comb (21.97 GHz), the heterodyne beatnote between GHz comb and integrated Si laser, and the system clock frequency (10 MHz), respectively. Here, the offset frequency is divided by 64 and phase-locked to $f_{clk}$ with the factor $\beta$; the heterodyne beatnote between laser and comb is divided by 512 and phase-locked to $f_{clk}$ with the factor

$^{15}$Fine, high-speed feedback control can be achieve through semiconductor optical amplifier (SOA) current (modulation speed: GHz)[171].
As discussed in previous subsection, the THz comb spacing was detected using the heterodyne beatnote between GHz comb and THz comb, and the signal is phase-locked to $f_{clk}$ with the factor $\alpha$. The frequency output is defined relative to input clock in terms of integer $m$ and the control factors ($\alpha$, $\beta$, $\gamma$).

### 5.7.3 Chip-integrated optical clock

The frequency comb system can directly phase-link microwave with optical wave[39, 56]. The optical atomic transitions have been recognized as the most advanced technology for precision time keeping due to enhanced line quality factor as well as its stability[57]. The two-photon Rubidium transition at 778 nm (385 THz) has the 330 kHz natural linewidth which corresponds to $10^9$ Q factor. The splitting the line to part in $10^4$ can achieve $10^{-13}$ retrace and environment stability[218]. The atomic transition at optical domain can be used to synthesize microwave signal by using frequency comb system. The Rubidium atom can be confined in microfabricated vapor cell and the chip-integrated frequency comb (c.f. subsection 5.7.1) can perform optical frequency division[173].
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