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ABSTRACT

Understanding many-body quantum systems is one of the most challenging prob-
lems in contemporary condensed-matter physics. Tensor network representation of
quantum states and operators are taking central stage in this pursuit and beyond.
They prove to be a powerful numerical and conceptual tool, and indeed a new lan-
guage altogether. This thesis investigates various aspects of these representations by
focusing on two specific problems: the first half of the thesis is devoted to examining
how ‘stable’ a tensor network representation is for two-dimensional quantum states
with topological order, and the second half explores the representability of various
unitary loop operators with tensor networks.

In the numerical usage of the tensor networks, the tensor is varied as to find the
representation of the ground states of the given Hamiltonian. In chapter two and
three of this thesis we show that such a numerical program for topological phases
can be ‘ill-posed’. We show that tensor network can be an unstable representation
for a topological phase: even an infinitesimal variation in the representation results
in the loss of topological order, completely or partially. We diagnose this problem
by identifying the exact causes of this instability, and find that it is only tensor
variations in certain directions that result in instability, because they result in the
condensation of bosonic quasi-particles of the phase. Such unstable variations are
characterized by two properties: (1) they can replace a tensor in the tensor network
withoutmaking the network collapse, and (2) their presence in the network represents
the presence of a non-trivial topological charge. We prove that the general tensor
representation of all string-net models suffer with such instabilities. We propose an
exact mathematical operator to project out all such unstable variations and show its
efficacy for a few models by direct calculations. Such an operator can be useful in
numerical programs involving such tensor representations. We also point out that
such variations play a crucial role in simulating topological phase transitions and
their presence can be vital in an accurate simulation.

In chapter four and five of this thesis we focus on the representability of unitary
loop operators by tensor networks. Such operators not only provide an important
tool in the study of dynamical process in one-dimensional systems, but also in
understanding and classification of symmetry protected topological phases in two
dimensions. To characterize all such operators, we find a necessary and sufficient
condition for any loop tensor network operator of a given length to represent a
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unitary operator. In particular, it is shown that all unitary operators that map
local operators to local operators (locality-preserving) can always be represented
by a tensor network. Locality-preserving unitary loop operators are classified by a
rational index called the GNVW index defined in Ref. [1] whichmeasures howmuch
information ‘flows’ along the loop. We define Rank-Ratio index for tensor network
operators and show that it is completely equivalent to the GNVW index. Therefore,
GNVW index of a unitary operator can be easily extracted from its tensor network
representation. We find that, other than representing locality-preserving unitary
maps, tensor networks can also represent unitary operators that map local operators
to global (non-local) operators. These tensor network operators are found to have a
long-ranged order similar to tensors that represent topological tensor network states
in two dimensions.
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C h a p t e r 1

INTRODUCTION

Understanding of quantum many-body systems is one of the central challenges of
modern low-energy physics. Quantum many-body systems provide a rich source
of unique and exotic physical phenomena. We will enlist here just a few of such
systems which have seen a lot of theoretical, numerical, and experimental activities
in recent years. This list, though by no means exhaustive, is enough to put forward
the motivations underlying the work in this thesis.

One of the most famous such phenomena is the existence of high-temperature
superconductivity, a complete understanding of which remains somewhat elusive to
this day[2]. Chiral-spin liquids were proposed[3, 4] in an attempt to explain high-
temperature superconductivity, but it was later realized that they actually exhibit a
new kind of order, beyond Landau’s symmetry breaking paradigm. It was called a
‘topological order’. These phases exhibit a ground state degeneracy[5] which only
depends on the topology of the underlying system. The experimental discovery of
Fractional Quantum Hall (FQH) systems[6, 7] became a well known experimental
realizations of such an order. They were called anyons. From the study of these
phases the idea of a ‘topological order’ in quantum many-body systems emerged[8].
Other than the FQH, some spin liquids were also found to exhibit topological
order[9]. These systems were shown to have quasi-particle excitations that were
neither bosonic nor fermionic, but had fractional statistics[10, 11]. Much of the
formulation of these systems was proposed in field theoretic terms. However,
Kitaev[12], later proposed a class of exactly solvable topological lattice models, now
known as QuantumDoublemodels. Thesemodels allowed for a deeper investigation
of topological phases both conceptually and numerically. Later onQuantumDoubles
model were generalized into the so-called String-Net models by Levin andWen [13].

After the discovery of topological phases the notion of Symmetry Protected Topolog-
ical (SPT) phases [14–18] emerged with the discovery of Topological Insulators[19–
21]. These phases were characterized by the presence of a symmetry in the system
that protected the topological order. That is, different phases of an SPT could be
smoothly connected if the underlying symmetry was allowed to be broken. For
example, topological insulators were found to be protected by time-reversal sym-
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metry. SPT phases were later generalized into many directions, such as Symmetry
Enriched Topological phases[22], SPT with n-form symmetries etc.

What underlies all these different phenomena in a quantum-many body system is
the pattern of entanglement individual constituents of the system have with each
other. So, naturally, a paradigm of representation was needed which could encode
the entanglement information of the system in a more explicit and efficient way
than the traditional representation did. Traditionally, the quantum states have been
represented as a superposition of conveniently chosen basis states in the Hilbert
space of the system. Though it works well for small quantum systems such as an
atom or small spin systems, it is not particularly useful for large quantum-systems
with exponentially large Hilbert space. Broadly speaking, there are two problems
with basis-superposition representation. First, the number of basis vectors needed
for this representation scales exponentially with the system size. For example, for
a system with N qubits, one needs 2N basis states to represent a generic quantum
wave function. To get an idea, a system with 1000 qubits would need 21000 ≈ 10300

basis for description. This number is much larger than the number of atoms in the
known universe. So we could not possibly hope to work with these many basis
states in any present day computation system. Second, and more fundamentally, it is
very difficult to read off entanglement patterns in a state from its basis-superposition
representation. It just happens to be not the natural representation as far as describing
entanglement in a system is concerned. From this need to extract information about
entanglement patters, and various limitation of basis-superposition representations,
emerged the development of a new paradigm of representation of quantum systems:
the Tensor Network (TN) representation.

But before we introduce what a TN representation is, we ask, why do we expect
to find any paradigm to be able to represent many-body states efficiently? After
all, any representation does not take away the underlying complexity problem: the
many-body Hilbert is hopelessly big! A system of the size of Avogrado number
(∼ 1023) has a Hilbert space of ∼ 101023 . This is certainly beyond the reach of any
representation possible. What rescues a physicist from this problem is the fact that
not all states in the Hilbert space are physically relevant. Physics imposes many
constraint on the mathematical description of the system. One such key constraint
is the notion of locality. Many relevant Hamiltonians that describe dynamics of
a system found in nature tend to only involve local interactions. Mathematically
speaking, it translates to the fact that we are mostly, at least as far as low-energy
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physics is concerned, interested in Hamiltonians which can be written as a sum
of local terms, where each term only acts on a local subsystem. If we also restrict
ourselves to ‘gapped’ systems (which roughlymeans that the excitations have certain
minimummass) then one can prove that low-energy states of such a system all belong
to a very small subspace of the whole Hilbert space: the states that follow the so-
called area-law. Area-law dictates that, for low-energy eigenstates of gapped, local
Hamiltonians, the entanglement entropy of a region of space tends to scale, as the
size of the boundary of the region and not as the volume. For example, in 1D itmeans
that a line segment of the space has a constant entanglement entropy. Area-law states
reside in a small subspace (exponentially small) of the whole Hilbert space. It can
also be shown that not only do physically relevant states belong to an exponentially
small subspace of the whole Hilbert space, any state that can be reached under
Hamiltonian time evolution in a reasonable time (log(N), to be more specific where
N is system size) also belongs to such an exponentially small subspace. Overall one
can say that we can expect to find an efficient representation of many-body states
in many cases simply because the physically relevant states for gapped phases of
matter belong to an exponentially small subspace of the whole Hilbert space,

.

So it is desirable that we invent a representation paradigm that is more restricted to
the physically relevant subspace, rather than allowing it to represent any arbitrary
state. Sure, such a representation would be ‘weaker’ in the mathematical sense, but
what we lose in generality, we gain in computational and conceptual simplification.
In fact it is this trade off between generality and efficiency of a representation that
partially motivates the work in this thesis.

As described above, the states that follow area-law are among themost relevant phys-
ical states. And this is one of the main reasons for the success of TN representation:
a tensor network naturally represents the states that follow area-law.

1.1 Entanglement and Tensor Network (TN)
Now that we have described the physical and conceptual need to find a better
representation of quantum states, we will now show, from first principles, how a TN
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representation naturally emerges out of the basis-superposition representation if we
try to extract entanglement information from a the state that follows area-law.

Consider a 1D spin chain of some length N . There are N sites, and on each site sits
a quantum spin which takes value in some Hilbert space of dimension d. The total
Hilbert space is a tensor product of local Hilbert spaces on each site. Lets say we
are given some wave function on this system, ψ,

|ψ〉 =
d∑

i1,i2,...,iN=1
Ci1,i2,...,iN |i1, i2, . . . , iN〉. (1.1)

This is the usual representation of many body states in terms of computational basis.
Lets say we are interested in the entanglement information of this state. Specifically,
we want to know how much entanglement exists between the left half, L, and right
half, R, of this wave function.

. (1.2)

It cannot be read off the above representation of ψ, so we need to represent it
differently. In fact, as we know, we need to perform a Schmidt decomposition along
the entanglement cut. In the present context Schmidt decomposition can be thought
of as an alternative representation of the wave function in which a wave function in
Hilbert space HL ⊗ HR is represented using relevant basis states from the the two
constituting Hilbert spaces.

|ψ〉 =
D∑

a=1
λa |ψL

a 〉 ⊗ |ψR
a 〉, (1.3)

where ψL
a and ψR

a are states in HL and HR respectively, and λa are the Schmidt
coefficients. The Schmidt index a takes D values. The number D is the Schmidt
rank. D itself is a crude measure of entanglement between L and R, though a better
measure would be the Von-Neumann entropy defined as S = −∑

a
λ2
a∑

a λ
2
a

log λ2
a∑

a λ
2
a
.

For an arbitrary state in the total Hilbert space, the Schmidt rank D can be very
large (exponentially large in N/2). But as we discussed above, if the state follows
area-law, D can be kept small by ignoring small Schmidt coefficients. So it means
for area-law states it is possible to choose a finite number of basis states from the
two constituent Hilbert spaces and represent the overall state as their tensor-product
sum. And of course this representation is better than that in Eq. (1.1) because
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the entanglement between the two subsystems can be directly read off from the
description.

If we want to gain more information about the entanglement structure, we can repeat
this process with the states ψL/R

j and further decompose them in smaller parts.
Again using area-law we know that in each decomposition we only need to retain
a finite number of Schmidt coefficients. We can repeat this process until the wave
function is written completely in terms of Schmidt basis on each site. Since we
needed ∼ D new Schmidt coefficients upon each decomposition, we will end up
with ∼ Dlog2 N = poly(N) coefficients that contain the entanglement information of
the wave function under consideration. This is much more efficient representation
of the state compared to basis-superposition in (1.1).

Lets say we Schmidt decompose ψL
a further for every a in two halves, left, L1, and

right,R1. Wemight expect to get something like |ψL
a 〉 =

∑
b λa,b |ψL1

a,b〉 ⊗ |ψ
R1
b,a〉. But if

the states in L1 also carry a index, then roughly speaking, it would imply the region
L1 is is entangled with the region R as well, which should not happen under area-law.
So we would instead have something like |ψL

a 〉 =
∑

b λb |ψL1
b 〉 ⊗ |ψ

R1
b,a〉. The same

argument can be applied at every stage of the decomposition, that the Schmidt basis
appearing in a region should only carry Schmidt indices that are shared only with
regions nearby. Finally when we have Schmidt decomposed down to the individual
sites, we would get something like

|ψ〉 =
∑

a12,a23,...,aN−1,N

|ψ(1)a12〉 ⊗ |ψ
(2)
a12,a23〉 ⊗ . . . |ψ

(N)
aN−1,N 〉, (1.4)

where Schmidt coefficients have been absorbed into wave functions on individual
sites. Here ak,k+1 is a Schmidt index that runs between site k and k + 1. Due to
area-law, ak,k+1 take maximum D values for some finite D (O(1) in system size).

We can represent this wave function diagrammatically as follows. Represent ψ(n)a,b

(which is a state at nth site for a fixed a and b) appearing in the above as an object
with 3 indices,

|ψ(n)a,b〉 =
∑

in

A(n)in;a,b , (1.5)

where A(n)in
is a matrix with elements A(n)in;a,b. (Note that A(1) and A(N) will have to

be vectors rather than matrices.) Define a convention for summing over horizontal
indices ((a, b) in above): if two such tri-leg diagrams are placed next to each other
such that they share a horizontal index, then we project them to be equal to each
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other and sum over them, and we also assume that the diagram is always summed
over all physical indices. With this convention one can see that the above state can
simply be written as

|ψ〉 = , (1.6)

or more explicitly

|ψ〉 =
∑

i1,i2,...,iN

A(1)i1
A(2)i2

. . . A(N)iN
|i1, i2, . . . , iN〉, (1.7)

We have arrived at the simplest tensor network states, what is known as the open
boundaryMatrix Product State (MPS). The terminology comes from the fact that the
coefficients in the computational basis come from products of matrices. The 3-index
object we defined is called a rank-3 tensor. Mathematically, it is a diagrammatic
representation of a multi-linear map of rank 3.

So we see that the desire to extract the entanglement information of a 1D state,
facilitated by the assumption of area-law, led us to a TN representation of the state
under consideration. This happens to be true generally in higher dimensions as
well. In fact, most exotic many-body phenomena we mentioned can be discussed
and represented efficiently through TN. It should be noted that, in principle, the
TN states can represent any state in the Hilbert space, but the value D in the above
would have to be arbitrarily high (exponential in system size). So the benefits of
using tensors is mostly lost in such cases.

1.2 TN formalism
After having shown the physical motivation behind TN state construction, we in-
troduce the general formalism of tensor networks very briefly. A general tensor T

of rank N can be thought of as an element of tensor product of n Hilbert space,
T ∈ H1 ⊗ H2 ⊗ . . . ⊗ HN . Hj , in general, can have different dimensions d j for each
j = 1, . . . , N . If we choose a basis in each Hilbert space, then we can write T in
terms of a basis

T =
d1∑

i1=1

d2∑
i2=1

. . .

dN∑
iN=1

Ti1,i2,...,iN |i1〉 ⊗ |i2〉 . . . ⊗ |iN〉. (1.8)

i1, . . . , iN are called the indices of the tensor T , and the corresponding dimensions
d1, . . . , dN are called bond-dimension corresponding to the respective indices. In-
dices are also often called ‘legs’ or ‘edges’ when we represent T in a diagrammatic
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way. Depending on the context, one can represent the tensor T in various ways,

(1.9)

Representation in (a) is the mose explicit one. It shows a tensor in terms of its
components. Though often, the sum over indices is implicit, in which case we
represent it as in (b). In fact sometimes we do not even need to label the indices
explicitly, so we simply represent it as a node with legs as in (c).

Generally, any object of interest in linear algebra can have a tensor representation

. (1.10)

(a) is rank-0 tensor, which is nothing but a scalar. (b) is a rank-1 tensor which is
nothing but a vector v, where i runs over the vector components vi. Similarly, (c)
is rank-2 tensor, which represents a matrix M with elements Mi, j . Last example is
a rank-3 tensor, for example the one we encountered in MPS representation of 1D
state above.

From tensors to tensor networks
There is a fundamental operation defined on single tensors, and a set of tensors
called index contraction , or simply, contraction. Contraction is an operation on a
set of tensors defined by summing over all possible values of the repeated indices
in the set. Contraction produces another tensor typically of smaller total rank than
the set it acted on. Contraction allows us to represent some of the basic operations
of linear algebra. For example, multiplying a vector v with matrix M is nothing but
index contraction of their common index,

ub =
∑

a

Mb,ava. (1.11)
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Similarly, matrix multiplication is an index contraction between two rank-2 tensors,
Ca,c =

∑
b Aa,bBb,c. Contraction is represented graphically by simply connecting the

‘legs’ of two tensors being contracted.

. (1.12)

It shows contraction of one index between a rank 5 tensor T1 and a rank 3 tensor
T2 which produces a rank-6 tensor T . Algebraically, the resulting tensor will have
components,

Ti1,i2,i3,i4,i6,i7,i8 =
∑

i5

(T1)i1,i2,i3,i4,i5,i6(T2)i5,i7,i8 . (1.13)

Though in this example we deleted the contracted leg, to highlight the fact that we
get another tensors, usually, the contracted legs are shown explicitly in the diagram
for convenience of representation. One can see that a matrix trace operation is
nothing but contraction of the two indices of a rank-2 tensor,

, (1.14)

and matrix multiplication with a vector can be represented as follows,

. (1.15)

After understanding the general notions of tensors and contraction operation on
them, now we can understand tensor networks

A tensor network (TN) is a set of tensors where some or all of its indices have been
contracted according to some fixed graphical structure on the set. To give it a more
concrete meaning, we can think of a general graph where each node represents a
tensor, and the edges connecting to that node are the legs of the tensor. Then if a
leg is shared by two nodes, we contract them. If it is open ended, then we do not
contract them. With these contractions, the resulting tensor can be visualized as a
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network created out of the original set. Following is an example of a tensor network
made out of 7 individual tensors,

. (1.16)

All edges of this graph that have both ends at nodes should be understood as having
summed over. While the edges that are open ended should be understood as the
indices of the resulting tensor (or the tensor network).

Breaking tensor netwrok into smaller pieces: tensor decomposition
Tensor decomposition is another fundamental operation on the tensor which is
opposite to that of contraction. Every tensor of rank N can be decomposed into two
tensors of rank n + 1 and N − n + 1. To do that, we can think of the given tensor as
a linear map from n of its indices to the other N − n indices. With this, it becomes
a matrix, which can be SVD decomposed. For concreteness lets consider a rank-5
tensor T . Lets say we want to decompose into two tensors T1 and T2 of rank 4 and 3
respectively. We write

T =
∑

i1,...,i5

Ti1,i2,i3;i4,i5 |i1, i2, i3〉〈i4, i5 |

. As a matrix it will have a SVD decomposition, T = USV†. Write T1 = U
√

S and
T2 =

√
SV†. It is easy to see that T1 has 4 indices, (T1)i1,i2,i3,λ where lambda is the

index coming from the singular value matrix S. Similarly T2 will have 3 indices,
(T2)λ,i4,i5 . Diagrammatically it can be represented as

, (1.17)
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where the SVD index has been shown in red to highlight. Decomposition is con-
ceptually opposite to that of contraction. Contraction maps a set of tensor into a
single tensor network, while decomposition can be used to break a tensor network
into pieces. However decomposition should not be confused as an inverse map to
that of contraction: if T1 and T2 contract to give tensor T , it is not necessarily true
that decomposition of T will give back tensor T1 and T2.

Tensor decomposition, as we will see, plays a key role in application of tensor net-
works in quantum many-body physics. It allows for us to cut down and approximate
inherently non-local objects, such as a quantum many-body state, into smaller, lo-
cal pieces, which are easier to handle and manipulate. The reason for this is that
tensor decomposition is related to a fundamental quantum mechanical quantity, the
entanglement, as we will discuss now.

Tensor decomposition and entanglement
Any quantum mechanical wave function can be thought of as a vector in the tensor
product of Hilbert spaces of its degrees of freedom. Therefore, it is a tensor of rank
N where N is number of degrees of freedom in a particular description. To find
out how entangled two degrees of freedoms are, we have to Schmidt decompose the
wave function in terms of wave functions on individual degrees of freedoms. This
is nothing but the tensor decomposition described above. Roughly speaking, the
number values the emergent SVD leg in the decomposition has to take measures
the amount of entanglement between the constituent degrees of freedom. For
example, if it takes only one value, then it implies that the degrees of freedom under
consideration are not entangled at all. If it takes he maximum possible values, it
implies they are maximally entangled.

In the context of many-body quantum states, the degree of freedom of interest are
often just the local Hilbert spaces. If we go back and analyze the way we derived
the MPS state above, we can interpret it in the following way. We started with a
quantum many-body state, which can be thought of as a tensor of rank N , where N

is the system size. When we performed an Schmidt decomposition in the middle, it
was basically decomposing the rank N tensors into two two tensors of rank N/2+ 1
each. Schmidt decomposition is nothing but the SVD decomposition described
above. The Schmidt coefficients are the singular values and the basis states ψR/L

a

were the tensor N/2+1 rank tensors. This tensor decomposition was useful because
of the area-law, which, roughly speaking, puts an upper limit on the dimension of the
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extra index that appears during decomposition. We repeated this process and broke
the tensor into smaller and smaller pieces, until we reached tensors corresponding
to single-sites. Again, area-law facilitated us along this decomposition by keeping
the bond-dimension finite at each stage.

We would work out many such tensor networks in detail in the course of this thesis,
and hence we would make extensive use of tensor decomposition in various ways.

1.3 TN representation of 1D states
Till now we have discussed tensor networks abstractly. Now we will discuss some
concrete examples to appreciate their application to quantum many-body physics.

As mentioned earlier, the TN states in 1D are often called Matrix Product States
(MPS). The MPS described earlier had, in general, a different rank-3 tensor sitting
at each site. But when we are not interested so much in microscopic detail of a
system but rather in the class (often called a phase) of a universal behavior that the
state belongs to, then it is usually possibly to find a representative state of that class
that is translation-invariant. In this case we can put the same tensor everywhere to
construct the state. Translation-invariant MPS can simply be written as,

|ψ〉
∑

i1,...,iN

Ai1 . . . AiN |i1, . . . , iN〉. (1.18)

It means that the state, and the phase it belongs to, can roughly be represented by a
single rank-3 tensor, Ai;a,b. This is indeed a remarkable reduction in complexity of
the problem! In the context of many-body states, the indices that are contracted to
produce the tensor network are often called ‘inner’ or ‘virtual’ indices/legs. And the
uncontracted legs are called ‘outer’ or ‘physical’ indices/legs. So inMPS description
Ai;a,b, i is the physical index, while a, b are virtual/inner indices. Now we will look
some examples of some important 1D states represented by such a rank-3 tensor.
As mentioned before, Tensor network states in 1D are called Matrix Product States
(MPS). MPS has found a wide range of application in 1D many-body physics. One
can prove that the low-energy states of all gapped, local 1D Hamiltonian can be
described efficiently by an MPS. Here are a few examples,

1- GHZ states: The simplest example of an MPS is a GHZ state. A GHZ state can
simply be written as, ψ = |00 . . . 0〉 + |111〉. Its MPS representation has the same
rank-3 tensor A sitting at each site, where A is given by

(1.19)
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2- AKLT states: The AKLT[23] Hamiltonian is, H =
∑

i
®Si ®Si+1 +

1
3 ( ®Si ®Si+1)2 where

®Si is the vector of spin-1 operators at site i. It is a gapped Hamiltonian with ground
state admitting a MPS representation. The local rank-3 tensor can be written as
A0 = σz, A1 =

√
2σ+, A2 =

√
2σ−, where σ’s are Pauli-operators.

3- Cluster states: Cluster states[24] are defined as the 1D state that is a +1 eigenstate
of a set of mutually commuting operators given by Oi = σ

i−1
z σi

xσ
i+1
z . These states

can be constrcuted by applying the product of associated projector 1
2 (1+Oi) for each

site to the vacuum state. It admits an MPS representation given by A0 =

[
0 0
1 1

]
and

A1 =

[
1 −1
0 0

]
.

4- Symmetry Protected Topological (SPT) phases: the cluster states described above
are actually a particular examples of what is known as the SPT phases of quantum
matter[14–18]. These phases are characterized by their central property that these
systems can actually be deformed into each other smoothly (that is, without a phase
transition) if we do not protect certain global symmetries of the system. However,
different phases cannot be connected if try to maintain the same global symmetry
along the deformation path. It has been shown that all SPT phases in 1D can be
represented efficiently by MPS [25].

Before moving on to describing TN states in two dimensions, we would first look
another important application of tensor networks: representation of operators.

1.4 TN representation of 1D operators
Till now we have only talked about how tensor networks can often represent phys-
ically relevant many-body quantum states. But as we remarked earlier, tensor
networks can, in general, be used for any object in linear algebra. Of course, just
as we need to find a good representation of states in many-body physics, we may
also need to find good representation of the many-body operators that act on these
states. In fact, if we are working with the TN representation of states, it is desirable
to work with TN representation of operators as well.

How can we represent operators using tensors? Since we are mainly focusing on
translation-invariant systems, we are mainly concerned with translation-invariant
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operators as well. To construct an operator, consider a rank-4 tensor as follows:

. (1.20)

We think of the indices i and j as the input and output physical index, and a and b

as the left and right virtual indices. Lets say i, j take values in some local Hilbert
space, Hd . Now we juxtapose these tensors side by side and contract the shared
virtual indices. We get a tensor network that looks something like this:

. (1.21)

This can easily be seen to be a linear operator fromHilbert space H⊗N
d to H⊗N

d . Such
operators are called Matrix Product Operators (MPO), because they are described
as a product of matrices M i, j . We will come across various applications of MPOs
in the course of this thesis. As one can see, MPO representation can produce highly
entangled, non-local operator very easily. As we will see, MPOs provide a very
important formalism for the study of TN representation of topological states in 2D.

The matrix product formalism [26, 27] has played a significant role in the study
of one dimensional systems. In particular, the matrix product representation of 1D
quantum states underlies successful numerical algorithms like the Density Matrix
Renormalization Group algorithm [28] and the Time-Evolving Block Decimation
algorithm [29]. Moreover, the matrix product representation provides a deep insight
into the structure of the ground states in 1D [27], which enables rigorous proofs of
the efficiency of 1D variational algorithms in search for the ground states [30, 31]
and also a complete classification of 1D gapped phases [25, 32–34].

Operators can also be represented in a matrix product form [35–37], which provides
a useful tool in the simulation of one dimensional mixed states and real / imaginary
time evolutions (see for example Ref. Mascarenhas2015,Wall2012). In particular,
matrix product operators which are unitary play an important role in not only the
simulation of dynamical processes in 1D, but also the understanding and classifica-
tion of (symmetry protected) topological phases in 2D [14–18]. One of the main
objectives of this thesis is to understand the structure of Unitary matrix product
operators.
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1.5 TN representation of 2D quantum states
Tensor network representation of 2D quantum states is often called Projected En-
tangled Pair States (PEPS). PEPS are immediate generalization of MPS to two
dimensions. As before, we are mainly interested in translation-invariant states.
Consider the following rank-5 tensor with components T i

a,b,c,d ,

, (1.22)

where i is the physical leg and a, b, c, d are the virtual legs. Physical leg should
be visualized as vertical while the virtual legs should be visualized to be in 2D
plane. To better distinguish physical and virtual legs in 2D we will follow this color
convention through the thesis: physical legs would be represented by vertical black
lines, while virtual legs would be represented by horizontal red lines. Now we can
put these tensors next to each other on a 2D square lattice and contract the virtual
legs. This tensor network will represent a 2D quantum many-body states with some
dangling virtual legs on the boundary,

. (1.23)

In different context, the boundary can be closed or used differently. Note that though
we chose a square lattice to represent a 2D TN, similar TN can be described on any
tringulation of a 2Dmanifold. Of course one can see that one has to have a minimum
rank-4 tensor to represent a 2D state. PEPS also satisfy area-law like MPS.

PEPS are able to represent a wide range of gapped 2D quantum states. They
find applicability in Tensor Renormalizaion Groups (TRG), Second Renormaliza-
tion Group (SRG), Higher-Order Tensor Renormalization Group (HOTRG) Corner
Transfer Matrices (CTM) etc. They are widely used in simulation of phase transi-
tions of various kinds.
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One particular application of PEPS that we are interested in, is in representation of
2D topological phases, and simulation of topological phase transitions. The first
half of this thesis would be centered around investigating these representations.

1.6 Summary of chapters and guide to read the thesis
The thesis is naturally divided in two parts: chapter 2 and 3 are focused on TN
representation of 2D topological states, while chapter 4 and 5 are focused on un-
derstanding TN representation of 1D unitary operators. These two parts are mostly
independent of each other. So a reader can choose to first focus on either of the part
as per their interest. Both chapter 2 and 3 have the common theme: they investigate
how ‘stable’ a TN representation of a 2D topological state is. But it is advisable to
read chapter 2 before chapter 3.

Chapter 2: Chapter 2 starts with first giving an algorithm to calculate the topo-
logical entanglement entropy in section 2.2, which readers can skip if they are not
interested in the details of the algorithm, as the rest of chapter does not use it as
a prerequisite. Then we start with analyzing concrete, and relatively simple topo-
logical model of toric code and its TN representations. We observe that the TN
representations are unstable. The next few sections delve into defining some intu-
itive subspaces of the tensor to explain this instability. These are the key definitions.
Then the central mathematical conjecture explaining the instability of this chapter is
presented in section 2.6 along with the conjectured physical explanation. Next few
sections provide the physical reasons of instability in sequential logical steps. We
conclude this chapter with noting that TN instability has important consequences
for topological phase transition simulations.

Chapter 3: The goal of this chapter to prove the conjecture put forward in chapter 2
for the general string-net models and their general TN representation. It does so in
a series of logical steps, first by calculating the required subspaces of the conjecture
in section 3.4 and section 3.5. After generalizing discussion from chapter 2 to the
general string-nets in next few sections, we discuss a non-abelian example, Double-
Fibonacci model in section 3.9. Finally we give an analytical proof of the conjecture
for all string-nets.

Chapter 4: Chapter 4 and 5 also have a common theme: characterizing MPOs
that are unitary. But chapter 4 is almost entirely focused on a particular subset
of these operators: operators that also map local operators to local operators. We
start with assuming a general form for the MPU, based on their unitarity, which is
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subsequently used to prove that these tensor satisfy certain simple properties. It is
shown easily in section 4.2 that all locality-preserving unitaries can be represented
by MPOs. As one of the key results of this chapter, it is then shown in section 4.4
that the GNVW index, that measures the flow of information under such unitaries,
can be extracted by defining a Rank-Ratio index, which can be locally calculated.

Chapter 5: In chapter 5 we go beyond the locality-preserving unitaries and find a
necessary sufficient condition for all periodic 1D unitary MPOs in section 5.2 as
the key result of this chapter. To discuss these MPOs a general notion of action on
local operator is discussed and quantified in section 5.4. With these new tools, we
first revisit the locality-preserving unitary MPOs and find a sufficient condition for
locality-preservation in section 5.5 which is parallel to condition for short-ranged
correlation of MPS in a certain sense. We try to improve upon some of the results
from chapter 4 and show a direct relation between GNVW index and Rank-Ratio
index. We conclude by discussing some interesting examples of MPUs which map
local operators to non-local operators in section 5.6. TheseMPUs are shown to have
MPO symmetries similar to PEPS representing topological order in 2D.
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C h a p t e r 2

TN REPRESENTATION OF 2D TOPOLOGICAL QUANTUM
STATES AND ITS INSTABILITIES

2.1 Background and motivation
The tensor network representation of quantum states (including the matrix product
states in 1D) [38–41] provides a generic tool for the numerical study of strongly
interacting systems. As variational wave functions, the tensor network states can
be used to find the ground state wave function of local Hamiltonians and identify
the phase at zero temperature. In particular, it has become a powerful approach in
the study of topological phases, whose long range entanglement is hard to capture
with conventional methods. It has been shown that a large class of topological
states, the string-net condensed states [13], can be represented exactly with simple
tensors [42, 43]. Moreover, numerical studies applied to realistic models have
identified nontrivial topological features in the ground state wave function (see e.g.
Ref.[44–46]).

In the numerical program, the parameters in the tensors are varied so as to find
the representation of the lowest energy state. After that, topological properties are
extracted from these tensors in order to determine the topological phase diagram at
zero temperature. However, this problem might not be numerically ‘well-posed’.
That is, arbitrarily small variations in the local tensor may lead to a completely
different result as to what topological order it represents. In particular, Ref. [47]
demonstrates that this happens in the case of Z2 toric code topological order. While
this presents a serious problem for the tensor network approach to study topological
phases, Ref. [47] also showed that such instabilities can be avoided if certain Z2

symmetry is preserved in the local tensor. It has been shown that the topological
order in the toric code model is stable against arbitrary local perturbation to the
Hamiltonian of the system [48]. The fact that a certain variation direction of the
tensor network representation may induce an immediate change in the topological
order indicates that such a variation corresponds to highly nonlocal changes in the
ground state wave function.

Does a similar problem occur for other tensor representaion of the toric code, or for
other topological states as well? This is the question we address in this chapter and
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the next chapter. In particular, we ask:

1. Does the tensor network representation of other topological states also have
such unstable directions of variation?

2. If so, can we predict which variaions cause instabilities and which do not?
In particular, can they be avoided by restricting the variations to a certain
subpace?

3. What is the physical reason behind such instabilities and their prevention?

While the Z2 symmetry requirement for toric code is naturally related to the Z2

gauge symmetry of the theory, for more general string-nets which are not related to
gauge theory, it is not clear whether similar symmetry requirement is necessary and
if so what they are.

In this chapter and the next chapter, we answer the above questions as follows:

1. All string-net tensors have unstable directions of variation.

2. Instabilities are caused if a variation respects the ‘stand-alone’ symmetry
but violates the Matrix-Product-Operator(MPO) symmetries introduced in
Ref.[15, 49]. We give a mathematical construction of the projector onto the
space of all stable variations that can be used to in numerical calculations to
protect against instabilities.

3. The physical reason for the instability is that ‘stand-alone’ variations which
violate these symmetries induce condensation of bosonic quasi-particles and
hence destroys (totally or partially) the topological order.

To support the above claims, we calculate the topological entanglement entropy
Stopo[50, 51] from the representing tensor and (partially) characterize the encoded
topological order. In particular, consider a tensor network state represented by a
local tensor T . We are interested in varying the local tensor T everywhere on the
lattice, in such a way that T → T + εT ′, where ε � 1. In order to study whether
topological order is lost or still present after a variation in the direction T ′, we
calculate topological entanglement entropy of the original and the modified state as
a function of ε , Stopo(ε). We say the variation is unstable in T ′ direction if

lim
ε→0

Stopo(ε) , Stopo(0). (2.1)
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If limε→0 Stopo(ε) is smaller than Stopo(0), we say that topological order is (par-
tially) lost. If limε→0 Stopo(ε) = Stopo(0) we call that direction stable meaning that
topological order is still present and remains the same. This understanding of ten-
sor instability is important not only for the identification of topological order for
a particular model, but also for the numerical study of phase transitions between
topological phases. In particular, if one is to use the tensor network approach to
study phase transition due to boson condensation, then the corresponding variation
direction must be allowed in order for the simulation to give correct results. For
example, in Ref. [52], it was shown that if such variation directions are not included
as variational parameters, then we see a first order transition even though in fact it
is second order. We are going to elaborate more on this point later at the end of this
chapter.

The problem of general string-net model would be discussed at length in the next
chapter. In this chapter we would focus on particular examples and a general for-
malism for understanding instabilities. This chapter is organized as follows. We
start with showing in section 2.2 how we calculate the topological entanglement
entropy with a given tensor network representation of the topological state. Then
in section 2.3 we discuss the simplest topological model, the toric code [12], and
study two types of tensor network representation, single-line and double-line repre-
sentation, and their instabilities. We find that while single-line indeed has instability
with respect to certain Z2 symmetry breaking variations (as shown in Ref [47]), the
double-line instabilities are more complicated. The double-line examples show that
different virtual symmetries of a tensor interact in a complicated way in determin-
ing which variations are unstable. To understand the relation of instabilities with
virtual symmetries we first define two subspaces of the virtual space: ‘stand-alone’
subspace in section 2.4 and then MPO subspace in section 2.5. Then we present the
main conjecture of this work, the tensor-instability conjecture in section 2.6, where
we put forward the conjecture that variations that are in stand-alone subspace but
are outside the MPO subspace are the ones that cause instability. We then present
the physical understanding of this conjecture in the form of a physical conjecture
that says that these instabilities are caused by boson condensation. To understand
this physical conjecture, we first explain the physical significance of the stand-alone
space in section 2.7 followed by an understanding of the physical significance of
the MPO subspace explained in section 2.8. Then in section 2.11, combining the
understanding of these two subspaces, we finally explain how unstable variations
physically correspond to condensation of bosons and offer this as the reason for
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topological phase transition seen in numerical calculations. We test the mathe-
matical and physical conjecture on the double-semion model in section 2.12 and
conclude the chapter with a discussion on what this results implies about the phase
transition simulations using tensor network ansätz and finally giving an outlook in
section 2.14.

2.2 Calculating topological entanglement entropy with tensor network
Here we explain the algorithm we use to calculate the topological entanglement
entropy of any translation invariant tensor network state. We use the idea presented
by Cirac et al. [53] to calculate reduced density matrix on a region and hence its
entanglement entropy. We consider honeycomb lattice, though it can easily be
extended to other lattices. By translation invariant we mean that all vertices on
the sublattice A and sublattice B are attached with the same tensors, TA and TB,
respectively. First we define certain notations for convenience of later discussion.
The starting objects are given tensors T I

α, where I and α denote the set of physical
and virtual indices, respectively: I = (i1, i2, ..), α = (α1, α2, ..). The state represented
by these tensors can be written as

|Ψ〉 =
∑

I1,I2,..

Tr(T I1T I2 . . .) |I1, I2, ...〉 . (2.2)

We denote the tensor resulting from contracting the virtual indices of tensors T on
a region R as T(R). T denotes the ‘double tensor’ resulting from contracting the
physical indices of T with those of T†, that is, T = TT† =

∑
I T I

α

(
T I
α′
)∗. Similar to

T(R), we denote the double tensor contracted on a region R as T(R).

Now let us consider putting this tensor network state on a cylinder. We denote the
left half of the cylinder as L and the right half as R. The honeycomb lattice is placed
in a way so that L and R divide it into exact halves. So the line between the two
halves goes through the middle of the plaqeuttes as shown in the Fig. 2.1(a). We
denote the tensors on the left and right boundaries as Tl and Tr .

When we contract bulk double tensors with the boundary double tensors, we get a
density matrix operator on the virtual indices,

σL = Tl(∂L)T(L), σR = T(R)Tr(∂R). (2.3)

Cirac et al. [53] showed that the physical reduced density matrix on one of these
halves, let’s say the left one, is related to the density operator on the virtual indices
as,

ρL = U
√
σT

LσR

√
σT

L U†, (2.4)
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where U is an isometry. Hence ρL and
√
σT

LσR

√
σT

L have the same spectrum. In
addition, under right symmetry conditions, σT

L = σR = σb. When this is true, up to
change of basis, we find that ρL ∝ σ2

b . The normalized reduced density matrix is

ρL =
σ2

b

Tr(σ2
b )
. (2.5)

It is known that the Rényi entropy with any Rényi index gives the same topological
entanglement entropy[54]. So we calculate Rényi entropy with Rényi index 1

2 ,

S1/2(ρL) =
1

1 − 1/2 log Tr(ρ1/2
L )

= 2 log Tr(σb) − log Tr(σ2
b ). (2.6)

In the limit of large cylinder, it should behave like

S1/2(ρL) = α0 |C | − Stopo, (2.7)

where |C | is the circumference of the cylinder. This is howwe calculate Stopo starting
with a tensor network state.

Before we move on to the next step, we would like to mention an important subtlety
regarding computation of Stopo on a cylinder. In Ref.[55, 56] it has been shown that
Stopo calculated this way on a cylinder, in general, might depend on the boundary
conditions. We choose a particular boundary condition for all our calculations and
examine the dependence of Stopo on boundary condition in the appendix A.1. Our
findings are consistent with the conclusion in Ref.[56].

We first have to calculate T(R)Tr(∂R) for the above setup. The problem is, the
computational complexity of exact tensor contraction grows exponentially with the
size of R, so we need to use some approximate renormalization algorithm. We
use an algorithm which is a slight modification of known tensor renormalization
algorithms [41, 52, 57]. Consider double tensors contracted along a thin strip on
the cylinder giving us a transfer matrix operator, S. If R includes n of such strips,
we have T(R) = Sn. Since the tensor network state under consideration are short
range correlated along the cylinder, the spectrum of S is gapped. Consequently,
for large n, only the highest eigenvalue and the corresponding eigenvector of S
dominates. That is, in thermodynamic limit, T(R) only depends on the highest
eigenvalue/eigenvector of the transfer matrix operator, S. Moreover, we expect to
approximate the eigenvector of highest eigenvaluewith aMatrix Product State (MPS)
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Figure 2.1: (a) The honeycomb lattice is put on a cylinder with some boundary
tensors, Tr . We calculate the topological entanglement entropy by calculating the
entanglement entropy of the right half of the cylinder. (b) We contract the bulk
tensors with the boundary ones layer by layer (from right to left ) in a recursive way.
In each recursion step, a layer between the two red dotted lines is contracted with
the boundary tensors.

Figure 2.2: Each recursion step is shown in detail. We first contract the two bulk
tensors TA, TB and two boundary tensors TA′, TB′ to produce TAB′BA′. Then we
use singular value decomposition to approximate TAB′BA′ as a contraction of two
tensors SA′ and SB′.

with finite bond dimensions, since the tensor network state is short range correlated
along the circumference of the cylinder. So we can start with a boundaryMPS, apply
the transfer matrix operator, and approximate the resulting state as an MPS with a
fixed, finite bond dimensions. With each step, approximation to the eigenvector with
highest eigenvalue improves and we do this recursively until we reach the fixed point
giving us the desired eigenvector. Note that we require transfer matrix operators to
be reflection symmetric for the condition σT

L = σR = σb ⇒ ρL ∝ σ2
b to hold true.
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The recursive algorithm is as following:

1. Initiate the boundary double tensor TA′ = Tr,A′ and TB′ = Tr,B′ (Fig. 2.1(b)).

2. Contract the bulk double tensors, TA and TB with each other giving a 4 leg
tensor TAB . Contract TB′ and TA′ with each other giving a 4 leg tensor TB′A′.
Contract TAB and TB′A′ with one another giving 4 leg tensor TAB′BA′ (first
equality in Fig. 2.2).

3. Reshape the tensorTAB′BA′ into amatrix M where Mαβ′,βα′ = (TAB′BA′)αβ′βα′ [57].
Now we perform an SVD decomposition of M , M = UΛV† and the approxi-
mation step: we keep only the highest Dcut singular values, and define the new
tensors SA′ and SB′ as (SA′)αβ′γ = Uαβ′,γ

√
Λγ,γ and (SB′)γβα′ =

√
Λγ,γV

†
γ,βα′

where γ takes values 1, 2, . . . ,Dcut. SA′ and SB′ form an approximate decom-
position of TAB′BA′,

Dcut∑
γ=1
(SA′)αβ′γ(S†B′)γβα′ ≈ (TAB′BA′)αβ′βα′ (2.8)

(approximating step in Fig. 2.2).

4. Check convergence of Λ. η � 1 is the precison tolerance. Let n denote the
nth recursion step. If | |Λn − Λn−1 | |1 < η exit algorithm.

5. Put TA′ = SA′ and TB′ = SB′ and go to step 2.

2.3 TN representations of Toric Code state and their instabilities
We start from the simplest illustrative example of nonchiral intrinsic topological
order: the toric code [12]. We work on a hexagonal lattice and assign local degrees
of freedom, i.e. 0-spin down- or 1-spin up, on the edges of the lattice. The
Hamiltonian is a sum of local commuting projectors, given as

H = −
∑
v

Av −
∑

p

Bp

= −
∑
v

∏
l∈v

Zl −
∑

p

∏
l∈p

Xl, (2.9)

where v denotes the vertices, and p denotes the plaquettes. l ∈ v denotes the edges
attached to v and l ∈ p denotes the edges on the boundary of plaquette p. Vertex
terms restrict the ground states to closed strings of 1s and plaquette terms make all
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possible loop configurations of equal weight. Therefore, the toric code ground state
(up to normalization) can be written as��Ψgs〉 = ∑

X∈closed
|X〉 , (2.10)

where X denotes the string configurations on the lattice. So, the ground state of toric
code hamiltonian is an equal weight superposition of all closed string configurations.
It has topological order and has topological entanglement entropy Stopo = log 2.

Nowwe look at tensor network representations (TNR) of the above toric code ground
state. Specifically, we first explain the Single-line tensor representation, and then the
Double-line tensor representation. We see that different TNR have different kinds of
instabilities, which come from different self-bosons that can condense in each TNR.
Specifically, the unstable direction in the single-line TNR condenses e-particles,
while in the double-line and triple-line it condenses m-particles.

Single-line TNR of the toric code

Figure 2.3: Single-line TNR of the toric code state.

This is the simplest TNR of the toric code state. We first split each qubit on the edges
into two, as shown in the Fig. 2.3(a). That is, the labels 0 and 1 on every edge become
00 and 11 on the same edge. Now the local Hilbert space neighbouring each vertex
is made out of three qubits. We associate a tensor with three physical indices/legs
(throughout the paper we will use “indices” and “legs” interchangeably), and three
virtual indices/legs to each vertex, represented algebraically as (T0)i j k

αβγ where i, j,

and k are the three physical indices and α, β, γ are the three virtual indices, as shown
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in the Fig. 2.3(b). The components of the tensor are

(T0)i j k
αβγ =


δiαδ jβδkγ if α + β + γ = even

0 otherwise
, (2.11)

where δ is the kronecker delta function. So, physical and virtual legs are identified
and an even number of indices carry label 1 out of every three edges neighbouring a
vertex, i.e., we satisfy the vertex condition. The plaquette condition is also satisfied
since every configuration is of equal weight. Therefore, the tensor network state
constructed using the above local tensor leads to the toric code ground state given
in Eq. (2.10).

Double-line TNR of the toric code state

Figure 2.4: Double-line TNR of the toric code state. We again split the qubit on each
edge into two, and assign each to the two nearby vertices. The local physical Hilbert
space consists of 3 qubits. We associate to each vertex a tensor T i, j,k

α,α′;β,β′;γ,γ′ (shown
in (b)), where out of plane legs, i, j, k, correspond to the 3 physical indices, and
in-plane legs α, α′, β, β′, γ, γ′ are the virtual indices. Virtual indices of the tensors
contract along the shared edges to produce the toric code state on the physical
indices.

In the double-line TNR of the toric code state, we associate with each vertex a tensor
with 3 physical legs and 6 virtual legs, T i j k

αα′;ββ′;γγ′, (see Fig. 2.4). We will refer to
these virtual indices as ‘plaquette indices’ or ‘plaquette legs’ sometimes, because
they carry the plaquette degree of freedom that comes from the local Hamiltonian
term. All indices take values 0 and 1. We denote the TNR corresponding to the RG
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fixed point state as T0. (We use the same notation for different fixed point tensors,
but it should be clear from the context which fixed point tensor we are discussing.)
First property of T0 is that (T0)i j k

αα′;ββ′;γγ′ ∝ δαα′δββ′δγγ′, that is, indices on the same
plaquette assume the same values. The second property is that the physical indices
can be considered as labeling the domain wall between the virtual indices. If the
two virtual indices in the same direction have the same values (both either 00 or
11) then the physical index in the middle has value 0, otherwise it is 1. That is,
i = β + γ, j = γ + α, k = α + β (all additions are modulo 2). So we can write T0 as

(T0)i j k
αα′;ββ′;γγ′ = Si j k

αβγδαα′δββ′δγγ′,

Si j k
αβγ =


1 if i = β + γ, j = γ + α, k = α + β

0 otherwise
.

We can write all non-zero components explicitly,

T000
00;00;00 = T000

11;11;11 = 1, T011
00;11;11 = T011

11;00;00 = 1,

T101
11;00;11 = T101

00;11;00 = 1, T110
11;11;00 = T110

00;00;11 = 1.

(2.12)

Instability in TNRs of toric code states
It was shown by Chen et al. [47] that single-line TNR of the toric code state is
not stable in certain directions of variation. Before we explain what these unstable
directions of variation are, we first note that the single-line TNR explained above has
a virtual symmetry. If an operation on the virtual indices leaves the tensor invariant,
we will call it a virtual symmetry of the tensor. Because the single-line tensor is
non-zero only when virtual legs have even number of 1s, it has a natural Z ⊗ Z ⊗ Z

virtual symmetry (Fig. 2.13)(See Schuch et al. [58] for TNR virtual symmetries of
the quantum double models). That is, the tensor in (2.11) satisfies the relation,

. (2.13)

It is a Z2 symmetry with group elements 1 ⊗ 1 ⊗ 1 and Z ⊗ Z ⊗ Z acting on the
virtual legs of the local tensor. Chen et al. [47] showed that topological order is
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stable with any Z2 respecting variations and unstable with any Z2 violating variation.
To illustrate this, we can consider two different directions of variation in single-line
TNR. We can add an X or Z variation on one of the virtual indices of the tensor,

. (2.14)

More explicitly, these tensor components are given by,

T (X)αβγ =
∑
γ′

Xγ,γ′T0
αβγ, (2.15)

T (Z)αβγ =
∑
γ′

Zγ,γ′T0
αβγ . (2.16)

T (X) variation violates the Z2 symmetry while T (Z) does not. That is,

, (2.17)

and it was shown that T (X) type variations cause an instability and while T (Z)

type variations do not. Note that, though we chose variations only on the virtual
indices for simple illustration, the same conclusion applies for any random variation
including those on the physical indices. However, if a variation acts only on the
physical indices, it cannot break the Z2 virtual symmetry, and hence would be stable.

We use the algorithm described in the section 2.2 to calculate Stopo of the tensor
network state constructed by a local tensor with random variations added to the
fixed point tensor given in Eq. (2.11). IV = I⊗3 is projector onto the full virtual
space. M = 1

2 (I⊗ + Z⊗3) is a projector on to the space of variations that respect the
Z⊗3 symmetries. So, IV −M is a projector on to the space of variations that break
Z⊗3 symmetries. We first calculate Stopo in the state constructed by the fixed point
tensor,T0. Then we generate a random tensorTr on the full space, project it on to the
subspace IV−M, add it to the fixed point value,T0 → T0+ε(IV−M)Tr , and calculate
Stopo(ε). Similarly, we generate a random tensor Tr on the full space, project it on
to Z⊗3 respecting subspaceM, add it to the fixed point value, T0 → T0 + εMTr , and
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Figure 2.5: Numerical calculation of topological entanglement entropy Stopo(ε) of
states represented by toric code fixed point single-line tensors, T0, varied with an
infinitesimal random tensor in different subspaces. ε value is kept fixed at ε = 0.01.
Blue dot corresponds to Stopo with no variation. IV = I⊗3 is the projector on to the
full virtual space. M = 1

2 (I⊗+ Z⊗3) is the projector on to the space of variations that
respect the Z⊗3 symmetries. So, IV −M is a projector on to the space of variations
that break Z⊗3 symmetries. We see that variations in IV −M subspace are unstable
while variations in M are stable. Details of this numerical calculation are given in
the appendix A.2

.

calculate Stopo(ε). We keep the value of variation strength ε = 0.01 (low enough) to
make sure it is not near any phase transition point. The results are shown in Fig. 2.5.

We see that Z⊗3 respecting variations lead to the same topological entanglement en-
tropy as the fixed point state, while Z⊗3 violating variations lead to zero topological
entanglement entropy. This reproduces the result by Chen et al. [47].

Is double-line TNR unstable too? We find that it is unstable too in certain directions
of variations. Similar to the single-line case, a variation is stable or unstable
depending on whether or not it violates certain virtual symmetries. So let’s first
look at the symmetries of the double-line TNR. It has 6 virtual indices, so the
virtual space dimension is 26 = 64, while the physical space dimension is again
4. So we need a symmetry group with |G | = 64/4 = 24. Indeed the tensor has a
Z2 × Z2 × Z2 × Z2 virtual symmetries. First it has a X6 symmetry. That is, if we
flip all the six virtual indices, the tensor remains the same. Second, it has 3 Z ⊗ Z

symmetry, where Z ⊗ Z are applied to the two virtual indices on the same plaquette.
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So the double-line tensor in (2.12) satisfies these symmetry equations:

. (2.18)

Single-line TNR had only one such Z2 symmetry and it turned out that breaking
it results in phase transition. For double-line we have four Z2 symmetries. So the
question is, are all of them important? That is, is it the case that breaking any of
them with a variation leads to instability? Indeed many different possible kinds of
variations are possible, for example:

. (2.19)

A variation can violate Z ⊗ Z but not X⊗6 (for example, 2.19(a) ), or it can violate
X⊗6 but not Z ⊗ Z (for example, 2.19(b) ), or it can violate both (for example, 2.19(c)
), or it can violate neither(for example, 2.19(d) ), etc. So to find out, we need to look
at the unstable directions of variations of the fixed point tensor.

Our numerical calculation reveals an interesting result. We find that (see Fig. 2.6 )

1. Variations that break Z ⊗ Z but not X⊗6 (an X variation, for example) are
stable.

2. Variations that break X⊗6 but not Z ⊗ Z (a Z variation, for example) are
unstable.

3. Variations that break both X⊗6 and Z ⊗ Z (a Z X variation, for example) are
stable.
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Figure 2.6: Numerical calculation of topological entanglement entropy Stopo(ε)
of the states represented by toric code fixed point double-line tensors, T0, varied
with an infinitesimal random tensor in different subspaces. ε value is kept fixed
at ε = 0.01. Blue dot corresponds to Stopo with no variation. IV is projector onto
the full virtual space. M0 is the projector on the stand-alone subspace. M is the
MPO subspace projector. We take a random tensor and apply the projectors to
generate random tensors in respective subspaces. Variations in IV − M0 violate
Z ⊗ Z symmetry. Variations in M0 −M violate X⊗6 but not Z ⊗ Z . Variations inM
violate no virtual symmetry. The details of this numerical calculation are given in
appendix A.2.

To understand it physically, we first have to understand the notion of ‘stand-alone’
variations of a TNR. So we see that the relation between unstable variations and
virtual symmetries of the double-line TNR is more complicated than that for single-
line TNR. The X⊗6 symmetry looks like the Z⊗3 symmetry of the single-line TNR,
as they both operate as a loop operators, and unstable variations in both TNR violates
these loop symmetries. However, the crucial difference in double-line is that then
there are extra symmetries (the 3 Z⊗2 symmetries) which have an exact opposite
relation with the unstable variations: a variation is actually stable when it violates
these symmetries (irrespective of whether or not it violated the loop symmetry). It
indicates that the sources of these two kinds of symmetries must be different. How
can we understand this phenomena? We will now show that the sources of these
symmetries are indeed different, and it is the interplay between these two symmetries
that determines the tensor instability phenomena. The symmetries whose violation
causes instability comes from the so-called MPO subspace of the virtual space,
while the symmetries whose violation causes stability comes from what we define
to be stand-alone subspace. We will define these subspaces and calculate them for
the two TNR in the next two sections.
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2.4 Virtual subspaces of a TNR: ‘Stand-alone’ subspace
A generic tensor is can be thought of as a linear map from virtual vector space to
physical vector space. The virtual space has two important subspaces and play the
defining role in determining tensor instabilities. We will explain them now.

Figure 2.7: Replacing a fixed point double tensorT0 in the tensor network with a ten-
sor variation T. A varied tensor network is a superposition of wave functions where
fixed point tensors have been replaced by the variation. But for most variations, this
tensor network collapses (i.e. becomes zero).

Double tensor T of a tensor T is defined as T =
∑

I T I
α(T∗)Iα′. It can be interpreted

as a density matrix on the virtual space. Now consider the double tensor of a RG
fixed point TNR, T0, contracted over some large region R. Let’s say we remove T0

from one site and replace it with some other double tensor, T. What do we get? In
particular, are there tensors T such that this replacement collapses the whole tensor
network? By collapse, we mean that we simply get zero upon contraction. The
answer turns out to be, yes. In fact, as we see later, most tensors T will collapse
the fixed point tensor network upon replacement. It turns out that only the tensors
supported on a particular subspace of the full virtual space can replace the fix point
tensor without collapsing the whole tensor network. We will call this space the
stand-alone subspace of the TNR. Now we will give a systematic way of calculating
this subspace for a given fixed-point TNR.

Consider contracting the fixed-point double tensors T0 on a large disc with an open
boundary. Now we remove the tensor at the origin. This tensor network will have
dangling virtual indices at the origin and at the boundary of the disc. Wewant to find
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Figure 2.8: Calculation of stand-alone space. We put the fixed point double tensor
network on a large disc with a hole at the origin (one double tensor removed).
This tensor network has dangling virtual indices (red legs) at the outer and inner
boundaries. We trace out the virtual indices at the outer boundary, and the support
space of the remaining tensor at the inner boundary gives us the stand-alone space.

out the space of tensors that can be put on the origin without collapsing the tensor
network. We do not care what tensor at the boundary we get. So we trace out the
indices at the outer boundary (i.e. contract α and α′ with each other). This leaves
us with a tensor at the origin. The support space of this tensor will be precisely the
stand-alone space. Any tensor supported on this subspace can stand alone with the
surrounding tensor being the fixed-point tensors.

Now let’s first calculate the stand-alone subspace of double-line TNR of toric code
as it is more interesting than that of single-line TNR. The double tensor of T0 in
(2.12) can be written as (ignoring an overall normalization factor)

T0 =
∑

I

(T0)Iα(T0;∗)Iα′

= (I⊗2 + Z⊗2)⊗3(I⊗ + X⊗6), (2.20)

where the double tensor is written as an operator between the lower virtual indices
and upper virtual indices. The Z⊗2 and X⊗6 act in the way it is shown in Fig. 2.18.
We need to contract this tensor on a disc with a hole at the origin. To contract two
tensors given in an operator form, we need to multiply them and take a trace on the
shared indices. A cumbersome but straight-forward calculation shows that double
tensor contracted on a region R give (ignoring an overall normalization factor)

T0(R) =
(
I⊗2 + Z⊗2

)⊗m
(∂R)(

I⊗2m(∂R) + X⊗2m(∂R)
)
, (2.21)
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Figure 2.9: X and Z operators appear differently in the toric code double-line double
tensor contracted on a disc with a hole. X operators on inner boundary only appears
with X operators on the outer boundary, which vanishes upon taking the trace.
But Z operators on the inner boundary appear with identity on the outer boundary.
So these terms survive the trace. That is why Z⊗2 symmetry is imposed on the
stand-alone space but not the X⊗6 symmetry.

where ∂R denote the boundary of R, and m = |∂R| is the length of the boundary.
O(∂R) means the operator O is applied on the virtual legs along the boundary ∂R.
We will omit this when it is clear from the context which leg the operator is being
applied on. The region we want is a disc with a vertex removed, R = D2m − D6.
Dn denotes the disc with n virtual legs at the boundary. It has two disconnected
boundaries, one the boundary of D2m and other the boundary of D6 (with opposite
orientation).

T(D2m − D6) =
(
I⊗2 + Z⊗2

)⊗m
⊗

(
I⊗2 + Z⊗2

)⊗3(
I⊗2m ⊗ I⊗6 + X⊗2m ⊗ X⊗6

)
. (2.22)

As explained in Fig. 2.9, X operators act on the two boundaries simultaneously, but
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Z operators act independently. Now to get the stand-alone space at the origin, we
need to trace out the virtual legs at the boundary of D2m. If we expand the expression
for T(D2m −D6) above and apply trace on the operators on the outer boundary, only
the terms with identity on the outer boundary survive. X operator does not have
such a term, but Z does. So finally, tracing out the outer boundary leaves only Z⊗2

on the inner boundary. That is, we get the following tensor on the 6 virtual indices
incident on a singe vertex

B0 =
(
I⊗2 + Z⊗2

)⊗3
. (2.23)

B2
0 = 8B0, so

M0 =
1
2

B0 =
1
8

(
I⊗2 + Z⊗2

)⊗3
(2.24)

is a projector on to the support space of B0. M0 defines the stand-alone space of
double-line TNR of toric code. Any tensor T that satisfies M0T , 0 can ‘stand
alone’. M0 will be used to denote the projector on to stand-alone space throughout
the paper. So we see that only the tensors that respect the Z ⊗ Z symmetry can
stand alone. The X⊗6 symmetry, however, is not required to define the stand-alone
space.

We can also calculate the stand-alone subspace of single-line TNR of toric code.
One can calculate the double tensor of single-line TNR in Fig. 2.11 to be

T0 =
1
2
(I⊗3 + Z⊗3). (2.25)

This double tensor upon contraction on the disc with a hole at the origin (Dm − D3)
gives (up to an overall normalization)

T0(Dm − D3) = I⊗m ⊗ I⊗3 + Z⊗m ⊗ Z⊗3. (2.26)

Now contracting the outer circle gives us

B0 = M0 = I⊗3. (2.27)

So we see that, for single-line TNR, the stand-alone subspace is actually all of the
virtual space. That is, there are no tensors that cannot stand alone.

2.5 Virtual subspaces of a TNR: MPO subspace
As explained above, stand-alone subspace is the maximal virtual subspace such
that any tensor supported on this subspace can be inserted into the tensor network
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without collapsing it. Therefore, the virtual space of the RG fixed point tensor,
T0 itself must be inside the stand-alone subspace. This virtual space of T0, which
is by definition of subspace of stand-alone space, is what we would call the MPO
(Matrix Product Operator) subspace. The reason for calling it an MPO space is
that, as it turns out, this space is protected by symmetry operators which are matrix
product operators. This was shown for general string-net models in [16], but it can
be extended to other tensor networks as well. Let’s make the notion of virtual space
of (T0)Iα precise, whereas before, I represents the collection of physical indices and
α represents the collection of virtual indices. We can think of it as a matrix with
indices α and I and perform an SVD decomposition,

(T0)Iα =
∑
α′,I ′

Vα,α′Λα′,I ′PI ′,I, (2.28)

where V and P are unitary matrices in virtual and physical space, and Λ is the
diagonal matrix containing the singular values.

Definition 1. The MPO space, defined as the virtual support space of T0,is the
virtual subspace spanned by columns of V for which corresponding singular value
is non-zero.

Another way to think about this is to again consider the double tensor T0
α,α′ =∑

I(T0)Iα(T0;∗))Iα which is a matrix in the virtual space. An equivalent but more
useful definition is,

Definition 2. The MPO space is the space spanned by eigenvectors of T0 with
nonzero eigenvalues.

Using Eq. 2.28 we can write

T0 =
∑

j;λj,0
λ j

��v j
〉 〈

p j
�� (2.29)

⇒ T0 =
∑

j;λj,0
λ2

j

��v j
〉 〈

v j
�� , (2.30)

where λ j are the singular values and v j and p j are the corresponding vectors in
virtual and physical space. MPO space is the space spanned by v j , so the projector
on this space is

M =
∑

j;λj,0

��v j
〉 〈

v j
�� , (2.31)



36

The mathematical understanding of the MPO space is that it is the virtual subspace
which is isomorphic to the ground state physical subspace andT0 is the isomorphism.
MPO subspace by definition nested inside the stand-alone subspace, which by
definition is nested inside the full virtual space. Similarly, the ground-state physical
space is by definition a subspace of the full physical space. These spaces are
represented visually in Fig. 2.6 for clarity.

MPO subspace of single-line TNR
We can write the single-line tensor in Eq. 2.11 in the Eq. 2.28 form,

T0 = |000〉 〈000| + |011〉 〈011| + |101〉 〈101| + |110〉 〈110| . (2.32)

Of course, this happened to be already written in SVD decomposed form. So
the MPO space is spanned by vectors {|000〉 , |011〉 , |101〉 , |110〉}. So the MPO
projector is

M = |000〉 〈000| + |011〉 〈011| + |101〉 〈101| + |110〉 〈110| (2.33)

=
1
2

(
I⊗3 + Z⊗3

)
. (2.34)

We see that this projector can be written as a translation invariant superposition of
tensor product of matrices. That’s why we call it the MPO subspace. Remember
that stand-alone space of single-line TNR was determined to be all of virtual space,
M0 = IV . So as expected,M ⊂ M0.

MPO subspace of double-line TNR
For calculation of the MPO subspace of double-line tensor in Eq. (2.12) we use the
second definition in 2 above to avoid a cumbersome but straight forward calculation.
We already calculated the double tensor of double-line TNR in Eq. 2.20. We ignored
the normalization factor there. If we use a normalization factor of 1

16 and write

M =
1
8
T0 =

1
16

∑
I

(T0)Iα(T0;∗)Iα′

=
1

16
(I⊗2 + Z⊗2)⊗3(I⊗ + X⊗6). (2.35)

Then M is a projector, that is, it satisfies M2 = M, and has the same support as T0

hence this is the desired MPO projector. Remember that stano bed-alone projector
was calculated to be M0 =

1
8 (I⊗2 + Z⊗2)⊗3), and henceM = M0

1
2 (I⊗ + X⊗6) ⊂ M0,

as expected.
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Figure 2.10: A pictorial representation of relevant vector spaces. A tensor, T0, is a
linear map from the virtual space to the physical space. We denote the full virtual
space as IV and the full physical space as IP. M0 (region in red and blue) is the
stand-alone subspace of the virtual space. M (region in blue) is the MPO subspace
of the stand-alone space. MPO subspace is isomorphic to the local ground-state
physical subspace (also in blue), denoted as PGS, which is a subspace of the full
physical space.

2.6 TNR instability conjecture
Now that we have defined the stand-alone and MPO subspaces precisely, we are
ready to state the central conjecture of this work.

Conjecture 1. If, for a given RG fixed point TNR, T0, of a topological state, M0 and
M are the projectors onto the stand-alone and MPO subspaces as defined above,
then an infinitesimal tensor variation T0 → T0 + εT changes the topological phase
of the state if and only if (M0 −M)T , 0.

It implies that the projector onto the stable space is PS = IV − (M0 −M).

Corollary 1. An infinitesimal variation T does not change the topological phase if
and only if PST = T .

Corollary 2. For any tensors T , the variation T0 → T0 + εPST , with ε � 1 does
not change the topological phase.

Or in simple words, a variation is unstable if and only if it has a component in
the stand-alone space that is outside the MPO subspace. A Venn diagram of the
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decomposition of the virtual space through these projectors is shown in Fig. 2.6.
We will denote (M0 −M) as PU for convenience. Note that PU shouldn’t be thought
of as ‘the projector onto unstable subspace’ because unstable variations do not form
a vector space, as opposed to stable variations that do form a vector space. It is
because PUT1 , 0 and PUT2 , 0 does not imply PU(T1 + T2) , 0.

Let’s first see how this conjecture is true for the single-line and double-line TNR of
the toric code. For single-line we have already calculated the stand-alone and MPO
subspaces and found M0 = IV andM = 1

2
(
I⊗3 + Z⊗3) . So,

PU = M0 −M =
1
2

(
I⊗3 − Z⊗3

)
. (2.36)

So for a tensor PUT , 0 if and only if it violates the Z⊗3 symmetry. Indeed, this
is exactly what we saw numerically in Fig 2.3. All variations can be summarized
visually using Fig. 2.6 as follows:

(2.37)

Variations supported on the red region are unstable, while those on blue and white
are stable. The dimension of each space is indicated. So we see that the space
(M0 −M) is 4 dimensional space spanned by basis

(2.38)

It is wrong to think that these basis set span the space of unstable variations, because
unstable variations do not form a vector space. All we can say is if a variations has
overlap with any of these basis, it would cause instabilty.
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For double-line TNR we found, M0 =
1
8
(
I⊗2 + Z⊗2)⊗3 and M = M0

1
2 (I⊗ + X⊗6).

So,

PU = M0 −M =
1
8

(
I⊗2 + Z⊗2

)⊗3 1
2
(I⊗ − X⊗6) (2.39)

So PUT , 0 if and only if T satisfies the three Z⊗2 symmetries but violates the X⊗6

symmetry. Indeed this is precisely what we found numerically as shown in Fig. 2.4.
All variations can be summarized visually as follows

(2.40)

Variations supported on the red region are unstable, while those on blue and white
are stable. The dimension of each space is indicated. So we see that the space
(M0 −M) is 4 dimensional space spanned by basis

(2.41)

The above conjecture provides a precise mathematical prescription of which tensor
variations cause instability. But what does this instability correspond to physically?
Why is it that a tensor causes instability if and only if it has a component in the
virtual subspace M0 − M? To answer these questions we need to understand the
physical significance of stand-alone and MPO subspaces. We present the physical
interpretation of the above conjecture that we will explain in detail in the next few
sections:



40

Conjecture 2. Variations in stand-alone subspace M0 correspond to ‘bosonic ex-
citations’ that can condense in the given TNR. Variations in the MPO subspace M
are the subset of these condensable ‘bosons’ that are trivial (belong to trivial super-
selection sector). Hence the variations in M0 −M are the non-trivial condensable
bosons. So such a variation results in boson condensation and causes a topological
phase transition of the state.

By excitation we mean any point-like variation to the ground state, or its TNR.
It should be carefully noted that the word ‘boson’ here refers to any point like
excitation (not necessary an irreducible excitation) that has trivial topological spin.
For example, if a is an anyon of the given model, then composite particle aā where
a and ā are sitting next to each other is included in this definition of boson. Of
course it is a topologically trivial boson. Similarly, if we apply any local operation
on the topological state, we would call the resulting state containing a boson, though
of course, it is again a trivial boson.

Nowwe turn to the first part of the claim, which is basically the physical significance
of stand-alone space

2.7 Physical significance of stand-alone space M0

As claimed, the physical significance of stand-alone space is that it contains prolif-
eratable bosonic excitations.

Proliferatable variations of a TNR

First we explain what we mean by ‘Proliferatable variations/excitations’. (We use
the term ’variation’ for any mathematical variation to the ground state tensors.
‘Excitation’ should be used for a quasi-particle excitation. But in slight abuse of
the nomenclature we would often use them interchangeably. It is justified as we are
only working with the wave functions and not Hamiltonians.) Let’s say T0 is the
RG fixed point tensor of some topological ground state wave function |Ψ0〉. Let’s
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say we add a variation, T0 → T0 + εT and the resulting wave function is |Ψ〉.

|Ψ0〉 =
∑
{ij }
(T0)i1(T0)i2 . . . (T0)in |i1i2 . . . in〉 ,

|Ψ〉 =
∑
{ij }
(T0 + εT)i1(T0 + εT)i2 . . . ×

(T0 + εT)in |i1i2 . . . in〉
= |Ψ0〉 + ε

∑
s1

ε
��Ψs1

〉
+ ε2

∑
s1,s2

��Ψs1,s2

〉
+ . . . , (2.42)

where |ψs1〉 denotes the tensor network state similar to |Ψ0〉 except T0 has been
replaced with T at site s1. Similarly,

��Ψs1,s2

〉
denotes the tensor network state similar

to |Ψ0〉 except T0 is replaced with T at site s1 and s2. Higher order terms can be
understood in a similar manner. Physically, |ψs1〉 can be interpreted as ‘excitation’ T

(which may be trivial) sitting at site s1 with probability ε2. Similarly,
��Ψs1,s2

〉
can be

interpreted as excitation T sitting at sites s1 and s2 with probability ε4. Higher order
terms can be interpreted in a similar fashion. Though ε2 looks small compared to the
weight of |Ψ0〉, one has to bear in mind there are ∼ N such terms in the expansion,
where N is the number of sites. So after normalization they can have comparable
weights.

WhenT is in the stand-alone space then it can appear anywhere in the tensor network
state, independent of each other, even at large scales. However when T is outside
of the stand-alone space, then it can at most appear next to other Ts. But then the
distance between excitations is exponentially suppressed since each T appears with
an ε weight. So such excitations do not appear at large scale and would vanish
under RG process. Tensors within the stand-alone space, on the other hand, can
appear at any scale and would not vanish under RG process. So we can call the new
wave function as a ‘proliferation/condensate of T’, since the variation/excitation T

proliferates and each site is in superposition of T appearing and not appearing at
all length scales. (We caution that we use the term ‘proliferation’ to denote the
mathematical fact that the wave function is a superposition of a variation appearing
everywhere. While the term ‘condensate’ in physicsmeans somethingmore specific.
But, again, we would use these terms interchangeably. It is justified as we are not
dealing with the Hamiltonians, rather looking at the changes in the wave functions
as we vary the tensors. So the ‘condensation of variations’ doesn’t necessarily mean
a phase transition. It just means a particular mathematical variations, which can
be interpreted as an excitation, proliferates and the resulting wave function is a
superposition of this variation appearing everywhere.)
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A key point here is that v1 and v2 can be at arbitrary distance from each other but
the contribution of this term in the superposition remains ε2. Let’s compare this
with how the ground state changes with respect to a perturbation on the Hamiltonian
level. Let’s perturb the toric code Hamiltonian in (2.9) with X perturbations on
every link,

H = H0 + ε
∑

l

Xl . (2.43)

The ground state of this perturbed Hamiltonian is also a superposition of |Ψ0〉
and terms like

��Ψv1,v2

〉
. But the weight that appears with

��Ψv1,v2

〉
is of the order

of εdistance(v1,v2), that is, the separation between two e particles is exponentially
suppressed. So, in thermodynamic limit, these excitations disappear. But this is not
the case with state in Eq. (2.42). That is why the state in Eq. (2.42) cannot be
produced by infinitesimal small local perturbation of the parent Hamiltonian.

So we have argued that stand-alone space, by definition, is the space of variations
that can condense. But how do we know they are ‘bosonic excitations’, that is, they
have a trivial topological spin? We will show it now.

Condensable excitations are ‘bosons’

Consider the tensor network state which has the fixed point tensor T0 everywhere
except at sites s1 and s2, where T0 has been replaced by stand-alone tensors T . We
denote this wave function as

��Ψs1,s2

〉
, as above. Topological spins of quasi-particles

in topological models are calculated using the string-operators that create them. So
we need to first define a string-operators that create these variations. The anyonic
string operators in topological models have the property that they commute with the
Hamiltonian everywhere except possibly at its ends. But we are working directly
with the quantum wave function and are not really concerned with the underlying
Hamiltonian, whose form can change going away from the RG fixed point. We see
that we can define an appropriate string-operator for tensor network states without
referring to a Hamiltonian. To do that, first notice that every tensor network state
has underlying gauge symmetries at the virtual level. That is, if we apply operators
A and B on the two contracting virtual legs, such that AB = I, the tensor network
state doesn’t change (though the individual tensors may change). That is,

. (2.44)

It means that if we apply a string of A, B on virtual levels along a path, the tensor
network state would not change along the path but only at the ends. For example, on
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the double-line TNR we can create a stand-alone excitation A in the following way,

. (2.45)

The A and A† cancel each other on each plaquette as all the 6 virtual legs are
contracted. We chose double-line tensor network for illustration but of course it can
be done for any tensor network. So wave functions like

��Ψs1,s2

〉
can be created by

such string operators. Note that since the tensor network didn’t change along the
path,

��Ψs1,s2

〉
is still in the ground state along the path. So this string operator can only

possibly create excitations at the ends, which is what we wanted. We will call such
string operators gauge-string-operators to distinguish them from the usual string
operators on the physical level. Note that gauge-string-operators can only create
stand-alone variations/excitations, and they are deformabale on the ground state
subspace, like the physical string operators. We know that physical string-operators
might not be deformed through a site that has an anyonic excitation present. Gauge-
string operators alsomay not be be deformed through excitations. For example, there
may be another operator C present at the virtual legs such that ACB , C. But the
interesting thing to note is that they can always be deformed through a stand-alone
excitation. The reason for this is simple. A stand-alone tensor is surrounded by fixed
point tensor T0. So if we consider a Wilson-loop of gauge-string operator around
it, AB = I is still true, so A and B will simply cancel each other. So the Wilson-
loop will simply disappear irrespective of what stand-alone excitation was there.
So not only gauge-string operators create stand-alone excitations, they also always
commute with the other stand-alone excitations. This suggests that all excitations
in the stand-alone space have trivial mutual and self stastics. But to prove they are
bosons, we need to do the topological spin calculation. Though again it can readily
be seen that the topological spin of stand-alone excitation is 1, as explained in Fig.
2.11.

We create two pairs of a − ā, where a is some excitation of the model. For
convenience, to keep track of the excitations we have shown them in different colors,
red and blue. Let’s say the blue a and red a sit at sites 1 and 2 respectively. Now we
apply the following procedure in this specific order: move red a from 2 to 3 (Fig.
2.11a), move blue a from 1 to 2 (Fig. 2.11b), move red a from 3 to 1 a (Fig. 2.11c).
And finally annihilate blue a with red ā and vice-versa. In general, the order in
which each process is done is important. However, when the string operator is an
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Figure 2.11: Calculation of topological spin. We create two pairs (shown as red
and blue) of particle, anti-particle pairs a − ā, with a situated at site 1 and 2. We
apply the following procedure in this order: (a) Move first a (red) from 2 to 3, (b)
move second a (blue) from 1 to 2, (c) move first a (red) from 3 to 1. Finally, (d) we
annihilate each a with the anti-particles of the other anyon (i.e. red a with blue ā and
vice versa). When the propagation of a happens through a gauge-string operator,
which disappears along the path, this order of process becomes irrelevant, as the
second string-operator does not interact with the first one, and the whole process is
equivalent to creating and annihilating two pairs of a − ā, which has amplitude 1. It
implies a has a trivial topological spin.

guage-string operator, it disappears along the path completely, and the second string
operator does not interact with it. So the whole process simply becomes creating
and annihilating two pairs of a− ā which has an amplitude 1, giving us a topological
spin equal to 1. So a has to be a boson of the model.

We have determined that the variations in the stand-alone space are condensable
bosons. So any such variation results in a wave function which is a condensate of
the boson the variation corresponds to. But this alone does not necessarily cause a
phase transition, because if the boson was topologically trivial, there should be not
topological phase transition. Or, mathematically speaking, the stand-alone projector
projects out variations that cannot proliferate, but it doesn’t project out those stable
variations that can proliferate. For example, the double-line stand-alone projector
does not project out variation X ⊗ X though it is not unstable. So to find the unstable
variations, we need an additional projector to project out condensable but stable
variations. We will argue now MPO subspace is precisely this projector.

To find out whether a virtual variation would cause the phase transition we need to
first determine what this virtual variation corresponds to on the physical level. That
is, we need to ‘lift’ the variation from the virtual level to the physical level. When
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we do that we discover that there are two kinds of variations: The first kind is where
a local virtual variation is lifted to a local physical variation, and the second kind is
where the local virtual variation is lifted to a non-local physical variation. We know
that a local physical variation can only correspond to a topologically trivial boson
since it can be removed by a local operation. This distinction between variations
further decomposes the stand-alone into two subspaces: the MPO space M, which
corresponds to the first kind of variation, and the unstable subspace M0 −M, which
corresponds to the second kind of variation. Let’s first focus on the first kind of
variations.

2.8 Physical significance of MPO subspaceM
As claimed above, the physical significance of MPO subspace is that the variations
in this subspace are lifted to local physical variations, which have to be topolog-
ically trivial bosons since they can be removed by a local operation. Hence the
physical significance of MPO subspace is that it contains all the topologically trivial
excitations.

To understand it better, let us look at concrete examples of variations that are lifted
to local physical variation. Consider a Z variation on the virtual leg of the fixed
point single-line TNR. If we lift it to the physical level, what do we get? Since the
virtual legs are just copies of the physical legs, we get

. (2.46)

So Z virtual variation is lifted to a Z physical variation, which is local. According to
our claim, it should be in the MPO subspace. And indeed it is, since it respects the
MPO symmetry of the single-line TNR, Z⊗3. Also note that a Z physical variation
corresponds to a pair of m particles sitting next to each other, not a single m particle.
It is a trivial excitation and can be removed by applying one Z operation on the state,
so it matches our claim. Contrast this with the X variation on the virtual level. Can
we find any local physical operator O such that

? (2.47)
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One can try and see that there is no such local operator O for which this equation
holds. (We will later show that X can be lifted to the physical level, but it results in
a non-local operator. )

A similar phenomena occurs in double-line TNR. The X ⊗ X variation can be lifted
to a local physical operator,

, (2.48)

but a Z variation cannot be. (We will later sVhow that Z can be lifted to the physical
level, but it results in a non-local operator.) It is again consistent with the claim
as X ⊗ X variation respects the double-line MPO symmetry (X⊗6) but Z variation
breaks it. Note that X ⊗ X variation on the physical level corresponds to a pair of e

particles sitting across a plaquette. It is a topologically trivial excitation and can be
removed by an X ⊗ X operation on the state. So again, this matches our claim.

Now we prove that these examples are no coincidence, and in fact any variation in
the MPO subspace is a local physical variation.

Any variation in MPO subspace is a local physical variation
Let us repeat the definition of the MPO subspace here for convenience. We SVD
decomps the fixed point RG tensor T0 as a matrix between virtual and physical legs

T0 =
∑

j

λ j
��v j

〉 〈
p j

�� , (2.49)

where λ j are the singular values, and v j and p j are orthonormal vectors in the virtual
and ground-state physical spaces respectively. Then theMPO subspace is the virtual
subspace spanned by vectors v j such that corresponding singular values λ , 0. So
the MPO projector is

M =
∑

j;λj,0

��v j
〉 〈

v j
�� . (2.50)

A mathematically inclined reader would note that MPO subspace is nothing but the
virtual subspace which is isomorphic to the image of the tensor as a map from virtual
to ground state physical space. That is, if we restrict the domain of the tensor to
this subspace, then tensor is an injective map from the virtual to the physical space,
and a bijective map from MPO subspace to ground-state physical subspace. Since
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these spaces are isomorphic, any operator in MPO subspace can be mapped to an
operator in the ground-state physical space and vice-versa, and this mapping would
be bijective (one-to-one) as well. Let us make it precise,

Lemma 1. If A is any operator on the virtual space completely supported on M
(MA = AM = A) then there exists an operator B on the ground state physical space
such that AT0 = T0B and vice-versa. That is, any variation in the subspace M is
equivalently a variation on the ground state physical space and vice-versa.

Proof. Let us say an virtual operator A is given which is completely supported on
subspaceM. Define pseudo-inverse of T0 as

T0;+ =
∑

j;λj,0

1
λ j

��p j
〉 〈

v j
�� . (2.51)

It is a pseudo-inverse since

T0T0;+ = M (2.52)

T0;+T0 = PGS, (2.53)

where PGS ⊂ IP denotes projector on the ground-state physical subspace of the
full physical space. IP is the projector onto the full physical space. Now define a
physical operator B as

B = T0;+AT0, (2.54)

then

T0B = T0T0;+AT0 = MAT0 = AT0. (2.55)

The last equality follows from the assumption that A is completely supported on
MPO subspace. Similarly, given physical operator B on the ground-state physical
space, define A = T0BT0;+. So we have AT0 = T0BT0;+T0 = T0BIP = T0B. And of
course these maps are injective. So A and B have a one-to-one correspondence. �

With this lemma, we see why in general variations in the MPO subspace are trivial
excitations. They are nothing but a local variation on the physical level, which is a
local physical operator and can be removed by another local operator. In fact notice
that if A is unitary (within the spaceM ) then so is B and vice-versa. Since all trivial
excitations are obtained by local unitaries, or their linear combinations, we conclude
that MPO subspace should contain all trivial virtual excitations as well.

This completes the study of first kind of variations (those that are lifted to local
physical variations) mentioned above. Now we study the second kind of variations.
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2.9 Physical significance of subspace M0 −M
The physical significance of subspace M0 −M is that it contains the second kind of
variations: the virtual variations that are lifted to a non-local physical operator. So
these variations cannot be removed by a local physical operation on the state, and
hence represent a topologically non-trivial excitation. And this excitation has to be
a boson, as all excitations in stand-alone space are. So it means that the physical
significance of M0 − M space is that it contains condensable excitations that are
topologically non-trivial bosons, and that’s why these variations cause a topological
phase transition.

Let us first look at some concrete examples to understand this phenomena. We saw
how a virtual X variation on the single-line TNR couldn’t be lifted to a local physical
variation. But, the question is, can it be lifted to a non-local physical variation? The
answer is, yes. To see it, first note that although a single X variation cannot be lifted
locally, two X variations can be. That is, the fixed point single-line tensor satisfies

. (2.56)

And also, in any tensor network, we can always multiply two contracting virtual
legs with A and A−1 for any invertible operator A, since they cancel each other upon
contraction. So in particular the single-line TNR satisfies

. (2.57)

Using these two relations, we see that a single X virtual variation on can be moved to
another tensor on the same sublattice, and this transfer produces an X ⊗ X operation
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on the physical level,

. (2.58)

In the first equality, Eq. (2.57) is used while in the second equality Eq. 2.56 is
used. We see that the X variation moved from site 1 to site 3 while leaving operator
X ⊗ X along the path (on site 2). We can repeat this process and move X to the
next tensor and so on. After X is moved from site 1 to n there will be an X-string
operator applied on the physical level along the path. Finally, if there is already an
X variation present at site n, the two will cancel and we will be left with an X-string
operator only,

(2.59)

Of course the particular path between site 1 and n chosen is completely arbitrary.
We can choose any path between them as we like. So we have successfully shown
that though a single X variation cannot be completely lifted to the physical level,
two such variations sitting far apart can be, and they are lifted to a non-local physical
operator between them. It implies that a X variation on the single-line TNR cannot
be removed locally on a physical level. Only two of them can be removed by
applying a non-local operator between them. In fact, it is easy to recognize what
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this excitation is. Since X-string operators correspond to creation or annihilation
of e-particles in the toric code, it is clear that the X virtual variation actually is an
e particle excitation. It is topologically non-trivial, which is in line with our claim.
Condensation of X variations is actually the condensation of e particles, and that is
why it leads to topologically phase transition.

A similar analysis can be carried out for the Z variation in the double-line tensor.
We noted that it cannot be lifted to a local physical operator. But two Z operators
can be lifted to a non-local physical operator,

(2.60)

where in the first equality, the following relation (similar to Eq. (2.57)) has been
used,

. (2.61)

And in the second equality, the following property of the fixed point double-line
tensor is used.

. (2.62)

So we see that two Z variations on the virtual level, sitting far apart cannot be
removed by local operations on the physical level. They can only be removed by
a non-local operator, the Z-string operator. This suggests that the Z variation is a
topologically non-trivial excitation. Indeed, it is easy to see that it is nothing but
the m particle excitation, since Z-string operator creates and annihilates m-particles.
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This is in line with all our claims: Z variation is in the M0 −M space; it cannot be
removed locally, and that it is a topological boson.

Non-trivial gauge string-operators: Zero-string operators
It may look a little puzzling that a local virtual operator in M0 − M can create a
non-trivial physical excitation. We analyzed what these variations correspond to
by lifting them up to the physical level. To understand the phenomena better we
can ask the opposite question: what happens when we ’bring down’ a non-trivial
quasi-particle excitation on the physical level to the virtual level? Since such an
excitation is created by a physical string-operator, the equivalent question is, what
happens to string-operators of the model when we bring them down to the virtual
level? We can look at the specific examples considered above. For example, if we
look at Eq. (2.59) in the opposite way, we see that the physical X-string operator,
which creates e-particles, becomes a gauge-string operator on the virtual level,
which subsequently creates a variation in the M0 −M space. Contrast this with Z-
string operator, that creates m-particles. This operator does not map to gauge-string
operator,

. (2.63)

Similarly, Eq. (2.60) shows that that the physical Z-string operator, which creates
m-particles, becomes a gauge-string operator on the virtual level. So we see that if a
physical anyonic string operator maps to a gauge-string operator on the virtual level,
it creates an excitation in the M0−M space. This property of the tensor network state
in general is the reason why a local virtual variation can actually correspond to non-
local variation on the physical level. In other words, certain gauge-string operators
are non-trivial because they come from a non-trivial string operator on the physical
level. Wewould call such physical string operators that map to gauge-string operator
on the virtual level a zero-string operator. The reason behind this terminology will
become clearer in the next chapter. So we conclude that the m-particle operator is
the zero-string operator of the double-line TNR, while the e-particle string operator
is the zero-string operator of the single-line TNR.
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Since variations in the unstable space M0 −M are created by zero-string operators,
it implies that, if, in a given TNR, none of the physical string operators map to a
gauge-string operator then it will have no variation in M0 − M. In that case, we
would simply have M0 = M. Such a TNR will have no instabilities.

Before going to the physical explanation of instabilities, we would look at one more
way of decomposing the stand-alone space in trivial and non-trivial excitations:
using Wilson-loops.

2.10 Decomposing stand-alone space using Wilson-loops: MPO symmetries
In the last two sections we argued how the stand alone space M0 decomposes further
into two subspaces, M and M0 − M on the basis whether a stand-alone variation
can be lifted to the physical level locally or non-locally. In doing so we used the
fact about topological models: anyonic excitation cannot be removed by a local
operation but an elementary excitation can be.

There is another way to distinguish between trivial and non-trivial excitations.
Consider the tensor network state made out of T0, except at site s0, T0 has been
replaces by some stand-alone tensor T . Now we want to find out whether this
variation/excitation is a topologically non-trivial excitation. In topological models
the way to detect the presence of anyon is by measuring Wilson-loop operators
around it. We will do the same here, but on the virtual level. Doing so will reveal
another interpretation of the MPO subspace/symmetries: these symmetries come
from Wilson-loops of anyons of the model.

Consider the following physical process. We generate an anyon a, anti-anyon ā pair,
move a around the site s0 whereT is sitting and finally fuse it with ā. Mathematically,
this is equivalent to applying aWilson loop operatorWa(C) corresponding to particle
a. C represents the closed curve/loop around the site. If there was another anyonic
excitation b present at s0 and if a and b have a non-trivial braiding statistics with
each other, then this process produces a phase factor. Hence application of Wa(C),
where C is a loop around a site can be used to detect if there is a topologically
non-trivial excitation present at the site. Of course Wa(C) are symmetries of the
ground state for all anyons a. But more than that, it would be a symmetry of any
state with a trivial local excitation sitting at s0.

Wa(C) is an operator on the physical degrees of freedom, which induces an op-
erator, Ma(C), on the virtual degrees of freedom. Wa(C) is guaranteed to have a
representation Ma(C) on the virtual level because Wa(C) is an operator supported
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on the ground-state physical space of local tensors, and as we noted in Lemma 1,
such an operator can be mapped to an operator on the virtual level. Hence, just
as Wa(C) is a symmetry on the physical level, Ma(C) should be a symmetry of the
ground state tensor T0 on the virtual level. But, in fact, any stand-alone variation
T that is topologically trivial excitation would be symmetric under Ma(C) for all a.
A tensor variation that breaks this symmetry for some a would imply the presence
of a non-trivial excitation. So the space of stand-alone tensors T that satisfy Ma(C)
symmetries for all a has to the space of topologically trivial excitations. This pre-
cisely is the source of MPO symmetries, andM is nothing but the projector onto the
Ma(C) symmetric subspace for all a. In fact this is why the MPO projector for both
double-line (Eq. 2.82 and single-line (Eq. 2.33) could be written in terms of loop
operators on the virtual level. These loop operators are nothing but the Wilson loop
operators on the virtual level.

Let’s illustrate the above discussion with the single-line TNR of toric code state.
Let’s say the stand-alone tensor T is surrounded by T0. We apply an m-particle
Wilson-loop around this stand-alone tensor. This Wilson-loop applies Z operators
on the physical legs of the surrounding T0 tensors. We have already seen that
this operation can be brought down to the virtual level (Eq. (2.46) in the opposite
direction),

(2.64)

Keeping in mind that T0 also satisfies the Z⊗3 symmetry of Eq. (2.13), we see that
the m-particle Wilson-loop finally reduces to a Z⊗3 operator on the stand-alone
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tensor T . That is,

(2.65)

In first equality, we have used relation (2.64) and in second equality we have used
the Z2 symmetry of the single-line Tensor. So we find that the representation of
m-particle Wilson loop, Wm(C) on the stand-alone space is, Mm(C) = Z⊗3. So we
have shown that the presence of Z⊗3 symmetry constraint inside the stand-alone
space actually comes from the m-particle Wilson loop.

Now a natural question arises: why isn’t there an analogous symmetry constraint
on the tensor corresponding to an e-string operator Wilson loop? Let’s apply the
e-particle Wilson-loop, which is a loop of X operators on the single-line TNR, and
then bring it down to the virual level. We find,

(2.66)

where we have used the fact that X operators on the nearby virtual legs simply cancel
each other. This was already noted in the discussion of zero-string operators and
in Eq. (2.59). So we see that the e-particle Wilson-loop poses no extra symmetry
constraint on the stand-alone tensors.

Now let’s see if the MPO symmetry of double-line TNR also comes from a Wilson-
loop. Double-line case is more interesting than the single-line case because, as we
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have already discussed, the double-line has a stand-alone space smaller than the
full virtual space. We first look at the e-particle Wilson-loop, which is a loop of
X operators on the physical level. We have already seen that this operation can be
brought down to the virtual level (Eq. (2.48) in the opposite direction)

. (2.67)

So we find

, (2.68)

where in first equality we used Eq. 2.67 and in the second equality we simply used
the relation

. (2.69)

So we have shown that the MPO symmetry, X⊗6, of double-line TNR is actually a
representation of the e-particle Wilson-loop on the stand-alone space. At this point,
it is important to note that relation (2.69) holds only when T is in the stand-alone
space, so it has the Z⊗2 symmetry. If T was outside the stand-alone space, this
would not be true. This is why we say that MPO symmetries, X⊗6 in this particular
case, are representations of the Wilson-loops on the stand-alone space, not on the
full virtual space.

Now we analyze the m-particle Wilson-loop, which is a loop of Z operators. Eq.
2.62 tells us how to bring down the Z operators on double-line fixed point tensor,
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T0. Using this and other obvious properties of T0 and T , we find

. (2.70)

The first equality follows from Eq. 2.62 and the fact that Z operators can be slid
along contracted virtual legs. The last equality follows from the fact that T is a
stand-alone tensor, so it satisfies the Z⊗2 symmetries by definition. Or, in other
words, the representation of the Wilson-loop operator on the stand-alone space is
Mm(C) = I⊗3. That is, it is represented trivially. So we see that all stand-alone
tensors satisfy the m-particle Wilson-loop symmetry. Hence this symmetry poses
no extra constraint within stand-alone space, and that is why the MPO subspace had
only one Z2 symmetry. In fact, this analysis has shown what we already knew from
Eq. 2.60: m-string operator is a zero-string operator of the double-line TNR.

At this point, we can notice the similarity between double-line m-particle relation
and single-line e-particle relation. But there is a crucial difference. We(C) has
trivial representation on all of the virtual space of single-line TNR, but Wm(C) has
trivial representation only in a subspace of the virtual space of double-line TNR.

This analysis points toward a representation theoretic way of understanding tensor
instabilities. T0 : V → P is a linear map from virtual vector space to the physical
vector space. This map induces a representation of operators on the physical space
in the virtual space. In particular, it induces the representation of Wilson-loop
operators, Wa(C) → Ma(C). Such a representation is always possibly as is guar-
anteed by the MPO-injectivity (lemma 1 ). In fact, this representation would be
faithful on individual tensors. But there is no guarantee that it would be faithful
on the whole tensor network, because Ma(C) can be a gauge-string operator, as we
have already discussed for We(C) in single-line and Wm(C) in double-line. So the
string-operator algebra is not faithfully represented on the virtual level. It is this
unfaithful representation of anyonic algebra that causes tensor instability.
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Now that we have explained the physical meaning of stand-alone and MPO sub-
spaces, we are ready to explain the phenomena of TNR instability.

2.11 Physical reason of instability: topological boson condensation
Nowwe put together the physical understanding of all the relevant subspaces (M0,M

and M0−M) together to make the coherent picture of why variations in the subspace
M0 − M are unstable, and, in particular, explain the numerical results shown in
Fig. 2.5 and Fig. 2.6. The general explanation has already been stated in form of
conjecture 2 but we repeat it again informally going through all possible variations
one by one.

• The variations on the physical indices are of course not stable because they
are topologically trivial and can be removed with local operations.

• Variations outside the stand-alone space, IV − M0 are not unstable because
they cannot proliferate.

• Every variation inside M0 is ‘bosonic’ and does proliferate and the variedwave
function is a condensate of that ‘boson’. But when the variations is insideM,
it was a topologically trivial boson and hence does not cause a topological
phase transition. Or, equivalently, every variation inside MPO subspace was
nothing but a variation on the physical level hence stable.

• Finally, when the variation was inside stand-alone, but outside MPO subspace
then it can condense and is a topologically non-trivial boson. Hence it causes
a topological phase transition, resulting in a TNR instability.

Now we explain this boson condensation specifically for the single-line and double-
line TNR considering specific variation.

e-particle condensation in single-line TNR
To guide the discussion, consider two illustrative variations to single-line TNR as
before

(2.71)

• The T Z variation exemplifies variations that can condense but correspond
to a local physical variation, hence are trivial/elementary excitations. Such
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variations result in a proliferation of elementary excitation which does not
cause a topological phase transition.

• The T X variation exemplifies variations that can condense but do not cor-
respond to local physical variations. In fact, such variations correspond to
e-particle excitation. Hence such variation results in an e-particle condensa-
tion and destroys the topological order of the tensor network state.

m-particle condensation in double-line TNR
Let’s consider the different variations in double-line TNR as before

(2.72)

1. Variations in (a) and (c) exemplify variations that break the stand-alone sym-
metry Z⊗2, hence they cannot proliferate and, therefore, are stable.

2. Variation in (b) exemplifies variations that can stand alone, so can proliferate.
But they break the MPO symmetry, so correspond to a non-trivial boson. In
fact it corresponds to an m-particle excitation. So this variations causes m

particle condensation and results in the loss of topological order.

3. Finally, variation in (d) exemplifies variations that can proliferate. But they
also are inside the MPO subspace, so correspond to trivial/elementary excita-
tions. So their proliferation does not cause a topological phase transition.

2.12 double-semion
Double-semionmodel can be understood as a ‘twisted’ Z2 quantumdoublemodel[51,
59]. Its Hamiltonian is almost the same as that of toric code, except for the phase
factor associated to the plaquette term

H0 = −
∑
v

∏
l∈v

Zl −
∑

p

∏
l∈p

Xl

∏
r∈legs of p

i
1−Zr

2 , (2.73)

where ‘legs of p’ refers to the six legs attached to a plaquette. Its ground state is

|ψ〉 =
∑

X∈closed
(−1)n(X) |X〉 , (2.74)
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Figure 2.12: Numerical calculation of the topological entanglement entropy Stopo(ε)
of the states represented by double-semion fixed point double-line tensors,T0, varied
with an infinitesimal random tensor in different subspaces. ε value is kept fixed at
ε = 0.01. Blue dot corresponds to Stopo with no variation. IV is projector onto
the full virtual space. M0 is the projector on the stand-alone subspace. M is the
MPO subspace projector. We take a random tensor and apply the projectors to
generate random tensors in respective subspaces. Variations in IV − M0 violate
Z ⊗ Z symmetry. Variations in M0 −M violate in(d)X⊗6 but not Z ⊗ Z . Variations
in M violate no virtual symmetry.. The details of this numerical calculations are
given in appendix A.2.

where X again refers to string configurations on the hexagonal lattice. n(X) denotes
the number of loops in a given string configuration. The ground state, like that
of toric code, is again a superposition of all closed string configurations. But it
has a phase factor of (−1)n(X) which is 1 for even number of loops and −1 for odd
number of loops. It has 3 quasi-particle excitations: a semion, an anti-semion, and
a self-boson. So, unlike the toric code, it has only one boson. There is a known
double-line TNR of this state [42, 43], (T0)i j k

αα′;ββ′;γγ′, with the same structure as that
of toric code. So,

(T0)i j k
αα′;ββ′;γγ′ = Sαβγδαα′δββ′δγγ′δi,β+γδ j,α+γδk,α+β. (2.75)

But now the values are

Sαβγ =


1 if α + β + γ = 0, 3

i if α + β + γ = 1

−i if α + β + γ = 2.

(2.76)
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Clearly, it has the same Z⊗2 symmetry, as the toric code double-line TNR. That is,
T0 satisfies

(2.77)

But it does not have the exact X⊗6 symmetry as that of toric code double-line TNR.
By looking at the tensor values, it can be seen that it has the X⊗6 with an additional
phase factor ω between virtual legs,

(2.78)

where ω = i if the virtual legs on the two sides of it take different values (that is,
there is a domain wall) and ω = 1 otherwise. So T0 has Z2 symmetry of the form
(i)n(d)X⊗6 where n(d) is the number of domain walls between α, β and γ. That is,

n(d) =


0 if α + β + γ = 0, 3

2 if α + β + γ = 1, 2.
(2.79)

To apply our conjecturewe first need to calculate the stand-alone andMPO subspaces
of T0. The double tensor is,

T = = (I⊗2 + Z⊗2)⊗3(I⊗ + in(d)X⊗6). (2.80)

Comparing it with the toric code double tensor in Eq. (2.20), we can immediately
guess that the stand-alone projector is given by

M0 =
1
2

B0 =
1
8

(
I⊗2 + Z⊗2

)⊗3
, (2.81)

which is the same as that of toric code. And the MPO projector is,

M =
1
8
T0 =

1
16

∑
I

(T0)Iα(T0;∗)Iα′

=
1
16
(I⊗2 + Z⊗2)⊗3(I⊗ + in(d)X⊗6). (2.82)

So we see that the symmetries identified in Eq. (2.77) are actually the stand-
alone symmetries, and the symmetry identified in Eq. (2.78) is actually the MPO
symmetry. With this information, our mathematical conjecture predicts:
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1. Variations that violate Z ⊗ Z symmetries are stable.

2. Variations that respect Z ⊗ Z but break (i)n(d)X⊗6 are unstable.

3. Variations that respect both Z ⊗ Z and (i)n(d)X⊗6 are stable.

We test these predictions numerically. The results are shown in Fig. 2.12. We
conclude that the conjecture predicts the numerical observation correctly.

What about the physical conjecture? Is it compatible with the numerical observa-
tion? The answer is, yes. the double-semion model has one boson whose string
operator is the Z-string operator, the same as that of the m-particle in toric code.
Since both also have the same stand-alone space, it means bringing down this string
operator to the virtual level would again give us a gauge-string operator. Hence
the string-operator corresponding to the boson in the double-semion model is a
zero-strong operator, which implies that the variations in the stand-alone space cor-
responds to this boson. So the instability we see is due to the condensation of this
topological boson. Another way to see it is to notice that the MPO symmetry in
Eq. 2.78 actually comes from theWilson loop operator corresponding to semion (or
anti-semion). So variations that break it actually signify the presence of the boson.

Comparing double-line TNR of toric code and double-semion
Sowe see that the space (M0−M) for double-semion is 4-dimensional space spanned
by basis

(2.83)

This looks exactly similar to the M0 −M basis in double-line toric code in Eq. 2.41,
which might lead one to believe that they both are unstable for similar variations.
But one has to carefully note that the tensor T0 for both models are different, so the
basis shown in Eq. 2.41 and in Eq. 2.41 are also different. To illustrate this consider
the following variation:

(2.84)
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This variation is in stand-alone space of both toric code and double-semion, but it
respects MPO symmetry of the toric code but violates the MPO symmetry of the
double-semion. Indeed this variation causes phase transition in double-semion but
not toric code. This variation cannot be lifted to the physical level on the double-
semion tensor like it did for toric code (Eq. 2.48). But one can readily see that
this variation is not spanned by the basis in Eq. 2.84. And the reason for this
is that this variation has components both in the MPO subspace and the unstable
subspace, which can be seen by applying the projector of the two spaces. We find
that (M0−M)T X X , 0 andMT X X , 0. This examples reminds us that for a variation
to be unstable, all it needs is to have a non-zero component in the unstable space.
So it should not be thought that only variations spanned by the unstable basis are
unstable.

2.13 Implications for the simulation of phase transitions
Projected Entangled Pair States (PEPS), one type of Tensor Network States (TNS),
are often used as ansatz for different numerical simulations of gapped lattice topo-
logical models. In particular, TNS can be used to simulate phase transitions between
different topological phases[52]. The fixed point Hamiltonian is perturbed with a
local Hamiltonian H0 → H0 + ηHlocal and the perturbation strength, η is increased
slowly. At some finite value of η the gap closes and the system goes through a
phase transition. For many perturbations, this phase transition consists of boson
condensation. For example, for the toric code Hamiltonian Eq. (2.9), two kinds of
perturbations can be added:

H1 = −U
∑
v

∏
l∈v

Zl − g
∑

p

∏
l∈p

Xl − η
∑

l

Zl, (2.85)

H2 = −U
∑
v

∏
l∈v

Zl − g
∑

p

∏
l∈p

Xl − η
∑

l

Xl . (2.86)

Let’s first discuss the first kind of perturbation. In the first Hamiltonian, we keep
U = ∞ and study the ground state as the relative values of η and g change. At η = 0
the ground state is simply the fixed point toric code state given in Eq. (2.10). That is,
it is an equal weight superposition of all closed string configuration. At g = 0, the
state is the vacuum state, that is, all spins are 0. These two states are topologically
different, and hence there must be a phase transition as we change η/g from 0 to∞.
This phase transition can be understood as a condensation of m particles. Recall that〈
Ψ

�� Bp
��Ψ〉
= 1 corresponds to no m particle and

〈
Ψ

�� Bp
��Ψ〉
= −1 corresponds to

an m particle excitation at a plaquette p, where Bp =
∏

l∈p Xl is the plaquette term
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of the toric code Hamiltonian. For η = 0 ground state we have
〈
Ψ

�� Bp
��Ψ〉
= 1, ∀p,

while for g = 0 ground state we have
〈
Ψ

�� Bp
��Ψ〉
= 0, ∀p. It indicates that as η/g

is increased, m particles proliferate and at phase transition point, the system goes
through a boson (m particle) condensation and the ground state becomes a trivial
state. Boson condensation phase transitions are known to be second order phase
transitions. That is, ground state energy and its first order derivative as a function
of η/g are smooth functions, but its second order derivative is discontinuous at the
phase transition point.

It was shown by Gu et al. [52] that an attempt to numerically simulate this phase
transition point with single-line tensor network state ansatz gives a transition that
is wrong both quantitatively and qualitatively. It gives a wrong critical point value
of η/g, and it gives a first order phase transition, not a second order one. But
with double-line tensor network state ansatz, it gives the correct second order phase
transition with correct critical point.

This difference can be easily understood in light of our discussion on single-line and
double-line TNR of toric code state. As we showed, double-line TNR is capable of
condensing m particles while single-line TNR is not. That is why double-line TNR
is suitable for simulating a phase transition that involves m particle condensation.

A similar analysis can be done for the second type of perturbation. We set g = ∞ and
change relative value ofU and η. For η = 0 the ground state is the toric code ground
state in Eq. (2.10), and for U = 0 the state is trivial state with all qubits aligned in
+x direction. Here the phase transition involves e particle condensation which is
again a second order phase transition. Hence, to simulate this phase transition, one
should use single-line TNS ansatz and not the double-line TNS ansatz.

This is one of the important points of understanding the unstable direction of vari-
ations that a particular TNR possesses. To simulate a boson condensation phase
transition, one should choose the TNR that is capable of condensing that particular
boson of the model.

Of course, there is also a flip side to this. If one is interested in determining the
topological order of a particular TNR by calculating the topological entanglement
entropy, one should make sure to keep out of the unstable space, M0 − M, for
numerical stability. A small numerical variation in this space will change the
state globally and result in wrong results. For example, in calculations involving
Tensor Entanglement Renormalization Group (TERG) [52] and Tensor Network
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Renormalization (TNR 1) [60] steps, we should project the resulting tensor after
every RG step back to the stable space, (IV − (M0 − M)), or naturally occurring
numerical errorsmight gain a component in M0−M space and change the topological
order of the state radically.

Now we will apply what we learned from the toric code example to analyze the TNR
of another closely related model, the double-semion model.

2.14 Summary and outlook
In this chapter, we tried to answer the following question: which variations cause
instabilities in a TNR of a 2D topological state and why? That is, if we start from
the tensor network representation of a topological state and add arbitrarily small
variations to the local tensor, does the topological order of the represented state
always remain the same? We answered this question by showing that instabilities
are caused by a variation if it has a component in a certain subspace of the virtual
space because they cause boson condensation. We also gave a precise mathemat-
ical procedure to form a projector onto the stable subspace which can be used in
numerical works to always protect against instabilities. This is an important result
because if the tensor is not actively protected against these variations then the task
of determining topological order of a tensor network state is numerically ‘ill-posed’.
That is, arbitrarily small numerical error in the process may change our conclusion
in a qualitative way. Previous work[47] has shown that this is indeed the case for
the single line representation of the toric code state.

We demonstrated the case explicitly for the tensor network representation of the toric
code (single-line, double-line), and the double-semion by calculating the topological
entanglement entropy Stopo of tensors with random variations. We observed that in
all cases stand-alone variations that break MPO symmetry lower Stopo (to zero) and
in all cases instability was associated to condensation of a boson. Moreover, we
point out that to correctly simulate the local properties of a phase transition induced
by such boson condensation, these MPO breaking variations must be allowed in the
variational calculation; otherwise, one may reach the wrong conclusion about the
phase transition (e.g. regarding the order of the transition). This has been observed
in the case of toric code in Ref.[52].

We found that the mathematical reason for this instability is that local variations on
the virtual space may correspond to non-local variations on the physical level. Or,

1not to be confused with TNR that we use for referring to tensor network representation.
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stated differently, non-local operation on the physical level may correspond to local
operations on the virtual level. This results in an unfaithful representation of the
anyonic algerba on the virtual level which in turn can make the TNR an ‘ill-defined’
representation of the topological state.

Given this result, we can ask, how to properly design the tensor network algorithm so
that it can correctly simulate topological phases and phase transitions? In particular,
if we want to determine whether the ground state of some Hamiltonian has topolog-
ical order by calculating topological entanglement entropy in the thermodynamic
limit, we need to use a variational ansatz with the proper MPO symmetry. How to
do that in an efficient and unbiased way is an interesting open question.

On the other hand, if we want to properly simulate a topological phase transition
induced by boson condensation, we need to put in the proper variational parameter.
However, as we have seen in the case of the toric code, different representations
(single line, double line, triple line) contain parameters corresponding to the con-
densation of different bosons (e or m). In fact, none of the representations contain
parameters which correspond to the condensation of both bosons. Therefore, it is
not possible to use any of them to correctly obtain the full phase diagram. It implies
that, if we want to study a topological phase transition whose nature is unknown,
we need to try different ansätze. How to do that in an efficient and unbiased way is
again an interesting open problem. We leave these problems to future study.
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C h a p t e r 3

TN REPRESENTATION OF GENERAL STRING NET MODELS
AND ITS INSTABILITIES

3.1 Background and motivation
In the last chapter we discussed the instabilities in Tensor Network Representations
(TNR) of toric code and double-semion models. We made a conjecture about which
tensor variations cause instabilities and what is the physical reason behind it. We
defined two important subspaces of the virtual space of the TNR: stand-alone and
MPO subspaces, and showed how variations that are in the stand-alone subspace
but are outside the MPO subspace are responsible for loss of topological phase
since they represent the condensation of a topologically non-trivial boson. We also
discussed how this instability is related to the fact that certain non-trivial string
operators have a trivial representation on the virtual space.

But do these results hold for other topological models as well? In particular, since
both toric code and double-semion were abelian models, we can ask whether these
results would hold for non-abelian models. Non-abelian models often have more
complicated string-operators and it might be the case that none of the anyons have
a corresponding string-operator that disappears on the TNR. In fact, as we will
show below, for the double-Fibonacci model, there indeed are no irreudicble string-
operators that disappear on the TNR. Would the TNR still be unstable?

To answer these questions, we have to investigate a general class of topological
models. Toric code is a Quantum Double model [12] while double-semion is a
Twisted Quantum Double model [61]. Both, quantum double and twisted quantum
double, are subclasses string-net models defined by Levin and Wen [13]. In fact
string-nets are the the most general set of lattice topological models that possibly
includes all non-chiral topological states in 2D[62]. Also, a general TNR for all
string-net ground-states is known[15, 42]. For these reasons, we choose to work
with general string-net models to investigate the question of TNR instabilities.

The rest of the chapter is organized as follows. In section 3.2 we give a brief review
of the string-net models and required algebraic relations that would be used in the
rest of the chapter. In section 3.3 we will give a brief derivation of the TNR of the
string-net states. We will then calculate the stand-alone space of this TNR in section
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3.4, followed by the calculation of theirMPO subspace in section 3.5 both by directly
calculating it from the given TNR and by considering the Wilson-loop operators.
We would discuss the zero-string operator of string-net TNR in section 3.6 and then
discuss the two classes of unstable variations in section 3.7. Before giving the final
proof that this TNR has instabilities for all string-net modles in section 3.10, we will
first re-examin instabilities in TNR of toric code and double-semion in the string-net
paradigm in section 3.8 and discuss the non-abelian example of double-Fibonacci
model in detail in section 3.9 and show that it too has instabilities. We conclude the
chapter with a summary and outlook.

3.2 A brief review of string-net models
String-net models, which are Hamiltonian realizations of Turaev-Viro TQFTs, are
introduced by Levin andWen [13] asRGfixed pointmodels that describe topological
order in 2+1 spacetime dimensions. Following are the defining data of the string-net
states:
1- Local Hilbert space: String-nets are lattice spin models. Spins sit on the links
of hexagonal lattice. Each spin s can be in N + 1 state, s = 0, 1, 2, . . . , N . s = j

at a link can be understood as a string of ‘type j’ present on the link. Strings are
oriented and i? denotes string type i with the opposite orientation. If i = i? the
strings are called ‘unoriented’. We have assumed the strings to be unoriented in the
present paper for the sake simplicity, though our results can easily be generalized to
the oriented case.
2- Branching rules: There are branching rules denoted by δi j k . δi j k = 1 if string
type i, j, k are allowed to meet at a point, and δi j k = 0 otherwise.
3-Quantum dimensions: For every string type s, there is a value ds associated to it,
called its quantum dimensions. D =

∑
s d2

s is called the ‘total quantum dimension’.
4- String-net condensed state: If we assign a particular string to each link, it forms
a string-net configuration on the lattice. A string-net condensed quantum state is a
superposition of these different string-net configurations on the lattice. Let’s denote
the string-net configurations with X . So a string-net condensed state is,

|Ψ〉 =
∑

X

ΦX |X〉 , (3.1)

where ΦX is the amplitude with which a configuration X appears in the description
of the state. In general, ΦX can be complicated and states belonging to the same
topological phase might have different wave functions. However, if we perform an
RG process, then all states in the same phase would end at the same fixed point state,
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which is to say that they should look the same at large distances. ΦX can be described
for this fixed point state. Though their absolute values are again complicated, we
can give their relative values by describing local constraints on how amplitude
ΦX changes as we deform a configuration X locally. These deformations involve
rebranching, removing bubbles, fusing two strings together, etc. These constraint
equations are given in equation (4)-(7) of Levin and Wen [13]. The most significant
of these local constraint is the so called ’F’-move.
5- F-symbols: A local constraint involving rebranching of 5 strings is the following:

(3.2)

F-symbol is a six indexed object and it satisfies the following properties:

Fi j k
j?i?0 =

√
dk√

di
√

d j
δi j k, (3.3)

Fi jm
kln = F lkm?

jin = F jim
lkn? = Fim j

k?nl

√
dmdn√
d j dl

. (3.4)

Properties of the F-symbol under index permutations can be best captured by defin-

ing a new object called G-symbol by Gi j k
klm =

Fi jk
klm√

dkdm
. G-symbol can be considered

as a value associated to a tetrahedron and the six indices sit on the six edges of
tetrahedron. Then it is invariant under all tetrahedron symmetries. It satisfies an
important equation, the so-called ‘Pentagon Identity’:∑

f

d f Gb1b2i12
a2a1 f Gb2b3i23

a3a2 f Gb3b1i31
a1a3 f = Gi23i31i12

a1a2a3 Gi23i31i12
b1b2b3

.

(3.5)

Finally we describe the exactly solvable Hamiltonian such that the RG fixed point
state defined as above is one of the ground states,

H = −
∑
v

Av −
∑

p

Bp, (3.6)

where v and p denote the vertices and plaquette of the lattice. The vertex term is

Av =
∑
i, j,k

δi j k |i j k〉 〈i j k | . (3.7)
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So, the vertex term simply projects configurations to only the ones that contain the
allowed branchings. The plaquette term is more involved:

Bp =
∑

s

ds

D
Bs

p, (3.8)

where Bs
p is an operator that creates an s-type string that fuses with the strings on

the plaquette. Two strings can be fused together by assuming a 0-string between
them and then using F-moves.

Finally putting all of it together, we see that the data (N, di, δi j k, F
i j k
klm) describes a

string-net model.

Algebraic Identities
Here we enlist multiple algebraic relations regarding string-net data that are used
throughout the paper. For rotational convenience, cyclic products will be simply
denoted by

∏n
j=1 with a cyclic j = n + 1 = 1. One of the most important identities

is the ‘Pentagon Identity’,∑
f

d f

3∏
j=1
(Gbjbj+1ij, j+1

aj+1aj f ) = Gi23i31i12
a1a2a3 Gi23i31i12

b1b2b3
. (I.1)

G symbols also satisfy an ‘orthogonality identity’,∑
i12

Gb1b2i12
a2a1 f Gb1b2i12

a2a1 f ′ di12 =
1
d f
δ f , f ′δa1a2 f δb1b2 f . (3.9)

G-symbols are normalized as

Gb1b2i12
a2a10 = δa1,b1δa2,b2δa1b1i12(da1 da2)−

1
2 . (3.10)

Cyclic products of G symbols satisfy the following equation:∑
{bj }

n∏
j=1
(Gbjbj+1ij, j+1

aj+1aj f Gcjcj+1ij, j+1
bj+1bj f dbj ) =

∑
s

δ f f ′s

n∏
j=1
(Gcjcj+1ij, j+1

aj+1aj s ). (3.11)

Plaquette operators B f
p correspondingly satisfy

B f
p B f ′

p =
∑

s

δ f f ′sBs
p. (3.12)

We know that if we contract an f -type loop we get a factor of d f . Combining
this with the last two equation, we find that quantum dimensions satisfy the same
identity:

d f d f ′ =
∑

s

δ f f ′sds, (3.13)
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where d f are nothing but the eigenvalues of the plaquette operators B f operators
where the eigenstate is the string-net ground state.

Define matrix N k as N k
a,b = δk,a,b. Since N k matrices are real symmetric matrices,

and commute with each other for different values of k, they share a complete set of
orthogonal eigenvectors.We write the qth such simultaneous eigenvector of N k, ∀k

as ��sq
〉
=

∑
a

sq;a |a〉 . (3.14)

Since quantum dimensions form one such eigenvector, we fix s0;a = da. The
following equations follow〈

sq
�� sq′

〉
∝ δq,q′, (3.15)〈

sq
�� N k

�� sq′
〉
=

∑
a,b

sq;aδk,a,bsq′;b ∝ δq,q′ . (3.16)

The branching tensor δi j k is part of a fusion category data. Under the additional as-
sumptions of braiding defined on the fusion category and braiding being sufficiently
non-trivial (modularity), the s above are just the columns of S matrix. But we don’t
really need this for our results.

3.3 Triple-line TNR of string-net states
We now briefly describe the derivation of triple-line TNR along the lines described
in the original paper by Gu et al. [42]. It is important to understand this derivation
as it gives us a way to apply string-operators on triple-line TNR.

String net RG fixed point ground state can be constructed by applying plaquette
operator Bp =

∑
s dsBs

p to the vacuum state |0〉. Bs
p creates an s-type string loop on

the plaquette p. ��Ψgs〉 = ∏
p

Bp |0〉 =
∏

p

∑
s

dsBs
p |0〉

=
∑

s1,s2,..

ds1 ds2 .. |s1, s2, ...〉 , (3.17)

where

|s1, s2, ...〉 = Bs1
p1 Bs2

p2 . . . |0〉 . (3.18)

|s1, s2, ...〉 is a string configuration on the ‘fattened lattice’. We will refer to
ds1 ds2 .. |s1, s2, ...〉 as the ‘loop state’. We need to fuse these loops together to
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get the physical state. We then fuse these strings together to get the final physical
state,

|s1, s2, ...〉 =
∑

i12,i23...

Φ
i12i23..
s1s2s3.. |i12, i23, ..〉 . (3.19)

There are essentially 3 steps leading up to the expression of the triple-line TNR.
We mention them here explicitly as we will need to refer back to them for other
calculations.

Step 1: We start with the ‘loop state’ on the fattened lattice. jth plaquette has a
loop in state s j . The ground state is

|Ψ0〉 =
∑

s1,s2,..

ds1 ds2 .. |s1, s2, ..〉 . (3.20)

So every plaquette contributes a factor of dsj . We distribute it uniformly among the
6 vertices, so each vertex gets a factor of d1/6

sj from each vertex.

Step 2: We fuse all loops with nearby loops producing a string on the links:

(3.21)

We assume a 0-string between them and perform an F-move. It produces a factor

of
∑

ij,k

√
dij,k

dsj dsk
on each link between plaquette j and k. A link is shared between

two vertices, so each vertex gets a factor of 4

√
dij,k

dsj dsk
.

Step 3: After the previous step, we are left with a ‘bubble’ on the vertex. Now we
remove it,

. (3.22)

Removing it produces a factor of
√

dsj dsk dslG
iklil j ijk
sj sk sl .
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Putting the 3 steps together, we get

(T0)ijk iklil j
slsj sk =

4
√

dijk dikldil jG
ijk iklil j
sj sk sl

6
√

dsj dsk dsl . (3.23)

A general triple-line Tensor is represented diagrammatically as:

. (3.24)

For the specific RG fixed point tensor in (3.23) we have a′j = a j, i′j, j+1 = i j, j+1, ∀ j.
So it would be represented diagrammatically as:

. (3.25)

Before we discuss the properties of the triple-line TNR of the general string-net
models, we would like to mention that double-line TNR and single-line TNR are
actually reduced versions of the triple-line TNR, and as such, many results about the
triple-line TNR apply to double-line and single-line as well. We can discard some
of the legs of the triple-line tensor if fewer legs are required to encode the necessary
information. For example, for abelian models, the middle leg of the triple-line tensor
is redundant; it always assumes value which is a product (fusion) of the two legs
on either side of it. That’s why for abelian models, double-line tensors suffice and
the middle-leg can be discarded. Non-abelian models, such as the double-Fibonacci
model we will study in section 3.9, the middle-leg does carry essential information
and cannot discarded. So one cannot have a double-line TNR of non-abelianmodels.
Furthermore, if the ground state of a model can be written as an equal superposition
of states allowed by branching rules then the ground state admits a single-line TNR.
For example, toric code ground state is an equal superposition of all closes string
configurations, and hence admits a single-line TNR. In fact, any quantum double
model with an abelian gauge group can have a single-line TNR. The double-semion
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model, on the other hand, is not an equal superposition of states allowed by the
branching rules (it has a phase factor in(d)), and hence it cannot admit a single-line
TNR.

To apply the conjecture to the triple-line TNR of general string-net model, we now
first calculate its MPO and stand-alone subspaces. We will do so in the next two
sections.

3.4 Stand-alone subspace of string-net triple-line TNR
To calculate the stand-alone space, we need to know how to contract double-tensors
on a large region. First we need to define the concept of boundary operators that
show up in double-tensor contraction.

Boundary operators
It is more convenient to work with the dual lattice of honeycomb lattice. The dual
lattice of honeycomb lattice is the triangular lattice. We label the vertices with an
integer j = 1, 2, ... The edges are labeled by the two vertices on its ends, ( j1, j2).
The triple line tensor is represented as a triangle,

= . (3.26)

The inner indices a1, a2, .. sit on the vertices of the triangles, and the physical legs
and the middle legs on the edges. We denote the inner index sitting on vertex j as
a j , and the physical and middle legs sitting on the edge are denoted as i j1, j2 . With
this construction, the tensor component can be written as

(T0)i23i31i12
a1a2a3 =

3∏
j=1

(
d

1
4
ij, j+1

d
1
6
aj

)
Gi23i31i12

a1a2a3 . (3.27)

A double tensor of a tensor T is defined as T =
∑

I T I(T∗)I and is denoted by T.
I denotes the set of physical indices. So we get the double tensor of a tensor by
contracting the physical indices between T and its complex conjugate, T†. Since the
tensor T is represented by a triangle, the double tensor T can be represented by a
double layer triangle.
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The edge labels are the same bottom to top, only the labels of the vertices change.
We label the upper vertices as b1, b2, ... With this a double tensor can be written as

T0 =

n∏
j=1

(
d

1
2
ij, j+1
(daj dbj )

1
6

)
Gi23i31i12

a1a2a3 Gi23i31i12
b1b2b3

. (3.28)

Using the pentagon equation Gi23i31i12
a1a2a3 Gi23i31i12

b1b2b3
=

∑
f d f

∏3
j=1(G

bjbj+1ij, j+1
aj+1aj f ) we get

T0 =
∑

f

d f B f (3.29)

B f =

3∏
j=1

(
d

1
2
ij, j+1
(daj dbj )

1
6 ,Gbjbj+1ij, j+1

aj+1aj f

)
. (3.30)

B f can be represented as the boundary of double-layer triangle,

T0 =
∑

f

d f (3.31)

It is useful to decompose B f into terms that sit on the edge of the triangle and terms
that sit on the vertices,

B f =

3∏
j=1

(
d

1
2
ij, j+1

Gbjbj+1ij, j+1
aj+1aj f

) 3∏
j=1

(
(daj dbj )

1
6

)
. (3.32)

The first cyclic product on the RHS sits on the edges while the second term sits
on the vertices. So we see that the double tensor on a triangle is (we will denote
triangle as ∆)

T0(∆) =
∑

f

d f B f (∂∆). (3.33)

The tensor resulting from contracting tensors T on a region R will be denoted as
T(R). We call B f , the f -type boundary operator. It lives on the boundary ∂R of a
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region R,

. (3.34)

See Fig. 3.34. Let’s say the vertices on the boundary of a region R on the triangluar
lattice are labeled as j = 1, 2, .., n.. We associate with each vertex a factor of
(a j b j)

mj
6 . m j denotes the number of the triangles inside R meeting at vertex j. It

can simply be written as m j = θ j/(2π/6), where θ j is the angle the loop makes on
vertex j. Finally, on every edge ( j, j + 1) we associate an operator d

1
2
ij, j+1

Gbjbj+1ij, j+1
aj+1aj f .

With this construction, B f (∂R) can be written as,

B f (∂R) =
n∏

j=1

(
d

1
2
ij, j+1

Gbjbj+1ij, j+1
aj+1aj f

) n∏
j=1

(
(daj dbj )

mj
6

)
. (3.35)

Nowwe are ready to contract tensors on individual triangles with each other in order
to find the double tensor on a region R.

Double-tensor/Virtual density matrix on a general region R

We present the result in a lemma.

Lemma 2. We find that the double tensor T0(R) satisfies the general version of
Eq. (3.33):

T0(R) = DV
∑

f

d χR
f B f (∂R), (3.36)

where χR = V − E + F is the Euler characteristic of region R. V ,E , and F are the
number of vertices, edges, and faces that are completely inside the region R (that is,
they are inside the region where tensors have been contracted).
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Proof. There is a simple proof of this result. We have to contract T0 on each triangle
with each other on the common edges and vertices to get T0(R),

T0(R) = tTr
(
T0(∆1)T0(∆2) . . .

)
=

∑
f1, f2,...

(d f1 d f2 . . .)B f1(∂∆1)B f2(∂∆2) . . . . (3.37)

where, as defined before, tTr denotes the operation of contracting a set of tensors
along shared indices. So we basically have to see how B f1 contracts with B f2 . They
can be contracted in two steps. First we contract all the edges, and then we contract
all the vertices, and we will be left with terms sitting only on the boundary of the
region. Using the orthogonality identity, Eq. (3.9), edge contraction on the edge
( j, j + 1) between B f and B f ′ gives

Ev(B f B f ′) ∝
∑
ij, j+1

d
1
2
ij, j+1

Gbjbj+1ij, j+1
aj+1aj f d

1
2
ij, j+1

Gbjbj+1ij, j+1
aj+1aj f ′

=
1
d f
δ f , f ′δajaj+1 f δbjbj+1 f . (3.38)

The factor δ f , f ′ implies that B f only contracts with B f . So the expression in
Eq. (3.37) is only non-zero for f1 = f2 = ... f . So we have

T0(R) =
∑

f

dF
f B f (∂∆1)B f (∂∆2) . . . , (3.39)

where F is the number of faces in region R. Then there are factors of δajaj+1 f δbjbj+1 f

in Eq. (3.38) that will be used in the second step of vertex contraction. Finally note
a factor of d−1

f that comes out of every edge contraction. So when we are done with
all the edges, we will have an overall factor of d−E

f , where E is the number of edges.

Now we do tensor contraction on each vertex. Note that each of the six triangles
around a vertex j contribute a factor of (daj dbj )

1
6 , so we have a total factor daj dbj on

each vertex. Wemultiply this with the factor δajbj f that came out of edge contraction.
So, finally we have the vertex contraction using identity (3.13),∑

aj,bj

daj dbjδajbj f =
∑
aj

d f daj daj = Dd f . (3.40)

So we see that contraction of 6 tensors on each vertex simply produces a factor of
Dd f for every f -type boundary operator. When we are done with all the vertex
contractions, we will have an overall (Dd f )V = DV dV

f factor. Putting all the factors
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together, we get

T0(R) =
∑

f

dF
f d−E

f (Dd f )V B f (∂R)

= DV
∑

f

d χR
f B f . (3.41)

This completes the proof.

To calculate the stand-alone space, we need to know how these boundary operators
behave on a large region. We present the result of this calculation in the following
important lemma: �

Lemma 3.

lim
|∂R|→∞

Tr(B f,0(∂R))
Tr(B0(∂R)) = 0 (3.42)

Proof. To prove this, we would calculate Stopo on a sphere using the virtual-density
method laid out in 2.2 in the previous chapter, and compare it to the known result,
Stopo = log D. We divide the sphere in symmetric two halves, let’s say R and L,
and calculate T(R). We assume the state has the appropriate symmetry such that
σT

L = σR = σb = T(R). Using the result by [53], we know that the physical density
matrix ρR has the same spectrum as σ2

b , that is, ρR ∝ σ2
b . Let’s say ρR = Nσ2

b ,
where N is the normalization factor. We first calculate N . To do that, we first need
to calculate the algebra and the trace of B f .
Let’s put the string-net tensor network state on a sphere. Consider the left hemi-
sphere, denoted as L, and right hemisphere, denoted as R. Let’s denote the indices
of the vertices on the boundary ∂R as j = 1, 2, . . . , n. Then B f on this boundary is
given by,

B f (∂R) =
n∏

j=1

(
d

1
2
ij, j+1
(daj dbj )

mj
6 Gbjbj+1ij, j+1

aj+1aj f

)
. (3.43)

Since R divides the region in to exact two halves, we assume that the boundary ∂R

divides the boundary plaquette in to exact two halves, setting m j = 3, ∀ j. So we
get,

B f (∂R) =
n∏

j=1

(
d

1
2
ij, j+1
(daj dbj )

1
2 Gbjbj+1ij, j+1

aj+1aj f

)
. (3.44)
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Note that, using relation (3.10)

B0(∂R) =
n∏

j=1

(
d

1
2
ij, j+1
(daj dbj )

1
2 Gbjbj+1ij, j+1

aj+1aj0

)
(3.45)

=

n∏
j=1
(d

1
2
ij, j+1
)δajbj+1ij, j+1 . (3.46)

Now, using identity (3.11) the algebra of B f operators is,

B f B f ′ =
∑

s

δ f f ′sBs ×
n∏

j=1
(d

1
2
ij, j+1
) (3.47)

=
∑

s

δ f f ′sBsB0. (3.48)

We also know how to contract B f with each other through the calculations done
previously in the privious subsection. We learned that B f only contracts with itself,
and it gives a factor of d−1

f for every edge and a factor of Dd f for every vertex. On
a loop the number of vertices is equal to number of edges. So we get,

Tr(B f B f ′) = δ f , f ′Dn. (3.49)

If calculate Tr(B f ), we find

Tr(B f ) =
∑
{aj ij, j+1}

n∏
j=1

(
d

1
2
ij, j+1
(daj daj )

1
2 Gajaj+1ij, j+1

aj+1aj f

)
= Tr(An

f ), (3.50)

where A f is a matrix whose components A f (a, b) are A f (a, b) =
∑

i Gabi
ba f (dadb)

1
2 d

1
2
i .

If An
f has a non-degenerate highest eigen-value λ f , for large n, Tr(An

f ) ≈ λ
n
f . Note

that Perron-Frobenius theorem makes sure that λ0, highest eigen-value of A0, will
be non-degenerate. So we have

lim
n→∞

Tr(B0) = λn
0 . (3.51)

For abelian models, Tr(B f,0 = 0 since Gabi
ba f = 0, f , 0. For the double-Fibonacci

model to be discussed in 3.9, a simple calculation shows λ0 = 1 + γ3/2 and λ1 =

1 − γ− 1
2 , where γ = d1 =

1+
√

5
2 is the quantum dimension of the string. Because

λ1 < 1, for large n Tr(B1) ≈ Tr(An
1) ≈ 0.
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On a hemisphere, χR = 1, so from lemma 2 we have σb =
∑

f d f B f and ρR = Nσ2
b

where N is a normalization factor. First we calculate the normalization factor N ,

Tr(σ2
b ) = Tr(

∑
f

d f B f )2

=
∑
f , f ′

d f d f ′Tr(B f B f ′)

=
∑
f , f ′

d f d f ′δ f , f ′Dn

= Dn(
∑

f

d2
f ). (3.52)

Now, calculating Renyi entropy with renyi index α = 1/2, we get

S1/2(ρR) =
1

1 − 1/2 log Tr(ρ
1
2
R)

= 2 log
Tr(∑ f d f B f )√

Dn ∑
f d2

f

= −n log D − 2 log
∑

f

(d fTrB f ) − log
∑

f

d2
f

= −n log D − 2n log λ0 − 2 log ©­«1 +
∑
f >0

TrB f

λn
0

ª®¬ − log
∑

f

d2
f .(3.53)

We know that for a string-net model topological entanglement entropy is log
∑

f d2
f ,

which implies limn→∞
TrBf

λn0
= 0, ∀ f > 0. This completes the proof. �

String-net stand-alone subspace
Now we combine lemma 2 and lemma 3.42 to calculate the stand-alone space.

Theorem 1. The stand alone space of the triple-line string net TNR is given by

M0 = δa1,a2,i12δa2,a3,i23δa3,a1,i31 . (3.54)

Proof. Now we are ready to calculate the stand-alone space. Consider the same
tensor network but on a very large disc with one triangle removed from the origin.
We will denote this space as D − ∆. This has two disconnected boundaries, one on
the outer edge, one on the inner one. χR = 0 for this region, so using lemma 2

T(D − ∆) =
∑

f

B f (∂(D − ∆)) (3.55)

=
∑

f

B f (∂∆) ⊗ B f (∂D) (3.56)
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To get the stand-alone space, we simply trace out the inner indices on the outer
edge. But according to lemma 3.42, only Tr(B0 contribute in the large disc limit.
So we simply get (up to an overall normalization factor which we ignore) B0 on the
triangle,

lim
|D |→∞

TD(D − ∆) = lim
|D |→∞

∑
f

B f (∂∆) ⊗ Tr(B f (∂D)) (3.57)

= B0(∂∆)λn
0 . (3.58)

But using (3.45) we get

B0(∂∆) = (di12 di23 di31)
1
2 δa1,a2,i12δa2,a3,i23δa3,a1,i31 . (3.59)

Stand-alone projector, M0, is simply the projector onto the support space of B0,
which is clearly deltaa1,a2,i12δa2,a3,i23δa3,a1,i31 . So we have proved that M0 for triple-
line TNR of general string-net is,

M0 = δa1,a2,i12δa2,a3,i23δa3,a1,i31 . (3.60)

This completes the proof. �

This is the projector on to the stand-alone space of triple-line TNR of general
string-net models. For notational convenience we will denote these basis vectors as��{∏3

k=1 δbk,bk+1,ik,k+1}
〉
, that is,�����{ 3∏

k=1
δbk,bk+1,ik,k+1}

〉
= δb1,b2,i12δb2,b3,i23δb3,b1,i31 |b1, b2, b3; i12, i23, i31〉 (3.61)

These basis vectors can be represented as string-configurations,

�����{ 3∏
k=1

δbk,bk+1,ik,k+1}
〉
= . (3.62)

So we get,

dim(M0) =
∑

b1,b2,b3;i12,i23,i31

δb1,b2,i12δb2,b3,i23δb3,b1,i31 .

. (3.63)
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3.5 MPO subspace of String-net triple-line TNR
we will use definition 2 to find the MPO subspace of triple-line TNR. Using the
triple-line TNR T0 of string-net states given in Eq. (3.23), the virtual density matrix
is found to be

σ =
∑

I

(T0)Iα(T0;∗)Iα

=
∑

{ak,bk ;ik,k+1}
Gi23i31i12

a1a2a3 Gi23i31i12
b1b2b3

∏
j

(d
1
6
aj

d
1
6
bj

d
1
2
ij, j+1
)��{ak ; ik,k+1}

〉 〈
{bk ; ik,k+1}

�� . (3.64)

Clearly, this density matrix can simply be written as

σ =
∑
i, j,k

��vi, j,k
〉 〈

vi, j,k
�� (3.65)

where
��vi, j,k

〉
= (did j dk)

1
4

∑
a1,a2,a3

Gi, j,k
a1,a2,a3(da1 da2 da3)

1
6 |a1, a2, a3; i, j, k〉 .(3.66)

So σ has a diagonal form in terms of vectors vi, j,k . To get the projector on to its
support space,we simply need to use the unit vectos 1

Ni, j,k

��vi, j,k
〉
, where Ni, j,k =√〈

vi, j,k
�� vi, j,k

〉
is the norm of vector vi, j,k . So the string-net MPO projector is

M =
∑
i, j,k

1
N2

i, j,k

��vi, j,k
〉 〈

vi, j,k
�� . (3.67)

Note that
��vi, j,k

〉
= 0 if δi, j,k = 0. It means that M projects on to the physical states

allowed by the branching rules, and

dim(M) =
∑
i, j,k

δi, j,k (3.68)

Comparing Eq. 3.63 with Eq. 3.68, we can see that dim(M0) > dim(M). So
according to our conjecture, there must always be unstable directions of variations
in the triple-line TNR of any string-net model! Indeed, we give examples of such
unstable directions and will prove in section 3.10 that triple-line TNR of string-net
always have instabilities.

String-net MPO from Wilson loop operators
In last chapter, we showed how MPO symmetries or the MPO subspace come from
representation of anyonic Wilson-loops of the model on the stand-alone space. It is
instructive to do the same with general string-net models.
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When an f -type simple string operator passes through the tensor T0 on the physical
level, it induces an operation on the virtual level in the way shown in Fig. 3.69.

That is, it simply becomes a f -type string which is then fused with the plaquette legs.
We consider theWilson loop that encircles the 3 plaquettes of the tensor. ThisWilson
loop creates an f -type string that then fuses with the 3 plaquette loops. Remember
that we need to calculate the representation of this operator on the stand-alone space.
That is, we need to calculate thematrix elements

〈
{δak,ak+1,ik,k+1

��W f
�� {δbk,bk+1,ik,k+1}

〉
.

So we imagine a tensor network in which the tensor in the stand-alone basis is
surrounded by T0. We now apply the Wilson loop encircling 3 plaquettes and
calculate induced operator on the stand-alone basis. It can be done in a convenient
way using string-net diagrams in Eq. (3.62).

There are essentially 3 steps:

Step 1: Since the surrounding tensors are the fixed point tensor T0, the Wilson loop
on the physical level simply becomes an f -type string that fuses with the plaquette
legs,

(3.69)

Since these plaquette legs are contracted with the plaquette legs of the stand-alone
tensor, it is equivalent to fusing f -string loop with the 3 plaquette legs of the
stand-alone tensor,

. (3.70)
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Step 2: We fuse these strings with the three nearby strings a1, a2, a3,

. (3.71)

Let’s say they fuse to make strings b1, b2, b3. We gain factors Faj,aj,0
f , f ,bj

=

√
dbj√

df daj
, j =

1, 2, 3 for each fusion.

Step 3: In the last step we remove the three bubbles created in the previous step,

. (3.72)

Each bubble removal produces a factor of
√

d f daj daj+1Gbjbj+1ij, j+1
aj+1aj f , j = 1, 2, 3.

Collecting the factors from step 2 and step 3, we get〈
{

3∏
k=1

δbk,bk+1,ik,k+1

�����W f

����� { 3∏
k=1

δak,ak+1,ik,k+1}
〉
=

3∏
j=1

d
1
2
bj

d
1
2
aj

Gbjbj+1ij, j+1
aj+1aj f . (3.73)

This is the expression for M f = M0W f M0. Now considering the projector M =∑
f

df

D M f , we get

M =
∑

f

d f

D

3∏
j=1

d
1
2
bj

d
1
2
aj

Gbjbj+1ij, j+1
aj+1aj f

=
1
D

d
1
6
bj

d
1
6
aj

Gi23i31i12
a1a2a3 Gi23i31i12

b1b2b3
. (3.74)

It should be understood as an operator written in its components in the basis��{ak ; ik,k+1}
〉 〈
{bk ; ik,k+1}

��. We used pentagon identity in the second step. We
can see that it projects on to the space with Gi23i31i12

a1a2a3 , 0, that is δi23,i31,i12 , 0.

There is a small technical issue though. The factor d
1
2
bj

d
1
2
aj

does not exactly match
the factors in the TT† support space given in Eq. (3.66)). It is simply because
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we did not keep track of exactly how to distribute factors that share a plaquette
while applying the Wilson loop. In fact, the Wilson loop around a single vertex
is somewhat ill-defined. But we are only trying to get a symmetry condition on
the individual tensors which makes sure that Wilson loop on a larger region is a
symmetry of the state. We can show that this factor has to be exactly d

1
6
bj

d
1
6
aj
if the

Wilson loop is to be a symmetry of the state. The reason is simply, as concluded
in the original string-net paper, a Wilson loop commutes with the plaquette term
Bp =

∑
s asBs

p only when as = ds. In tensor network language, it translates to the

fact that every tensor must contribute a factor of d
1
6
s for the Wilson loop to be a

symmetry. Also we know that an f -type Wilson loop applied to the ground state
produces a factor of d f . Combining all these we can write the exact Wilson loop
operator on a single tensor as:

M f =

3∏
j=1

daj (dbj d
−1
aj
) 1

6 Gbjbj+1ij, j+1
aj+1aj f (3.75)

⇒ M =
1
D

daj (dbj d
−1
aj
) 1

6 Gi23i31i12
a1a2a3 Gi23i31i12

b1b2b3
. (3.76)

The fixed point triple-line tensor satisfies

M f T0 = d f T0, (3.77)

MT0 = T0. (3.78)

One can check that M =
∑

f
df

D M f is indeed a projector and it projects onto the
support space of TT†.

Finally, just like boundary operators B f , f -typeMPO can be extended to an arbitrary
large region as

M f (∂R) =
n∏

j=1
Gbjbj+1ij, j+1

aj+1aj f daj (dbj d
−1
aj
)
θj
2π . (3.79)

and it represents the operation induced on the virtual level by a Wilson loop applied
on the boundary of the region R.

3.6 0-type string operator is a zero-string operator of triple-line TNR
In last chapter we argued how the reason for instability is that some of the non-trivial
anyon operators might have a trivial representation on the virtual level. That is, they
disappear identically on the ground state tensor network, even in the presence of
a topological hole. We saw that, for the single-line and double-line TNR of toric
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code, X-string and Z-string operators were the zero-string operators respectively.
Indeed, the general string-net also has such an operator. These are the operators
that only has string-type 0 in it. Remember that string-operators on the string net
model act by adding a string-type (possibly more than one) to the string-net and then
fusing it with the string-net by some fusion rules. The expression of Wilson-loop
operators can be used to see how a string operator with open ends would act on the
tensors along the path. It would look the same as in Eq. (3.79) along the path with
some changes at the end. But we don’t worry too much about the details of how
this operator looks at its ends, since those details can always be changed using local
unitary operators at its ends. Looking at the Wilson-loop operators in Eq. (3.79), it
is immediately clear what the invisible string operators are for the triple-line TNR
of general string-nets. For f = 0, (using identity (3.10))

M0(∂R) =
n∏

j=1

(
Gbjbj+1ij, j+1

aj+1aj0 dbj (daj d
−1
bj
)
mj
6

)
=

n∏
j=1

(
δaj,bj (daj dbj )−

1
2 dbj (daj d

−1
bj
)
mj
6 δaj,aj+1,ij, j+1

)
=

n∏
j=1

δaj,aj+1,ij, j+1 . (3.80)

But the final expression is the very definition of stand-alone space itself. It means
this operator will act trivially on the stand-alone space. So, a 0-type simple string
operator is a non-trivial invisible string operator, that is, it is a zero-string operator.
From this it should be clear why we denoted the stand-alone space M0 and why
we called non-trivial invisible string-operators zero-string operators. These names
come from the general string-net formalism.

It is also clear that for f , 0, M f acts necessarily non-trivially on the tensors along
the path. One should carefully note that, though non-zero-string operators change
tensors along the path, it does not mean that this path is a physical observable.
These paths can always be deformed as M f passes through T0 without any phase
accumulation. It is called the ‘pulling-through condition’ [49]. When there is an
MPO violating variation present at a tensor, M f cannot be pulled through it. Hence
our conjecture can be alternatively worded as ‘the stand-alone variations which
prohibit the pulling-through property of fixed point tensors cause instability.’
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3.7 Tensors in the unstable space M0 −M
We have determined both the stand-alone space, M0 and the MPO space M. M0

space is spanned by vectors,

δi,b,cδ j,c,aδk,a,b |a, b, c; i, j, k〉 . (3.81)

And the MPO spaceM space is spanned by
��vi, j,k

〉
: δi, j,k = 1, where��vi, j,k

〉
=

∑
a,b,c

Gi, j,k
a,b,c(dadbdc)

1
6 |a, b, c; i, j, k〉 . (3.82)

The tensors supported on M0 − M are precisely the tensors that cause instability.
To determine the orthogonal basis of this space we simply need to find vectors
orthogonal to vi, j,k which are within the stand-alone space. First note that M0 space
decomposes in orthogonal subspaces M0 =

⊕
i, j,k Vi, j,k where the subspace Vi, j,k

is spanned by δi,b,cδ j,c,aδk,a,b |a, b, c; i, j, k〉, that is, a, b, c for which δi,b,cδ j,c,aδk,a,b is
non-zero. M0 −M space can be decomposed into two subspaces,

1- δi, j,k = 0: This consists of all the string-configurations in Fig. 3.62 for which
δi, j,k = 0. They are obviously orthogonal to all vi, j,k since vi, j,k = 0 if δi, j,k = 0.
Since these vectors violate the vertex term of the Hamiltonian we will refer to them
as ‘vertex variations’.

2- δi, j,k = 1: This is the subspace spanned by string configurations for which
δi, j,k = 1. We need to find other vectors in Vi, j,k that are orthogonal to vi, j,k .
dim(Vi, j,k) =

∑
a,b,c δi,b,cδ j,c,aδk,a,b =

∑
a,b,c[G

i, j,k
c,a,b] where [G

i, j,k
c,a,b] = 1 if Gi, j,k

c,a,b , 0
and 0 otherwise. Note that since Vi, j,k are orthogonal for different values of i, j, k,
we just need to find vectors in individual V subspaces. To find these we will use the
orthogonality of G (3.9) ∑

c

Gi, j,k
a,b,cGi, j,k

a,b,cdc =
1
dk
δa,b,k . (3.83)

And the fact that matrices N k defined by N k
a,b = δa,b,k can be simultaneously

diagonalized ∀k. Let’s say
��sq

〉
= sq;a |a〉 is its qth such simultaneous eigenvector.

As discussed in the section 3.2, s0;a = da, that is, the vector formed by quantum
dimensions is an eigenvector to N k . These vectors are orthogonal,

〈
sq

�� sq′
〉
= δq,q′,

which also implies that
〈
sq

�� N k
�� sq′

〉
=

∑
a,b sq;aδk,a,bsq′;b ∝ δq,q′. Now we are

ready to write down the vectors spanning Vi, j,k .

Consider vectors���vq;a
i, j,k

〉
=

∑
a,b,c

sq;a

da
Gi, j,k

a,b,c(dadbdc)
5
6 |a, b, c; i, j, k〉 , (3.84)
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where superscript (q; a) indicates that the qth eigenvector is used on leg a. Using
the orthogonality relation, we get〈

vi, j,k

��� vq;a
i, j,k

〉
=

∑
a,b,c

sq;adbdcGi, j,k
a,b,cGi, j,k

a,b,c (3.85)

=
∑
a,b

sq;aδa,b,k db (3.86)

=
∑
a,b

sq;aδa,b,k s0;b (3.87)

∝ δq,0. (3.88)

So we see that the vector vq;a
i, j,k is orthogonal to vi, j,k if q , 0. Since q takes N − 1

non-zero values and it can be put on leg a, b or c we seem to have 3(N − 1) such
vectors. However not all of them will be independent, but they span the full vector
space Vi, j,k . Since these kinds of variations change the plaquette leg factors, hence
violating the plaquette term, wewill refer to these variations as ‘plaquette variations’.

With this we have concluded the analysis of general string-net mdodels and their
triple-line TNR. Now we turn to some concrete examples to understand how the
conjecture in 2.6 explains the instabilities in string-nets.

3.8 Examples: Triple-line TNR of the toric code and double semion states
let’s first examine how models covered in the previous chapter, toric code and
double semion, fit into triple-line TNR. One can get the triple-line TNR for them
by plugging in the relevant string-net data into Eq. (3.23). We will apply the results
about general-string net models developed in previous sections to the two cases.

Toric code string-net data is,

N = 1, d0 = 1, d1 = 1;

δ000 = δ110 = δ101 = δ110 = 1;

G000
000 = G000

111 = 1;

G011
011 = G011

100 = G101
101 = G101

010 = G110
110 = G110

001 = 1.

(3.89)

The triple-line TNR of toric code can be built by plugging in this data into the
general expression in Eq. (3.23). This tensor has 9 virtual indices, each of which
takes 2 values. So the full virtual space is rank(IV ) = 29 = 512 dimensional. The
dimension of the stand-alone space is

rank(M0) =
∑

a,b,c;i, j,k
δi,b,cδ j,c,aδk,a,b = 8, (3.90)
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Figure 3.1: Numerical calculation of topological entanglement entropy Stopo(ε) of
states represented by toric code fixed point triple-line tensors, T0, varied with an
infinitesimal random tensor in different subspaces. ε value is kept fixed at ε = 0.1.
Blue dot corresponds to Stopo with no variation. IV is projector onto the full virtual
space. M0 is the projector on the stand-alone subspace. M is the MPO subspace
projector. We take a random tensor and apply the projectors to generate random
tensors in respective subspaces. Details of this numerical calculation are given in
appendix A.2.

and the dimension of the MPO subspace is

rank(M) =
∑
i, j,k

δi, j,k = 4. (3.91)

These imply that rank(IV − M0) = 512 − 8 = 504 and rank(M0 −M) = 8 − 4 = 4.
So we reach the conclusion that out of 512 possible variations, 504 are stable since
they are outside the stand-alone space. In the remaining 8 dimensional subspace,
perturbations in a 4 dimensional subspace are in stable whereas the ones in the
other 4 dimensional subspace are unstable. The numerical calculation supporting
this conclusion is shown in Fig. 3.1. Also note that all unstable variations are
flux variations, that is, it happens through the condensation of m-particle. It is not
possible for the e-particle to condense in this way. The classification of all variations
is shown in Fig. 3.2.
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Figure 3.2: Classification of the space of all variations to the toric code triple-line
tensor into different subspaces. Subspace in blue is MPO susbpace M which is 4
dimensional. Region in red is the stand-alone space outside MPO subspace, M0−M
and it is 4 dimensional. Finally virtual space outside the stand-alone space is 504
dimensional. Only the region in red is unstable, while the ones in blue and white
are stable.

For the double semion model, the string-net data is

N = 1, d0 = 1, d1 = 1;

δ000 = δ110 = δ101 = δ110 = 1;

G000
000 = 1;

G011
011 = G101

101 = G110
110 = −1;

G011
100 = G101

010 = G110
001 = G000

111 = −i.

(3.92)

The triple-line TNR of the double semion model can be built by plugging in this data
into the general expression in Eq. (3.23). This tensor has 9 virtual indices, each of
which takes 2 values. So the full virtual space is rank(IV ) = 29 = 512 dimensional.
Dimension of the stand-alone space is

rank(M0) =
∑

a,b,c;i, j,k
δi,b,cδ j,c,aδk,a,b = 8, (3.93)

and the dimension of the MPO subspace is

rank(M) =
∑
i, j,k

δi, j,k = 4. (3.94)

These imply that rank(IV − M0) = 512 − 8 = 504 and rank(M0 −M) = 8 − 4 = 4.
So we reach the conclusion that out of 512 possible variations, 504 are stable since
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Figure 3.3: Numerical calculation of topologiccal entanglement entropy Stopo(ε) of
states represented by double semion model fixed point triple-line tensors, T0, varied
with an infinitesimal random tensor in different subspaces. ε value is kept fixed at
ε = 0.1. Blue dot corresponds to Stopo with no variation. IV is projector onto the
full virtual space. M0 is the projector on the stand-alone subspace. M is the MPO
subspace projector. We take a random tensor and apply the projectors to generate
random tensors in respective subspaces. Details of this numerical calculation are
given in the appendix A.2.

they are outside the stand-alone space. In the remaining 8, 4 are in stable and 4
are unstable. The numerical calculation supporting this conclusion is shown in Fig.
3.3. Also note that all unstable variations are plaquette variations, that is, it happens
through condensation of the boson of the double-semion model. The classification
of all variations is the same as that for toric code shown in Fig. 3.2.

Now we are ready to discuss a concrete example of the string-net triple line TNR
and its instabilities. We choose double-Fibonacci model for two main reasons: 1-
Unlike the toric code and the double-semion model, it is a non-abelian model, so
the general triple-line TNR, as far as we know, cannot be reduced to a double-line
or single-line TNR. So it serves as a good example to test our conjecture for the
general string-net TNR. 2- Unlike toric code and double-semion, its bosonic string
operator is not a zero string operator, so it does not disappear along the path.

3.9 A non-abelian example: Double-Fibonacci Model
Toric code and the double-semion models are abelian models. Now we will discuss
a non-abelian model: the double-Fibonacci model. The Ground state of non-abelian
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string net models cannot be described by a single-line or the double-line TNR; it
only accepts a triple line TNR (tensor in . (3.25) ). Let’s first describe the model
briefly. The data for this can be found in section IV.B of Levin and Wen [13].
There is one type of string (N = 1). Its quantum dimension is, d1 = γ =

1+
√

5
2 . Its

branching rules are,

δi j k =


0 if i + j + k = 1;

1 otherwise.

d0 = 1, d1 = γ, where γ2 = γ + 1 (3.95)

G111
111 = −

1
γ2 ; G110

111 =
1
γ

; G110
110 =

1
γ

; G000
111 =

1
√
γ

; G000
000 = 1. (3.96)

The branching rules tells us that one string is allowed to branch into two, unlike the
abelian models we have studied until now. First, let’s apply our conjecture to find
out how many unstable directions we should expect. The triple-line TNR of the
Fibonacci model can be built by plugging in this data into the general expression
in Eq. (3.23). This tensor has 9 virtual indices, each of which takes 2 values. So
the full virtual space is rank(IV ) = 29 = 512 dimensional. The dimension of the
stand-alone space is

rank(M0) =
∑

a,b,c;i, j,k
δi,b,cδ j,c,aδk,a,b = 18, (3.97)

which is significantly bigger than that of the toric code and the double-semion
models. The dimension of the MPO subspace is

rank(M) =
∑
i, j,k

δi, j,k = 5 (3.98)

which implies that rank(IV−M0) = 512−18 = 494 and rank(M0−M) = 18−5 = 13.
Sowe reach the conclusion that out of 512 possible (virtual) variations, 494 are stable
since they are outside the stand-alone space. In the remaining 18, 5 are in stable
as they are in the MPO subspace and remaining 13 are unstable. The numerical
calculation supporting this conclusion is shown in Fig. 3.5. The classification of all
variations is given in Fig. 3.4.

Comparing it to the toric code and the double-semion models we see that the
Fibonacci triple-line TNR is significantly more unstable. Another difference is that
the stand-alone space does have vertex unstable variations in addition to plaquette
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Figure 3.4: Classification of the space of all variations to the toric code triple-line
tensor into different subspaces. Subspace in blue is MPO susbpace M which is 5
dimensional. Region in red is the stand-alone space outside MPO subspace, M0−M
and it is 13 dimensional. Finally virtual space outside the stand-alone space is 494
dimensional. Only the region in red is unstable, while the ones in blue and white
are stable.

ones. Out of 13 unstable variations in M0 −M the following 3 are vertex variations
and the rest 10 are plaquette variations:

|a, b, c; i, j, k〉 = |1, 1, 1; 1, 0, 0〉 , |1, 1, 1; 0, 1, 0〉 ,
|1, 1, 1; 0, 0, 1〉 . (3.99)

That is, the following 3 tensor components are allowed in the stand-alone space but
not in the physical space:

. (3.100)

Since δi, j,k = δ1,0,0 = δ0,1,0 = δ0,0,1 = 0 these 3 vectors are not in the MPO subspace
M.

To understand the physics behind this, we need to look at the quasi-particles of the
Fibonacci model. There are 3 quasi-particles excitations: τ, τ̄, and ττ̄. The T and S
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matrices of the particles are as follows:

T =


1 0 0 0
0 e−

4
5 πi 0 0

0 0 e
4
5 πi 0

0 0 0 1


, S =

1
1 + γ2


1 γ γ γ2

γ −1 γ2 −γ
γ γ2 −1 −γ
γ2 −γ −γ 1


. (3.101)

It is best seen as two layers of Fibonacci model with opposite chiralities. τ and τ̄
are particles in the two respective layers. They have non-trivial self statistics. But,
because they are in different layers, they have a trivial statistics with one another.
And the boson, ττ̄ is the composition of the Fibonacci particles in the two layers.
The string operator for these quasi-particles are given in equation (51) of Levin and
Wen [51]. We are most interested in the boson of the model, so let us write its string
operator (Ω matrices) explicitly:

n4,0 = 1, n4,1 = 1,Ω0
4,000 = 1,Ω1

4,110 = 1,

Ω
1
4,001 = −γ

−2,Ω0
4,111 = γ

−1,Ω1
4,111 = γ

−5/2,

Ω
1
4,101 = Ω

∗1
4,011 = γ

−11/4(2 − e3πi/5 + γe−3πi/5). (3.102)

One can see that it is not a simple-string operator: when applied on the vacuum, it
creates both 0-type and 1-type strings. So we see that the double-Fibonacci model
is different from the above two examples in one crucial aspect: the boson string
operators in the toric code and the double-semion models were zero-string operators
for the given TNRs. That is, the string operator ‘disappeared’ along the path (Fig.
2.592.60), not changing tensors along the path. This is why a single variations
standing alone could be thought of as an operator sitting at the ends of an invisible
string operator. But the same is not true for the double-Fibonacci model. The string
operator corresponding to the boson ττ̄ does not disappear in the middle.

Because the bosons don’t have a zero string operator, one might conclude that there
would be no unstable directions as bosons cannot condense. However, numerical
calculations find that there actually are unstable directions. How can we understand
that?

We look at how the boson string-operator changes the tensors along the path. In
Fig. 3.6, one can see that a wave function corresponding to the boson sitting at two
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Figure 3.5: Numerical calculation of topological entanglement entropy Stopo(ε)
of states represented by Fibonacci model fixed point triple-line tensors, T0, varied
with an infinitesimal random tensor in different subspaces. ε value is kept fixed at
ε = 0.1. Blue dot corresponds to Stopo with no variation. IV is projector onto the
full virtual space. M0 is the projector on the stand-alone subspace. M is the MPO
subspace projector. We take a random tensor and apply the projectors to generate
random tensors in respective subspaces. The exact numerical values on this plot can
be found in appendix A.2.

places, v1 and v2, is actually a superposition of many wave functions:

|Ψboson〉 =
∑
t1,s,t2

nsΦt1,s,t2

��Ψgs〉
=

��Ψ0,0,0
〉
+

��Ψ1,0,0
〉
+

��Ψ0,0,1
〉
+

��Ψ1,0,1
〉

+
��Ψ0,1,0

〉
+

��Ψ1,1,0
〉
+

��Ψ0,1,1
〉
+

��Ψ1,1,1
〉
, (3.103)

where the operator Φt1,s,t2 is explained in Fig. 3.6. Φt1,s,t2 is equivalent to applying
Ω

s′1
4;t1,s,s1

and Ω̄s′n
4;s,t2,sn on the loops at the ends of the string operator, and creating a

s type string along the path. Fusing the loops with each other and with the s string
along path P gives the final state. The important thing to note is that, though a
TNR of the full state |Ψboson〉 involves changing tensors along the path, the TNR of��Ψt1,0,t2

〉
, t1, t2 = 0, 1, have tensors changed only on the ends. Simply putting, the

zero-string component of the string operator does not change the tensors T0 in the
middle, as expected. So the boson state has a finite overlap with the state where
tensors are changed only at the ends. So when the variations corresponding to the
ends of this zero-string component of the boson operator proliferate, it effectively
condenses the bosons, as they have finite overlap with the resulting state.
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Figure 3.6: Action of a generic (simple and non-simple) open-end string operators
corresponding to anyon α on tensors can be calculated in a similar fashion as
that of simple-string operator Wilson loops. (a) We start with applying the string
operator on the ’loop state’ on the fattened lattice. (b) The string operator becomes
a superposition of operations

∑
s nsΦt1st2 . Φt1st2 acts as follows: at the ends, the

string operator acts asΩα;t1s and ωα;st2 matrices on the plaquette-loops, while in the
middle, it is simply a s-type string to be fused with the nearby plaquette loops. (c)
We fuse all strings in the previous step to get the physical state. The effect of the
string operator can be absorbed into redefining the tensors along the path. A generic
string operator changes the tensors along its path. The only case where it doesn’t
change the tensors is for simple-string operators of type 0.

So in conclusion, we see that although the boson string operator is not a zero-string
operator, that is, it does not disappear in the middle for the triple-line TNR, its
zero-string component still causes an instability because the resulting state has a
finite overlap with the boson-condensed state.

Now we have looked through important examples of string-net TNR and their
instabilities. Finally, we will give a proof of instability in the generic case.

3.10 Proof of the existence of instability in general string-net triple-line TNR
We will give an analytical proof of why all string-net triple-line TNR have at least
one unstable direction which comes from the M0 −M subspace. We will do so by
directly calculating Stopo(ε).

Topological entanglement entropy on a cylinderwith non-RGfixed point tensor

Lemma 4. let’s say we divide the cylinder in two halves (Fig. 2.1(a)). We denote
the right half as R. If any given tensor network on this cylinder satisfies,

lim
|R|→∞

T(R) = C |R|
∑

f

c f B f (∂R), (3.104)
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where C is some constant, then, Stopo, as given in Eq. (2.7), is

Stopo = log
∑

f

(
c2

f

c2
0

)
. (3.105)

Proof. The proof is quite simple. We follow the same steps as used in the proof
of lemma 3.42, replacing d f with c f . We first calculate the normalization of the
density matrix.

Tr(σ2
b ) = Tr(

∑
f

c f B f )2

=
∑
f , f ′

c f c f ′Tr(B f B f ′)

=
∑
f , f ′

c f c f ′δ f , f ′Dn

= Dn(
∑

f

c2
f ). (3.106)

By calculating Renyi entropy with renyi index α = 1/2, we get

S1/2(ρR) =
1

1 − 1/2 log Tr(ρ
1
2
R)

= 2 log
Tr(∑ f c f B f )√

Dn ∑
f c2

f

= −n log D − 2 log
∑

f

(d fTrB f ) − log
∑

f

c2
f

= −n log D + 2n log λ0 − 2 log ©­«1 +
∑
f >0

c f
TrB f

λn
0

ª®¬ + 2 log c0 − log
∑

f

c2
f .

When we let n→∞ and using Eq. (3.42)

S1/2(ρR) = n log
λ2

0
D
− log

∑
f

(
c2

f

c2
0

)
(3.107)

⇒ Stopo = log
∑

f

(
c2

f

c2
0

)
. (3.108)

This completes the the proof.

�

Finally we are ready to show the unstable tensor perturbations in the triple line TNR
of the string-net models.
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Instability in string-net

Theorem 2. Let T0 be the fixed point triple-line TNR of a string net ground state.
There exist tensors Tq in the space M0 −M (that is,(M0 −M)Tq , 0) that for the
variation T0 → T0 + εTq, limε→0 Stopo(ε) , Stopo(0).

Proof. Combination of the lemma 2, theorem 3.4 and lemma 4 gives a clue to why
T0 → T0 + εTq, are unstable variations. We will choose particular variations in
M0 − M for analytical simplicity, but it should be understood that any arbitrary
variation that has a component in those directions will result in instability. We
discussed in section 3.7 that there are two kinds of variations in M0 − M; vertex
variations (that violate the vertex term) and plaquette variations (that violate the
plaquette term). We will treat them one by one.

Before we do any analytical calculation, let us describe in simple words what the
reason for instability is. We saw in the proof of lemma 2 that as fixed point tensors
contract, every face, every edge, and every vertex contribute a factor of d f , d−1

f , and
d f respectively. It can be visualized like this,

(3.109)

It combines to give c f = dF−E+V
f = d χR

f which is a topological invariant of the
lattice. If a tensor variation changes the double tensor in such a way that one of
these factors (face, edge or vertices) are changed, even infinitesimally, then the c f

we get is not a topological invariant, and Stopo due to lemma 4 changes. We will
now show that this is precisely what variations in M0 − M do. In particular, the
vertex variations change the vertex factors, and the plaquette variations change the
face factors.

Let’s choose a particular tensor variation

Tq =

3∏
j=1
(d

1
4
ij, j+1
)δajbj+1ij, j+1, (3.110)
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such that

Tq = Tq(Tq)† = B0. (3.111)

This tensor is supported on the full M0 space and clearly has components outside
the MPO subspace because as we showed M0 > M. So (M0 −M)Tq , 0. Now, the
double tensor for the varied tensor is

T = (T0 + εTq)(T0 + εTq)† ≈ T0 + ε2B0 (3.112)

= (1 + ε2)B0 +
∑
f >0

d f B f . (3.113)

We have ignored the linear terms in ε as they are containedwithin theMPO subspace,
and we don’t need to worry about them. This double tensor will contract with itself
in exactly the same way as T0 did, but the only difference is, now every face will
contribute a factor of r f , where, r0 = (1 + ε2), and r f >0 = d f . The vertex factors
and edge factors will remain to be d f and d−1

f , respectively. After contracting it on a
large region we will get a double tensor T(R) = ∑

f c f B f (∂R), where c f = rF
f dV−E

f .
So c0 = (1 + ε2)F and c f >0 = d χR

f . So we see that c0 is exponentially larger than
c f >0 even for an infinitesimal ε , hence, using Eq. (3.108), Stopo = 0.

Now we look an example of plaquette variations. Consider tensors that are exactly
the same as the fixed point tensors, except the plaquette factors d1/6

a are replaced by
a factor of (da + εsq;a)1/6, where sq;a is the ath component of the qth eigenvector of
δ, as explained in Eq. 3.14.

(Tq) =
3∏

j=1

(
d

1
4
ij, j+1
(daj + εsq;aj )

1
6

)
Gi23i31i12

a1a2a3 . (3.114)

This tensor is clearly supported on the stand-alone space, and is outside the MPO
subspace as to be inside the MPO subspace it has to have d1/6

a factors. The double
tensor will again produce a factor of d f on the faces, and d−1

f on the edges upon
contraction. But now the factors on the vertices would be∑

a,b

δa,b, f (da + εsq;a)(db + εsq;b) = D(d f + eq; f ε
2),

(3.115)

where sq is normalized to give
〈
sq

�� sq
〉
= D and eq; f is the qth eigenvalue of the

matrix N f
a,b = δa,b, f . A conclusion similar to that for vertex variation case follows.

c f = dF−E
f (d f + ε

2eq; f )V = d χR
f (1 + ε

2 eq; f
df
)V is not a topological invariant, as it
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extensively depends on the number of vertices V . As a result, the weight of one of
the boundary operator in T =

∑
f c f B f becomes exponentially larger than the others

even for an infinitesimal variation ε , and hence the topological order is lost.

Result I-IV together complete the proof that triple-line TNR of general string-net
states have at least one unstable direction.

�

3.11 Summary and outlook
In this chapter we analyzed the triple-line TNR of general string nets by first finding
their stand-alone and MPO subspaces. We found that the stand-alone space is
always bigger than the MPO subspace which suggests, according to our instability
conjecture, that TNR of all string-nets have instabilities in them. We showed that
triple-line TNR of all string-nets have possible zero-string operators in them. These
are the 0-type simple string operators. We saw that unstable variations can be broadly
categorized in two categories, the vertex variations, and the plaquette variations.
We re-analyzed models from the last chapter, the toric code and double-semion
models, under the string-net formalism. We found that triple-line TNR of both
models are unstable due to plaquette variations. We then analyzed a non-abelian
model, the double-Fibonacci model. This model was interesting because none of the
irreducible string-operators disappear on the TNR. So apriori one might expect that
the bosons cannot condense in this model. We find instabilities nevertheless. This
instability is explained by the fact that state resulting from unstable variation has a
finite overlap with the boson condensed state. This also showed that the zero-string
operator of a TNR doesn’t need to be an irreducible string-operator.

Throughout the last two chapters, we called the tensor instability result a ‘conjecture’
because, though we proved it for all string-net states, we did not prove it for all TNRs
of string-net states. This is an open problem to prove this conjecture for all TNRs.
To prove that one would need to show that the stand-alone space is always larger
than the MPO space for any TNR, and the stand-alone variations that do not respect
the MPO symmetries cause instabilities. This is difficult to prove without a general
formalism for all TNRs. But we can set certain guidelines as to how to go about
finding if there are instabilities in a given TNR of a topological state. First, if the
dimension of the virtual space is the same as that of the local ground-state physical
space dimension, then such a TNR definitely would not have any instabilities. The
reason is that in such a case all of the virtual space is the MPO space, so there cannot
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possibly be stand-alone space larger than the MPO subspace. If the virtual space
is larger than the local ground-state physical space, then there is a possibility of a
stand-alone space. Such a TNR will have virtual variations that can be lifted to the
physical level. However then one has to see whether these variations can be applied
to a single tensor without collapsing the original tensor network state. If it can be,
then that is a definite sign that there is a non-trivial stand-alone space, and so the
TNR has instabilities.

There is a general lesson to be learned about interaction of physical symmetries
and tensor network states (even beyond topological states) from the results of last
two chapters. Symmetries of the wave-function play a crucial role in many areas
of physics. A tensor network state however always has a gauge symmetry on the
virtual level: one can always apply X and X−1 to two contracting virtual legs. This
is not a real symmetry of the system, it is just coming from the redundancy of the
mathematical description. So in general one has to be aware of how the symmetries
on the physical level related with the virtual gauge symmetries on the virtual level. If
a physical symmetry becomes a virtual gauge symmetry when mapped to the virtual
level, then, in a sense, this symmetry constraint is lost because then this constraint
is satisfied identically by the tensor network state.
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C h a p t e r 4

TN REPRESENTATION OF LOCALITY-PRESERVING 1D
UNITARY OPERATORS

4.1 Introduction
The matrix product formalism [26, 27] has played a significant role in the study
of one dimensional systems. In particular, the matrix product representation of 1D
quantum states underlies successful numerical algorithms like the Density Matrix
Renormalization Group algorithm [28] and the Time-Evolving Block Decimation
algorithm [29]. Moreover, the matrix product representation provides a deep insight
into the structure of the ground states in 1D [27] which enables rigorous proofs of
the efficiency of 1D variational algorithms in search for the ground states [30, 31]
and also a complete classification of 1D gapped phases [25, 32–34].

Operators can also be represented in a matrix product form [35–37], which provides
a useful tool in the simulation of one dimensional mixed states and real / imagi-
nary time evolutions (see for example Ref. [63, 64]). In particular, matrix product
operators which are unitary play an important role in not only the simulation of dy-
namical processes in 1D , but also the understanding and classification of (symmetry
protected) topological phases in 2D [14–18].

How well does the matrix product formalism represent unitary operators in 1D? Of
particular interest are unitaries that preserve the locality structure of the system, that
is, unitaries that map local operators to local operators. We want to understand the
following: can all locality preserving 1D unitaries be represented using the matrix
product form? On the other hand, of course not all matrix product opereators are
unitary. But among those that are, what conditions do they have to satisfy to preserve
locality? Moreover, it has been shown [1] that locality preserving 1D unitaries can
be classified according to howmuch information they are transmitting across any cut
in the 1D chain and each class can be uniquely characterized by a positive rational
index, which we refer to below as the GNVW index. We want to know if there is a
simple way to extract this GNVW index from the matrix product representation if
such a representation exists.

In this chapter, we address the above questions and show that:
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• Unitary matrix product operators provide a necessary and sufficient represen-
tation of locality preserving unitaries in 1D.

That is, matrix product operators that are unitary are guaranteed to preserve locality
by mapping local operators to local operators while at the same time all locality
preserving unitaries can be represented in a matrix product way. Moreover, we find
that:

• The GNVW index can be extracted in a simple way as the square root of IRR,
the ‘Rank-Ratio index’, which is the ratio between the rank of the left and
right singular value decompositions of the tensor representing the operator

IRR = rank
( ) /

rank
( )

IGNVW =
√

IRR
(4.1)

The exactmeaning and amore rigorous version of this formula is given in section 4.4.

To show this result, we start from the basic requirements for a matrix product
operator to be unitary in section 4.2. Based on these basic requirements, we prove in
the section 4.3 that after sufficient blocking, the ‘fixed point’ matrix product operator
satisfies a set of nice fixed point properties. Using this set of fixed point conditions,
we can show the correspondence between matrix product unitary operators and
locality preserving 1D unitaries. Moreover, these conditions enable us to prove in
section 4.4 that Eq. 4.1 provides a well-defined index for each equivalence class of
1D locality preserving unitaries and it exactly matches (the square of) the GNVW
index. In section 4.5, we compute the index according to Eq. 4.1 numerically for
some random locality preserving unitaries and demonstrate how it approaches the
expected value as we take larger and larger blocks of the tensor. In section 5.2, we
show that the matrix product formalism also provides interesting ways to go beyond
the GNVW framework. In particular, we give an example of a simple matrix product
operator with ‘fractional’ index as compared to the locality preserving ones. This
example does not contradict with our discussions in the previous sections because
it is unitary only in systems of special sizes and does not preserve locality.

The structure of this chapter is illustrated in Fig. 4.1.
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Section	II:	Basic	Requirements

Section	III:	Fixed	point	
conditions

Section	III:	Locality	
preserving

Section	IV:	Index	
from	SVD

Section	VI:	Beyond	locality	preserving

Section II

Section	V:	Numerics on	index

Figure 4.1: Structure and logic of this chapter.

4.2 Matrix Product Unitary: basic requirements
Implication of the unitary condition
Let’s first set up the stage and discuss the basic requirement amatrix product operator
(MPO) has to satisfy to represent a unitary operator. Consider an MPO O acting
on N sites where each site has a d-dimensional degree of freedom, i.e., O acts on
(Cd)⊗N . In principle, N is very large, ideally goes to infinity. In this chapter we
focus on translation invariant MPO with periodic boundary condition. The matrix
product form of O is given by

O j1 j2... jN
i1i2...iN

= Tr
(
M j1i1 M j2i2 ...M jN iN

)
(4.2)

where each M jk ik , with fixed ik and jk , is a D × D matrix. i1i2...iN label the input
physical legs and j1 j2... jN label the output physical legs. We are going to call the
left and right legs of the M jk ik matrices the virtual legs and think of M as a four leg
tensor.

Pictorially, the local tensor M in the MPO is given by

M =
i

j

, (4.3)



104

while the total MPO is given by

O =
i1 i2 iN

j1 j2 jN

. (4.4)

In order forO to be unitary, it has to satisfy the condition thatO†O = I. We consider
the case where this is true for any finite system size, not just in the thermal dynamic
limit. We call such operators Matrix Product Unitary Operators (MPUO).

Definition 3 (Matrix ProductUnitaryOperator). Consider amatrix product operator
O represented with tensor M of finite bond-dimension. O is called a matrix product
unitary operator if it is a unitary for all system sizes.

Note that we emphasize ‘for all system sizes’ for a good reason. In section 5.2 we
are going to see that there are matrix product operators which are unitary only for
certain system sizes, and hence do not fit into this definition.

If we define a new tensor M† as

M†
ji
=

(
M i j

)∗
(4.5)

then the MPUO condition is given graphically as

O†O =
𝑀

𝑀"

=
I I I I I

(4.6)

where we use a straight line to represent the identity matrix. This condition imposes
very strong constraints on M . The constraint can be most easily identified on the
composite of M and M†, which we define as

T i j =
∑

k

M†
ik ⊗ M k j =

M

M†

i

j

(4.7)

The unitarity condition Eq. 4.6 is saying that the matrix product operator with
tensor T i j is equivalent to a tensor product of identity operators I on each degree
of freedom. If we combine the input and output physical legs of T i j , we can think
of it as representing a matrix product state, which would be a tensor product of
maximally entangled pairs |11〉 + |22〉 + ...|dd〉.

Based on this observation, we can derive a general form for the T i j tensors. Let’s
give this as a lemma:
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Lemma 5. Let O be a Matrix Product Unitary Operator (MPUO) described by
local tensor M , then the tensor T i j , which is composed of M and M† as in Eq. 4.7,
has to take the following form:

(4.8)

where n is a constant, which denotes the number of steps in the process of finding the
canonical formof the associatedMPS. v1, . . . , vn denotes vectors in the double virtual
Hilbert space V = CD ⊗ CD. Namely, each vi ∈ Vi, v⊥i ∈ V⊥i is an orthonormal
basis vector in V = Vn ⊕ V⊥n ⊕ V⊥n−1 ⊕ V⊥n−2 ⊕ . . . ⊕ V⊥1 and Vi = Vi+1 ⊕ V⊥i+1 for all
0 ≤ i ≤ n − 1. Each W j k(i) denotes a block on V⊥i which of similar form of T j k

except 〈v⊥i |W
j k

i |v
⊥
i 〉 = 0 for all j, k and all v⊥i ∈ V⊥i .

Proof. This form of the tensorT follows directly from the definition of the canonical
form given in Ref.[27] and the requirement that O is an MPO which is a unitary for
all system sizes. We define an MPS form for the operator O†O which is described
by local tensor A j k obtained by combining the input and output legs, j and k, of T j k

as the physical legs, i.e.,

(4.9)

Following the procedure of finding the canonical form given in Ref. [27], we step
by step decompose the left and the right virtual vector space of the tensors A j k into
orthogonal subspaces. The procedure does this alternatively: first Ai j gets updated
to (PV1 + PV⊥1

)A j k , where PV1 and PV⊥1
are projectors onto V1 and V⊥1 respectively,

and PV1 + PV⊥1
= PV0 is the projector on the whole virtual space. As proved in
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Ref. [27] the terms PV1 A j k PV⊥1
vanishes. Now we update the MPS tensor A j k to

PV1 A j k PV1 + PV⊥1
A j k PV1 + PV⊥1

A j k PV⊥1
.

Repeating this procedure alternatively for decomposing left and right virtual vector
spaces, we obtain the following general form of the tensor T j k :

(4.10)

where the subspaces are split as V = Vn ⊕ V⊥n ⊕ V⊥n−1 ⊕ . . .V
⊥
1 , and Vi−1 = Vi ⊕ V⊥i

for all 1 ≤ i ≤ n and V0 = V = CD ⊗ CD.

Now we impose the requirement that the MPO O represented by the local tensor
M is unitary for all system sizes. Since the operator O is obtained with periodic
boundary conditions as seen in Eq. (4.2), we must investigate the associated MPS
represented by local tensors Ai j with periodic boundary conditions. This means that
only the operators of the form Ow,w′ with w,w′ ∈ V⊥i or w,w′ ∈ Vn appear in the
expression of O†O. Since we know that O†O = I⊗N for all system sizes, each of
the operators Oww′ must be individually equal to I. We can immediately see that
only one block of these operators can have diagonal terms, since otherwise it would
imply that O†O is only proportional to I⊗N and there is no way to make it exactly
equal to I⊗N by normalization. Let this block be the nth block that maps Vn to Vn

from right to left virtual legs. This implies that in the general form of the MPS
the blocks that map V⊥i to V⊥i can be decomposed further with the same procedure
but without any diagonal term. Say all dim V⊥i = 1 for all i ≤ n, then we only
have diagonal term in the block that maps Vn to Vn from right to left virtual legs.
When one of the blocks V⊥i is such that dim V⊥i > 1, we have additional terms in
the expression of A j k that has only non diagonal terms in the the block V⊥i , which
further decomposes as described above , but only within the vector space ofV⊥i . We
denote these terms in the sum as W j k(i) for each block of V⊥i . Furthermore, the fact
that MPS is a product state means that dim Vn = 1. Hence, Eq. (4.10) and the fact
that O is an MPUO as defined in Def. 3 imply that T j k is of the following form:
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(4.11)

�

Note that n ≤ D2 − 1 which simply follows from dimension considerations.

1D locality preserving unitaries as MPUO
In this section, we are going to show that all locality preserving 1D unitaries can be
represented as MPUO.

Let’s look at a few examples first and see how their representation fits the form in
Lemma 5.

• Example 1: Tensor product of unitary operators

This is a trivial case where the dimension of the virtual legs is 1. Graphically,
we denote it as

Mproduct =
U U U

(4.12)

where a line with a dot in the middle represents a nontrivial matrix, a unitary
U in this case. The T tensor as defined in Eq. 4.7 is automatically identity.

• Example 2: Controlled-phase between nearest neighbor spin 1/2s.

Let’s consider a simple entangled unitary in 1D
∏N

k=1 CPk,k+1, where each
CPk,k+1 is a two body unitary of the form

CP =

©­­­­­«
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1

ª®®®®®¬
(4.13)
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This unitary can be represented with

MCP = (4.14)

We can check that MCP satisfies the condition in Lemma 5. We can calculate
TCP to be

TCP = 0 0+1

0

0

+
0 0+1

1 0-1

1

1

1 0-1

=

00
+
11

I

00
+
11

00
-
11

I

01
+
10

1

2 + 1

2

00
+
11

01
+
10

00
-
11

00
+
11

1

2 + 1

2+
�z �z

(4.15)

• Example 3: Translation

Translation, which is a locality preserving unitary that cannot be written as
a finite depth circuit, can also be represented as a MPUO in a simple way.
Consider the translation to the right by one step in a spin 1/2 chain. The
operator can be represented with

Mr = (4.16)

where the curved lines again represent the identity matrix between the left
and up legs, and the right and down legs. When connected into a chain, it is
straight forward to see that it represents translation.

(4.17)

Similarly, translation to the left by one step can be represented with

Ml = (4.18)

Mr and Ml also satisfy the condition in Lemma 5. In particular,

Tr = =

00
+ 
11 

I

00
+ 

11 

00
+ 
11 

01
+ 

10 

1

2 + 1

2

00
+ 
11 

01
- 

10 

00
+ 
11 

00
- 

11 

1

2 + 1

2+ 
�z�x i�y

(4.19)

And a similar expansion holds for Tl .
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In fact, all locality preserving unitaries in 1D can be represented asMPUO satisfying
Lemma 5.

Theorem 3 (Locality preserving 1D unitaries as MPUO). Let O be a locality
preserving 1D unitary. It is possible to represent it as a Matrix Product Unitary
Operator, as defined in Definition 3.

Proof. We prove this statement in the following steps:

1. Translation operator by one step can be represented with an MPO as shown with
Example 3 above, such that the MPO is unitary for any system size.

2. One layer of non-overlapping unitaries can be represented with an MPO.WLOG,
consider a layer of non-overlapping two-body unitaries, which can be represented
with a tensor

Mtb = (4.20)

when connected together into a chain, this tensor gives the two-body unitaries.

(4.21)

Such an MPO is unitary for all system sizes.

3. According to Ref.[1], all 1D locality preserving unitaries can be decomposed
into a finite number of layers of translation and finite depth local unitary circuits
which can be further decomposed into a finite number of layers of non-overlapping
few-body unitaries. TheMPO representation of such a composite can be obtained by
stacking the MPO representation for each component. As each component satisfies
the MPUO condition that the MPO is unitary for all system sizes, the same is
true for the composite MPO. Therefore, all 1D locality preserving unitaries can be
represented as a MPUO, with tensors satisfying Lemma 5. �

4.3 Characterization of Matrix Product Unitary Operators
In this section we prove fixed-point properties of MPUOs. Suppose that O is an
MPUO described by tensor M . We show that when the individual tensors are
blocked, they satisfy equations that we call fixed-point equations. These equations
give a characterization of finite-bond dimension MPUOs. More importantly they
imply that MPUOs are locality-preserving.
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In order to obtain these results, we use basic facts about MPS[27]. So, let us first
review these starting from the transfer matrix. Define the transfer matrix EM of M

as

EM =
∑

i j

M i j ⊗ M i j∗ = =
∑

i

T ii, (4.22)

and denote the right eigen-vector of EM with largest eigenvalue as r and the left
eigen-vector with largest eigenvalue as l, such that 〈l |r〉 = 1. Assuming the spectral
radius of E is 1, we have

(4.23)

Based on Lemma 5, we can see that if M describes an MPUO, the transfer matrix
EM is of the following form:

EM = |vn〉〈vn | +
n/2∑
i=1

©­«
∑
v2i,v

⊥
2i

tr(Ov2i,v
⊥
2i
)|v2i〉〈v⊥2i |

+
∑

v2i−1,v
⊥
2i−1

tr(Ov⊥2i−1,v2i−1)|v
⊥
2i−1〉〈v2i−1 |

ª®¬
+

n∑
i=1

d∑
j=1

W j j(i)

(4.24)

Above we do not know the values of the trace of the operators, but we do know that
the left and right eigen-vectors of EM have to take the following form:

〈l | = 〈vn | +
n/2∑
i=1

c2i−1〈v⊥2i−1 |,

|r〉 = |vn〉 +
n/2∑
i=1

c2i |v⊥2i〉
(4.25)

where cis are complex coefficients.
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The left and right eigenvectors, when seen as matrices r =
∑
αβ rαβ |α〉〈β | with

elements rαβ and l =
∑
γδ lγδ |γ〉〈δ | with elements lγδ, are positive matrices. 〈l |r〉 =

1 since 〈vn |vn〉 = 1 and 〈v⊥2i |v
⊥
2 j−1〉 = 0 for all i, j.

Now we are ready to state the results. We define M̃ JI = M j1i1 M j2i2 . . . M jnin , where
I = i1i2...in, J = j1 j2... jn, as the tensor obtained by blocking the individual tensor
M . The blocked tensor M̃ satisfies the following fixed-point equations:

1. Fixed-point equation 1 - Separation:

(4.26)

2. Fixed-point equation 2 - Isometry:

(4.27)

where l and r denote the left and right eigenvectors of the transfer matrixEM as given
in Eq. (4.25). Eq. 4.26 (separation) and Eq. (4.27) (isometry) imply the following
equations called pulling through conditions, which we frequently make use of in the
chapter.

(4.28)
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Before proving the above claims, we first give a lemma that explicitly shows the
form of the tensor T̃ I J which is obtained by blocking the tensor T i j D2-times, i.e.,
T̃ I J = T i1 j1T i2 j2 . . .T i

D2 j
D2 .

Lemma 6. Let the general form of the tensor T be as in Eq. (4.8) in Lemma 5. Then,
the blocked tensor T̃ I J = T i1 j1T i2 j2 . . .T i

D2 j
D2 , where D2 is the bond dimension of

the tensor T , is of the following form

(4.29)

Proof. By Lemma 5, the general form of the tensor T can be taken as

T = |vn〉I 〈vn | +
n/2∑
i=1

©­«
∑
v2i,v

⊥
2i

|v2i〉Ov2i,v
⊥
2i
〈v⊥2i |

+
∑

v2i−1,v
⊥
2i−1

|v⊥2i−1〉Ov⊥2i−1,v2i−1 〈v2i−1 |
ª®¬ +

∑
i

W(i)
(4.30)

where |vi〉 ∈ Vi, |v⊥i 〉 ∈ V⊥i , and V = Vn ⊕ V⊥n ⊕ V⊥n−1 ⊕ . . . ⊕ V⊥1 . Now, imagine
that we block D2 of these tensors and obtain the tensor T̃ I J = T i1 j1T i2 j2 . . .T i

D2 j
D2 .

Using the facts that 〈v⊥i |v⊥j 〉 = 0 for all i and j, and 〈vi |v⊥j 〉 = 0 for all j ≤ i, it’s
only a matter of careful book-keeping to show that only the terms with |vn〉〈vn |,
|v⊥2i−1〉〈v

⊥
2 j |, |vn〉〈v⊥2i | and |v

⊥
2i−1〉〈vn | appear in the expression of the tensor T̃ I J .

Notice that the W(i) denotes the operator components within the block V⊥i which
only has nondiagonal elements and except for the diagonal element is in the same
form as T . After blocking D2 times, the terms that come from W(i) do not contract
anymore either from left or right, and hence they don’t appear in the tensor T̃ . Note
that the operator component with left and right indices |vn〉〈vn | acts as I⊗(D

2). �

Now, we prove that the blocked tensor M̃ that describes the MPUO satisfies the sep-
aration and isometry fixed-point equations given above in Eq. (4.26) and Eq. (4.27).

Theorem 4 (MPUO implies fixed-point equations). Let O be an MPUO described
by the tensor M . Then there exists a finite number n such that the blocked tensor M̃ ,
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which is obtained by blocking D2 of the tensor M , satisfies the fixed point equations,
i.e., Eq.(4.26) and Eq.(4.27).

Proof. By Lemma 5 and Lemma 6, we know that an MPUO implies the general
form for T̃ as in Eq. (4.29). By direct calculation the LHS of Eq. (4.26) is given as

|vn〉I ⊗ I 〈vn | +
n/2∑
i, j

∑
v⊥2i−1,v

⊥
2j

|v⊥2i−1〉Õv⊥2i−1,vn
⊗ Õvn,v

⊥
2j
〈v⊥2 j |

+

n/2∑
i

©­«
∑
v⊥2i

|vn〉I ⊗ Õvn,v
⊥
2i
〈v⊥2i |

+
∑
v⊥2i−1

|v⊥2i−1〉Õv⊥2i−1,vn
⊗ I 〈vn |

ª®¬
(4.31)

which is also equal to the RHS of the same equation, considering the fact that
〈vn |r〉 = 〈l |vn〉 = 1 and 〈v⊥2i |r〉 = 〈l |v

⊥
2i−1〉 = 0 for all i, which are easily seen from

the form of the left and right eigen-vectors derived in Eq. (4.25). This concludes
the proof of the separation equation. Using the same facts, it is straightforward to
prove the isometry condition given in Eq. (4.27). It is the following equation that
follows immediately from the above facts:

〈l |T̃ |r〉 = I . (4.32)

This completes the proof. As a side remark it’s also straightforward to see that the
isometry equation (4.27) is true even before blocking, i.e., 〈l |T |r〉 = I. �

Theorem 4 gives a characterization of MPUOs O by tensors M̃ that satisfies the
fixed-point equations, i.e., Eqs.(4.26) and (4.27).

Another consequence of the fixed-point equations is what we call the pulling through
equations, which is given as a corollary as follows.

Corollary 3. The fixed point equations, i.e., Eq. (4.26), and Eq. (4.27), imply the
pulling through equations, i.e., Eq. (4.28).

Proof. We start with the LHS of the pulling through equation, i.e., Eq. (4.28). We
apply the fixed-point equations, namely separation, i.e., Eq. (4.26) and then apply
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the isometry, i.e., Eq. (4.27), respectively. Pictorially, it follows as below.

(4.33)

The other pulling through equation from right to left follows from separation and
isometry fixed-point equations in the same way. �

Finally we close this section by showing that all finite-bond dimension MPUOs are
locality-preserving. It means that, it maps any geometrically k-local operator to a
geometrically (k+c)-local operator, where c is a constant independent of the system
size. This is proven in the following corollary.

Corollary 4 (MPUOs are locality-preserving). Every MPUO is locality preserving,
namely they map geometrically k-local operators to geometrically at most (k + c)-
local operators where c is a constant independent of the system size.

Proof. An MPUO O acts on an operator Ok as O : Ok → O†OkO.Pictorially it is
shown by

(4.34)

Using fixed-point equations, it is straightforward to see that

(4.35)

is a (k+2)-local operator. Hence after blocking sites, MPUOsmap k-local operators
to at most (k+2)-local operators. This means that before blocking, a k-local operator
is mapped to at most a (k + 2D2)-local operator, since we are guaranteed to reach
the fixed point after blocking D2 sites. �
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4.4 Extracting GNVW index from MPUO representation
Review of GNVW index
In Ref.[1], Gross, Nesme, Vogts and Werner proved that 1D locality preserving
unitaries (called cellular automata in that paper) can be classified according to how
much information is flowing across a cut in the chain. For example, finite depth
local unitary circuits – a finite number of layers of local unitaries where unitaries
within each layer do not overlap with each other – all belong to one class and there
is zero information flow. On the other hand, translation by one step in a spin 1/2
chain belongs to another class and there is a flow of a single spin 1/2 across any cut.

More specifically, Ref.[1] defined two 1D locality preserving untiaries to be equiv-
alent to each other if and only if they differ from each other by a finite depth local
unitary circuit and showed that every 1D locality preserving unitary is then equiv-
alent to some translation operation. Each equivalence class is characterized by an
index (the GNVW index) which measures how much translation is taking place: if
there is a translation of p dimensional Hilbert space by m steps to the right, the index
is pm; if there is a translation of q dimensional Hilbert space by n steps to the left,
the index is 1/qn; if there is translation in both directions, the index is pm/qn. Such
an index is consistent with the equivalence class structure of locality preserving uni-
taries because it was shown that when two locality preserving operators multiply,
their GNVW index also multiply

IGNVW(O1O2) = IGNVW(O1)IGNVW(O2) (4.36)

For 1D locality preserving unitaries, the index is always a positive rational number
and can be calculated as

IGNVW(O) :=
η(OALO†,AR)
η(AL,OARO†)

(4.37)

where AL is the set of operators within distance l0 on the left hand side of a cut
and AR is the set of operators within distance l0 on the right hand side of the cut.
η(A,B) measures the overlap between the two sets of operators and is defined as

η(A,B) :=
√

papb

pΛ

√√√ pa∑
i, j=1

pb∑
l,m=1

���TrΛ
(
êa†

i j êb
lm

)���2 (4.38)

where êa
i j is the set of basis operators in A and there are pa of them; êb

lm is the
set of basis operators in B and there are pb of them; Λ is a segment in the chain
containing both a and b. The GNVW index defined in this way converges to the
positive rational number characterizing information flow when l0 becomes large.
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Rank-ratio index = (GNVW index)2

How does one extract the GNVW index from the matrix product representation of
the locality preserving unitary operators? In this section, we show that it can be
extracted as the square root of the Rank-Ratio index, which is defined as the ratio
between the rank of the left and right SVD decompositions of the tensor M in the
representation.

Definition 4 (Rank-Ratio Index). Let M be the tensor in the matrix product repre-
sentation of a unitary operator with physical legs in the up and down directions and
virtual legs in the left and right directions. The Rank-Ratio Index is defined as the ra-
tio between the rank of the SVD decomposition between left,down–right,up legs and
the rank of the SVD decomposition between left,up–right,down legs. Graphically,
the Rank-Ratio Index is given by

IRR(M) = rank
( ) /

rank
( )

(4.39)

To demonstrate the connection between the Rank-Ratio index defined above and the
GNVW index in Ref. [1], first we need to define the injectivity condition for matrix
product operators. This definition is the same as the definition of injectivity as given
in Ref. [27] if we combine the input and output physical legs of the MPO tensor
and treat it as a matrix product state. We state this condition in detail below for
subsequent discussions.

Definition 5 (Injective matrix product operator). Consider a matrix product opera-
tor given by a set of matrices {M i j}, where i, j = 1, .., d label the input and output
physical legs. The MPO is called injective if rαβ and lγδ defined in Eq. (4.23) are
full rank matrices with row and column indices α, β and γ, δ respectively.

The notion of injectivity is relevant to our discussion of MPUO because if M

represents an MPUO, then it can always be put into an injective form by removing
redundant virtual leg dimensions. This can be shown by noticing that, if M cannot
be put into an injective form by removing redundant virtual dimensions, then each
M i j contains at least two blocks in their canonical form. Then correspondingly
T i j contains at least two blocks in its canonical form, which is not possible if it
represents identity for all system sizes, as we argued below Eq. (4.10).

Moreover, we need the following lemma.
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Lemma 7. Consider an MPO represented by an injective tensor M . Then
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where the dashed lines denote SVD decompositions across the cut, λ denotes the set
of singular values of the decomposition, and the square root on λ is taken element-
wise. l and r are the left and right eigenvectors of the transfer matrix EM as defined
in Eq. (4.23). l and r are denoted with black dots and their square roots are denoted
with grey dots.

Similarly, we have
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where l∗ is the complex conjugation of l and r∗ is the complex conjugation of r .

Note that as singular values are non-negative, there is no ambiguity in taking the
square root. Moreover, as M is injective, l and r have full rank and have a well
defined square root.

Proof. We are going to prove Eq. (4.40) and then the proof of Eq. (4.41), (4.42),
and (4.43) will follow in a similar way.

Consider the SVD decomposition on the left hand side of Eq. 4.40 and suppose it
takes the form ∑

β′
Miα, jβ′

√
r β′,β =

∑
s

Uiα,sλsVs, jβ (4.44)
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Then the tensor on the right hand side of Eq. 4.40 becomes∑
β′,δ′, j Miα, jβ′rβ′,δ′M

†
jδ′,kγ

=
∑

j,s,s′ Uiα,sλsVs, jβV
†
s′, jβλs′U

†
kγ,s′

=
∑

s Uiα,sλ
2
sU†kγ,s

(4.45)

Therefore, the singular value for the tensor on the right hand side is the square of
the singular value on the left hand side. Hence we get Eq. 4.40. �

The Rank-Ratio Index defined above can be directly related to the GNVW index if
the MPUO is either injective or a stack of injective MPUOs.

Theorem 5 (Rank-Ratio index = (GNVW index)2 for injective or stack of injective
MPUO). Consider an MPUO O represented with tensor M . Take a sufficiently long
but finite block so that the blocked tensor M̃ satisfies the Separation, Isometry and
Pulling Through conditions in Eq. (4.26), (4.27) and (4.28). If M is injective, or a

stack of several injective tensors as
( )

, then

IRR(M̃) = (IGNVW(O))2 (4.46)

We are going to proceed to prove theorem 5 in the following steps:

1. For an injectiveMPUO representation of non-overlapping two-body unitaries,

IRR(M̃) = 1 = I2
GNVW(O). (4.47)

2. For an injective MPUO representation of translation (to the right) by one step,

IRR(M̃) = d2 = I2
GNVW(O). (4.48)

where d is the dimension of the local physical Hilbert space.

3. If we stack two injective MPUOs as M12 = , then

IRR(M̃12) = IRR(M̃1)IRR(M̃2). (4.49)

According to Ref.[1], any locality preserving unitary can be obtained by
stacking translation and layers of non-overlapping few body unitaries and their
GNVW index multiply when stacked. Therefore, using the above equations
we can show that the Rank-Ratio index of the stacked tensor is the square of
the GNVW index.
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4. On the other hand, the stacked M12 may not be injective itself but can be made
injective. We will show that its Rank-Ratio index does not change even if we
reduce it to the injective form.

5. Finally, we show that the Rank Ratio index is stable in that if M̃ is the fixed
point form (which satisfies Eq. (4.26), (4.27), and (4.28)) of an injective tensor
or a stack of injective tensors, then the Rank-Ratio index does not change if
we keep blocking M̃ .

Proof. Let’s follow the procedure listed above.

1. Consider the tensor given in Eq. 4.20 to represent non-overlapping two-body
unitaries.

Mtb =
Nl Nr (4.50)

where we have labeled the left and right part of the tensor Nl and Nr respectively.
As this representation can be obtained by decomposing each two-body unitary into
a matrix product form, we can always choose Mtb to be injective.

According to the isometry condition in Eq. 4.27, which is true even before blocking,
we have

Nl Nr

N†
rN†

l

l r (4.51)

and similarly

Nl Nr

N†
rN†

l

l⇤ r⇤ (4.52)

Each of these two equations actually contains two parts: the left halves on the two
sides are equal to each other and right halves on the two sides are equal to each other.
Both halves have to be satisfied simultaneously. Then using Eq. 4.40, we have

λ
©­« ª®¬ = λ1/2 ©­« ª®¬ = λ1/2 ©­« ª®¬ (4.53)

As
√

l∗ is a positive matrix, applying it does not change the rank of the SVD
decomposition, so we have

rank
( )

= rank
( )

= dl (4.54)
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where dl is the dimension of the physical index in Nl . Similarly, we have

rank
( )

= dl,

rank
( )

= rank
( )

= dr .
(4.55)

where dr is the dimension of the physical index in Nr . Now if we calculate the
Rank-Ratio index for Mtb, we find that

IRR(Mtb)

= rank
( ) /

rank
( )

= (dl dr)/(dl dr) = 1 = I2
GNVW(Otb)

(4.56)

Moreover, since the tensor Mtb already satisfies the separation, isometry, pulling-
through conditions in Eq. (4.26), (4.27), and (4.28), we have

IRR(M̃tb) = 1 = I2
GNVW(Otb). (4.57)

2. For translation operator, the relation between the Rank-Ratio index and the
GNVW index can be found through direct calculation. Consider translation by one
step to the right represented by Mr in Eq. 4.16.

IRR(Mr)

= rank
( ) /

rank
( )

= d2/1 = d2 = I2
GNVW(Or)

(4.58)

Since the tensor Mr already satisfies the fixed point conditions, we have

IRR(M̃r) = d2 = I2
GNVW(Or). (4.59)

Moreover, even though we have only checked this relation for one possible represen-
tation of the translation operator, it holds for all possible injective representations as
they differ from each other at most by a basis transformation on the virtual legs[27].

3. Now let us stack two layers of MPUOs which are injective individually. The
composite tensor

M12 = (4.60)

is in general not injective. But we will show that its Rank-Ratio index is still the
square of the GNVW index of the corresponding unitary operator.
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Let’s assume that M1 and M2 are already at fixed point form satisfying the separation,
isometry, pulling through conditions Eq. 4.26, 4.27, 4.28. M12 is in general not in a
fixed point form, but by blocking sites we can take it to a fixed point form. Suppose
that the fixed point for M12 can be achieved by blocking two sites. (Our proof below
also works if we take larger blocks.) Now we are going to use Eq. 4.40 through 4.43
in Lemma 7 to prove that

IRR(M̃12) = IRR(M̃1)IRR(M̃2). (4.61)

To see this, we find that

λ

( )
= λ1/2 ©­­«

ª®®¬ = λ1/2 ©­­«
ª®®¬

= λ

( )
= λ1/2 ©­­«

ª®®¬ = λ1/2 ©­­«
ª®®¬

= λ

( )
(4.62)

where we have used simplified notation 1, 2, 1†, 2† to refer to M1, M2, M†1 , and M†2 .
The black dots represent the left and right eigenvectors of the transfer matrices of
M1, M2, M†1 , and M†2 while the grey dots are the square root of the black dots. As
long as M1, M2 are injective (so are M†1 and M†2 ), the grey dots do not change the
rank of the SVD decomposition. Therefore we have

rank

( )
= rank

( )
rank

( )
(4.63)

Similarly, we have

rank

( )
= rank

( )
rank

( )
(4.64)

Dividing these two equations, we get as promised

IRR(M̃12) = IRR(M̃1)IRR(M̃2). (4.65)

4. M12 as a stack of M1 and M2 may not be injective itself. But as we show below,
the Rank-Ratio index does not change if we reduce it to the injective form. Suppose
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that to reduce M12 to the injective form and remove redundant virtual dimensions,
we need to do a projection P to the pair of virtual legs in each direction, as denoted
by the { } in the following equation:

M12 = →M12 = (4.66)

The separation condition on M12 reads

(4.67)

The left and right eigen-vectors (the black dots) that we insert in the middle are
supported on P, so we are free to add those projections. (Note that the separation
condition holds even if the MPO is not injective.) The tensors in each row are the
same and we have labeled only one of them.

On the other hand, we have

(4.68)

where the first step uses the separation condition for M2, the second step uses the
pulling through condition for M2, and the third step uses the separation condition
for M1. Comparing Eq. 4.67 and 4.68, we find that

(4.69)

And a similar relation holds if we switch the place of M1M2 and M†2 M†1 . From these
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relations we find that

λ

( )
= λ1/2 ©­­«

ª®®¬ = λ1/2 ©­­«
ª®®¬

= λ

( )
= λ

( )
= λ1/2 ©­­«

ª®®¬
= λ1/2 ©­­«

ª®®¬ = λ
( )

= λ

( )
(4.70)

In this equation, step 1, 3, 5, 7 uses Lemma 7, step 2, 6 uses Eq. 4.69 (or similar),
step 4, 8 uses derivations similar to that in Eq. 4.62. In particular, in step 4 adding
the projection P does not affect the relation as the two tensors before adding the
projection are related by a unitary on the left and down legs.

Therefore, we get

rank
( )

= rank
( )

rank
( )

(4.71)

Similarly, we have

rank
( )

= rank
( )

rank
( )

(4.72)

Dividing these two equations we get

IRR(M̃12) = IRR(M̃1)IRR(M̃2) = IRR(M̃12). (4.73)

Therefore, the Rank-Ratio index of the stack MPUO M12 remains the same whether
we reduce it to the injective form or not and we always have

IRR(M̃12) = IRR(M̃1)IRR(M̃2). (4.74)

This property of the Rank-Ratio index is the same as that of the GNVW index which
multiply when we combine two locality preserving unitaries (Eq. 4.36). As in each
of the injective layers (either representing local unitary or translation) the Rank-
Ratio index is equal to the square of the GNVW index, when we stack the layers,
the Rank-Ratio index is still equal to the square of the GNVW index. Therefore, for
injective or stack of injective MPUO representations, we always have

IRR(M̃) = (IGNVW(O))2 (4.75)
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5. Finally, we need to show that our definition of Rank-Ratio index is stable. That
is, it does not change if we keep blocking the tensor M once it has reached the fixed
point form. This is true for both injective and stack of injective tensors.

Suppose that M is at the fixed point form satisfying the separation, isometry, pulling
through conditions in Eq. 4.26, 4.27, 4.28. Then we have

λ

( )
= λ1/2 ©­­«

ª®®¬
= λ1/2 ©­­«

ª®®¬ = λ
( ) (4.76)

Therefore, we have

rank

( )
= rank

( )
× d (4.77)

Similarly we have

rank

( )
= rank

( )
× d (4.78)

Dividing these two equations we find that the Rank-Ratio index does not change if
we block tensors at the fixed point. Note that when M is a stack of injective tensors,
the grey dots in the previous equations actually correspond to several grey dots, one
on each injective virtual leg.

With these steps, we complete the proof of Theorem 5. Note that, as our proof relies
on Lemma 7 which is about the spectrum of the SVD decomposition, so in principle
we can define our index as the ratio of the exponential of the entropy of the left and
right SVD decompositions. The only tricky part is that we need to add the grey
dots, the square root of the left and right eigenvectors of the transfer matrices, to the
virtual legs for the index to work. This is doable but procedural-wise complicated.
Therefore, we choose to define the index using the rank, instead of the entropy, of
the SVD decomposition. �

4.5 Numerical calculation of index for random MPUO
In this section we are going to calculate the rank-ratio index of some examples of
random MPUO. The examples of random MPUO considered are drawn in Fig. 4.2,
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and the corresponding numerical results are given in Tables 4.1, 4.2, and 4.3
respectively.

To generate random k-body unitaries we use the QR-decomposition of random
matrices. The algorithm is as follows:

1. Generate dk dimensional random matrix Mdk×dk . d is the dimension of the
physical Hilbert space at each site.

2. Perform a QR-decomposition: M = QR. Q is a dk dimensional unitary while
R is an upper triangular matrix.

3. The Q and R are not unique since for any dk dimensional unitary diagonal
matrix Λ, QR = (QΛ)(Λ−1R). To fix this, we demand that R has positive
diagonal entries. This fixes Λ to be identity. If R =

∑
i j ri j |i〉〈 j |, create a

diagonal matrix Λ′ =
∑

i
rii
|rii | |i〉〈i |, and Q′ = QΛ′. Now for every random

matrix M , Q′ is a unique dk dimensional unitary.

From these examples, we can see that

• The Rank-Ratio index fluctuates for small block sizes but saturates to a fixed
value for large enough block sizes;

• The saturated value is equal to the square of the GNVW index and only
depends on the equivalence class of the MPUO, which is invariant under
stacking with any finite depth local unitary operation.

4.6 A non-locality-preserving MPO: fractional GNVW index
In the previous section, we have discussed how matrix product operators satisfying
a simple unitary condition (Definition 3 and Eq. 4.6) provides a necessary and
sufficient representation of locality preserving unitaries classified by the GNVW
index. On the other hand, if we relax the condition in Eq. 4.6, we can obtain matrix
product operators, which are unitary in a more general sense, with index beyond the
GNVW framework. In this section, we are going to give one example of such matrix
product operators. We are going to show that this operator is unitary in systems of
odd size and non-unitary in systems of even size. It does not preserve locality and
can have a ‘fractional’ index!



126

Figure 4.2: Some examples of random MPUOs. Local physical Hilbert space has
dimension d = 2 in all cases. (a) We combine a single right-translation operator
with random finite depth local unitary operators. U1,U2,U3, and U4 are all random
2-local unitaries, (b) we combine layers of random local unitaries with layers of
right-translation. First layer is made of 2-local random unitary U1, second layer is
right-translation, third layer is 3-local random unitary and fourth layer is again a
right translation operator. (c) Finally as an example of the most general case we
combine random local unitary operators with left and right translational operators.
The first layer is right-translation, the second layer is random 2-local unitaries, the
third layer is left-translation, the fourth layer is random 3-local untaries and final
layer is right-translation again. Numerical calculation of RR indices of MPUOs in
(a),(b), and (c) are given in tables 4.1, 4.2, and 4.3 respectively.

Consider the MPO O f represented with local tensor

M f = +
a, b, c = 1, 2, 3

a

a

a

aa

a

b

c

a 6= b, b 6= c, c 6= a

(4.79)

This is a special MPO in that it represents a unitary operator when system size is
odd and a non-unitary operator when system size is even. For example, when the
system size is two, the operator maps both input states |12〉 and |21〉 to |33〉. Similar
non-unitary mappings exist whenever the system size is even. This is different
from all the other examples we discussed in this chapter, which are unitary and
satisfy Eq. 4.6 for all system sizes. (And this operator does not satisfy Eq. 4.6 even
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Length of

blocked MPO
rank of
left SVD

rank of
right SVD RR index

1 64 16 4
2 8 8 1
3 16 4 4
4 32 8 4
5 64 16 4
6 128 32 4
7 256 64 4

Table 4.1: Numerical calculation of RR index of MPUO shown in Fig. 4.2(a).
We start with site labeled 1 and block sites one by one to the right. We see that
after blocking 3 sites the index stabilizes to value 4, which is expected since this
MPUO is, by construction, equivalent (up to finite depth local untiaries) to a pure
right-translation and hence has index IRR(Mr) = 22 = 4.

Length of
blocked MPO

rank of
left SVD

rank of
right SVD RR index

1 8 8 1
2 16 4 4
3 32 2 16
4 64 4 16
5 128 8 16
6 256 16 16
7 512 32 16

Table 4.2: Numerical calculation of RR index of MPUO shown in Fig. 4.2(b). We
start with site labeled 1 and block sites one by one to the right. We see that after
blocking 3 sites index stabilizes to value 16, which is expected since this MPUO is,
by construction, equivalent (up to finite depth local untiaries) to the combination of
two pure right-translation and hence has total index IRR(Mr)2 = 42 = 16.

after blocking.) Therefore, it does not belong to the set of MPUO as defined in
Definition 3.

To understand the property of this MPO, we can construct T f according to Eq. 4.7
and, from its general form, identify the operator O†f O f . The general form of T f ,
which we calculate using the procedure in Ref.[27], contains two blocks. The first
block is what we would expect if O is a unitary for all system sizes

00
+ 
11 
+ 
22 

I

1

3

00
+ 
11 
+ 
22 

(4.80)

Different from a usual unitary MPO, there is a second block, which represents the
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Length of

blocked MPO
rank of
left SVD

rank of
right SVD RR index

1 16 4 4
2 32 8 4
3 64 4 16
4 32 8 4
5 64 16 4
6 128 32 4
7 512 128 4

Table 4.3: Numerical calculation of RR index of MPUO shown in Fig. 4.2(c). We
start with site labeled 1 and block sites one by one to the right. We see that after
blocking 3 sites index stabilizes to value 4, which is expected since this MPUO is,
by construction, equivalent (up to finite depth local untiaries) to the combination
of two pure right-translation and one left-translation, and hence has total index
IRR(Mr)IRR(Ml)IRR(Mr) = 4. 14 .4 = 4.

superposition of two translation symmetry breaking operators. The two operators
each have period 2 and they map into each other under a single step of translation.
Therefore, this part of the MPO is zero when the system size is odd, leaving the
MPO O f to be unitary. When the system size is even, the second block gives rise to
a nontrivial operator, which breaks the unitarity of O f .

When the system size is odd (2n+1), O f is a unitary operator, but it is a highly non-
locality preserving. To see this, consider the operator Pn = |1〉〈2| + |2〉〈3| + |3〉〈1|
on the nth qutrit and the conjugation of Pn by O f . Applying O†f PnO f on an initial
state |11...1...11〉, we find that the state is mapped to

|11...1...11〉
O f−−→ |11...1...11〉

Pn−−→ |11...3...11〉
O†

f−−→ |32...a...32〉
(4.81)

where a = 3 if n is odd and a = 1 if n is even. As the final state |32...a...32〉 is
globally different from the initial state |11...1...11〉, O†f PnO f has to be a nonlocal
operator even tough Pn is local. Therefore, O f is a non-locality-preserving unitary
when system size is odd.

Interestingly, if we calculate the index of M f according to Eq. 4.39, we find that

IRR(O f ) = rank
( ) /

rank
( )

= 3 (4.82)

and this number stays invariant if we take blocks of M f .If we were to convert it to
the GNVW index, we would find it to be

√
3 which is not a rational number and
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hence not allowed as a GNVW index. This is of course expected because O f is not a
locality preserving unitary and this example illustrates that it is possible to represent
some non-locality-preserving unitaries with drastically different properties from the
locality-preserving ones using the matrix product operator formalism. We would
expand more on these kinds of MPOs in the next chapter.

4.7 Summary and outlook
In this chapter we studied the representation of one dimensional locality preserving
unitaries using the matrix product operator (MPO) formalism. We show that matrix
product operators, which are unitary (for all system sizes), are guaranteed to preserve
locality and all locality preserving unitaries can be represented in a matrix product
way. Moreover, we show that the GNVW index[1] classifying locality preserving
unitaries in 1D can be extracted in a simple way as in Eq. 4.39 for injective or a stack
of injective tensors. On the other hand, matrix product operators satisfying a more
general unitarity condition – unitary only for systems of certain sizes – can have very
different properties. In particular, we present one example of MPO which is unitary
for odd size systems but not for even size systems and find that it is non-locality
preserving and has a fractional index as compared to the locality preserving ones.

Many interesting questions remain open regarding the matrix product representation
of unitaries. First of all, Lemma 5 provides a complete characterization of MPOs
which are unitary for any system size. However, this characterization is in terms of
T rather than M . In particular, if one wants to simulate a unitary evolution process
using finite bond dimension MPO, it is not clear which parameter space one should
choose from such that the MPO is guaranteed to be unitary. If such a parameter
space can be identified, we can generate 1D unitaries without having to check the
condition on the T tensor. With the matrix product representation of states, we
do not need to worry about this problem because any tensor generates a legitimate
quantum state. This is essential for variational algorithms based on matrix product
states. If we want to have similar simulation algorithms for unitary dynamics with
matrix product operator, this problem needs to be addressed.

Secondly, adding symmetry requirement to the 1D unitary operators can result in
more detailed classifications. This has been discussed in terms of (dynamical)
interacting Floquet phases with symmetry where a classification in 1D has been
proposed in Ref.[65–69]. Similar to the case of 1D gapped (nondynamical) phases,
adding symmetry can result in symmetry-protected Floquet phases. It would be
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interesting to see how to distinguish different symmetry protected Floquet phases
based on the MPO representation of their Floquet operator.

Finally, the example we discussed in section 5.2 shows that if we relax the definition
of unitarity, MPO can represent non-locality-preserving unitaries with fractional
index. What is the full power of MPO in representing 1D unitaries in this more
general sense? For matrix product state, we know that with a translation invariant
finite bond dimension representation, the state represented is either gapped or a
superposition of several gapped states. Can we obtain a similar understanding of
the MPO representation of 1D unitaries? This is a question we plan to study in the
future.
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C h a p t e r 5

TN REPRESENTATION BEYOND LOCALITY-PRESERVING 1D
UNITARY OPERATORS

5.1 Background and Motivation
In the last chapter we developed the tensor representation of locality-preserving 1D
unitary operators. We observed that such MPUs are generated by a local-tensor
with certain general form. Namely, its T =

∑
j M i j(M j,k)∗ has to have only one

block of rank one in its canonical form (Eq. 5). To show that such MPUs can
represent all locality preserving 1D unitaries, we proved that they can represent the
basic building blocks of such unitaries, and hence can be stacked to construct any
1D locality-preserving unitary. It was shown that if we block such local-tensors
enough times, they satisfy certain fixed point equations, namely, separation (Eq.
(4.26)) and isometry (Eq. 4.27). We proved that it follows from the fixed point
equations that these MPUs are bound to be locality-preserving. That is, they map
local operators to local operators. To characterize such MPUs, we defined an index
called Rank-Ratio(RR) index as the ratio of ranks between left SVD and right SVD
decomposition of the local-tensor (definition 4) and showed (theorem 5), using fixed
point equations, that this index satisfies all the required properties for it to be an
equivalent of GNVW index defined in Ref. [1]. Finally, in section 5.2 we noted an
example where the local-tensor generated unitaries but not for all system sizes. It
had a periodicity of 2, that is, it was only unitary for odd system sizes. The present
chapter is inspired by and is an expansion by this example.

We start with noting that everything we proved about the locality-preserving MPUs
followed from the following implicite assumption (or requirement): there is a 4-leg
local tensor that generates MPOs on periodic N-site 1D chains and we rquire this
MPO to be unitary for all system sizes, N . This was the justification in assuming
that T has only one block of rank in its canonical form. But the reason for this
assumption is not clear apriori. We often work with certain range of system sizes.
Why should we care whether the MPU at hand is generated by a local-tensor that
generates unitaries for other system sizes as well? Though this assumption gave
us locality-preserving MPUs, do we know that all locality-preserving MPUs on a
given system size would be of this category? To understand MPUs better we would
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relax this requirement in this chapter and would ask a more general question: given
a system sizes N , what is the condition on local-tensor M such that the generate
MPO O(N) is unitary?

Another motivation of this investigation is to find an easier test that can be performed
on a local tensor to predict whether or not it generates unitary on a given 1D chain
of fixed size, or a set of sizes. Currently the only test to be performed on local
tensor is to calculate the canonical form of its T tensor and see whether it satisfies
the general form given in Eq. 5. But this can be a tedious calculation for a given
arbitrary tensor, and moreover it can only tell us whether the local-tensor generates
unitary on all system sizes.

Comparisons can be drawn with the theory of MPS, where just calculating the
transfer matrix of the local tensor gives us a lot of information about the generic
behavior of MPS on a finite periodic chain. In particular, it is well known that all
transnational-invariant MPS with injective local-tensor (which means the transfer
matrix has a non-degenerate highest eigenvalue) share a generic physical property:
they all have short ranged correlations. This is very useful because calculation of
transfer matrix and its eigenvalues is very convenient. Can we make similar claims
about an MPU? The equivalent of short ranged correlation for MPU is locality-
preservation. So we can ask, does an injective local tensor (which means that
the transfer matrix of local-tensor, EM , has a non-degenrate highest eigenvalue)
always creates a locality-preserving MPU? We will be investigating such questions
by general approach and specific examples in this chapter. In particular we ask the
following questions:

1. Are MPUs generated by an injective local-tensor always locality-preserving?
If not, what is the sufficient condition for locality-preservation?

2. Given a local-tensor, how can we predict whether it generates unitary on a
given 1D chain, or a set of such chains (where the set can potentially include
all system sizes)?

3. Are there finite bond-dimensional non locality-preserving MPUs generated
by a single local-tensor? If so, how can a locality-preserving MPU be differ-
entiated by a non locality-preserving MPU? Is there an index that measures
the amount of non locality-preservation of an MPU?
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In this chapter we answer the above questions as follows (EM,ET denote transfer
matrix of M and T respectively):

1. Locality-preservation does not depend on the injectivity of the local-tensor
M . It depends on the injectivity of T tensor. More specifically, the sufficient
condition for locality-preservation is that the transfer matrix of T , ET has only
one non-zero eigenvalue which is equal to 1.

2. A local tensor generates unitary on 1D chain of length N if and only if
Tr(EN

T ) = Tr(EN
M) = 1. In particular, it generates unitary for all system sizes

if and only if both EM and ET have only one non-zero eigenvalue which is
equal to 1.

3. Yes, there are infinitely many finite-bond dimensional non locality-preserving
MPUs. They have non-locality index which measures how much information
they transfer to long distances. They are characterized by a presence of ‘MPO
type’ symmetry similar to those in the 2D tensors that represent topological
phases.

The rest of the chapter is organized as follows. We first introduce a notion of N-
unitarity of a local-tensor in section 5.2 as a point of departure from the last chapter.
Then in section 5.3 we would prove the central theorem of this chapter which gives a
necessary and sufficient condition for a tensor to be N-unitary. A key characteristic
of an MPU is how it acts on local algebras. So we would revise the formalism of
support-algebras and how they relate to tensor networks in section 5.4. After this we
would revisit the locality-preserving MPUs in this new formalism in section 5.5 and
re-derive and refine their properties noted in the last chapter under the general notion
of unitarity and support-algebras. In particular we would show that GNVW index
definition directly translates to RR index in tensor networks. Finally, in section 5.6,
we will discuss examples of non locality-preserving MPU and show how they have
a ‘long-range order’ in a certain sense. We will conclude the chapter with summary
and outlook.

5.2 N-unitarity
First we set the terminology for the rest of this chapter. A local-tensor M is a
4-index tensor with two virtual indices and two physical indices (an input and an
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output). Pictorially,

(5.1)

where i and j are the the input and output physical indices and a and b are the left
and right virtual indices. We can put these tensors on a periodic 1D system with N

sites and contract all the virtual indices. This will give us a physical operator ON

on the N sites which will refer to as the MPO generated by the local tensor M and
denote it as ON (M),

(5.2)

where the twists at both ends denote periodic boundary condition. We will see
below how the same local-tensor can generate MPOs ON which are unitary for some
values of N and not unitary for other values. To make this precise we define

Definition 6. A local-tensor M is N-unitary if theMPO generated by it on a periodic
1 D chain of size N , ON (M), is unitary. In such a case we denote the MPO as U(N).

If a local-tensor generates unitary for all sizes in some set, N ∈ S, then we would
refer to them as S-unitary. We will see that MPUs discussed in the last chapter are
generated by special local-tensors which generate unitary for all system sizes. So
they can be called N-uniary local tensors. Similarly, the local-tensor in Eq. 4.79
discussed in the section is an example which generates unitary MPO only for odd
system sizes. So it can denoted as (2N − 1) - unitary local-tensor. One of the
main objectives of this chapter is to understand N-unitary local-tensors which are
not N-unitary, that is, local-tensors that generate unitaries for some but not for all
system sizes.

Recall from last chapter that for any local-tensor M we can define another local-
tensor T(M) as

T i j(M) =
∑

k

M†
ik ⊗ M k j =

M

M†

i

j

. (5.3)

When the underlying M is clear from the context, we would simply refer to it as the
T-tensor. As we have already seen, tensor T plays a central role in understanding
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the properties of M . Sometimes it is more useful to consider the T-tensor of M†

instead that of M . We would simply denote them as T(M†).

For any local-tensor we can define a transfer matrix as in Eq. (4.22) which we repeat
here with slight modification for convenience,

. (5.4)

Note the factor of 1
d , where d is the dimension of the local physical Hilbert space.

Similarly, transfer matrix of T turns out to be,

. (5.5)

Notice that T satisfies T† = T , but T(M†) , T†(M).Also one can see EM ≡ EM† and
ET(M) = ET(M†) in the sense that they are the same matrices with just indices shifted.

We will now see that EM and ET play a key role in determining N-unitarity.

5.3 Necessary and sufficient condition for N-unitarity
Now we present the central theorem on N-unitarity.

Theorem 6 (N-unitarity theorem). A local-tensor M is N-unitary if and only if

Tr(EN
M) = Tr(EN

T ) = 1. (5.6)

Proof. (i) First we prove: N-unitarity⇒ Tr(EN
M) = Tr(EN

T ) = 1.

This is easy to prove. Since M generates unitary on N-sites, we have

. (5.7)
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Now take trace on physical indices on both sides,

⇒ Tr((dEM)N ) = dN

⇒ Tr(EM) = 1 .(5.8)

Note that since M generates unitary on N sites, T(M) also generates unitary on N

sites. In fact it generates identity. Since above equaltion is true for any N-unitary
local tensor, it must be true forT(M) also. Sowe have provedTr(EN

M) = Tr(EN
T ) = 1.

(ii) Now we prove: Tr(EN
M) = Tr(EN

T ) = 1 ⇒ O(N)†O(N) = O(N)O(N)† = I⊗N , that
is, M is N-unitary.

let’s choose an orthonormal basis for the space of operators on a d-dimensional
Hilbert space as {σj, j = 0, 1, . . . d2 − 1}, where σ0 = I and σj,0 are traceless
operators and with the property,

Tr(σjσ
†
k ) = dδ j,k, ∀ j, k . (5.9)

Now we decompose T(M) in terms of these operators on the physical space and
operators on the vitrual space,

(5.10)

This is not an SVD decomposition. We have simply written T choosing some basis
in the physical space. At this point we do not know anything about s j operators.
Now taking the trace on the physical legs above gives us dEM on the LHS and d ⊗ s0

on the RHS as all other terms vanish since Tr(σ0) = d and Tr(σj,0) = 0. So we
simply get,

s0 = EM . (5.11)

Since we want to prove O(N)†O(N) = I⊗N , we note that O(N)†O(N) can be expressed
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in terms of σj and s j as

, (5.12)

or, algebraically,

O(N)†O(N) =
∑

j1, j2,..., jN

Tr(s j1 s j2 . . . s jN )σj1 ⊗ σj2 ⊗ . . . ⊗ σjN . (5.13)

For convenience of representation, we combine indices j1, j2, . . . , jN into a vector
index J = | j1, j2, . . . , jN〉 and write

O(N)†O(N) =
∑

J

Tr(s(N)J )σ
(N)
J , (5.14)

where s(N)J = s j1 s j2 . . . s jN and σ(N)J = σj1 ⊗ σj2 ⊗ . . . ⊗ σjN Note that σ(N)J form an
orthonormal basis for operators on d⊗N space and satisfy

Tr(σ(N)J σ
(N)†
K ) = dNδJ,K . (5.15)

And σN)
J=00...0 = I⊗N . So to prove O(N) is unitary, we need to prove

Tr(s(N)J ) = 0, ∀J , |00...0〉. (5.16)

To do that, let’s write equation (5.14) pictorially,

, (5.17)

and now multiply both side with their respective complex conjugates, amd take the
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trace on physical indices,

, (5.18)

where in the second step we have used the definition of ET (Eq. 5.5) on the LHS and
orthonormality of σ(N)J (Eq. (5.15)) on the RHS. So now we use the assumptions
Tr(EN

T ) = Tr(EN
M) = 1 in above and get,

Tr(EN
T ) =

∑
J

|Tr(s(N)J |
2

1 = |Tr(s(N)J=|00...〉 |
2 +

∑
J,|00...〉

|Tr(s(N)J |
2

1 = |Tr(sN
0 )|

2 +
∑

J,|00...〉
|Tr(s(N)J |

2

1 = 1 +
∑

J,|00...〉
|Tr(s(N)J |

2

⇒ Tr(s(N)J,|00...〉 = 0 (5.19)

where Tr(s(N)J=|00...〉) = Tr(sN
0 ) = Tr(EN

M) = 1 has been used in the 3rd step. We have
proved the key step required (Eq. 5.16). So simply putting Eq. (5.19) in Eq. (5.14)
we get

O(N)†O(N) = Tr(s(N)00...0)σ
(N)
J (5.20)

= I ⊗ I ⊗ . . . ⊗ I . (5.21)

Since EM† and ET(M†) have the same spectrum as that of EM and ET(M) respec-
tively (they are the same matrices with indices permuted), we also have Tr(EN

M†
) =

Tr(EM† = 1. So following the same steps as above but for M† we can prove
O(N)O(N)† = I⊗N . So we have proved O(N)†O(N) = O(N)O(N)† = I⊗N as desired.
This completes the proof. �
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The N-unitarity theorem is very useful in general because it has the following
implication for any translation-invariant Wilson-loop operator: If a translation-
invariant Wilson-loop operator (of any length) can be represented by a finite bond-
dimensional MPO, then its unitarity can be checked locally and efficiently.

The N-unitarity theorem completely characterizes all possible translation-invariant
unitary MPOs. It is very useful because it gives an efficient algorithm to find
out whether a translation-invariant MPO is unitary. Conversely, all translational-
invariant unitary MPOs can be thought of as particular solutions to N-unitarity
equation (5.6).

Now we turn to other aspect of an MPU, its action on local algebras.

5.4 Action of MPU on local operators
An MPU acts on local operators Ax by conjugation Ax → U(N)AxU(N)†. Under this
operation, local algebra gets mapped to an algebra supported on a larger space. We
want a good measure of this "spreading" done by MPU. In the last chapter we talked
simply in terms of how much of the local algebra gets mapped to the right and how
much gets mapped to the left. However, as we will see, for MPUs that map local
algebra to a non-local (global) algebra this measure does not work. So we need
a slightly more general quantity to work with. For this, we turn to the notion of
support algebras.

First we need to define the notion of support algebras (See Ref. [1]).

Definition 7. let’s say there is a subalgebra A of a tensor product of algebras,
A ⊂ By ⊗ Bz. If there is a smallest subsalgebra Cy ⊂ By such that A ⊂ Cy ⊗ Bz

then Cy is called the support algebra of A on By and is denoted as S(A,By)

In the present context we can think of By as the algebra of operators on yth site on
the 1D chain, and set z = ȳ to denote algebra of operators on all the sites excluding
y. It is known that S(A,By) can be calculated using SVD decomposition of A. If
we SVD decompose operators in A ∈ A between operators in By and operators in
Bȳ,

A =
∑
µ

λµBµ
y ⊗ Cµ

ȳ , (5.22)

where Bµ
y represent an operator on the yth site and Cµ

ȳ represents operator supported
on the rest of the Hilbert space. Then support algebra S(A,By) is generated by all
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Bµ
y arising in this way. Mathematically, this is equivalent to finding the reduced

density matrix of a many-body state on a particular site. Except here, we do this
with operators, not vectors.

So we see that the quantity of interest for MPU is the dimension of the support
algebra, dim(S(U(N)AxU(N)†,Ay)). Roughly speaking, it measures how much of
the algebra at site y can be reached by applying MPU on algebra at site x.

Note that the GNVW index of an MPU is defined (after possible blocking) as the
ratio of dim(S(U(N)(Ax⊗Ax+1)U(N)†,Ax−1⊗Ax) and d2, where d is the dimension
of Hilbert space at each site.

With the following proposition, we show what the notion of support algebra corre-
sponds to in terms of tensor networks.

Proposition 1 (Action on local algebra and ET ). dim(S(U(N)AxU(N)†,Ay)) is the
rank of the following tensor network as a map from legs 1, 2 to 3, 4,

(5.23)

or written in terms of T , ET and EM ,

(5.24)

Proof. let’s say U(N)(M) maps |i〉〈 j | to A(i j). That is, A(i j) = U(N) |i〉〈 j |U(N)†. A(i j)



141

can be written as a tensor,

(5.25)

The T-tensor in the above is actually T(M†) but we have denoted it simly as T for
convenience. Now, Eq. (5.25) implies A(i j)† = U(N) | j〉〈i |U(N)†. In a the tensor
network language

(5.26)

Now let’s say the SVD decomposition of A(i j) between operators on site y and the
rest is,

A(i j) =
∑
µ

λ
(i j)
µ B(i j)

y,µ ⊗ C(i j)
ȳ,µ , (5.27)

where ȳ denotes all sites except y. Note that operators B(i j)
y,µ span the support algebra

of A(i j) on site y. To get this space, we need to take a ‘trace out’ the C operators,

Trȳ(A(i j)†A(i j)) =
∑
µ,ν

λ
(i j)
µ λ

(i j)
ν B(i j)

y,µ ⊗ B(i j)†
y,ν Trȳ(C(i j)

ȳ,µC(i j)†
ȳ,ν )

=
∑
µ

(λ(i j)
µ )2B(i j)

y,µ ⊗ B(i j)†
y,µ , (5.28)

where we have used the mutual orthogonality of Cµ as they are basis of SVD
decomposition. To do the same ‘tracing out’ of space ȳ in tensor network language
we multiply Eq. (5.25) and Eq. (5.26) and take a trace on all sites except y. We get

Trȳ(A(i j)†A(i j)) =

=
∑
µ

(λ(i j)
µ )2B(i j)

y,µ ⊗ B(i j)†
y,µ . (5.29)
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Hence this tensor network is nothing but
∑
µ(λ
(i j)
µ )2B(i j)

y,µ ⊗ B(i j)†
y,µ Which means that

operator space on indices k, l is simply spanned by operators B(i j)†
y,µ . As we change

i, j we get different operators B(i j)†
y,µ on site y. So to get all such Bs we simply sum

over all i, j which corresponds to contracting the bottom j, i with top legs j, i on site
x. So we get

∑
µ,i, j

(λ(i j)
µ )2B(i j)

y,µ ⊗ B(i j)†
y,µ = .

So we see that the tensor network on the right is nothing but the matrix on the
left. Since it is a positive matrix, its rank is equal to dimension of space spanned
by different B(i j)

y,µ , which is nothing but the dimension of desired subalgebra. This
completes the proof. �

let’s give some examples of this proposition for illustrate. let’s say we wanted to
calculate the support algebras of the left-shift operators. In particular we want to
calculate dim(S(U(N)AxU(N)†,Ax−1)). Before we do the computation using the
tensor network (5.23), we first guess what the answer should be intuitively. We
know that the left-shift operators transfer the “information ” to the immediate left
site. So all of the algebra Ax should get mapped to the algebra Ax−1, and nowhere
else. So we expect

dim(S(U(N)AxU(N)†,Ay)) =


d2 if y = x − 1

1 otherwise.
(5.30)

Let’s see if the proposition 1 matches this intution. Drawing the required tensor
network for dim(S(U(N)AxU(N)†,Ax−1)) we get,

(5.31)
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Other terms simply produce constant factors as they they are traces of identity, and
it does not affect the rank we are interested in. Looking at the RHS it is immediately
clear that indeed the rank between 1, 2 and 3, 4 is d2 as they are simply connected
by a rank d leg. It matches what we expect from (5.30).

Now we compute dim(S(U(N)AxU(N)†,Ax+1)),

. (5.32)

One can clearly see that 1, 2 are completely disconnected from 3, 4 in the tensor
network, and hence the rank of the operator from 1, 2 to 3, 4 is simply 1, which
matches our expectation in (5.30).

Though it might look like a tedious calculation by hand, but the importance of this
proposition lies in the description of this tensor network written in (5.24). Since it
only uses matrices, this calculation can be done efficiently for any x and y. Also
notice that x and y only appear with ET which suggests that it is mainly ET that
determines how local algebra is spreaded out by the action of an MPU. In the theory
of MPUs ET plays a more central role than EM . Indeed we will see that MPU’s
whose EM are same but ET are different can differ radically from each other. In
particular, at long distances, its only the degeneracy of the highest eigenvalue of ET

that determines the correlation length.

With the theorem 6 on unitarity, and proposition 1 at hand, now we revisit the
question of locality-preserving MPUs and refine and expand our results and under-
standing from the last chapter.

5.5 Revisiting locality-preserving MPUs
Theorem 6 immediately gives a necessary and sufficient condition on the local
tensors that generate locality-preserving MPUs of last chapter. But before we
present that, we need to note a small lemma whose proof can be found in whose
proof can be found in Ref. [70]. We just repeat the result here for convenience.
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Lemma 8. Consider two sets of complex numbers, λα,kα = |λα,kα |eiφα,kα, α =

a, b; kα = 1, 2, . . . xα. If ∀N ≤ max{xa, xb} the following is true,
xa∑

k=1
λN

a,k =

xb∑
k=1

λN
b,k (5.33)

then xa = xb and λa,k = λb,k (up to permutation).

Now we present the result for locality-preserving MPUs.

Corollary 5. A local-tensor generates MPUs for all system sizes (that is, it is N-
unitary for all N ≥ 1) if and only if both EM and ET have only one non-zero
eigenvalue which is equal to 1.

Proof. let’s say EM has eigenvalues λ1 ≥ λ2 ≥ . . . λm. Then, since M is unitary for
all system sizes, we have ∑

j

λN
j = 1, ∀N ≥ 1. (5.34)

Applying Lemma 8 on this equation we get λ1 = 1, λ2 = λ3 = . . . = 0. So EM

has only one non-zero eigenvalue which is equal to 1. The same can be applied to
ET and we get that EM has only one non-zero eigenvalue which is equal to 1. This
completes the proof. �

It is also interesting to note another immediate implication of Lemma 8

Corollary 6. If a local-tensor with virtual bond dimension D generates MPU for
all system sizes N ≤ D4, then it generates unitary for all system sizes, and hence is
locality-preserving.

Proof. Since ET can have maximum D4 eigenvalues, if
∑

j λ
N
j = 1, ∀N ≤ D4,

then using Lemma 8 we have λ1 = 1, λ2 = λ3 = . . . = λD2 = 0. The same goes for
eigenvalues of EM �

Now we prove that just as injectivity of local-tensor in MPS theory implies short
ranged correlation, injectivity of T-tensor in the theory of MPUs implies short-
ranged mapping.
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Theorem 7 (T-injectivity implies locality-preservation). If the T-tensor of a MPU
generating local-tensor M is injective (has only one non-zero eigenvalue which is
equal to 1), then the MPU, U(N), is locality-preserving. In particular, N-unitary
local-tensors generate locality-preserving MPUs.

Proof. let’s say ET has only one non-zero eigenvalue which is equal to one. The
eigenvalues 0 may have a jordan block associated to them. So there must exist a
number v ≤ D4, where D is the dimension of the virtual legs, such that EvT has no
jordan blocks, and hence is a rank 1 matrix. Any rank 1 matrix can be written as an
outer product of two vectors, so

EvT = |R〉〈L |, (5.35)

with 〈L |R〉 = 1 (5.36)

or pictorially,

(5.37)

where RT and LT are the right and left eigenvectors of ET with eigenvalue 1. This
implies that the diagram in Eq. 5.24 decomposes if |y − x | > v, that is,

(5.38)
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The first term on the RHS is just a number so we ignore it. To see why the second
term is just identity on 1, 2 and 3, 4, we can write it as

(5.39)

since M generates unitary, it gives identity on each site, and that’s why we end up
with identity on 1, 2 and 3, 4. In fact without having done the detailed calculation we
can see that if EvT decomposes for some v, then looking at Eq. (5.29) we can see that
no operator on site x can bemapped beyond x+v. HenceU(N)AxU(N)† cannot have a
support on sites more than v distance away from x. So dim(S(U(N)AxU(N)†,Ay)) =
1, ∀|y − x | > v. This completes the proof. �

This theorem confirms the general implication of proposition 1, that the long distance
behavior of an MPU is dictated by the highest eigenvalue degeneracy of the ET . So
in particular if this degeneracy is 1, we get short ranged mapping by the MPU.

Notice that we did not need the injectivity assumption like we did in theorem 5 of
last chapter. It means theorem 5 should be true irrespective of whether or not M is
injective, or a stack of injective MPUs. We will now show that indeed that is the
case. We can remove the injectivity assumption if we block sites once more after
we reach the fixed point equations of separation and isometry.

To bemore precise, we needed injective assumption (Chapter 4, definition 5) because
if the left eigenvector, l, and right eigenvector, r , of the transfer matrix EM are not
supported on the full virtual space, we cannot in general claim that multiplying M

with
√

r from the right or multiplying l from the left does not change its SVD ranks
needed for RR-index definition. That is, we cannot claim, for example, that the left
SVD rank remains the same under following modification.

(5.40)

But since we proved index multiplicability under stacking using such modifications,
we were forced to use the injectivity assumption. We now show that the above
equation is always true, if we block enough sites.
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Lemma 9. For a local tensor M that satisfies fixed point equations (separation as
in Eq. 4.26 and isomerty as in Eq. 4.27 ) the following holds true:

(5.41)

Proof. First we calculate the rank of the RHS:

. (5.42)

We do not need to know the rank of the first term on the RHS of this equation to
prove the desired result. Now we calculate the rank of the LHS of Eq. 5.41,

, (5.43)

where where l is the left eigen-vector of EM and I is just identity operator on virtual
index. The second equality comes from separation. But now notice:

. (5.44)
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The final equality comes from the fact that the rank cannot possibly be greater than
d. To see why the first inequality is true, notice, more explicitly,

. (5.45)

The inequality in second line comes from the fact that
√

r is a non-negativematrix and
for any matrix A and a non-negative matrix B, rank(A) ≥ rank(AB). (To see why,
diagonlize B, (which can always be done since its Hermitian), B = UΛU†, where Λ
is diagonal matrix. Now keeping in mind that multiplication with a diagonal matrix
can only possily reduce rank, we have rank(A) = rank(AU) ≥ rank(AUΛ) =
rank(AUΛU†) = rank(AB). ) The first and final equality are simply the expression
rank(A) = rank(AA†) for any matrix A. So we see that the Eq. (5.44) is true.
Substituting relation (5.44) back in Eq. (5.43) we get the desired result

. (5.46)

This completes the proof. �

It is an obvious to see that in a similar fashion we can prove,

(5.47)

So, now on, we assume that we have blocked enough sites such that injectivity
condition is automatically satisfied and hence results of the last chapter are valid for
all local-tensors that generate unitary for all system sizes.

In last chapter, in theorem 5 we showed that RR-index and GNVW index are related
by first showing it to be the case for all the building blocks of locality preserving
MPUs, and then showing it to remain true under stacking of MPUs. Now we take
a different approach, and show that RR-index definition is actually directly implied
by the GNVW index definition when we apply it to tensor networks.
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Deriving RR-index from GNVW index
Now we will show that RR-index actually directly comes from GNVW index. To
prove that we first need a small result

Lemma 10. If a locality-preserving MPU satisfies the fixed point equations, and
lRR and rRR are its left and right SVD ranks respectively, then lRRrRR = d2.

Proof. It is easy to prove this. In the last chapter we proved that if M12 = M1M2

then we have,

rank

( )
= rank

( )
rank

( )
. (5.48)

let’s put M1 = M and M2 = M†1 . So the above equation gives us

rank

( )
= lRRrRR, (5.49)

where we have used lRR(M†) = rRR(M), which follows from the definition of M†.
But we also have the following due to separation:

. (5.50)

The reason for the equality is similar to that argued in the proof of lemma 9. (we
can multiply the two sides with r and l and get identity on both sites.) So we get
lRRrRR = d2. This completes the proof. �

We proved in theorem 5 in last chapter that IGNVW =
√

IRR by proving it first for the
building blocks of locality-preserving MPUs and then for stacks of them. Now we
will reprove the same relation but in a different way. In this way of proof we will
see that RR-index actually directly comes from the GNVW index definition.

Theorem 8. If a local-tensor M that generates MPU for all system sizes is block
enough times so that it satisfies the fixed-point equations (separation(Eq. 4.26),
isometry (Eq. 4.27) and lemma 9) and has lRR and rRR as its left and right SVD
ranks, then its GNVW index is

IGNVW (U(N)) =
l2
RR

d2 =
d2

r2
RR

=
lRR

rRR
=

√
IRR(M), (5.51)
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where d is the dimension of the Hilbert space on each site.

Proof. First we recall that the GNVW index of a 1D unitary operator is defined in
terms of support algebras. That is, let’s say,

lgnvw = dim(S(U(N)(Ax ⊗ Ax+1)U(N)†,Ax−1 ⊗ Ax)) (5.52)

rgnvw = dim(S(U(N)(Ax ⊗ Ax+1)U(N)†,Ax+1 ⊗ Ax+2)). (5.53)

Then IGNVW = lgnvw/d2 = d2/rgnvw. It was shown lgnvwrgnvw = d4. So to prove the
theorem we just need to prove lgnvw = l2

RR and rgnvw = rRR. To do that, let’s see how
an MPU acts on operators Ax ⊗ Ax+1 ∈ Ax ⊗ Ax+1,

,(5.54)

where in the first stepwe have used separation and isometry, and in the second stepwe
have performed left and right SVD on M and M†. We have used lRR(M†) = rRR(M)
and vice-versa. Recall that the definition of S(U(N)(Ax⊗Ax+1)U(N)†,Ax−1⊗Ax) is
that it is the space of operators onAx−1 ⊗Ax that appear in the SVD decomposition
of operators in U(N)(Ax ⊗ Ax+1)U(N)†. But we do not need to perform this SVD
decomposition. We can directly see from the tensor diagram that the number of
non-zero singular values of this SVD cannot exceed l2

RR. (We can use proposition 1
for support algebras to see it more explicitly.) So we get

lgnvw ≤ l2
RR (5.55)
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By similar argument with the space S(U(N)(Ax ⊗Ax+1)U(N)†,Ax+1 ⊗Ax+2)we get

rgnvw ≤ r2
RR. (5.56)

These two inequalities together with equalities lgnvwrgnvw = d4 and lRRrRR = d2

(lemma 9) give us lgnvw = l2
RR and rgnvw = r2

RR. Plugging it in the definitions of
the GNVW index and RR-index with get the desired result. This completes the
proof. �

With this theorem we conclude our discussion of locality-preserving MPUs. Now
we will turn to solutions of the N-unitarity equation (Eq. (5.6)) which depend on
the values of N . That is, they satisfy the equation only for certain set of N . We
will see that such MPUs are often Non locality-preserving. That is, they map local
operators to non-local operators.

5.6 Non locality-preserving MPUs: ‘long-range ordered’ MPUs
The MPUs of last chapter and last section can be seen as solutions to the equations
EN

M = E
N
T = 1 for all N ∈ N. Are there solutions that only work for a subset of

natural numbers? As we will show now there are infinitely many such solutions.
The local tensor mentioned in Sect. 5.2 in last chapter is one of them. let’s consider
a similar example here. Consider a local-tensor

(5.57)

(This local-tensor can be obtained from the one in last chapter by applying a unitary
operator on each site, so it has essentially the same properties.) let’s first study how
this examples fits with the theorem 6. Its transfer matrix can be calculated simply
to be

, (5.58)

which has only one non-zero eigenvalue which is equal to 1. So we see that transfer
matrix for this M is exactly similar to those of locality-preserving MPUs. But what
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makes it different is the matrix ET

. (5.59)

By calculating its eigenvalues, we find that the only non-zero eigen values are
{1, 1,−1}. So if it is to satisfy the condition of theorem 6, we should have

Tr(EN
T ) = 1N + 1N + (−1)N = 1, (5.60)

which is true if and only if N is odd. This explains why in the example in section
5.2 of the last chapter we found that the MPU was unitary for all odd system sizes.
Also, if we calculate the left and right SVD ranks for this local-tensor we find,

lRR = rank
( )

= 9 (5.61)

rRR = rank
( )

= 3. (5.62)

So

lRRrRR = 9 × 3 = 27 > 32 = d2. (5.63)

So this local-tensor violates the relation required for locality-preserving MPUs as
proved in Lemma 10. This is another indication that it is not a locality-preserving
MPU.

Recall that we proved in the last chapter that the tensor T has to have only one block
if M is to produce unitary for all system sizes. So let’s analyze the block structure
of T . But we will use T(M†) instead of T(M) for reasons to be explained later. We
find

. (5.64)
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One can see that this T actually has 2 blocks. This first block corresponds to
p = q = 0,

. (5.65)

This block clearly has rank one and has identity as the physical operator. So this is
exactly the same as that in the general form in (5). If there was only this block, this
local-tensor would behave like locality preserving tensors and generate unitary for
all system sizes. But it doesn’t because there is a second block as well. This block
corresponds to p = 0, q = 1, q = −1,

. (5.66)

Clearly, it has rank 2, and its a periodic block. It is actually an MPO version
of transnational symmetry breaking MPS first noted in [27]. As T contract with
each other, the first term in this block can only contract with the second term and
vice-versa. So these terms alternate throughout the chain. But notice that when the
number of sites is odd, it cannot connect back to itself and it disappears, in which
case we are only left with the rank 1 block, and hence the overall MPU is unitary.
But when number sites are even, this block doesn’t vanish, and we get a non-unitary
operator. In fact, one can see that on even sites we get an operator

O(N) = I⊗N +

N/2⊗
x=1

Z2x−1 ⊗ Z−1
2x +

N/2⊗
x=1

Z−1
2x−1 ⊗ Z2x . (5.67)

So we see that, other can calculating eigenvalues of EM and ET , calculating the
block structure of T can also tell us about the periodic nature of N-unitarity of the
given local-tensor. We will do the same with similar examples below.

How does this MPU act on local operators? Remember that in proving locality-
preservation in theorem 7 we used the fact that ET was injective (had only one
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non-zero eigenvalue). Does it imply that if ET has more than one eigenvalues,
then the MPU would be non locality preserving? The answer to this question is,
generically, yes, but not always. let’s choose convenient basis to see how the MPU
generated by local-tensor in (5.57) acts on local algebra. We choose the basis
Za Xb, a, b = 0, 1,−1 where ( ω = exp

(
2πi
3

)
)

Z =


1 0 0
0 ω 0
0 0 ω2

 , X =


0 1 0
0 0 1
1 0 0

 .
Z and X are generalized pauli operators. With this the basis Za

x Xb
x spans the whole

algebra of operators on site x. In fact, Zx and Xx generates the whole algebra on
site x, so we just need to calculate U(N)ZU(N)† and U(N)XU(N)†. We will give the
detaoil calculation below, but here we just note the results

UZxU† = . . . (Z−1
x Zx+1)(Z−1

x+2Zx+3) . . . , (5.68)

UXxU† = Xx Xx+1, (5.69)

where “ . . .′′ denotes that the alternating powers continue through the whole periodic
1D chain. So we see that though it acts locally on X operators, it maps Z operators
to global operators: operators that are supported on all sites. X alone generates a 3-
dimensional subalgebra of 1-site algebra. It means 3-dimensional subalgebra of the
local algebra ismapped locally, while the rest ismapped nonlocally. Note that locally
mapped operators form a subalgebra: if A and B are mapped locally then so are A+B

and AB since U(A + B)U† = U(A)U† +U(B)U† and U(AB)U† = U(A)U†U(B)U†

and sum/prdouct of local operators is local. We would call this subalgebra simply
‘locally-mapped subalgera’. The importance of ‘locally-mapped subalgera’ is that a
GNVW index can be defined on this subalgebra, and it interacts with other locality-
preserving MPUs in the usual way. We will see later that some MPUs do not even
have any non-trivial locally-mapped subalgebra. That is, they map all local operatos
to non-local operators.

It is simple to see that in the language of support algebras, we have

dim(S(U(N)Ax,U(N)†,Ay)) =


9 if y = x, x + 1.

3 otherwise
(5.70)

So as N → ∞, U(N) still maps local operators to operators supported on 3 dimen-
sional subalgebra of algebras far away on the chain. In other words, we can say that
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it has a long range correlation where a 3-dimensional subalgerba is correlated with
the local algebra.

Non-locality index
It is obvious that GNVW index is not well defined for non locality-preservingMPUs.
But notice that it is easy to see that the number dim(S(U(N)Ax,U(N)†,Ay)), |x−y | �
1 does not change if we combine the above MPU with locality preserving MPUs
of last section. Locality preserving map local operators to local operators, so they
have no effect on the long range behavior of this MPU. Hence we can say that
the quantity dim(S(U(N)Ax,U(N)†,A†)), |x − y | � 1 is protected against locality-
preserving MPUs. We would refer to this quantity as the non-locality index of non
locality-preserving MPUs.

Symmetries of local tensor and non-local mapping
Recall that in Chapter 2, Sect. 2.7 we observed the reason for instability was that,
due to certain symmetries of the tensors, some local operators on the virtual level
get mapped to non-local operator on the physical level. Interestingly, the non local-
mapping of the MPU can be understood in a similar way. First notice that when we
calculate the operator, U(N)AxU(N)†, we are calculating the tensor network diagram,

. (5.71)

So it can be understood as a mapping from ‘virtual leg’ to physical leg because Ax

is applied on the legs being contracted in the tensor network. So, mathematically,
the source of non-local mapping can be the same as it did in the 2D case.

So how canwe see non-localmapping of the local-tensor in (5.57) by its symmetries?
let’s try to understand the Eq. (5.68). Notice that the local-tensor (5.57) satisfies
the following two important symmetries,

. (5.72)
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With these symmetries we can see how U(N) acts on Z ,

, (5.73)

where in the first step we have used symmetry in (5.72)(a), and then we have
recursively used symmetry (5.72)(b). This process continues until it reaches back
to the starting place due to periodic boundary condition, and we get

. (5.74)

This explains the result in Eq. (5.68). Similarly, to under its action on X operator,
we note the relevant symmetries,

. (5.75)

Using this we obtain

, (5.76)
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where in the first step symmetry (5.75)(a) is used and then symmetry (5.75)(a) in
the second step. Notice that X , unlike Z , cannot travel beyond the 2nd site and stops
there. Thus we recover the result (5.69).

So what was the key property of this local-tensor that made it a non locality-
preserving MPU? If we look carefully, we find that the symmetry noted (5.72)(a)
plays a central role in its non-local behavior. In fact, it is the kind of ‘MPO
symmetry’ which plays a key role in the topological/long-range entangled behavior
of 2D states. Recall that in Chapter 2 we noted how the Z2 symmetry Z⊗3 symmetry
of the local-tensor was essential for maintaining topological order of the toric code
state. The essential feature of such a symmetry, that differentiates it from other local
symmetries, is that it is a long range symmetry constraint on the tensor network.
The toric code single-line TNR satisfies the Z2 symmetry generated by Z⊗n on any
arbitrary region. Something similar is true with the symmetry (5.72)(a). As we
contract local-tensors together, it remains to be a non-local Z3 symmetry,

(5.77)

Finally when we close the periodic boundaries, we get

Z⊗NU(N)Z⊗N = U(N). (5.78)

To see the resemblance with the phenomena of local virtual operators being mapped
to non-local physical operators more clearly, note that this MPU satisfies

. (5.79)
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That is, two Z sitting far away get mapped to a string of operators stretching between
them. This is exactly like Eq. 2.60 in Chapter 2.

Since Z3 = I, we can say that this MPU has a long-ranged Z3 order. Note that
these MPO symmetries of the local tensor that generate non-local symmetries of the
tensor network should not be confused with other local symmetries that might look
the same. For example, even for a shift MPU one can claim that it has the symmetry
that looks like an MPO symmetry,

. (5.80)

But of course it is not an MPO symmetry since it can be broken into smaller
symmetries,

. (5.81)

In fact, it is easy to see that locality-preserving MPUs do not have such long-ranged
MPO symmetries. We conjecture that the presence of such MPO symmetry is pre-
cisely what distinguishes locality-preserving from non locality-preserving MPUs.

Now that we have analyzed this particular non locality-preservingMPU in detail, we
would now show that there are infinitely many such MPUs with similar properties.

Generic examples of non locality-preserving MPU
let’s say the physical space dimension, d, is a prime number. Consider a general
integer matrix S with entries in 0, 1, . . . , d − 1,

S =

[
m1 m2

n1 n2,

]
(5.82)

where m1,m2, n1, n2 ∈ [0, 1, . . . , d]. Now consider a local tensor as a function of this
matrix S,

, (5.83)
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where the sum and multiplications should be understood as modulo d. The non
locality-preserving MPU (Eq. 5.57) discussed so far is a specific instant of the

above with d = 3 and S =

[
0 1
1 1

]
. We can also easily see that M

([
1 0
0 1

])
is

nothing but the right-shift MPU and M

([
0 1
1 0

])
is nothing but the left-shift MPU.

And M

([
1 0
1 0

])
or M

([
0 1
0 1

])
gives an identity operator.

One can calculate the transfer matrices and apply theorem 6 to find a constraint on S

for M to generate unitaries for certain, or all system sizes. But instead of doing that,
we choose to work with specific examples and will see how this simple expression
can produce very interesting MPUs. But first we give the general block structure of
this general local-tensor which can be used in specific case to predict the periodicity
of the its N-unitarity. One can calculate that the T matrix of above local-tensor is,

. (5.84)

For a given matrix S, we would be able to immediately see by inspection the block
structure of T , and hence the periodicity of N-uniartity of the local-tensor M . Now
we look at an interesting example and will calculate the relevant quantities discusses
so far.

A completely non locality-preserving MPU
We saw that local-tensor in (5.57) has a 3 dimensional locally mapped subalgebra.
It means it maps operator in that 3 dimensional subsalgebra to local operators and
rest of the algebra to non-local operators. Now we will see an example of MPU
that has no non-trivial locally mapped subalgebra. That is, it will map all of local
(1-site) operators to non-local operators.

If we use d = 5 and S =

[
2 1
1 1

]
in (5.83) we get the local tensor

. (5.85)
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Let’s first calculate the T tensor putting m1 = 2,m2 = 1, n1 = 1, n2 = 1 in expression
(5.84). We get

. (5.86)

We see that it has one rank 1 block corresponding to p = q = 0 which looks exactly
similar to that in Eq. (5.65). Then there are 2, rank-2 periodic blocks corresponding
to p = 0, q = 1, 4 and p = 0, q = 2, 3,

. (5.87)

Finally there is one rank-4 periodic block corresponding to q = 0, p = 1, 2, 3, 4,

. (5.88)

Note that the terms in the block are written in the order they connect to each other as
we blocks sites to the right. That is, the first term only connects to second one, second
one only connects to third on and so on. Based on this we expect the eigenvalues
of ET to be {1}, {1,−1}, {1,−1} and finally {1, ω4, ω

2
4, ω

3
4}, where n stands for nth

root of unity. Indeed we find this to be the case numerically. According to theorem
6 for N-unitarity we need to have

1N + (1N + (−1)N ) + (1N + (−1)N ) + (1N + (ω4)N + (ω2
4)

N + (ω3
4)

N ) = 1, (5.89)

which holds if and only if N is odd. Indeed we find that this local tensor generates
MPU only on odd system sizes.



161

Calculating the left SVD and right SVD rank, we find

lRR = rank
( )

= 25, (5.90)

rRR = rank
( )

= 25. (5.91)

So we again see lRRrRR > d2, which is another indication that it is not a locality-
preserving MPU. In fact, this is a maximal violation of this constraint as lRR and
rRR attain their maximum values, d2. Based on this we expect this local-tensor
to be even more non locality-preserving than the one we analyzed before in 5.57.
We indeed find it to be case as we will show now. To see how it acts on the local
algebra, we calculate U(N)ZU(N)† and U(N)XU(N)†, where X and Z are genealized
pauli operators for dimension d,

Z =

d−1∑
j=0

ω
j
d | j〉〈 j |, where ω = e

2πi
d (5.92)

X =

d−1∑
j=0
| j〉〈 j + 1|. (5.93)

We use Z, X with d = 5 here. We observe,

U(N)ZxU(N)† = Z4
x (Z2

x+1Z3
x+2)(Z

2
x+3Z3

x+4) . . . (5.94)

U(N)XxU(N)† =


Ix(Xx+1X3
x+2X4

x+3X2
x+4)(. . .) . . . if N = 3 + 4 × k

X4
x (X3

x+1X4
x+2X2

x+3Xx+4)(. . .) . . . if N = 1 + 4 × k,
(5.95)

where “. . .” means that the power pattern in the parenthesis continues through the
chain. So unlike the previous example we see that this MPU, 1- maps both Z and
X to non-local operators, which means, it has no locally-mapped subalgebra, and
2- maps X differently depending on the length of the chain. This complexity arises
because there are two inheren periodicity, one of period 4 and another of period 2.

It can be seen clearly that its non-locality index is d2 = 25, which means the support
subalgebra of U(N)AxU(N)† is in fact the whole algebra on a site far away from x.

Does it have accompanying non-local MPO symmetries as we conjectured? Indeed
it does. It has a Z5 × Z5 MPO symmetry group generated by the following two
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symmetries:

. (5.96)

Using this, and two other local symmetries, namely,

. (5.97)

Is locality-preservation a sufficient condition for N-unitarity?
Weproved (theorem7) thatN-unitarity is a sufficient condition for locality-preservation.
That is, if a local tensor generates unitaries for all system sizes, then the MPUs so
generated are bound to be locality preserving. But is the reverse true as well? If
a local-tensor generates locality-preserving MPUs for infinite system sizes, does it
have to generate MPU for all system sizes? It can be easily seen that the answer
is, no. The simplest counter example is the T tensor of any of these non-locality
preserving local-tensors. This T tensor is unitary (in fact, identity) only for certain
system sizes, but is not unitary for other. But of course it is locality-preserving since
it is just identity. Hence the general form 5 does not exhuast all locality-preserving
MPUs, if we are working with a fixed system size. With this understanding we see
that theMPUs generated by finite bond dimensional local-tensors can be categorized
as shown in the following diagram:

(5.98)
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5.7 Summary and Outlook
In this chapter we investigated the general notion of unitarymatrix product operators.
We found that there is a necessary and sufficient condition (the N-unitarity condition)
for a local-tensor to generate a unitary operator of a given length. This condition
simply depends on the spectrum of transfer matrices of the local-tensor M and that
of its T-tensor. This allowed us to categorize the locality-preserving MPUs as the
particular solutions to these conditions that satisfy it for all lengths. Which in turn
implied that such MPUs have to be locality-preserving.

But the N-unitarity condition has infinitely many other solutions as well that do
not fall into the locality-preserving category. We found that these MPUs map
local algebras to global algebra. We identified certain MPO-type symmetries in
such MPUs which was responsible for this non-local mapping. It suggests that 1D
unitary operators can have a ‘long-range order’ somewhat similar to those found in
2D topological states.

We draw parallels with theMPS theory as to what characterizes the general behavior
of an MPU. In MPS theory if the local-tensor is injective, the MPS is known to have
short ranged correlations. Similarly, we found that if the local T-tensor is injective,
the MPU is a short-ranged map on local algebras.

There are still some open questions and future directions. The main remaining
question is what are other solutions to the N-unitarity conditions? ALl solutions we
found were either locality-preserving or periodic. It would be interesting to find an
example where the transfer matrix of the T-tensor has several non-zero eigenvalues
with a non-degenerate highest eigenvalue. Such an MPU would imply a mapping
of local operators with exponentially decaying terms with the distance. Such and
MPU would be able to represent time evolution under a generic 1D Hamiltonian.

Are there solutions to N-unitarity conditions that work for finite number of system
sizes? We have not found such a solution but they might be possible. Another
interesting observation is that somehow all MPUs that were a long-ranged maps
were on Hilbert space of dimension more than 2. We do not know if there are such
MPUs for qubits a chain of qubits as well.

One obvious remaining question is to understand the physics behind the non-locally
mapping MPUs. In particular, what are the consequence of their long-ranged
behavior and if they form the symmetry groups of certain 1D phases. We suspect
they might be related to the system of 1D Hamiltonians whose ground states are
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known to break area law[48, 71].
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APPENDIX

A.1 Dependence of Stopo on boundary conditions in cylindrical geometry
Topological entanglement entropy calculation is done by calculating the entangle-
ment entropy of a subsystem A. When the boundary of A consists of topologically
trivial loops, for example when A has a disc geometry, Stopo is known to depend
only on the total quantum dimension D, Stopo = log D. However when the boundary
of A consists of non-contractible topologically non-trivial loops, for example when
a torus or cylinder is divided into two cylinders, it has been shown by Zhang et al.
[56] that Stopo also depends on the linear combination of ground states. For a ground
state wave function on a torus

|Ψ〉 =
∑

a

ca |Ξa〉 (5.99)

where the sum is over the degenerate ground states labeled by quasi-particles of the
model, the nth Rényi entropy is given by

Sn = αnL − Stopo, (5.100)

Stopo = 2 log D − 1
1 − n

log

(∑
a

pn
ad2(1−n)

a

)
(5.101)

where da is the quantum dimension of ath quasi-particle and pa = |ca |2. |Ξa〉
are special basis for which Stopo is maximal, or entanglement entropy is minimal.
These states are called theMinimum Entropic States (MES) . It was shown that MES
correspond to eigenstates of Wilson-loop operators along the entanglement cut.

Figure 5.1: We calculate entanglement entropy of the right-half of the cylinder with
a certain boundary condition Tr . The entanglement cut is in the middle of the
cylinder.
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Figure 5.2: MESs are eigenstates of different Wilson loop operators at the entan-
glement cut. (a)For fixed point single-line TNR, the state on the cylinder is always
in +1 eignestate of X-loop, as it identically disappears. (b)The state is also in +1
eigenstate of simultaneous operation of two Z-loops, one at the entanglement cut,
other at the right-most boundary. It implies, we can be in two MESs depending on
the the boundary tensor choice. If the boundary tensor is in +1 eigenstate of the
boundary Z loop, then the state is in +1 eigenstate of the entanglement-cut Z loop.
Similarly, if the boundary tensor is in -1 eigenstate of the boundary Z loop, then the
state is in -1 eigenstate of the entanglement-cut Z-loop.

This dependence of Stopo on the ground state is of crucial importance to us since we
have used cylinder with a boundary for Stopo calculations. So, numerically obtained
Stopo contain information about the boundary as well. For example, consider the
toric code.

Stopo = 2 log 2 − 1
1 − n

log(pn
1 + pn

2 + pn
3 + pn

4)

When p1 = p2 = p3 = p4 =
1
4 we get Stopo = 0 although the the topological order is

not lost. So one has to be careful using Stopo as an indicator of topological order.

Let’s first take the example of the single-line TNR of the toric code. See Fig. 5.2. We
put our system on a cylinder with some boundary conditions to be determined later.
The entanglement cut is in the middle of the cylinder, and the right half cylinder,
denoted as R, is the subsystem whose entanglement entropy we are calculating (see
Fig. 5.1). The four MES correspond to four eigen states of e and m Wilson-loops
on the entanglement cut. But, since e-Wilson loop is a zero-string operator, the
state is always in its +1 eigenstate (Fig. 5.2(a)). So we have access to only two
MES corresponding to ±1 eigenstates of m-Wilson loop. We also know that the
state is in +1 eigenstate of the Z⊗

∂R = Z⊗L
ec ⊗ Z⊗L

r , where subscript ec stands for
the loop at entanglement cut, and r stands for the loop at the right boundary of R.
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Figure 5.3: Bulk double tensor is a sum of tensor product between (B f )ec (B f on
the entanglement cut) and (B f )r (B f on the right boundary). So, when we contract
a boundary tensor Tr with the bulk tensor, it contract with (B f )r giving a scalar
c f . So resulting tensor is Ev(T(R)Tr) =

∑
f c f (B f )ec. Consequently, Stopo using

Eq. (3.108) is simply log
(∑

f
c2
f

c2
0

)
.

Since the state is in +1 eigenstate of Z⊗L
ec ⊗ Z⊗L

r (see Fig. 5.2)(b), the state can be
either in +1 eigen-state of both Z⊗L

r and Z⊗L
ec or in −1 eigenstate of the both. The

boundary tensor determines which eigenstate of Z⊗L
r the wave function is in, and

consequently also which eigenstate of Z⊗L
ec . This is how the boundary tensors and

MES are connected. Since we have access to only two MES

Stopo = log 2 − 1
1 − n

log(pn
1 + pn

2). (5.102)

A similar analysis follows in the double-line TNR, with the role of e and m Wilson
loop operators reversed: now the state is always in the +1 eigen state of m-Wilson
loop and the two MES correspond to the two eigenstates of e Wilson loop at the
entanglement cut, which in turn depends on the boundary tensors.

We saw in the section 2.2, ρR = Nσ2
b , where

σb = T
0(R)Tr, (5.103)

where Tr denotes the double tensor on the boundary. We know that, up to an
irrelevant normalization constant,

T0(R) =
∑

f

d χR
f B f (∂R)

= (B0)ec ⊗ (B0)r + (B1)ec ⊗ (B1)r, (5.104)

where B0 = I⊗L and B1 = Z⊗L for the single-line TNR and B1 = X⊗L for the
double-line TNR. Let’s say the boundary double tensor Tr contracts with (B f )r to
produce the constants c f (see Fig. 5.3)
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σb = ((B0)ec ⊗ (B0)r + (B1)ec ⊗ (B1)r)Tr

= c0(B0)ec + c1(B1)ec

= c−B− + c+B+. (5.105)

where c0 = (B0)rTr, c1 = (B1)rTr and B± = 1
2 (B0 ± B1) and c± = (c0 ± c1). Note

that B± satisfy the following:

B2
± = B±, Tr(B±) = 2L−1. (5.106)

With this, we get the normalized density matrix as,

ρR =
1

2L

(
c2
−

c2
− + c2

+

B− +
c2
+

c2
− + c2

+

B+

)
(5.107)

=
1

2L (p−B− + p+B+) . (5.108)

The nth Renyi entropy is,

Sn(ρR) =
1

1 − n
log Tr(ρn

R)

=
1

1 − n
log Tr

(
1

2nL (p
n
−B− + pn

+B+)
)

=
1

1 − n
log

(
1

2nL (p
n
−2L−1 + pn

+2L−1)
)

= L log 2 −
(
log 2 − 1

1 − n
log(pn

− + pn
+)

)
.

(5.109)

Comparing it with the MES formula in Eq. (5.102), we see that p1 = p− = c0 − c1

and p2 = p+ = c− + c+. So the state is an MES if p± = 0 ⇒ c0 = ±c1 for which
we get maximal topological entanglement entropy, Stopo = log 2. This illustrates the
direct dependence of Stopo on Tr .

Of course the above analysis is done for the RG fixed point tensors only. We have to
choose a boundary double tensor Tr such that Stopo is truly indicative for topological
order, or lack of it, for both RG fixed point and varied tensors. We choose the
following boundary tensor for our numerical calculations: for any tensor network,
fixed point or varied, We use a ‘smooth boundary condition’. It is explained in the
Fig. 5.4. First we will explain it for the triple-line tensors. For double-line and
single-line an appropriately reduced version of Tb will be used. Note that we haven’t
drawn the physical index explicitly and it should be understood the same as the
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Figure 5.4: Smooth boundary condition for triple-line tensor network. Tensors Tb
are used on the boundary. Tb has 5 virtual legs, a1, a′1, a2, a′2, i12 and 1 physical leg,
i12. Physical leg and the middle leg take the same values. We assign a particular
value to the components of this tensor, (Tb)i12

i12a1a′1;a2a′2
= δi12,0δa1,a′1δa2,a′2δa1a2i12 .

middle index (the index in black color). So the boundary tensor Tb has four virtual
indices, and we fix its components to be,

(Tb)i12
i12a1a′1;a2a′2

= δi12,0δa1,a′1δa2,a′2δa1a2i12 (5.110)

that is, we put the physical/middle index to zero (vacuum) and allow the plaquette
legs to vary with this restriction. For double-line we don’t have a middle leg, but we
can simply put the physical leg to 0. For single-line we only have the middle legs
and we put them to zero.

Before we discuss why we choose this particular boundary, let us calculate what
Stopo we are supposed to get with this particular choice of boundary tensor. For that,
we need to calculate c f = B fTr . Note that δaj,aj+1,0 implies a j = a j+1. So the double
tensor Tr is

Tr =
∑
a,b

|a, a, a..; 000..〉 〈b, b, b, ...; 000...| . (5.111)
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So

c f = Ev(B fTr)

=
∑
a,b

m∏
j=1

Gb,b,0
a,a, f (dadb)

1
2

=
∑
a,b

m∏
j=1

δa,b, f

=
∑
a,b

δa,b, f . (5.112)

Then using Eq. (3.108), Stopo is simply log(∑ f
c2
f

c2
0
). For the toric code, and double

semion models c0 = c1 = 2, so we get Stopo = log 2. For the double Fibonacci
model, however, we get

c0 =
∑
a,b

δa,b,0 = δ0,0,0 + δ1,1,0 = 2 (5.113)

c1 =
∑
a,b

δa,b,1 = δ1,0,1 + δ0,1,1 + δ1,1,1 = 3. (5.114)

(5.115)

So we get Stopo = log(1 + 32

22 ) = log(1 + 9
4 ), which is consistent with our numerical

result.

There are mainly two reasons why we choose this particular boundary condition
1- This is a very simple boundary condition which gives us a precise analytical
value of the topological entanglement entropy (namely, log(∑ f

c2
f

c2
0
), with c f given

in Eq. (5.112)) against which numerical calculations can be checked.
2- Though situation for non-abelian cases is more complicated, this boundary is
definitelyMPO symmetric for abelian models. That is, we expect the tensor network
state to be an MES with maximal Stopo (=log D).

Numerical calculations of Stopo will be checked against the analytical result in
Eq. 5.112. Now the remaining question is about the trustworthiness of the same
calculation for varied tensor. That is, how can we deduce the conclusion about the
topological order of the varied tensor by Stopo(ε)? The first point is, if Stopo(ε) =
Stopo(0), then we can definitely say that the state is in the same topological phase.
But Stopo(ε) = 0 needs to be further verified as it might be because of the particular
boundary conditions imposed. To verify, we will test for Stopo dependence on
infinitesimal variation on the boundary tensors. The reason for this is made clear
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Figure 5.5: Dependence of Stopo on boundary condition for toric-code double line
TNR. We start with the boundary tensor, Tb, shown in Fig. 5.4. We add a random
variation εbTr

b to Tb and calculate Stopo(εb) for random bulk variations in different
subspaces. We keep Tr

b fixed and increase the variation strength εb. We see all
classes of stable bulk variations have the same Stopo for each εb as the fixed point
(no-variation) tensor. And the unstable class of bulk variation shows no dependence
on εb. It shows that stable variations indeed are in the same topological phase as the
RG fixed point state, and unstable variation is a trivial phase.

by looking at the dependence of Stopo on p1, p2 etc. So, if the state indeed has a
topological order, Stopo should sensitively depend on the c0 = (B0)rTr, c1 = (B1)rTr .
If the state has lost its topological order, Stopo will remain zero under any changes
of the boundary tensor. This way, we can avoid getting any ‘accidental Stopo = 0’
cases, for example when p1 = p2 =

1
2 .

One such verification is shown in Fig. 5.5. We first fix the boundary tensor to be
Tb given in Eq. 5.4 and calculate the Stopo for variations in IV − M0, M0 −M andM
subspaces added to the fixed point bulk tensor. Now we add an infinitesimal random
variation to the boundary tensor, Tb → Tb + εbTr

b . εb (different from ε , which the
bulk variation strength) is the strength of the boundary variation. We increase εb

slowly and for each value of the εb we calculate Stopo(ε) for random bulk variations
in different subspaces. Fig. 5.5 shows Stopo as a function of εb for bulk variations
in different subspaces. (The bulk variation strength ε is kept fixed throughout). We
observe that
1- The variations which are unstable (i.e. Stopo = 0) for Tb, continue to be unstable
for Tb + εbTr

b for all values of εb. It implies that we get Stopo = 0 for these variation
because the bulk topological order is indeed destroyed and not because of a specific
boundary tensor chosen which gave an accidental zero.
2- The variations which are stable (i.e. Stopo = log 2) for Tb have the same value
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Figure 5.6: Calculation of Stopo for single-line toric code fixed point tensor network
state. We fix half cylinder length as L = 500. Circumference is varied from 50
to 110. S varies linearly with C. This line is extrapolated back to C = 0. Its
intersection with the y-axis gives Stopo. Right figure is a zoomed in version of the
left figure to show the intersection point clearly. We find Stopo ≈ log(2).

of Stopo as the fixed point tensor for all boundary tensors. It implies that tensor
network state with these variations indeed have the same topological order as the
fixed point tensor network state. Though this verification is shown for double-line
toric code only, we find the same behavior for all numerical calculations presented
in this paper.

It should be noted that any strictly positive value of Stopo (assuming sufficiently large
cylinder was considered) is a sufficient condition for topological order but it is not
a necessary condition. So all we need to do is to avoid getting accidental zeros.

A.2 Details of numerical calculations
Here we will provide the various numerical details and data regarding the numerical
calculations whose results were presented in the main text.

First, we will show convergence of numerical calculation of Stopo. We choose the
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Figure 5.7: Stopo was calculated for a fixed half cylinder length, L = 500, in
Fig. 5.6. We now vary L from 10 to 1000. We see that Stopo is converged even for
small values of L. So one does not need to large cylinder length to get the right Stopo
value. It is expected as it is an RG fixed point tensor network state.

simplest case, the single-line TNR of toric code. We first repeat the algorithm
described in section 2.2 in simple words here for convenience. In the first step, the
transfer matrix is calculated using the tensor given (fixed point or varied). Then we
choose a specific boundary double tensor as explained in the appendix 5.7. We apply
the transfer matrix on this boundary double tensor and approximate the resulting
tensor as an MPS of bond dimensions Dcut = 8. We apply transfer matrix again and
approximate the resulting tensor as an MPS of bond dimension 8. We repeat this
process and each repetition physically corresponds to increasing the longitudinal
length of the our cylindrical subsystem by one unit. Let’s say we repeat this process
until the length of the half cylinder subsystem is equal to L. This process gives us
the virtual density matrix σ, and assuming the mirror symmetry of transfer matrix,
the physical reduced density matrix of the half cylinder is ρL ∝ σ2. With this
reduced density matrix we calculate the entanglement entropy S of the half cylinder
subsystem for different circumferences C. We plot −S vs C and extrapolate it to
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C = 0 which gives us the topological entanglement entropy Stopo = S(C = 0). In
principle, one needs to take infinitely large cylinder to achieve the precise value of
Stopo. Practically, we need to keep increasing L until we get a fixed point MPS and
keep increasing C until the Stopo value converges to a fixed point.

Let’s first look at the calculation for the single-line toric code fixed point tensor in
Eq. 2.11. Half cylinder length is fixed at L = 500. C is varied from 50 to 110.
Fig. 5.6 shows the entanglement entropy S vs the circumference C. We get a straight
line which is extrapolated to C = 0. The right figure is a zoomed in version of
the left figure to see clearly where the extrapolated line crosses the y-axis. We get
Stopo = S(C = 0) ≈ log(2) as expected. Fig. 5.7 shows the dependence of Stopo on
the half cylinder length L. We see that there is no dependence, that is, the fixed
point MPS is achieved immediately. It is expected as it is an RG fixed point tensor
network state.

Now we look at the calculation for single-line toric code fixed point tensor varied
with an MPO symmetry breaking tensor. Remember that it is claimed in the main
text that this is a trivial state. The variation strength is fixed at ε = 0.01. Half
cylinder length is fixed at L = 500. C is varied from 50 to 110. Fig. 5.8 shows
entanglement entropy S vs the circumference C. We get a straight line which is
extrapolated to C = 0. The right figure is a zoomed in version of the left figure to
show clearly where the extrapolated line crosses the y-axis. We see Stopo ≈ 0. To
see the effect of cylinder length we calculate Stopo again but with different cylinder
lengths. The results are shown in Fig. 5.9. We see that Stopo is log(2) for small
cylinders but converges to zero as the length is increased. Comparing it to Fig. 5.7
we see that, unlike the fixed point case, we need to consider a large enough cylinder
(L > 600 in this case) to calculate the correct Stopo value for the non-fixed point
tensor network state.

Finally we show the effect of variation strength, ε , on the convergence. In the above
calculation we fixed ε = 0.01. Now we vary ε from 0.01 to 0.02 (making sure
it is well below any critical points) and calculate corresponding convergence plots
similar to Fig. 5.9. The results are shown in Fig. 5.10. We see that the strength
of the variation has a huge effect on convergence. Bigger variations lead to faster
convergence.

Though we have presented details of calculation only for one case (single-line toric
code TNR), it should be understood that similar patterns are followed in all other
cases. For completeness, we present the numerical data plotted in the main text and
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Figure 5.8: Calculation of Stopo for a state represented by single-line toric code fixed
point tensor varied with an MPO violating tensor. The strength of the variation is
fixed at ε = 0.01. We fix half cylinder length as L = 500. Circumference is varied
from 50 to 110. S varies linearly with C. This line is extrapolated back to C = 0.
Its intersection with the y-axis gives Stopo. Right figure is a zoomed in version of
the left figure to show the intersection point clearly. We find Stopo ≈ 0, that is, it is
a trivial state.

the relevant parameters used in each case.

Single-line TNR toric code
The bond dimension of theMPS is kept fixed at Dcut = 8 at each step of the iteration.
The starting MPS is as explained in the appendix 5.7. The strength of the variations
is fixed at ε = 0.01. Half cylinder length is either the length at which convergence
of Stopo is reached (convergence is reached when Stopo value in two successive steps
differ by less than 10−7) or L = 1000, whichever is smaller. The circumference is
varied from 50 to 110.

The following table contains the exact values of the Stopo plotted in Fig. 2.5.
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Figure 5.9: Stopo was calculated for a fixed half cylinder length, L = 500, in
Fig. 5.8. We now vary L from 10 to 1000. We see that Stopo is close to log(2) for
small cylinders but converges to zero cylinder length L is increased from 1 to 1000.
So it is indeed a topologically trivial state.

No Variation 0.6931

Z⊗3 respecting
variations

0.6931 0.6931 0.6931 0.6931
0.6931 0.6931 0.6931 0.6931
0.6931

Z⊗3 violating
variations

10−12×
0.9095 0 -0.4547 -0.4547 0 0
0.9095 0.4547 -0.4547

Double-line TNR toric code
The bond dimension of the MPS is kept fixed at Dcut = 16 at each step of the
iteration. The starting MPS is as explained in the appendix 5.7. The strength of the
variations is fixed at ε = 0.01. Half cylinder length is either the length at which
convergence of Stopo is reached (convergence is reached when Stopo value in two
successive steps differ by less than 10−7) or L = 1000, whichever is smaller. The
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Figure 5.10: The variation strength ε affects convergence. The higher the variation
strength (as long as it is below any critical points) the faster the convergence with
the length of the size of the system.

circumference is varied from 50 to 110. Following table contains the exact values
of the Stopo plotted in Fig. 2.6.

No Variation 0.6931
Z ⊗ Z breaking
variations

0.6931 0.6931 0.6931 0.6931
0.6931

Z ⊗ Z respect-
ing, X⊗6 breaking
variations

0.0000 0.0015 0.0000 0.0000
0.0002

Z ⊗ Z and X⊗6

respecting varia-
tions

0.6931 0.6931 0.6931 0.6931
0.6931
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Double-line TNR double semion code
The bond dimension of the MPS is kept fixed at Dcut = 16 at each step of the
iteration. The starting MPS is as explained in the appendix 5.7. The strength of the
variations is fixed at ε = 0.01. Half cylinder length is either the length at which
convergence of Stopo is reached (convergence is reached when Stopo value in two
successive steps differ by less than 10−7) or L = 1000, whichever is smaller. The
circumference is varied from 50 to 110. The following table contains the exact
values of the Stopo plotted in Fig. 2.12.

No Variation 0.6931
Z ⊗ Z breaking
variations

0.6931 0.6931 0.6931 0.6931
0.6931

Z ⊗ Z respect-
ing, X⊗6 breaking
variations

0.0133 0.0047 0.0191 0.0086
0.0063

Z ⊗ Z and X⊗6

respecting varia-
tions

0.6931 0.6931 0.6931 0.6931
0.6931

Triple-line toric code
The bond dimension of the MPS is kept fixed at Dcut = 16 at each step of the
iteration. The starting MPS is as explained in the appendix 5.7. The strength of
the variations is fixed at ε = 0.2. Half cylinder length is either the length at which
convergence of Stopo is reached (convergence is reached when Stopo value in two
successive steps differ by less than 10−7) or L = 1000, whichever is smaller. The
circumference is varied from 50 to 110. Following table contains the exact values
of the Stopo plotted in Fig. 3.1.

No Variation 0.6931

Variations in IV −
M0

0.6931 0.6931 0.6931 0.6931
0.6931

Variations in M0−
M

10−3×
0.2467 0.0986 0.2658 0.0257
0.0005

Variations inM
0.6931 0.6931 0.6931 0.6931
0.6931
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Triple-line double-semion
The bond dimension of the MPS is kept fixed at Dcut = 16 at each step of the
iteration. The starting MPS is as explained in the appendix 5.7. The strength of
the variations is fixed at ε = 0.2. Half cylinder length is either the length at which
convergence of Stopo is reached (convergence is reached when Stopo value in two
successive steps differ by less than 10−7) or L = 1000, whichever is smaller. The
circumference is varied from 50 to 110. Following table contains the exact values
of the Stopo plotted in Fig. 3.3.

No Variation 0.6931

Variations in IV −
M0

0.6932 0.6931 0.6932 0.6931
0.6932

Variations in M0−
M

10−7×
0.7877 0.0849 0.0003 0.0006
0.0000

Variations inM
0.6931 0.6931 0.6931 0.6931
0.6931

Triple-line Fibonacci model
The bond dimension of the MPS is kept fixed at Dcut = 16 at each step of the
iteration. The starting MPS is as explained in the appendix 5.7. The strength of
the variations is fixed at ε = 0.1. Half cylinder length is either the length at which
convergence of Stopo is reached (convergence is reached when Stopo value in two
successive steps differ by less than 10−7) or L = 2000, whichever is smaller. The
circumference is varied from 50 to 110. Following table contains the exact values
of the Stopo plotted in Fig. 3.5.

No Variation 1.1787
Variations in IV −
M0

1.1779 1.1776 1.1774 1.1778
1.1779

Variations in M0−
M

10−7×
-0.2330 0.2841 0.0517 0.0335
0.0299

Variations inM
1.1535 1.1623 1.1556 1.1386
1.1667
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