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Abstract

Understanding and controlling the defect chemistry of bulk materials can vastly increase the opportunities for discovering highly efficient thermoelectrics. Good thermoelectrics are degenerate semiconductors and there are two types: $n$-type thermoelectrics, whose charge carriers are electrons, and $p$-type thermoelectrics conducting holes as carriers. Although normally one type can attain superior thermoelectric properties to the other depending on the electronic band structure of a material, a formation of the unfavorable defects sometimes prevents a material from obtaining desired type. Similarly, even if the desired carrier type is realized, the Fermi level, which is a measure of the carrier density, could be kept from the optimum due to the formation of compensating defects. It has been known from growing binary semiconductors for electronics and optoelectronics such as GaAs and GaN that a growth condition can substantially alter the defect concentration of resulting samples. This is primarily due to the change in the reference atomic chemical potentials, but such defect engineering has not been utilized for the bulk thermoelectric research, resulting in overlooking the promising candidate materials.

In this work, we established an experimental methodology to fully explore all the accessible variations in chemical potentials of a target phase and demonstrated its implementation. Although a pursuance of purity of samples to be measured is a common experimental concept in solid-state chemistry, in practice, a small single-phase region of semiconductors allows samples to have certain amount of impurities. Since different multi-phase equilibria have discrete chemical potentials, only when all the boundaries of the multi-phase equilibria around target phase are mapped out in nominal composition space are the measured transport properties of resulting samples properly correlated with their atomic chemical potential.

Utilizing this experimental concept we call “phase boundary mapping”, we have identified the mechanism of obtaining the superior $n$-type conduction in Mg$_3$Sb$_2$-based compounds. To achieve their exceptionally high thermoelectric figure-of-merit ($zT = 1.5$ at 750 K), the formation energy of Mg-vacancy needs to be suppressed with excess Mg but this condition had been missing for over 80 years due to the absence of experimental concept to fully investigate properties of a material. Implementing phase boundary mapping has also allowed an inexpensive thermoelectric Zintl compound Ca$_9$Zn$_{4+x}$Sb$_9$ to be one of the best thermoelectrics in the intermediate temperature range ($zT = 1.1$). We have also successfully reduced the
carrier concentration of Yb$\text{Zn}_{4.3}\text{Sb}_{9}$, which was originally thought to be impossible, leading to $zT$ increased by a factor of five.
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1.6 The effect of alloying on the lattice thermal conductivity of $\text{Yb}_{1-x}\text{Ca}_x\text{Mg}_2\text{Bi}_2$. The $x$-axis is the Ca content and the $y$-axis is (a) the ratio between lattice thermal conductivity with and without alloy scattering and (b) the lattice thermal conductivity. The alloying effect is more prominent at low temperature because Umklapp scattering becomes more dominant at higher temperature. The solid curves in (b) are the lattice thermal conductivities predicted by the alloy scattering model at each temperatures and symbols are the experimental data from ref. [63].

1.7 The effect of alloying on the lattice thermal conductivity of $\text{Ca}_5\text{Al}_{2-x}\text{In}_x\text{Sb}_6$. The $x$-axis is In concentration with respect to Al and the $y$-axis is lattice thermal conductivity. This figure is reproduced with permission of the publisher.[29]

1.8 Crystal structure of NaCl and NaTl. NaTl is a classic example of a Zintl phase. Na atoms provide their electrons, which are, in turn, acquired by Tl atoms to form covalent bonds to satisfy valence.[87]

1.9 Example crystal structures of thermoelectric Zintl compounds consisting of cations (A, green spheres) filled in a covalently bonded anionic structure (blue ($M$) and orange ($Pn$) spheres). Tetrahedra are shown with gray. (a) 14-1-11: $\text{Ca}_{14}\text{AlSb}_{11}$ structure type ($I4_1/acd$) with isolated tetrahedra and Sb linear unit (0D anionic structure). (b) 5-2-6: $\text{Ca}_5\text{Ga}_2\text{As}_6$ structure type (Pbam) with ladder-like corner-sharing chains of $MPn_4$ tetrahedra (1D anionic stricture). (c) 1-2-2: $\text{La}_2\text{O}_3$ structure type (P-3m1) with a layered edge shared tetrahedra (2D anionic structure).

2.1 Seebeck coefficient of $\text{Mg}_{3+x}\text{Sb}_2$-based compounds as a function of nominal excess Mg content from its stoichiometric composition ($x$). The sign of Seebeck coefficient flips from positive to negative at a certain $x$ where the location of phase boundary in nominal composition space. Slight difference in synthesis affects the location of the boundary (shaded region). Details of synthesis of two sets of samples are in Chapter 3.
2.2 Carrier concentration of $\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9$ as a function of nominal Zn content $x$. The black solid curve in (a) is predicted carrier concentration based on the nominal composition, assuming that the entire hole carrier concentration arises from Zn deficiency. As the nominal composition becomes closer to the charge balanced composition ($x = 0.5$), the predicted carrier concentration becomes smaller and supposed to be $n$-type when $x \geq 0.5$. However, the experimental carrier concentration doesn’t change as expected and shows step-wise reduction as shown in (b). The y-axis of (b) is indicating the actual composition of 9-4-9 phase ($\text{Ca}_9\text{Zn}_{4.5-\delta}\text{Sb}_9$) assuming Zn-deficiency is the only source of carriers. The gradual step-wise reduction can optimize the carrier concentration of $\text{Ca}_9\text{Zn}_{4.5-\delta}\text{Sb}_9$, resulting in $\varepsilon T = 1.1$. Fig. (b) has been published in ref. [32] and been reproduced here with permission from a journal.

2.3 Schematic (a) A-B binary phase diagram, (b) magnified binary phase diagram around a single-phase region of the $\beta$ phase, and (c) defect formation energy diagram of an A vacancy. Distinctly different thermodynamic states arise from the difference in atomic chemical potentials and result in discrete defect formation energies as shown in (c). The higher light-blue line corresponds to $E_f[V_A]$ of $\beta$ phase in the A-excess region and the dark-blue line is $E_f[V_A]$ of the $\beta$ phase in the B-excess region. Assuming A vacancy is the only stable vacancy to be considered, calculated B concentration of the $\beta$ phase in two distinct thermodynamic states are in (b). Therefore, even though the binary line compounds are lines in the scale of (a), they indeed have finite phase widths as shown in (b).

2.4 A schematic of isothermal section of A-B-C ternary phase diagram and its magnification around the single phase region of $\eta$. Although the single- and two-phase regions are small in (a), they have finite size and width as shown in (b). Those finite size and width of single- and two-phase regions lead to the discrete composition of $\eta$ phase in different three-phase regions.
3.1 Schematic of the graphite die for RHP. Milled powder was loaded into the graphite die with a half-inch hole with grafoil spacers (both sides had two grafoil spacers with the thickness of 0.13 mm). There is a hole on the side of the die near the sample position for a thermocouple to allow measurement and control the temperature during pressing. A type-K thermocouple is utilized for temperature reading.

3.2 (a) Schematic figure of the Seebeck measurement system and (b) example osculation data and (c) $\Delta V_s$ vs $\Delta T$. The oscillation is for excluding any voltage offset in the measurement. The slope of the linear fit shown in (c) is a Seebeck coefficient at the average of $T_{\text{average}}$. The range of $\Delta T$ and the oscillation time are set to be $\pm 7$ K and 55 min, respectively.

3.3 Schematic figures of the different lead configurations for the Hall measurement. Gray circles are disk-shaped samples with the diameter of $D$. (a) Ideal configuration. (b) One of the contacts has a length $l$ along the edge. (c) One of the contacts has a length $l$ perpendicular to the edge. (d) One of the point contacts is located at a distance $l$ from the edge. (e) Numerical solution of the factor $f$ as a function of the VdP ratio. The correction factor $f < 95\%$ when VdP ratio is smaller than 2.

3.4 The influence of pulse correction with the measurement results of a silver plate with the thickness of 1.015 mm. The half time of this material is 0.8 ms. The data is obtained from the manual of LFA 457.[216]

4.1 Comparison of $zT$ from $n$- and $p$-type Mg$_3$Sb$_2$-based compounds, showing the superior properties of $n$-type materials. The given compositions are nominal compositions. The $zT$ curve from Zhang et al.[48] was scaled using the measured heat capacity rather than the Dulong-Petit value used in the original report.

4.2 Transport properties of Mg$_{3.2}$Sb$_{1.5}$Bi$_{0.49}$Te$_{0.01}$ and Mg$_{3.2}$Sb$_{1.99}$Te$_{0.01}$ synthesized in this work with the data of Mg$_{3.2}$Sb$_{1.5}$Bi$_{0.49}$Te$_{0.01}$ reported in ref [47]. Thermal conductivity of Mg$_{3.2}$Sb$_{1.5}$Bi$_{0.49}$Te$_{0.01}$ and Mg$_{3.2}$Sb$_{1.99}$Te$_{0.01}$ are calculated with the experimentally determined heat capacity reported in ref [47, 48]. Reproduced Mg$_{3.2}$Sb$_{1.5}$Bi$_{0.49}$Te$_{0.01}$ shows almost identical properties to the reported values of Mg$_{3.2}$Sb$_{1.5}$Bi$_{0.49}$Te$_{0.01}$. 
4.3 The predicted $zT$ of Mg$_3$Sb$_2$-based materials as a function of Hall carrier concentration. Solid curves are obtained from experimental data (symbols) based on single-parabolic band model. At 715 K, it is safe to assume the acoustic phonon scattering. The $n$-type Mg$_3$Sb$_2$ is predicted to be a superior thermoelectric material to $p$-type due to the multiband effect. 0.2 at.% of Te doping realizes the almost optimum doping level for all of the $n$-type samples. $B$ is a dimensionless material quality factor, which shows the potential of the material to be thermoelectric. Mg$_3$Sb$_2$ can possess about 2.5 times higher $B$ just by being $n$-type conduction and it becomes even higher by alloying.

4.4 The Mg-Sb phase diagram near Mg$_3$Sb$_2$ and its influence on the dominant defects. (a) The Mg vacancy formation energy in Mg$_3$Sb$_2$ as a function of Fermi level ($E_F$) showing the pinning of $E_F$ (when formation energy is zero) at the valence band edge ($E_V$) for Sb-excess Mg$_3$Sb$_2$. Mg-excess Mg$_3$Sb$_2$ has high vacancy formation energy even for $E_F$ inside the conduction band (above $E_C$). (b) The calculated Mg-Sb phase diagram near Mg$_3$Sb$_2$. The phase boundary on the left (light blue) is the Sb-excess solubility limit determined by the chemical potential of elemental Sb and the boundary on the right side (dark blue) is the Mg-excess limit determined by the chemical potential of elemental Mg.

4.5 XRD patterns of Mg$_3$Sb$_2$-based compounds. The elemental Mg and Sb peaks are clearly observed in Mg$_{3+x}$Sb$_2$ samples with $x = 0.2$ and -0.1, respectively. Therefore, the range of Mg content (-0.1 < $x$ < 0.2) explored in this study is sufficiently large to investigate the two distinct thermodynamic states: Mg-excess and Sb-excess.

4.6 Seebeck coefficient dependence on nominal composition. (a) The step change of Seebeck coefficient with increasing nominal Mg content in Mg$_{3+x}$Sb$_{1.99}$Te$_{0.01}$ (synthesized using Mg-slug) indicates the abrupt transition in thermodynamic state from Sb-excess to Mg-excess. (b) The step change of Seebeck coefficient with increasing nominal Mg content in Mg$_{3+x}$Sb$_{1.5}$Bi$_{0.49}$Te$_{0.01}$ (synthesized using Mg-powder). (c) The continuous decrease in the thermopower (|$S$|) up to high Te content for the Mg-excess compositions as expected from an electron donor dopant. Lines are guides for the eye.
4.7 Defect chemistry in the Te-doped Mg$_3$Sb$_2$ system. (a) The crystal structure of Mg$_3$Sb$_2$ indicating atomic and interstitial positions. (b) Defect formation energy for Sb-excess Mg$_3$Sb$_2$ showing the Fermi level at 700 K ($E_F$) in the valence band ($E_F < E_V$) even with the addition of Te donor dopants. (c) Defect formation energy for Mg-excess Mg$_3$Sb$_2$. The undoped Fermi level ($E_F$) at 700 K (dashed line) moving deep into the conduction band ($E_C < E_F$) at the maximum Te-doping limit ($\approx 0.7$ at.%) (dash-dotted line) shows the extrinsic $n$-type doping capability for Mg-excess Mg$_3$Sb$_2$. The defect energies were calculated by considering the equilibria of three phases (Mg$_3$Sb$_2$-Sb-MgTe for (b); Mg$_3$Sb$_2$-Mg-MgTe for (c). See Fig 4.8a.)

4.8 The ternary phase diagram of Mg-Sb-Te (a) The ternary diagram showing the position of $\delta = 0$ in Mg$_{3+\delta}$(Sb,Te)$_2$ (gold dashed line) and the line that distinguishes $p$- and $n$-type materials in the Mg$_3$Sb$_2$ single phase region (red dashed line). (b,c) Successively enlarged sections of the 700 K ternary phase diagram near the Mg$_3$Sb$_2$ single-phase region. The Sb-excess Mg$_3$Sb$_2$ phase boundary (light blue) always remains $p$-type and deficient in Mg ($\delta < 0$) while the Mg-excess Mg$_3$Sb$_2$ phase boundary (dark blue) is $n$-type even though it also is deficient in Mg ($\delta < 0$) when sufficiently doped to make a good thermoelectric (0.2 at.% of Te). The open square on the $\delta = 0$ line denotes the composition Mg$_{3.99}$Sb$_{1.01}$Te$_{0.01}$.

4.9 Calculated net charge carrier concentration (solid lines) and the contribution from individual defects (dashed lines) in Mg$_3$Sb$_2$ at 700 K with increasing Te content. (a) Mg-excess Mg$_3$Sb$_2$. The $n$-type carrier concentration follows the Te content (Te$_{Sb}^{1+}$) with some reduction due to Mg-vacancies ($V_{Mg}^{2-}$) at the doping concentration needed to make an efficient thermoelectric (0.2 at.% of Te). (b) Sb-excess Mg$_3$Sb$_2$. The net carrier concentration is always $p$-type despite the addition of Te donor dopants because of the excessive compensation from Mg vacancies. Data points (black circles) are converted from Hall measurements (see Methods) on samples with nominal compositions of Mg$_{3.2}Sb_{2-y}Te_y$ where $y = 0.005, 0.01, \text{and } 0.03$ in increasing order of Te content.
5.1 (a) The crystal structure of $A_9M_{4+x}Pn_9$ where $A$: Ca, M: Zn, and $Pn$: Sb showing ribbon-like chains of $[\text{Zn}_4\text{Sb}_9]^{19-}$ along the c-axis. Interstitial Zn atoms are located between the chains (when present).
(b) Electronic band structure and density of states of $\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9$. Two black dashed lines indicate Fermi levels of the charge balanced $\text{Ca}_9\text{Zn}_{4.5}\text{Sb}_9$ composition ($x = 0.5$) and the structure with no interstitial Zn atom ($\text{Ca}_9\text{Zn}_4\text{Sb}_9$; $x = 0$). The band structure is color coded according to the atomic character of the states, where gray indicates an equal contribution from all atom types.

5.2 The calculated DOS plot of the relaxed $\text{Ca}_{18}\text{Zn}_9\text{Sb}_{18}$-cell, showing that the $d$-states of the interstitial Zn atom (Zn$_I$) is far below the Fermi level (about -7 eV). The green line is the sum of all $d$-character states of all 8 "non-interstitial" Zn atoms, and the blue line is the $d$-state of Zn$_I$.

5.3 Rietveld fit of $\text{Ca}_9\text{Zn}_{4.3}\text{Sb}_9$ (Cu-K$_{\alpha_1}$ radiation). Ticks mark the calculated reflection positions of the target phase while the baseline corresponds to the residuals of a Rietveld refinement ($R_i = 0.09$, $R_p = 0.20$, $R_{wp} = 0.20$) based on the reported crystal structure. In the crystal structure of $\text{Ca}_9\text{Zn}_{4.4}x\text{Sb}_9$ (space group: $Pbam$), there are five Ca (1×2b, 3×4g, 1×4h) and Sb (1×2d, 2×4g, 2×4h), and three Zn (2×4h, 1×4g) Wyckoff sites. Based on the reported single crystal data, apart from the Zn3 position at the 4g site, which is partially occupied (23.9(4)%), all other sites are fully occupied. We identified the partial occupancy at the Zn3 site to be close to 24.5(5)% corresponding to the composition of $\text{Ca}_9\text{Zn}_{4.49(1)}\text{Sb}_9$, which is reasonable considering $\delta$ calculated in this work (Table 5.1). The lattice parameters of this sample were found to be $a = 21.8525(5)$ Å, $b = 12.5305(3)$ Å, $c = 4.5427(1)$ Å.

5.4 SEM results of $\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9$ ($x = 0.2-0.8$) samples. (b) Lower magnification of $x = 0.2$ microstructure to visualize micro cracks on the sample surface.

5.5 XRD results of $\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9$ ($0.2 \leq x \leq 0.8, x = 23$). Bottom bars indicate the peak positions of $\text{Ca}_9\text{Zn}_{4.478}\text{Sb}_9$ acquired by single crystal XRD. Different secondary phases were observed for different samples, which were used to determine the phase regions of each sample.
5.6 (a) Hall carrier concentration ($n_H$) as a function of temperature and 
(b) the deficiency of Zn (compared to the ideal semiconductor) in 
one formula unit ($\delta$) as a function of nominal composition ($x$) at 400 
K. $\delta$ is calculated from the Hall carrier concentration, assuming that 
only Zn partial occupancy contributes to $n_H$. The right side vertical 
axis of (b) shows the corresponding Hall carrier concentration. The 
colors of the data points and the enumerated regions correspond to 
the phase region where the possible sample compositions are located 
in Fig. 4a and b. ................................................................. 87
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Chapter 1

Introduction

In the winter of 1820, an Estonian-German physicist, Johann Christoph Seebeck, announced that he had found a new magnetic effect at the session of Berlin Academy of Science.[1] Seebeck placed a magnetic needle compass in the circuit of two dissimilar metals, heated one of the joints, and observed a deflection of the needle of a compass (See Fig.1.1). Based on the observation, he concluded that there is a linear relationship between the compass angle and the temperature difference between hot and cold joints, and tried to explain it by magnetic polarization of two metals.[2] Soon after, his theory was rectified by Danish physicist Hans Christian Oersted.[3] The deflection of a compass needle was actually caused by the magnetic field induced from electric current, which Oersted defined as “Thermoelectricity”. Thermoelectricity refers to the current produced by an electric potential built up due to a temperature difference. Later, this effect was recognized as the Seebeck effect. The discovery of the Seebeck effect led to historical findings: the Peltier effect (1834) is the inverse effect of the Seebeck effect (electric current induces temperature gradient),[4] and the renowned Ohm’s law (1826), which was found by a German physicist, Georg Simon Ohm, who applied the Seebeck effect to obtain constant voltage from the temperature difference between ice and boiling water.[5]
About 200 years later, thanks to robustness, scalability, and high reliability, solid-state thermoelectric generators converting heat directly into electricity are used as power sources on Mars rovers such as Curiosity and space crafts for deep space exploration, like Voyagers I and II.[6] Thermoelectric generators are also considered to be one of the key technologies to realize a society “that is able to satisfy its needs without diminishing the chance of future generations.”[7] Over 60% of the energy generated in the US is lost, mostly as waste heat, similar to other industrialized countries such as Japan;[8] thus harvesting even a fraction of it with thermoelectric devices could save a significant amount of energy.

The intense studies on thermoelectrics, especially in the past decade, have raised the efficiency of thermoelectric generators to over 9%.[9] However, despite the long history of thermoelectrics, the efficiency is still low compared to other sustainable energy sources and too expensive for widespread usage in the society. While a large portion of cost ineffectiveness of thermoelectric devices arise from the restricted ability of the heat exchanger,[10] a critical bottleneck of the device and cost efficiency is the poor performance of thermoelectric materials themselves. Therefore, exploration of new thermoelectric materials and discovery of new strategies to enhance the properties of existing materials are essential.

1.1 Thermal energy conversion and efficiency

![Thermoelectric Generator Diagram]

Figure 1.2: Schematic image of a thermoelectric generator. A pair of p-type and n-type thermoelectric materials is a minimum unit of the thermoelectric generator.

If one opens up a thermoelectric generator, numerous pairs of n-type and p-type ther-
moelectric materials (legs) joined by a conducting strips can be seen. A schematic illustration of a basic unit, which consists of a pair of thermoelectric legs, is shown in Fig.1.2. Applying a temperature gradient across the legs causes the charge carriers (electrons in \( n \)-type and holes in \( p \)-type) in thermoelectric materials to diffuse from the hot side to the cold side and produce an electric potential in each leg. The voltage between the two ends is proportional to the temperature difference across each substance, and the proportionality coefficient is defined as Seebeck coefficient, \( \alpha \),

\[
\alpha = -\frac{\Delta V}{\Delta T}.
\]  

The sign of \( \alpha \) is positive when the e.m.f. causes a current flow from cold side to hot side (\( p \)-type; left side in Fig.1.2; \( \alpha_p = \frac{|V_h|}{\Delta T} \), where \( \Delta T = T_h - T_c \)), and negative when it is from hot to cold (\( n \)-type; right side in Fig.1.2; \( \alpha_n = -\frac{|V_e|}{\Delta T} \)).[11] The absolute value of the Seebeck coefficient is called thermopower (\(|\alpha|\)). In contrast to metals, which are normally used in thermocouples to produce only a tiny voltage (e.g. 0.9 \( \mu \)V/K for W at 300 K),[12] here the optimized semiconductors for thermoelectric application can generate hundreds of microvolts per degree. When a material contains both \( p \)- and \( n \)-type carriers, the generated thermopower by the Seebeck effect will be compensated and the net electric potential will become small. Therefore, degenerate semiconductors which possess an energy gap to have largely asymmetric \( p \)- and \( n \)-type carrier densities as well as a good electrical conductivity are favorable for good thermoelectrics.

In order to understand the basic principles for thermoelectric research, we shall calculate an efficiency of a simple thermoelectric device shown in Fig. 1.2 with a traditional method.[13–16] Here we assume the electrical resistivities (\( \rho_p \) and \( \rho_n \)), thermal conductivities (\( \kappa_p \) and \( \kappa_n \)), and Seebeck coefficients (\( \alpha_p \) and \( \alpha_n \)) of each materials are constants within the legs. Electrical resistances (\( R_p \) and \( R_n \)) and thermal conductances (\( K_p \) and \( K_n \)) of each legs can be described with areas of cross sections (\( S_p \) and \( S_n \)) and lengths (\( l_p = l_n = l \)) of each legs (See Fig. 1.2):

\[
R = R_p + R_n = \left( \frac{\rho_p}{S_p} + \frac{\rho_n}{S_n} \right) l
\]  

\[
K = K_p + K_n = (\kappa_p S_p + \kappa_n S_n) \frac{1}{l}
\]
KR = \kappa_p \rho_p + \kappa_n \rho_n + \kappa_p \rho_n \frac{S_p}{S_n} + \kappa_n \rho_p \frac{S_n}{S_p}. \quad (1.4)

Since the e.m.f. caused by the Seebeck effect is \( V = V_h + V_e = \alpha_p \Delta T - \alpha_n \Delta T \), the power (\( w \)) delivered to the load, \( R_L \), is

\[
w = I^2 R_L = \left( \frac{(\alpha_p - \alpha_n) (T_h - T_c)}{R_p + R_n + R_L} \right)^2 R_L. \quad (1.5)
\]

Considering the Peltier effect associated with an electric current (\( I \)) and that half of the joule heating in legs goes back to the source, the efficiency \( \eta_w \) can be described as the ratio of \( w \) to the energy absorbed from hot side of the device.

\[
\eta_w = \frac{w}{(\alpha_p - \alpha_n) IT_h + (K_p + K_n) (T_h - T_c) - \frac{1}{2} IT^2 (R_p + R_n)} = \frac{M}{T_h - T_c} . \quad (1.6)
\]

where \( M \) is the ratio of the load resistance to the sum of the resistances of legs \( \left( M = \frac{R_L}{R_p + R_n} \right) \). According to Eq. 1.6, hot side and cold side temperatures, \( M \), and \( \frac{KR}{\alpha^2} \), are the quantities that determine the efficiency of thermoelectric devices. The necessary condition to obtain the best possible efficiency is to have minimum \( KR \) by finding an optimum ratio of \( S_p \) and \( S_n \) to minimize the thermal absorption. This is achievable by choosing proper materials and geometry of the device. A larger area of cross section or shorter leg can reduce \( R \) but increase \( K \) while a smaller cross section and longer leg tend to have lower \( K \) but \( R \) will be increased accordingly. Therefore, the length of legs and cross sections have to be optimized. When they are optimized \( \left( \frac{l_p S_n}{l_n S_p} = \sqrt{\kappa_p \rho_p / \kappa_n \rho_n} \right) \), \( Z \) becomes

\[
Z = \frac{\alpha^2}{KR} = \frac{\alpha^2}{\left( \sqrt{\kappa_p \rho_p} + \sqrt{\kappa_n \rho_n} \right)^2}. \quad (1.7)
\]

With fixed \( Z \), \( T_h \), and \( T_c \), the maximum efficiency, \( \eta_{\text{max}} \), can be calculated through a straightforward calculation of \( \frac{\partial \eta}{\partial M} = 0 \). The optimum \( M \) is then obtained as \( M_{\text{opt}} = V T/2 \), where \( T = \frac{T_h + T_c}{2} \), which gives the maximum efficiency of
\[
\eta_{\text{max}} = \frac{T_h - T_c}{T_h} \cdot \frac{\sqrt{1 + ZT} - 1}{\sqrt{1 + ZT} + \frac{T_c}{T_h}}.
\]  

(1.8)

In the end, the maximum efficiency becomes a product of the Carnot efficiency \( \left( \frac{T_h - T_c}{T_h} \right); \) reversible factor) and a function of \( ZT \) (irreversible factor). \( ZT \) is called a dimensionless figure of merit and, as \( ZT \) increases, the irreversible factor in \( \eta_{\text{max}} \) monotonically increases. Although this \( ZT \) is a “device” figure of merit which consists of the properties of two legs, a figure of merit for a “material” can be defined as a similar form:

\[
zT = \frac{\alpha^2}{\kappa \rho} T.
\]  

(1.9)

Conventionally, capital \( Z \) is used for the device figure of merit and lower-case \( z \) is used for the material figure of merit.[14] With a material \( zT \), the optimum local reduced efficiency (\( \eta_{r,\text{opt}} \); an optimized irreversible factor of the local conversion efficiency) can be obtained by \( T_h/T_c \rightarrow 1 \),[17]

\[
\eta_{r,\text{opt}} = \frac{\sqrt{1 + zT} - 1}{\sqrt{1 + zT} + 1}.
\]  

(1.10)

Figure 1.3: The monotonically increasing local and device efficiencies as a function of figure of merit. (a) When \( zT \) is infinitely high, the irreversible factor becomes unity, and the efficiency becomes reversible (Carnot efficiency). (b) The higher \( ZT \) the legs have, the higher efficiency the device achieve.

The larger \( zT \) a material has, the higher local efficiency it can achieve. Fig. 1.3(a) shows the irreversible factor of a local efficiency, which monotonically increases
as $zT$ increases. When $zT$ is infinitely large, $\eta_{r,\text{opt}}$ becomes unity and the total efficiency becomes identical to the Carnot efficiency. Material with $zT$ greater than unity are considered as practical thermoelectric material while the highest reported $zT$ of the bulk material is about 2.[18, 19]

Fig.1.3(b) shows the $T_h$ dependency of the total device efficiency as a function of $Z$. Here, the temperature of the heat sink is fixed at 500 K ($T_c = 500K$). A device with $Z = 2 \times 10^{-3}$ can have $Z \bar{T} = 1$ when $T_h = 1000$ K. The range of the temperature shown in Fig.1.3(b) is about the same as the practical temperature range of the thermoelectric generators for Mars rovers and space crafts (500 K to 1300 K). These generators for space applications are called radioisotope thermoelectric generators (RTG), containing $^{238}\text{PuO}_2$ as a heat source and radiating heat into outer space as a heat sink. The efficiency of the current RTGs (called Multi-Mission Radioisotope Thermoelectric Generator, or MMRTG) utilized in the latest Mars rover, Curiosity, is only 6 to 7 \%.[6] The next generation RTG, with a thermoelectric Zintl compound first reported in the research shown in Chapter 5 combined with other Zintl compounds, is now under development at NASA-JPL. Segmenting materials possessing different maximum temperatures for figure of merit could achieve efficiency as high as 17 \% if properly implemented.

One might wonder how the device efficiency can be calculated when the segmentation or temperature dependencies in transport properties exists for the devices with segmentation or temperature dependent thermoelectric properties can exactly be calculated.

Here, to treat segmentation and temperature dependency of materials properties properly, it is briefly discussed how to obtain the exact device efficiency ($\eta_{\text{max}}$) from each material’s thermoelectric transport properties. To calculate the exact $\eta_{\text{max}}$, we need to consider one more constraint. While $\eta_{r,\text{opt}}$ (Eq.1.10) gives the best possible local reduced efficiency at a given temperature, the “true” efficiency ($\eta_{r,\text{true}}$) can be slightly different due to this constraint arising from “relative current density”, $u$, which is defined as the ratio of the electrical current density to the heat flux by thermal conduction. Reformulating the efficiency in terms of this $u$, $\eta_{r,\text{true}}$ can be expressed as

$$
\eta_{r,\text{true}} = \frac{u \left(1 - u\frac{\alpha}{z} \right)}{u \frac{\alpha}{z} + \frac{1}{zT}}.
$$

(1.11)
Based on this reformulation, \( \eta_{r,\text{true}} \) can be described as an intensive parameter derivable from thermodynamic state functions. Interested readers can learn detailed derivation in ref.[17] At a given temperature, \( \eta_{r,\text{true}} \) becomes a function of \( u \), and the \( u \) maximizing \( \eta_{r,\text{true}} \) is referred to as compatibility factor, \( s \),

\[
s = \frac{\sqrt{1 + zT} - 1}{\alpha T}.
\]

(1.12)

When \( u = s \), \( \eta_{r,\text{true}} \) is optimized and becomes identical to the \( \eta_{\text{r,opt}} \) at a given temperature. However, once the initial condition is fixed, \( u \) over the entire temperature range is uniquely determined through a simple ordinal differential equation of the heat equation (see ref.[20]). When \( u = s \) over the entire temperature range, the efficiency can reach the theoretical maximum but, in practice, it is not possible due to the temperature dependency of material’s properties. There is no analytical expression to obtain the best initial \( u \) to maximize \( \eta_{r,\text{true}} \) but the \( u \) giving the maximum efficiency at highest temperature can be acquired numerically. \( \eta_{\text{max}} \) can be formulated with relative current densities at heat source and sink by

\[
\eta_{\text{max}} = 1 - \frac{\alpha_c T_c + \frac{1}{u_c}}{\alpha_h T_h + \frac{1}{u_h}}.
\]

(1.13)

One can find the \( u \) maximizing this efficiency at a desired temperature giving the optimum \( u \) for the system. The device \( ZT \) can be calculated back from this \( \eta_{\text{max}} \) with Eq.1.8 if necessary.

It is important to note that utilizing the relative current density is a way not only to compute the exact efficiency of the thermoelectric device, but also to provide a guideline for choosing the materials for segmentation. Just segmenting thermoelectric materials with high \( zT \) is not always preferable to achieve higher device efficiency because of the constraint by \( u \). Since \( u \) for a system is uniquely determined by the initial condition, when each segmented material has substantially different optimum \( u \), which is \( s \), it is possible the segmentation can even negatively affect the total device efficiency. Segmenting materials with similar \( s \) is required to enhance the efficiency.[20]
One of the ultimate goals of thermoelectric research is to realize a thermoelectric
generator with high efficiency. To construct an efficient thermoelectric generator,
the compatibility factor becomes key to enhancing the device efficiency by seg-
mentation. However, to take full advantage of segmentation with the knowledge
of compatibility factor, we need to have enough choices of materials with high $zT$.
“It is very easy to make a bad battery out of a good material, but it is impossible
to make a good battery out of a bad material.” This is a statement made by Bo
Brummerstedt Iversen in the annual meeting of Danish Battery Society in 2015.[21]
The same thing can be said for thermoelectric devices and it is important to develop
better thermoelectric materials to boost efficiency. As discussed in this section, $zT$
is a matrix to evaluate the performance of a material as thermoelectric. Starting
with the following section, we will discuss the strategy to examine and enhance the
“potential” of thermoelectric materials.

1.2 Examine a potential as a thermoelectric

The higher the $zT$ a material possesses, the better the thermoelectric performance
is. However, the best possible $zT$ for a material can be realized only when the
interdependent physical quantities are balanced to be optimized.[22] In the expres-
sion of $zT$, it is important to recall that there are two contributions to the thermal
conductivity if there is no bipolar effect. One is an electronic portion ($\kappa_e$) and the
other one is a contribution from the lattice ($\kappa_L$). Therefore, the expression of $zT$
becomes

$$zT = \frac{\alpha^2 \sigma}{\kappa_e + \kappa_L} T.$$  \hspace{1cm} (1.14)

In Eq. 1.14, there are three components that are dependent on each other via the
majority carrier concentration; $\alpha$, $\rho$ (= $1/\sigma$, where $\sigma$ is electrical conductivity),
and $\kappa_e$. Fig.1.4 shows the interdependency of those physical quantities on the
carrier concentration. As the carrier density increases, thermopower decreases
while electrical conductivity and electronic contribution to thermal conductivity
increase. As a consequence, the optimum (best possible) $zT$ is often attained when
the majority carrier concentration is around $10^{19}$ to $10^{21}$ cm$^{-3}$. Since $zT$ is dependent
on the majority carrier concentration as mentioned above, even when $zT$ of a material
determined by experiments is low, optimization of the majority carrier concentration
can drastically enhance the thermoelectric performance of that material.
Effective $m^*$ model

While the figure of merit $zT$, which indicates the maximum efficiency of a material as a thermoelectric, can readily be calculated from the experimentally obtained transport properties, the “potential” of the investigated material as a thermoelectric cannot be predicted unless an appropriate model is applied. There are some simple and useful models available to examine the “potential” of materials as thermoelectrics.[23–27] One of the powerful models is called the effective $m^*$ model, where $m^*$ is an effective mass. The electronic transport properties are determined by the states near the band edge, which can typically be well described with an effective mass. To the first order, the dispersion around the band edge can be considered as parabolic for most band conductors. Since an effective mass is a slowly changing function, it can be a good way to collect measured quantities and transform them into a metric that characterizes the band structure. In addition, it is eminently advantageous, especially for ones synthesizing and measuring materials in the lab, to have a tool to examine the “potential” of the material as a guide for experiments without conducting computational calculations, even if the model is accurate only to the first order. Judging from the conclusion, this effective $m^*$
model has been applied to many different systems and confirmed to be very useful for planning experiments (e.g. determining the doping direction for optimization) or for understanding the transport phenomena (e.g. investigating the effect of band offset, multi-band conduction, or mixed scattering).[28–35]

Here we briefly discuss how the effective $m^*$ model can be used to predict a material’s “potential”. The following equations are obtained through Boltzmann transport theory within the effective $m^*$ model assuming the acoustic phonon scattering as the dominant scattering mechanism. This assumption of scattering is, in general, sufficient for most thermoelectrics utilized above room temperature. $F_i(\eta)$, $k_B$, $e$, and $h$ are the Fermi-Dirac integral function, Boltzmann constant, electron charge, and Plank constant, respectively.

$$F_i(\eta) = \int_0^\infty \frac{x^i}{1 + \exp(x - \eta)} dx$$  \hspace{1cm} (1.15)

$$\alpha(\eta) = \frac{k_B}{e} \left[ \frac{2F_1(\eta)}{F_0(\eta)} - \eta \right]$$  \hspace{1cm} (1.16)

$$n_H(\eta) = 4\pi \left( \frac{2m^*_S k_B T}{\hbar^2} \right)^{3/2} \frac{F_{1/2}(\eta)}{r_H}$$  \hspace{1cm} (1.17)

$$\mu_0 = \frac{e\tau_0}{m^*_C} = \frac{\sigma}{en_H F_{-0.5}(\eta)} = \frac{\mu_H(\eta) 2F_0(\eta)}{F_{-0.5}(\eta)}$$  \hspace{1cm} (1.18)

$$\kappa(\eta) = \kappa_L + \kappa_e(\eta) = \kappa_L + L(\eta)\sigma(\eta)T$$  \hspace{1cm} (1.19)

$$L(\eta) = \left( \frac{k_B}{e} \right)^2 \frac{3F_0(\eta) F_2(\eta) - 4F_1(\eta)^2}{F_0(\eta)^2}.$$  \hspace{1cm} (1.20)

Experimentally measured thermopower can determine the reduced chemical potential ($\eta(= E_F/k_BT)$ where $E_F$ is the Fermi level) of the investigated sample by Eq. 1.16. With this $\eta$ and measured Hall carrier concentration ($n_H$), the effective mass ($m^*_S$) can be obtained. This $m^*_S$ is called Seebeck mass since it is calculated from measured $\alpha$ and $n_H$ through Eqs. 1.16 and 1.17 ($r_H$ is the Hall factor). The other important value is a mobility parameter ($\mu_0$) which can be obtained from the measured Hall mobility by Eq. 1.18. $\tau_0$ is a part of carrier relaxation time independent
of energy (e.g. \( \tau_E = \tau_0 (E/k_B T)^{-1/2} \) when acoustic phonon scattering is dominant) and \( m_C^* \) is a harmonic average of masses along each direction. This mobility parameter is a descriptor of the conductivity with respect to a given band structure and Fermi level. When there is only one parabolic band in the real electronic band structure contributing to the transport, \( m_C^* = m_S^* \). Larger \( m_C^* \) leads to higher Seebeck coefficient but lower mobility, which results in lower conductivity. Once \( m_S^* \) and \( \mu_0 \) are obtained from experimental data, then \( \alpha(\eta) \) and \( \sigma(\eta) = \mu H(\eta) en_H(\eta) \) can be calculated as a function of \( \eta \) within the model. The total thermal conductivity can also be obtained as a function of \( \eta \) (\( \kappa(\eta) \)) as shown in Eqs. 1.19 and 1.20 with the lattice contribution to the thermal conductivity obtained at a given temperature. \( L(\eta) \) in Eq. 1.19 and 1.20 is a Lorenz number. Since the carrier concentration is a function of \( \eta \), all the transport properties can be scaled as a function of \( n_H \) instead of \( \eta \), demonstrated by the curves in Fig. 1.4 being calculated with this method.

**Material quality factor**

Here, to introduce a physical parameter indicating the material’s “potential” as a thermoelectric, we shall go back to the expression of figure of merit \( zT \). Based on the knowledge of the effective \( m^* \) model, we can redefine the expression of \( zT \) as a function of only \( \eta \) and \( B \).

\[
zT(\eta, B) = \frac{\alpha(\eta)^2 \sigma(\eta)}{\kappa_L + \kappa_e(\eta)} T
= \frac{\alpha(\eta)^2 \sigma(\eta)}{\kappa_L + L(\eta)\sigma(\eta) T} T
= \frac{\left( \frac{2F_1(\eta)}{F_0(\eta)} - \eta \right)^2}{3 \left( \frac{F_2(\eta)}{F_0(\eta)} \right) - 4 \left( \frac{F_1(\eta)}{F_0(\eta)} \right)^2 + \frac{3\sqrt{\pi}}{4} (F_0(\eta) B)^{-1}},
\]

where

\[
B = 2e \left( \frac{k_B}{e} \right)^2 \left( \frac{2\pi m_e k_B}{\hbar^2} \right)^{3/2} \frac{\mu_0 (m_S^* / m_e)^{3/2}}{\kappa_L} T^{5/2}
\approx 4.322 \times 10^{-6} \frac{\mu_0 (m_S^* / m_e)^{3/2}}{\kappa_L} T^{5/2}.
\]
This dimensionless factor $B$ is called the “material quality factor”\textsuperscript{1}. As is evident, all the physical quantities of a material are now included in $B$. Once this $B$ is fixed, the predicted $zT$ within this model can readily be calculated for different $\eta$ as shown in Fig. 1.5. The best possible $zT$ that a material of interest can reach with optimum $\eta$ is solely dependent on $B$ and it monotonically increases with increasing $B$. Finding optimum $\eta$ corresponds to carrier concentration optimization. Therefore, $B$ is a value that can properly assess the material’s potential even before $\eta$ optimization. Another merit to acknowledge $B$ is that the potential of a material can be assessed without a Hall effect measurement, which is required to obtain $m^*_S$ and $\mu_0$ separately. The $\eta$ of the material of interest can be estimated by Eq. 1.16 and $zT$ can be obtained through typical measurement of $\alpha$, $\sigma$, and $\kappa$. Plugging $\eta$ and $zT$ into Eq. 1.21 or just finding the point of $(\eta, zT)$ in Fig. 1.5(b), one can easily obtain $B$ without doing the full analysis like the one shown in Fig.1.4. This is a powerful method to quickly examine the potential of the material when one does not have an access to a high temperature Hall effect measurement system or a Hall measurement is not reliable for some reason (e.g. metallic samples with small Hall voltage; see Chapter 3).

1.3 Strategies of thermoelectric research

Material quality factor is a descriptor of a material’s “potential” as a thermoelectric and is eminently useful when considering the effective strategies of thermoelectric research. The numerator of $B$ is called weighted mobility $(\mu_0(m^*_S/m_e)^{3/2})$, and the denominator is the lattice thermal conductivity ($\kappa_L$). Therefore, the strategies of thermoelectric research can be classified into three parts.

1) Enhance the weighted mobility
2) Suppress the lattice thermal conductivity
3) Optimize $\eta$ to obtain best possible $zT$

\textsuperscript{1}The coefficient of $B$ in Eq. 1.22 can differ depending on the formalism. Here we use a mobility parameter defined by Eq. 1.18. One might find a different definition of $B$ using classical mobility, resulting in the coefficient of $5.745 \times 10^{-6}$. Historically, this concept is introduced by Chasmar and Stratton in 1959.\textsuperscript{37} Since then, some similar parameters called $\beta$ parameter,\textsuperscript{38} material parameter,\textsuperscript{36} and quality factor\textsuperscript{39} are reported but these are fundamentally all the same. The important thing is that all of the physical parameters are separable from the reduced chemical potential to be independently assessed.
Figure 1.5: The relation between $\eta$, $zT$, and $B$. (a) Schematic of the effective $m^*$ model. Reduced chemical potential $\eta$ indicates the position of the Fermi level relative to a band with a constant $m^*$. Metals have $\eta$ greater than zero, insulators have $\eta$ less than zero, and good thermoelectrics have $\eta$ around zero. (b) Material quality factor ($B$) dependency of $zT$ as a function of $\eta$. Peak $zT$ is obtained around $\eta = 0$. The higher the $B$ is, the higher the best possible $zT$ becomes.

1) Enhance the weighted mobility

One might think that increasing thermopower will simply result in larger $B$ (or $zT$), but this is not the case. Since thermopower is dependent on $m_S^*$, as shown in Eq.1.23, under the effective $m^*$ model with acoustic phonon scattering, a material with larger $m_S^*$ (heavier or flatter band edge) can possess larger thermopower than the one with smaller $m_S^*$ (lighter or sharper band edge) when $T$ and $n$ are fixed.

$$\alpha = \frac{8\pi^2k_B^2}{3eh^2}m_S^*T\left(\frac{\pi}{3n}\right)^{2/3}. \quad (1.23)$$

However, a heavier band edge leads to lower carrier mobility, resulting in the reduction of electrical conductivity. This is why the weighted mobility should be considered.

Utilizing the effect of band convergence is a great strategy for enhancing the weighted mobility.[40] Here, one should remember that there are two different masses, $m_S^*$ and $m_C^*$. These are dependent on each other via the valley degeneracy, $N_v$, and the effective anisotropy factor, $K^* = \left(\frac{m_b^*}{m_C^*}\right)^{3/2}$, where $m_b^*$ is a geometric average of masses along each direction, as shown below:[26]
\[ N_v K^* = \left( \frac{m_S^*}{m_C^*} \right)^{3/2}. \quad (1.24) \]

For the sake of simplicity, here we assume \( K^* = 1 \), which means there is no carrier pocket anisotropy. Under this assumption, the relation between \( m_S^* \) and \( m_C^* \) becomes

\[ m_S^* = N_v^{2/3} m_C^*. \quad (1.25) \]

Therefore, increasing the valley degeneracy of \( N_v \) can enhance \( m_S^* \) without any detrimental effect on \( m_C^* \), rising the weighted mobility to boost \( B \). Under the assumption of \( K^* = 1 \), \( m_C^* \) becomes identical to the single valley density of states mass \( m_b^* \). The interested reader can refer to ref. [26] for more details on the effect of the effective anisotropy factor \( (K^*) \) to \( B \). In short, higher \( K^* \) is the better for thermoelectrics. The effect of enlarged \( N_v \) has been confirmed in variety of systems such as PbTe,[40, 41] Bi₂Te₃,[42] SnTe,[43] Mg₂Si,[44] Skutterudites,[45] Half Heuslers,[46] and Zintl compounds[47, 48]. Many computational efforts have screened materials utilizing \( N_v \) as one of the strategies.[49, 50]

Comparison of \( n \)-type and \( p \)-type Mg₃Sb₂-based compounds discussed in Chapter 4 is a perfect example to understand the effect of enhanced weighted mobility via band convergence. It has long been believed that Mg₃Sb₂ and other compounds in the family with the same structure are persistently \( p \)-type semiconductors. However, a report in the fall of 2016 has shown \( n \)-type properties of Mg₃Sb₂-based compounds with extraordinarily high \( zT \).[47] According to the computational band structure calculation, the valley degeneracy of the conduction band edge is \( N_v = 6 \), in contrast to the valence band edge which only has \( N_v = 1 \). Although the single valley density of states mass \( (m_b^*) \) of the conduction band edge is reported to be slightly larger (\( \mu_0 \) for conduction band can be smaller than that of \( p \)-type),[47] the increase in the weighted mobility is experimentally observed by samples synthesized at Northwestern. It shows that \( n \)-type Mg₃Sb₂ possesses three times higher weighted mobility than \( p \)-type (45 cm²/s for \( n \)-type and 15 cm²/s for \( p \)-type). By achieving \( n \)-type conduction utilizing the conduction band edge, the increase in degeneracy counteracts the

\footnote{This valley degeneracy \( N_v \) is sometimes replaced by \( N_v^* \), which is the effective valley degeneracy which considers the partial contributions from bands with slight offset. In that case, \( N_v \) explicitly indicates the number of identical, isolated Fermi surfaces.}
decrease in $\mu_0$, resulting in a larger weighted mobility. This means that Mg$_3$Sb$_2$-based compounds ultimately have a higher potential for $n$-type thermoelectrics compared to $p$-type.

Another common way to enhance weighted mobility is simply by increasing mobility. One might expect that an increase in the carrier mobility is a consequence of the reduction in the effective mass, which results in lowering the Seebeck coefficient and weighted mobility. However, the benefit from increased mobility can compete with the negative impact on the Seebeck coefficient, with the result being a function of the effective mass dependency of the relaxation time. Under the assumption of acoustic phonon scattering (deformation potential scattering) with a single valley electronic band structure, the energy independent term of carrier relaxation time ($\tau_0$) has the following temperature and $m^*_S$ dependency:

$$\tau_0 \propto \frac{1}{(m^*_S T)^{\frac{3}{2}}}.$$  

(1.26)

Therefore, at a given temperature (see Eq. 1.18)

$$\mu_0 \propto \frac{1}{(m^*_S)^{\frac{5}{2}}}.$$  

(1.27)

One good example is a study of Yb$_9$Mn$_{4.2-x}$Zn$_x$Sb$_9$ solid solution shown in Chapter 6. Zn substitution on the Mn site results in a large reduction in effective mass, leading to enhancement of the potential as a thermoelectric material.

2) Suppress the lattice thermal conductivity

The lattice thermal conductivity in a given direction can be described by the integration over the product of the spectral heat capacity ($C_s(\omega)$), phonon group velocity ($v_g(\omega)$), and phonon relaxation time ($\tau(\omega)$) with respect to the frequency as shown in Eq. 1.28.

$$\kappa_L = \frac{1}{3} \int_0^{\omega_{\text{max}}} C_s(\omega) v_g(\omega)^2 \tau(\omega) d\omega.$$  

(1.28)

There are two major way of reducing $\kappa_L$. The first is by increasing the scattering rate of phonons, for instance by introducing disorder to reduce $\tau$, and the second is by utilizing a complex unit cell to reduce the $v_g^2$ contribution. When there are
several mechanisms scattering phonons, the resulting effect can be described by the sum of the inverse phonon relaxation times (Matthiessen’s rule):

\[ \tau^{-1} = \sum_i \tau_i^{-1} \]  

(1.29)

The typical scattering mechanisms that limit relaxation times in thermoelectrics are Umklapp (phonon-phonon) scattering \((i = U)\), point defect scattering \((i = PD)\), boundary scattering \((i = B)\), dislocation core scattering\((i = DC)\), and dislocation strain scattering\((i = DS)\).

Umklapp scattering (phonon-phonon scattering) is often the dominant scattering mechanism at high temperature \((> \Theta_D: \text{Debye temperature})\) and becomes more prominent as temperature increases:

\[ \tau_U^{-1} = \frac{(6\pi^2)^{1/3}}{2} \frac{\bar{M}v_p \gamma^2}{k_B \nu^2 \omega^2 T}. \]  

(1.30)

Here \(V\) is the atomic volume, \(\bar{M}\) is the average atomic mass, \(v_p\) is the phase velocity \((v_p = \nu_g\) in the Debye approximation\), and \(\gamma\) is the Grüneisen parameter (a measure of the anharmonicity in a crystal lattice). In an insulator, phonon-phonon scattering does not occur in a perfect crystal unless there is anharmonicity. In contrast, materials with high Grüneisen parameter such as PbTe, Cu3SbSe3, and SnSe have been reported to have low lattice contribution to the total thermal conductivity.[54–56] Finding materials with high Grüneisen parameter is also utilized in high-throughput material search.[57] Details of Umklapp scattering can be found in solid state physics textbooks.[58–60]

The following expression is for the relaxation time limited by point defect scattering:

\[ \tau_{PD} = \frac{V \omega^4}{4\pi v_p^2 \nu_g} \left( \sum_j f_j \left(1 - \frac{m_j}{\bar{m}}\right)^2 + \sum_j f_j \left(1 - \frac{r_j}{\bar{r}}\right)^2 \right), \]  

(1.31)

where \(f_j\) is the fraction of atoms with mass \(m_j\) (radius \(r_j\)) and \(\bar{m}\) (\(\bar{r}\)) is the average mass (radius) of the atoms on their sites.[53] Doping or alloying can lead to enhancement of point defect (alloy) scattering when the mass and/or size contrasts are large. This scattering is more prominent for higher frequency phonons and at lower temperatures, below where Umklapp scattering becomes dominant.
Here we introduce two examples: Yb$_{1-x}$Ca$_x$Mg$_2$Bi$_2$ and Ca$_5$Al$_{2-x}$In$_x$Sb$_6$. The alloy scattering model for lattice thermal conductivity was developed by Callaway et al. [61]. In the model, input values, average speed of sound ($v_s$) and Debye temperature ($\Theta_D$), to predict the effect of point defect scattering are either experimentally or theoretically determined. Combined with experimentally observed lattice thermal conductivity of end members, $\kappa_L$ of alloyed samples can be quantitatively calculated. Callaway et al. proposed the following relation between the lattice thermal conductivity of alloyed samples ($\kappa_{L,\text{alloy}}$) and that of the pure end members ($\kappa_{L,\text{pure}}$) when Umklapp and point-defect scattering are dominant.

\[
\frac{\kappa_{L,\text{alloy}}}{\kappa_{L,\text{pure}}} = \frac{\arctan(u)}{u},
\]

\[
u^2 = \frac{\pi \Theta_D \Omega}{2h v_s^2} \kappa_{L,\text{pure}} \Gamma,
\]

where $\Omega$ is the volume per atom and $\Gamma$ is the scattering parameter. $\Gamma$ normally has two components: one is the contribution from mass fluctuation ($\Gamma_M$) and the other is from strain fluctuation ($\Gamma_S$). However, in the case of Yb$_{1-x}$Ca$_x$Mg$_2$Bi$_2$, the strain fluctuation is negligibly small due to the similar ionic radii of Ca and Yb. Using the modified Klemens model proposed in ref. [62], $\Gamma_M$ can be calculated with the following equations:

\[
\Gamma_M = \frac{\sum_{i=1}^{n} c_i \left( \frac{\bar{M}_i}{M_i} \right)^2 f_i^1 f_i^2 \left( \frac{M_i^1 - M_i^2}{M_i} \right)^2}{\left( \sum_{i=1}^{n} c_i \right)^2},
\]

where

\[
\bar{M} = \frac{\sum_{i=1}^{n} c_i \bar{M}_i}{\sum_{i=1}^{n} c_i} \quad \text{and} \quad \bar{M}_i = \sum_k f_i^k M_i^k.
\]

Eq.1.34 is the case when two different atoms with atomic masses of $M_i^1$ and $M_i^2$ are on each of the $i^{th}$ sublattices ($k = 1, 2$), $c_i$ are the relative degeneracies of the respective sites, and $f_i^k$ is a fractional occupation. Note that $n = 3$, $c_1 = 1$, $c_2 = c_3 = 2$, $k = \{\text{Yb, Ca, Mg, Bi}\}$, $f_Y^1 = 1 - x$ and $f_C^1 = x$ for Yb$_{1-x}$Ca$_x$Mg$_2$Bi$_2$, in which case Eq. 1.34 and 1.35 become
Figure 1.6: The effect of alloying on the lattice thermal conductivity of Yb$_{1-x}$Ca$_x$Mg$_2$Bi$_2$. The $x$-axis is the Ca content and the $y$-axis is (a) the ratio between lattice thermal conductivity with and without alloy scattering and (b) the lattice thermal conductivity. The alloying effect is more prominent at low temperature because Umklapp scattering becomes more dominant at higher temperature. The solid curves in (b) are the lattice thermal conductivities predicted by the alloy scattering model at each temperatures and symbols are the experimental data from ref. [63].

\[ M = \frac{1}{5} \left[ M^Y_b \times (1-x) + M^C_a \times x + M^M_g \times 2 + M^B_i \times 2 \right] \quad (1.36) \]

and

\[ \Gamma_M = \frac{1}{5} \left[ c_1 \left( \frac{M}{\bar{M}} \right)^2 f_1^1 f_1^2 \left( \frac{M^Y_b - M^C_a}{\bar{M}} \right)^2 + 0 + 0 \right] \]

\[ = \frac{1}{5} \left( \frac{M^Y_b - M^C_a}{\bar{M}} \right)^2 x(1-x) \quad (1.37) \]

Once $\Gamma_M$ is set, the ratio of $\kappa_{\text{alloy}}$ and $\kappa_{\text{pure}}$ can be calculated as a function of $x$ via $u$. The effect that alloying has on $\kappa_L$ of Yb$_{1-x}$Ca$_x$Mg$_2$Bi$_2$ is shown in Fig.1.6. Fig.1.6(a) shows the amount of reduction in lattice contribution to thermal conductivity due to alloy scattering. Fig. 1.6(b) shows the comparison of the calculated values (solid curves) and the experimentally determined $\kappa_L$ of samples with $x = 0, 0.3, 0.5, 0.7, \text{and } 1$. The values used in the calculation ($v_s = 1616$ m/s and $\Theta_D = 222$ K) and experimentally determined $\kappa_L$ in Fig. 1.6(b) were obtained
Figure 1.7: The effect of alloying on the lattice thermal conductivity of \( \text{Ca}_5\text{Al}_{2-x}\text{In}_x\text{Sb}_6 \). The \( x \)-axis is In concentration with respect to Al and the \( y \)-axis is lattice thermal conductivity. This figure is reproduced with permission of the publisher.[29]

based on the reported data in ref. [63]. As can be seen in Fig. 1.6(a), the effect of alloy scattering becomes less prominent at higher temperature since the effect of Umklapp scattering becomes stronger. The effect of alloy scattering becomes larger with increasing mass difference and disorder, though it should be noted that point defects also increase the scattering rate of carrier mobility simultaneously.[44, 62, 64]

Another example of alloy scattering is \( \text{Ca}_5\text{Al}_{2-x}\text{In}_x\text{Sb}_6 \), where the model proposed by Klemens was applied to consider both mass and strain fluctuations.[65] This model has been successfully applied to Si\(_{1-x}\)Ge\(_x\) and Ga\(_{1-x}\)In\(_x\)As, among others, to describe the large reduction in lattice thermal conductivity.[66, 67] Fig. 1.7 shows the results of modeling, which is reported in ref. [29].

The expression for the relaxation time limited by boundary scattering is

\[
\tau_B^{-1} = \frac{v_g}{d}, \tag{1.38}
\]

which is the most common approach for grain boundary scattering. Here, the mean free path is treated as independent of frequency (gray model), and simply equal to the average grain size \( d \).[68] The effect of boundary scattering can be prominent by nanostructuring or reducing grain sizes, especially for low-frequency phonons, and has been demonstrated in nano-crystalline Si, Si\(_{1-x}\)Ge\(_x\), and yttria stabilized zirconia.[69–71]
The following expressions are for the relaxation times limited by dislocations in a grain boundary. These can be treated as scattering by dislocation cores and strains with the following expressions:\[72, 73\]

\[
\tau_{DC}^{-1} = \left( \frac{2}{sd} \right) \frac{V^{4/3}}{v_g} \omega^3
\]

\[
\tau_{DS}^{-1} = 0.6 \times B_{D, eff}^2 \left( \frac{2}{sd} \right) (\gamma + \gamma_1)^2 \omega \left[ \frac{1}{2} + \frac{1}{24} \left( \frac{1-2r}{1-r} \right)^2 \times \left( 1 + \sqrt{2} \left( \frac{v_L}{v_T} \right)^2 \right)^2 \right],
\]

where \( B_{D, eff} \) and \( \gamma_1 \) are the magnitude of effective Burgers vector and the change in Grüneisen parameter. In Klemens's model [74], the dislocation density (\( N_D \)) was used instead of \( 2/(sd) \) (\( s \) is the average spacing between dislocation cores). These two scatterings mechanisms (\( \tau_{DC} \) and \( \tau_{DS} \)) could be replaced with \( \tau_B \) with reasonable values of \( B_{D, eff} \) and \( N_D \) when the average grain size is an observed parameter (grain boundary dislocation strain model).[73] It has been demonstrated that dislocation scattering can effectively increase the scattering rate of remaining mid-frequency phonons. For example, intentionally introducing vacancies followed by annihilation can enhance the dislocation scattering and results in reduction of lattice thermal conductivity of PdSe.[75] The advantage to utilizing dislocation scattering has also been demonstrated with PbTe by varying the concentration of Na in Pb\(_{0.97}\)Eu\(_{0.03}\)Te.[76]

Up to here, many scattering mechanisms to reduce \( \tau_i^{-1} \) have been discussed, but lattice thermal conductivity can also be reduced by decreasing the contribution from \( v_g(\omega)^2 \) (see in Eq. 1.28). Introducing large and complex unit cell structures is one way of reducing \( v_g(\omega)^2 \). This inherent effect is one of the main reasons thermoelectric Zintl compounds have emerged as a promising class of thermoelectrics, as will be discussed in section 1.4, with details of \( v_g(\omega)^2 \) reduction in section 1.4.

3) Optimize \( \eta \) to obtain the best possible \( zT \)

Even if one obtains a material with high \( B \), that material cannot be practically used unless the Fermi-level (or reduced chemical potential) is optimized by tuning the carrier concentration. Doping is the most common way to change the carrier concentration. In PbTe, substituting Pb with elements having a fewer number of valence electrons, such as Na, is one way to make \( p \)-type PbTe by creating holes.
Similarly, replacing Te with I can add an electron to the structure which makes it $n$-type. Doping can also be used to reduce the number of carriers; a thermoelectric Zintl compound, Ca$_9$Zn$_{4.3}$Sb$_9$, has an excess number of holes compared to the optimum. Replacing Ca atoms with La, which has one more valence electron, can provide an additional electron per La atom. This compensates a hole, leading to a reduction of the total number of majority carriers.

Defect engineering is another way of tuning the majority carrier concentration. For example, it has been reported that the defect chemistry of $AZn_2Sb_2$ ($A = $ Yb, Eu, Ca, and Sr) Zintl compounds (see the structure in Fig. 1.9) can be modified by replacing the cation site atom.[77] It has been experimentally shown that $AZn_2Sb_2$ compounds are degenerate $p$-type semiconductors. Defect formation energy calculations elucidated that the most stable defects are cation vacancies, whose formation energies become higher with increasing electropositivity of the cation site atom. This increase in formation energy leads to fewer defects being formed, resulting in lower carrier concentration.[77] The trend in carrier concentration as a function of electronegativity of the cation site atom has been experimentally demonstrated not only in the $AZn_2Sb_2$ system but also in a multitude of thermoelectric Zintl compounds.[32, 78–81] Defect engineering can also be achieved by controlling the atomic chemical potential of a matrix phase by equilibrating it with different secondary phases. This defect engineering through atomic chemical potential can be experimentally performed with a concept we call “phase boundary mapping”, which will be discussed in the Chapter 2.

### 1.4 Zintl Compounds

#### Zintl-Klemm-Busmann formalism

In this section, starting from a history of Zintl phases, an implementation of simple electron counting to understand the structure and bonding, along with the definition of “Zintl compounds” are discussed.

A German chemist, Eduard Zintl, conducted the first systematic studies on the compounds consisting of alkali and alkaline earth metals with the electronegative metals and semimetals of Groups 13 to 15.$^3$[82–84] Zintl prepared numerous intermetallic compounds to investigate their structures and bondings in the early

---

$^3$Note that the notation of groups of chemical elements can be different in the literatures. Group 13 and 15 become Groups IIIB and VB in the old IUPAC, International Union of Pure and Applied Chemistry, which was mainly used in Europe, and Groups IIIA and VA in CAS, Chemical Abstract Service, used in US.
20th century, and these compounds were listed by F. Laves and referred to as “Zintl phases”. [85] Chemically, these Zintl phases are classified somewhere between metals and insulators (the explicit definition is not easily determined), and their salt-like characteristics result in high melting point, brittleness, and poor electrical conductivity compared to other intermetallic compounds. [86] In Zintl phases, while the electropositive cations filling the spaces in between sublattices donate their electrons, a covalently bonded anionic skeleton forms the framework of the crystal structure to satisfy the valence requirement. A comparison of NaTl (Zintl phase) and NaCl (ionic compound) is one of the classic examples to illustrate how the electron transfer from cations to the anionic sublattice occurs in Zintl phases (see Fig. 1.8).[84] In NaCl, a Na atom donates one electron to Cl to be Na\(^+\), while Cl becomes Cl\(^-\) to satisfy the octet rule. On the other hand, in NaTl, a Tl atom does not become 1- by itself, rather Tl atoms form covalently bonded “Zintl anions” to satisfy an electronic octet. With electrons transferred from more electropositive cations, Na in this case, Tl forms 4 covalent bonds, like group 14 elements. Klemm and Busmann generalized this valence counting interpretation of Zintl phases, and it is now called Zintl-Klemm-Busmann concept.[85]

Implementing the simple valence electron counting concept is useful to understand the structure and stoichiometry of a material. Assuming there is no bond between cations and all the bonds between anions contains two electrons, the valence electron count (VEC) per formula unit of the binary Zintl phase \(A_xX_y\) \((A: \text{ electropositive cation, } X: \text{ electronegative anion})\) is given by Eq. 1.41.
\[ VEC = \frac{a \cdot e(A) + x \cdot e(X)}{x}, \]  

where \( e(A) \) and \( e(X) \) are the number of valence electrons of element \( A \) and \( X \), respectively. The 8 - N rule, a classical valence rule for insulator, is used to predict the number of covalent bonds to satisfy the octet rule. In the NaTl example, \( VEC = 4 \) so each Tl atom has \( 8 - VEC = 4 \) covalent bonds. Similarly, \( VEC = (1.2 + 2.4)/2 = 5 \) in CaSi\(_2\), and thus \( 8 - VEC = 3 \) results in a coordination number of 3 for the anion partial structure.[88] The Zintl-Klemm-Busmann concept can be utilized not only for binary materials to understand their structures and stoichiometry, but also for complex ternaries. An example of a ternary Zintl phase is YbZn\(_2\)Sb\(_2\) (\( AM_2Pn_2 \), where \( A \), \( M \), and \( Pn \) are a cation (Yb), metal, or transition metal (Zn), and pnictogen (Sb), respectively). The electropositive atom Yb provides 2 electrons to be \( Yb^{2+} \), and then atoms with similar electronegativity (Zn and Sb) form covalently bonded substructure to be \([Zn_2Sb_2]^{2-}\), resulting in the layered structure as shown in Fig. 1.9. Here, \([Zn_2Sb_2]^{2-}\) anionic frame becomes isoelectronic with ZnS and forms a wurtzite-like structure, absorbing electrons from intercalated \( Yb^{2+} \) sheets.

By definition, the classic Zintl phases are valence precise semiconductors with the net count of the valence electrons being zero (Zintl-Klemm-Busmann concept). However, in practice, there are Zintl phases reported to be degenerate semiconductors due to imperfections (formation of vacancies, interstitials, etc) and such valence imbalance can also be explained by simple electron counting. Therefore, compounds possessing a structure well explained by the Zintl-Klemm-Busmann concept but exhibiting degenerate semiconducting (metallic) behavior are referred to as “Zintl compounds”. [89] Zintl compounds often have carrier concentration of \( 10^{19} \) to \( 10^{21} \) cm\(^{-3}\) which is essential for good thermoelectric materials as mentioned in previous sections.

**Thermoelectric Zintl compounds**

Zintl compounds have emerged as a new class of thermoelectrics. Some of the heavily investigated thermoelectric Zintl compounds, especially in a past few decades, are Skutterudite (e.g CoSb\(_3\)),[45, 90] Mg\(_2\)Si,[91, 92] Zn\(_4\)Sb\(_3\),[93, 94] La\(_3\)Te\(_4\),[33, 95, 96] and Clathrates (e.g. Ba\(_8\)Ga\(_{16}\)Sn\(_{30}\)).[97–99] These compounds, each with their own histories, have narrow band gap, tenable carrier concentration, and low lattice thermal conductivity. Yb\(_{14}\)MnSb\(_{11}\), which is a member of the so-called 14-1-11
Figure 1.9: Example crystal structures of thermoelectric Zintl compounds consisting of cations (A, green spheres) filled in a covalently bonded anionic structure (blue (M) and orange (Pn) spheres). Tetrahedra are shown with gray. (a) 14-1-11: Ca$_{14}$AlSb$_{11}$ structure type (I4$_1$/acd) with isolated tetrahedra and Sb linear unit (0D anionic structure). (b) 5-2-6: Ca$_5$Ga$_2$As$_6$ structure type (Pbam) with ladder-like corner-sharing chains of MPn$_4$ tetrahedra (1D anionic structure). (c) 1-2-2: La$_2$O$_3$ structure type (P-3m1) with a layered edge shared tetrahedra (2D anionic structure).

Zintl compounds, with Ca$_{14}$AlSb$_{11}$ structure type as shown in Fig.1.9, is a relatively new thermoelectric material whose thermoelectric properties were first reported by Shawna et al. in 2006.[103] This material succeeded in overcoming the state-of-the-art of the time, SiGe, at high temperature (> 900 K) and is currently considered as a promising candidate for segmented devices for space application.[104–107] Following the success in 14-1-11, numerous Zintl compounds, especially complex pnictides, have been proven to have high $\zeta T$ such as 9-4-9,[30–32, 108], 5-2-6,[29, 109, 110]1-2-2,[Zhang2008, 80, 81, 111–114], and 3-1-3,[28, 101] just name a few.

Of the thousands of Zintl phases whose thermoelectric properties have not been investigated, one strategy to search for compounds is to sort them by dimensionality

---

4Complex pnictide thermoelectric Zintl compounds are often referred to by their stoichiometry, but one should remember that complex Zintl phases with the same stoichiometry do not always form the same structure. This is one of the characteristics of Zintl compounds that attracts people’s attention from a chemistry point of view. Their structures sometimes become completely different despite the same stoichiometry when their elements are substituted by atoms with the same valency but slightly different size. For example, the structure of Sr$_3$GaSb$_3$ is different from Sr$_3$AlSb$_3$, resulting in completely different transport properties.[100, 101] Semiconducting Ca$_5$Al$_2$Sb$_6$ with the structure shown in Fig.1.9 becomes a metallic compound forming a different structure (Yb$_5$Al$_2$Sb$_6$ structure type) simply by replacing Ca with Yb.[102]
of their anionic structure. Fig. 1.9 shows some example structures of thermoelectric Zintl compounds. The formula unit of Ca$_{14}$AlSb$_{11}$ structure type consists of 14 $A^{2+}$ cations, 4 $Pn^{3-}$ anions, $[MPn_4]^{9-}$ tetrahedron, and $Pn_3^{7-}$ linear units. These sublattices are all isolated and can be considered as a 0D anionic structure. In addition to 14-1-11, compounds with CaAl$_2$Si$_2$ structure type have also been heavily investigated as thermoelectrics. As mentioned in section 1.4, 1-2-2 compounds possess layered (2D) anionic frame of $[Zn_2Sb_2]^{2-}$. Thermoelectric properties of 5-2-6 and 3-1-3 Zintl compounds have been investigated following the success in 0D (14-1-11) and 2D (1-2-2) thermoelectric Zintl compounds to examine the properties of 1D anionic structure. The Ca$_5$Ga$_2$Sb$_6$ structure type consists of extended 1D chains of corner shared $MPn_4$ tetrahedra. All 5-2-6 and 3-1-3 compounds have a 1D chain-like structure, though some have edge or face shared tetrahedra. Details are discussed in several reviews.[86, 89, 115, 116] The 9-4-9 type Zintl compounds have a unique structure. It consists of ribbon-like tetrahedra connected in one direction to form 1D infinite ladder-like sublattices which are bridged by the partially occupied interstitial transition metals sites to form a 2D structure.[117, 118] Therefore, the dimensionality of its anionic structure is somewhere between 1 and 2 depending on the partial occupancies. (See Chapter 5 and 6)

There are two key characteristics that make research of thermoelectric Zintl compounds fascinating: a) their rich chemistry and b) their inherently low thermal conductivity.

a) Rich chemistry of Zintl compounds

Since the same system can accommodate a variety of elements, Zintl compounds can be great “model cases” to examine the effect of chemical change to the thermoelectric properties. For example, Mg, Ca, Sr, Yb and Eu are candidates for a cation site atom of $AM_2Pn_2$, $M$ can be Mn, Mg, Zn, or Cd.[63, 78, 79, 113, 119–127] In addition, Sb is not the only element for $Pn$ but also As, Bi and P analogues exist.[81, 128–130] Similarly, $A_{14}MPn_{11}$ ($A =$ Ca, Sr, Ba, Yb, Eu; $M =$ Mn, Zn, Mg, Al; $Pn =$ P, As, Sb, Bi),[105, 107, 131–137] $A_5M_2Pn_6$ ($A =$ Ca, Eu, Sr, Yb, Ba; $M =$ Al, Ga, In, $Pn =$ Sb, Bi, As),[102, 108, 110, 138–142] and $A_9M_{4+x}Pn_9$ ($A =$ Ca, Sr, Eu, Yb; $M =$ Zn, Mn, Cd; $Pb =$ Sb, Bi) also have a large variety of choices for the elements contained in the same system.[30–32, 117, 118, 143–145] In the $AM_2Pn_2$ system, the carrier concentration can increase when the $A$ cation atom is replaced with a more electronegative atom. This trend can be explained by calculating the most stable defect formation energies.[77] Using metals or transition metals with spin,
such as Mn, can reduce the carrier mobility due to spin disorder scattering.[146] In Sb analogues of 9-4-9 and 1-2-2, using Zn as the transition metal leads to higher mobility since the effective mass becomes smaller.[31, 80, 122] In addition, some of the listed candidate atoms can be introduced at the same time to form solid solutions, which can reduce the lattice thermal conductivity, due to alloy scattering, and possibly change the carrier concentration by changing defect chemistry. These general trends shown experimentally in thermoelectric Zintl compounds can be chemically explained. Some reviews summarizes those chemical explanations.[86, 147]

As explained in Section 1.2, the maximized thermoelectric performance for one material can be obtained only when the carrier density of the material is optimized. Although some of thermoelectric Zintl compounds can naturally have the correct amount of defects to obtain desirable degenerate semiconducting behavior without tuning, in almost all the cases fine tuning of the carrier concentration is required. One effective way to finely increase or decrease the carrier concentration in various materials is doping, and Zintl phases often can accommodate several different types of dopant. For example, replacing a small fraction of Yb\(^{2+}\) by La\(^{3+}\) or Mn\(^{2+}\) by Al\(^{3+}\) in Yb\(_{14}\)MnSb\(_{11}\) can reduce the majority hole concentration,[104, 105] and substituting some Ca\(^{2+}\) with Na\(^{1+}\) or Al\(^{3+}\) with Zn\(^{2+}\) in Ca\(_5\)Al\(_2\)Sb\(_6\) can increase the carrier concentration.[109, 148]

b) Merit of complex structure

The other key for thermoelectric Zintl compounds is their inherently low lattice thermal conductivity, which arises from the complex unit cell structure of Zintl compounds. When the crystal structure becomes more complex, the lattice thermal conductivity (\(\kappa_L\)) becomes lower. From a chemistry point of view, the rigid covalently bonded anionic structure allows the electron or hole to conduct well, while loosely bound atoms filled in between anionic frames contribute to reduction of the lattice thermal conductivity. In addition, simply having a larger unit cell size or larger number of atoms in a unit cell can reduce the lattice thermal conductivity. For example, \(\kappa_L\) of Yb\(_{14}\)MgSb\(_{11}\), Yb\(_{14}\)MnSb\(_{11}\), and Ca\(_{14}\)MnSb\(_{11}\) are around 0.5 - 0.6 W/mK at room temperature, \(\kappa_L\) of Ca\(_5\)Al\(_2\)Sb\(_6\) and Sr\(_3\)GaSb\(_3\) whose \(\kappa_L\) are around 1.2 W/mK, and \(\kappa_L\) of 1-2-2 compounds such as CaZn\(_2\)Sb\(_2\) and YbZn\(_2\)Sb\(_2\) are around of 2 W/mK.[79, 80, 101, 103, 104, 106, 107, 128, 149] Here, the order of the structural complexities are 14-1-11 (\(N = 208\) where \(N\) is a number of atoms in one unit cell) > 5-2-6 and 3-1-3 (\(N = 26\) and \(N = 28\), respectively) > 1-2-2 (\(N\)
Since this general trend in $\kappa_L$ can be explained qualitatively with a simple atomic chain, the origin of inherently low lattice thermal conductivity of complex materials is discussed in the following section.

**Complex structure and low thermal conductivity**

Consider a mono-atomic 1D chain with atomic weight $m$, elastic constant $K$, and atom spacing $a$. Assuming the interactions only between the nearest neighbor atoms and Born-von Karman boundary condition, the phonon dispersion relationship becomes a monotonically increasing single curve as a function of absolute value of wave numbers ($0 \leq |k| \leq \pi/a$). The lattice spacing of $a$ is equivalent to the unit cell size in the real material. When the unit size of the monoatomic chain set to $2a$, the dispersion relation gets “folded”, replacing one atom with two atoms of differing atomic mass ($M$), producing a gap between lower frequency (acoustic phonons) and higher frequency (optical phonons). The same effect occurs when different spring constants ($G$) are introduced.

Here, let’s recall the expression of $\kappa_L$ in Eq.1.28. The lattice thermal conductivity can be obtained by integrating the spectral lattice thermal conductivity, the product of $C_s(\omega)$, $v_g(\omega)$, and $\tau(\omega)$, over $\omega$. At high temperature in Debye approximation ($T > \Theta_D$ where $\Theta_D$ is a Debye temperature), the Dulong-Petit law can be applied and the spectral heat capacity $C_{s,HT}(\omega)$ becomes

$$C_{s,HT}(\omega) = \frac{3 k_B \omega^2}{2 \pi^2 v_p^2 v_g},$$

(1.42)

where $v_p$ and $v_g$ are the phase velocity and group velocity defined as

$$v_p = \frac{\omega}{k},$$

(1.43)

$$v_g = \frac{d\omega}{dk}.$$  

(1.44)

At $T$ sufficiently higher than $\Theta_D$, the dominant phonon scattering mechanism is most likely Umklapp scattering. Since the product of $C_s(\omega) \cdot \tau_U(\omega)$ (refer to Eq.1.30) is independent of $\omega$, $\kappa_L$ is solely dependent on the integration of $v_g(\omega)^2$ with respect to the frequency, as seen in Eq.1.28. In Eq. 1.44, $v_g(\omega)$ is the slope of the phonon dispersion relationship. By increasing the difference between $K$ and $G$ or $M$ and $m$, the gap between the branch becomes larger and both branches flattens, and thus the integrated value of $v_g(\omega)^2$ becomes lower. Increasing unit cell size
by introducing even more atoms having different atomic masses or bondings with different spring constants leads to reducing the integration of $v_g(\omega)^2$ over $\omega$. This is due to the folding and introducing of more gaps, and ultimately results in reduction of the lattice thermal conductivity.[53] Thus, the complex thermoelectric Zintl compounds, which have large unit cell structures consisting of various atoms and bondings (analogous to the substructure approach), can have inherently low lattice thermal conductivity.

One way of examining $\kappa_L$ with the maximum scattering rate is to utilize Cahill’s glassy (amorphous) limit model.[150] In 1907, Einstein constructed a model for atomic vibration of harmonic oscillators vibrating with the same frequency.[151] Although Einstein’s model is known to fail at capturing the temperature dependency and magnitude of thermal conductivity of crystalline lattices, his model can be applied to highly disordered crystals such as amorphous solid as shown in ref. [152]. Assuming the shortest mean free path (maximum scattering rate) for all phonons as $l = \frac{\lambda}{2}$ ($l$ is the mean free path and $\lambda$ is the phonon wave length), the expression for glassy limit lattice thermal conductivity ($\kappa_{\text{glass}}$) becomes

$$\kappa_{\text{glass}} = \left(\frac{\pi}{6}\right)^{1/3} \frac{k_B}{V^{2/3}} \sum_i v_i \left(\frac{T}{\Theta_i}\right)^2 \int_0^\Theta \frac{x^2 e^x}{(e^x - 1)^2} dx, \quad (1.45)$$

where $\Theta_i = v_i (\hbar/k_B) (6\pi^2 n)^{1/3}$ ($n$ is the number of density of atoms). At the high temperature limit ($\kappa_{\text{glass,HT}}$),

$$\kappa_{\text{glass,HT}} = \frac{1}{2} \left(\frac{\pi}{6}\right)^{1/3} k_B V^{-2/3} (2v_t + v_l), \quad (1.46)$$

where $V$ is volume per atom. In the equations above, $v_t$ and $v_l$ are the transverse and longitudinal speeds of sound, which can experimentally be obtained using ultrasonic measurement. The values of $\kappa_{\text{glass}}$ in complex Zintl compounds are shown in various reports.[30–32, 100, 102, 138]

---

5Sometimes the value obtained from Cahill’s model with experimentally determined speeds of sound is treated as the theoretical minimum lattice thermal conductivity but there are materials whose $\kappa_L$ are lower than $\kappa_{\text{glass}}$.[18, 153–155] Deviation from the Debye approximation, temperature dependency of speed of sounds, or overestimation of Debye temperature can lead to overestimating the minimum thermal conductivity. Interested readers can refer to [156] for example.
1.5 Summary of research

This thesis primarily focuses on establishing the experimental concept we call “phase boundary mapping” and its implementation to utilize multi-phase equilibria for defect engineering through controlling atomic chemical potential of the target phase. It has been shown from growing binary semiconductors such as GaAs and GaN that the growth condition significantly affects the defect concentration of the resulting sample. However, it has not been utilized in bulk thermoelectric researches largely due to the lack of clear methodology and experimental demonstrations.

The prevalent concept of “line compounds” in solid state chemistry is that they are identical, if reasonably pure, since phase widths of these compounds are so narrow. Although the single-phase regions of line compounds are indeed fairly small, any compound has finite phase width due to point defects, which always exist because of the entropy. The total defect concentration in a material is determined by the formation energies of each defect, which can be controlled by changing the reference atomic chemical potentials of a system. Chemical potentials reflect the reservoirs for atoms that are involved in the defect formation. In other words, the coexisting phases in equilibrium uniquely determine the chemical potentials of the resulting sample at given temperature and pressure. Even though a nominal composition (an amount of starting materials) is exactly the same as the charge balanced composition of the target phase, in practice, a synthesized sample almost always contains a small amount of secondary phases.

Phase boundary mapping, whose details are discussed in Chapter 2, is an experimental concept to take advantage of accessible multi-phase equilibria, where the target matrix phase coexists with impurity phases. Thermodynamically, the degrees of freedom of a system in equilibrium can be determined by the number of components and phases at a given temperature and pressure, with multi-phase equilibria with no degrees of freedom tending to have significantly larger phase regions around the target line compound. By mapping out the boundaries of these wide multi-phase regions in nominal composition space, followed by systematic sample preparation with intentionally varied nominal compositions, the effect of the change in reference atomic chemical potentials can be properly correlated with the transport properties of resulting samples.

In Chapter 4, the mechanism of obtaining $n$-type conduction in $\text{Mg}_3\text{Sb}_2$-based compounds, which is a good demonstration of phase boundary mapping in a binary compound, is discussed. The investigation of the two distinctly different multi-phase
equilibria around a binary Zintl compound, \( \text{Mg}_3\text{Sb}_2 \), (Mg-excess and Sb-excess) with both computations and experiments elucidated the mechanism to obtain \( n \)-type conduction. \( \text{Mg}_3\text{Sb}_2 \) has a long history of research, but its \( n \)-type conduction has been found only recently to have exceptionally high \( zT \). Originally, the large Mg-solubility in \( \text{Mg}_3\text{Sb}_2 \) as Mg interstitials was believed to be the source of its \( n \)-type conduction. However, our research concluded that the key for obtaining \( n \)-type conduction is suppressing the formation of “electron killers” (Mg-vacancies) by equilibration of \( \text{Mg}_3\text{Sb}_2 \) with elemental Mg.

Chapter 5 discusses the implementation of phase boundary mapping to optimize the carrier concentration of a complex Zintl thermoelectric \( \text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9 \). Correlation between the phase regions of each sample and their transport properties revealed the step-wise change in carrier concentration as the phase region became more Zn-rich, which resulted in optimizing the carrier density of \( \text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9 \). The \( zT \) of \( \text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9 \) is one of the highest among the inexpensive thermoelectrics in the intermediate temperature range.

In Chapter 6, the thermoelectric properties of the new Zintl compound \( \text{Yb}_9\text{Zn}_{4+y}\text{Sb}_9 \) and the effect of alloying in \( \text{Yb}_9\text{Zn}_{4.2-x}\text{Mn}_x\text{Sb}_9 \) are discussed. Substituting Mn with Zn reduced the effective mass leading to enhancement in the quality factor. However, the carrier density of \( \text{Yb}_9\text{Zn}_{4+y}\text{Sb}_9 \) was too high to be a good thermoelectric material. Although it was originally thought to be impossible to reduce the carrier concentration of \( \text{Yb}_9\text{Zn}_{4+y}\text{Sb}_9 \), applying the phase boundary mapping allowed realization of lower carrier density, leading to five times higher \( zT \).
Chapter 2

Phase boundary mapping for defect engineering

2.1 Summary
Formation energies of point defects can be engineered through the control of atomic chemical potentials by purposely equilibrating the target phase with different sets of secondary phases. It can pave the way for, for example, suppressing the formation of killer defects enabling doping efficiency, and the optimizing charge carrier concentration without any extrinsic dopants. Such defect engineering can be experimentally achieved with a concept we call “phase boundary mapping” utilizing practically accessible different phase equilibria.

Binary semiconductors such as GaAs, GaN, ZnO, and ZnSe are often referred to as “line compounds” since their single-phase regions appear as a line on the binary phase diagram. However, in the real world, no crystal is perfect due to entropy and a certain amount of point defects always exists in a material at finite temperature. These point defects always provide semiconductors a narrow but finite phase width and, in practice, one of the two edges of the “line” of single-phase region is experimentally accessible. Those edges correspond to the compositions of the target material in two different two-phase equilibria. Therefore, we can say that there are two distinctly different “thermodynamic states” in a binary semiconductor, which have discrete defect formation energies and, accordingly, different defect concentration and charge carrier concentration. Practically, the thermodynamic states of a sample can only be made sure when the secondary phase equilibrated with the target phase in a sample is detected. Thus, we purposely change the nominal composition (the amount of starting elements) until the secondary phase appears in XRD or SEM to map out the boundaries of phase regions in the nominal-composition space. This experimental concept is called “phase boundary mapping”. Once the phase boundaries are mapped out with systematic sample characterization, the information of the thermodynamic states can be correlated to measured transport properties.

Single-phase regions of multinary semiconductors including ternaries and quaternaries also possess a small but finite phase width for the same reason. Normally, there are a multitude of different thermodynamic states around the single-phase
Figure 2.1: Seebeck coefficient of $\text{Mg}_{3+x}\text{Sb}_2$-based compounds as a function of nominal excess Mg content from its stoichiometric composition ($x$). The sign of Seebeck coefficient flips from positive to negative at a certain $x$ where the location of phase boundary in nominal composition space. Slight difference in synthesis affects the location of the boundary (shaded region). Details of synthesis of two sets of samples are in Chapter 3.

region of a target phase which can be utilized for delicate tuning of the defect concentration in the multinary compounds. Precise carrier density optimization is particularly important for thermoelectrics to obtain the best possible efficiency from a material since all the properties are interdependent to each other via carrier concentration.

In the first part of this chapter, a few outcomes of applying phase boundary mapping to thermoelectric materials are introduced. Then, the knowledge of thermodynamics behind the phase boundary mapping is reviewed with some simple examples. In the following sections, starting from a simple example of a binary semiconductor, we’ll also extend the discussion to cases of ternary compounds.

2.2 Major successes of phase boundary mapping

Two successful examples of implementing phase boundary mapping for thermoelectric materials are the cases of $\text{Mg}_{3+x}\text{Sb}_2$-based compounds and $\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9$, where $x$ indicates the nominal composition (the amount of starting elements).

As shown in Fig. 2.1, our implementation of phase boundary mapping on $\text{Mg}_{3+x}\text{Sb}_2$-based compounds (systematic sample preparation with varying nominal Mg contents $x$) revealed a clear positive to negative transition of a sign in measured Seebeck
Figure 2.2: Carrier concentration of \( \text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9 \) as a function of nominal Zn content \( x \). The black solid curve in (a) is predicted carrier concentration based on the nominal composition, assuming that the entire hole carrier concentration arises from Zn deficiency. As the nominal composition becomes closer to the charge balanced composition (\( x = 0.5 \)), the predicted carrier concentration becomes smaller and supposed to be \( n \)-type when \( x \geq 0.5 \). However, the experimental carrier concentration doesn’t change as expected and shows step-wise reduction as shown in (b). The y-axis of (b) is indicating the actual composition of 9-4-9 phase (\( \text{Ca}_9\text{Zn}_{4.5-\delta}\text{Sb}_9 \)) assuming Zn-deficiency is the only source of carriers. The gradual step-wise reduction can optimize the carrier concentration of \( \text{Ca}_9\text{Zn}_{4.5-\delta}\text{Sb}_9 \), resulting in \( zT = 1.1 \). Fig. (b) has been published in ref. [32] and been reproduced here with permission from a journal.

coefficient, indicating a transition from \( p \)-type to \( n \)-type thermoelectric. Such \( n \)-type \( \text{Mg}_{3+x}\text{Sb}_2 \)-based compounds can achieve exceptionally high figure of merit (\( zT = 1.5 \)) but they had not been discovered till late 2016 despite of the numerous past studies reporting their moderate \( p \)-type thermoelectric properties (\( zT \leq 0.6 \)).[47, 82, 121, 162, 163] This is mainly because of the high volatility and reactivity of elemental Mg leading to the loss of Mg during the synthesis, which always results in samples with excess amount of Sb. Therefore, only by applying the phase boundary mapping could the Mg-excess \( \text{Mg}_{3+x}\text{Sb}_2 \)-based compounds be attained and investigated.

Phase boundary mapping was also successfully applied to a complex thermoelectric Zintl compound, \( \text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9 \) so called 9-4-9, enabling precise control on carrier concentration. \( \text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9 \) structure becomes charge balanced when the composition is \( \text{Ca}_9\text{Zn}_{4.5}\text{Sb}_9 \) but it tends to be slightly Zn deficient.[144] This Zn deficiency creates holes to make this material degenerate \( p \)-type semiconductor. Assuming the change in carrier density solely caused by this Zn deficiency, the predicted amount
of created carriers can be calculated as the solid line in Fig. 2.2(a). However, it is clear that the trend in measured carrier concentrations doesn’t follow the expected values. The $\Delta\delta$ in a Fig. 2.2(a) is the range of calculated composition of 9-4-9 phase based on measured Hall carrier concentration ($\Delta\delta = 0.034$). Comparing this $\Delta\delta$ to the range of nominal Zn content ($\Delta x = 0.6$), change in the carrier concentration is significantly smaller but interestingly it still keeps decreasing gradually as more Zn added. This unexpected behavior can be understood by applying phase boundary mapping. Based on the secondary phases detected in samples, it has been confirmed that there are three regions containing 9-4-9 phase with different thermodynamic states in the nominal composition range we explored. Samples with almost the same carrier concentration (ones at the same plateau in Fig. 2.2 (b)) have the same set of secondary phases, and the step-wise change in carrier concentration occurs when the spices of secondary phases become different. This systematic reduction in carrier concentration as a result of utilizing different thermodynamic states leads to the exceptional thermoelectric performance of $\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9$.

2.3 Thermodynamic description of phase boundary mapping

Phase boundary mapping is a critical experimental concept to experimentally explore all the accessible thermodynamic states of a material; the basic knowledge of thermodynamics is sufficient to capture key physics: (I) atomic chemical potentials of coexisting phases become identical in equilibrium, (II) the degrees of freedom of the system of interest is determined by the Gibbs phase rule, and (III) defect formation energy at a given Fermi level is dependent on the atomic chemical potentials.

(I) Although the chemical potentials are often regarded as variables in simulations, there are some strict bounds due to impurities in a practical case. The chemical potential of an atom spices $i$ for different phases coexisting in a system become identical in equilibrium. For example if there are $P$ phases, the chemical potential of atom spices $i$ becomes

$$\mu_i^\alpha = \mu_i^\beta = \cdots = \mu_i^P.$$  \hfill (2.1)

This is one of the equilibrium conditions. Details can be found in Appendix A.

(II) The largest number of thermodynamic parameters that can be varied simultaneously and arbitrarily without affecting one another is called the degrees of freedom, $F$. For a system in equilibrium, such $F$ can be obtained from the number of compo-
ponents ($C$) and the number of phases ($P$) by the following relation, [164, 165]

$$F = C - P + 2. \quad (2.2)$$

Our independent variables are temperature ($T$), pressure ($p$), and the fractions of the components in each phase. Thus, the total number of independent variables is $CP + 2$. However, there are two sets of constraints. One is that the sum of the mole fraction in each phase must be unity. This constraint can reduce the number of variables by $P$. Another one is that the chemical potential of each component must be the same in all phases (I). The number of equations for chemical potential is $P - 1$ for each components so the total number becomes $C(P - 1)$. Therefore, the number of degrees of freedom can be calculated by subtracting the number of constraints from the number of variables.

(III) The following expression is used to compute the defect formation energy of a defect $X$ in charge state $q$, [157, 159, 166]:

$$E'_f[X^q] = E_{\text{tot}}[X^q] - E_{\text{tot}}[\text{bulk}] - \sum_i n_i \mu_i + qE_F + E_{\text{corr}}, \quad (2.3)$$

where $E'_f[X^q]$ is the total energy of a material containing the defect $X$ in charge state $q$ and $E_{\text{tot}}[\text{bulk}]$ is the total energy of a material in perfect crystal form. $n_i$ denotes the number of atoms of type $i$ that have been added to (positive $n_i$) or subtracted from (positive $n_i$) to form the defect $X^q$. $E_F$ is the chemical potential for electrons or Fermi level and the latter term will be used hereafter. $E_{\text{corr}}$ is a correction term for computation, which becomes zero in ideal case. As shown here, the defect formation energy is dependent on atomic chemical potentials and the Fermi level, and phase boundary mapping is a method to experimentally control $\mu_i$. Defects with larger formation energies are less favorable, and if the defect formation energy becomes negative, that defect instantly forms even at 0 K.

2.4 Binary cases

Suppose there are two components, A and B, which can form only a binary compound (semiconductor) with a charge balanced composition of $A_{1-x}B_{x}$. Assuming the case where samples are under a constant pressure, the degrees of freedom of the single-phase region such as $\alpha$ become two (divariant system) since $F = C - P + 1$ where $C = 2$ and $P = 1$, meaning the composition and $T$ can independently vary. Similarly, $F = 1$ can be obtained for two-phase regions (eg. $\alpha + \beta$) where
Figure 2.3: Schematic (a) A-B binary phase diagram, (b) magnified binary phase diagram around a single-phase region of the $\beta$ phase, and (c) defect formation energy diagram of an A vacancy. Distinctly different thermodynamic states arise from the difference in atomic chemical potentials and result in discrete defect formation energies as shown in (c). The higher light-blue line corresponds to $E_f[\nu_{\text{A}}]$ of $\beta$ phase in the A-excess region and the dark-blue line is $E_f[\nu_{\text{A}}]$ of the $\beta$ phase in the B-excess region. Assuming A vacancy is the only stable vacancy to be considered, calculated B concentration of the $\beta$ phase in two distinct thermodynamic states are in (b). Therefore, even though the binary line compounds are lines in the scale of (a), they indeed have finite phase widths as shown in (b).

the composition and temperature cannot be arbitrarily chosen independently. For example, the composition of the $\alpha$ phase in the two-phase region of $\alpha + \beta$ can only vary along the boundary between $\alpha$ single-phase region and $\alpha + \beta$ two-phase region as the temperature changes. Namely, when the temperature is determined the composition is also uniquely determined in such $F = 1$ regions in binary cases (univariant system).

Then, we suppose the case where samples are in equilibrium at a given pressure and also a given temperature ($T = T_o$). This case is more relevant for the practical bulk samples for thermoelectrics. Since the temperature is now a constant, the concentration of B component ($x$) is the only independent variable. Consider a sample $X$ (point $X$ in Fig. 2.3(a)) which is in the single-phase region of $\alpha$. Since $F = C - P$, $C = 2$ and $P = 1$, the degree of freedom of this $\alpha$ phase is one (univariant system), meaning the composition of $\alpha$ phase can vary as long as $x_\alpha$ is in this single-phase region ($0 \leq x_\alpha \leq x_\alpha$) at a given temperature $T_o$. On the other hand, samples
with nominal composition of \( x_y \) (point Y in Fig. 2.3(a): sample Y) and \( x_{Z1} \) (sample \( Z_1 \)) are in a two-phase region where \( F = 0 \) (invariant system). The phase fractions of \( \alpha \) and \( \beta \) phases in samples Y and \( Z_1 \) are different (according to the lever rule), but the B concentration of \( \alpha \) phase and \( \beta \) phase are fixed at \( x_\alpha \) and \( x_\beta \), respectively, no matter how the sample compositions are changed as long as \( x_\alpha \leq x_y, x_{Z1} \leq x_\beta \).

The phase boundary mapping exploits the character of the phase regions with no degrees of freedom (invariant systems) at a given temperature. Here, we suppose \( \beta \) is our target phase for bulk transport characterization. In the case of a research on bulk materials, even if no impurities are observed in XRD, the synthesized bulk samples of line compounds almost always contain certain amount of secondary phase(s). Consider two samples, \( Z_1 \) and \( Z_2 \), with the “actual” nominal B concentration of \( x_{Z1} \) (in \( \alpha + \beta \) region) and \( x_{Z2} \) (in \( \beta + \gamma \) region) at \( T = T_o \), respectively. Even when the weighed nominal B concentration (herein this is called the weighed-nominal composition) is exactly \( x_\beta \) (this is the target composition), the slight deviation in composition of elements which can involve the reaction (actual-nominal composition) from \( x_\beta \) can exist for many reasons\(^1\): impurities contained in raw elements such as surface oxidation, elements reacting with vials, dies and other instruments, evaporation or melting during pressing and annealing, just to list a few. The chemical potentials of an atom species \( i \) (\( \mu_i \)) for coexisting phases are identical in an invariant system (See I). In other words, the chemical potential of the target phase is determined by the coexisting phase, and thus \( \mu_i \) can be set as \( \mu_{A}^{\alpha+\beta} \) in \( \alpha + \beta \) phase and \( \mu_{A}^{\beta+\gamma} \) in \( \beta + \gamma \) phase.

Now, for the sake of simplicity, we consider the case where only A vacancies, which create holes in the valence band, are the stable defects in the material. The formation energy of a defect can be obtained through Eq. 2.3 (See III). Setting the reference of chemical potential of A (\( \mu_A \)) to elemental A (\( \mu_A^0 \)), the difference between the

\(^1\)Two different types of nominal compositions, weighed-nominal composition and actual-nominal composition, are defined here to emphasize the systematic loss of starting elements. To make a sample with the target composition, the stoichiometric amount of starting elements are weighed and put into vials or ampules for synthesis. Herein we call the amount of starting element at this stage as the weighed-nominal composition. However, there is a systematic loss of starting elements due to the reasons listed above, and the ratio of each element can be varied from the weighed-nominal composition through the synthesis procedures. For example, in the case of \( Ca_9Zn_{4}\times Sb_9 \), elemental Ca tends to have larger surface oxidation which are too stable to involve the reaction than Zn and Sb, leading to smaller Ca content than weighed-nominal composition, and elemental Zn is likely to sublime more than Ca and Sb, resulting in loss of Zn from weighed-nominal composition. Therefore, the overall composition of the raw ingredients contributing to the formation of the resulting sample can slightly deviate from the weighed-nominal composition, and to distinctly distinguish it from weighed-nominal composition, we herein call it actual-nominal composition.
chemical potential of species A in sample $Z_1$ and $Z_2$ ($\Delta \mu$) can readily be calculated as $\Delta \mu = |\mu_A^{\beta+\gamma} - \mu_A^\alpha|$ since $\mu_A^{\beta+\gamma} = \mu_A^\alpha$. An upper bound on the chemical potential is set by the formation of elemental A, $\mu_A \leq \mu_A^\alpha$, and therefore $\mu_A^{\beta+\gamma} < \mu_A^\alpha$. Consequently, $E_f[V_A]$ of $\beta$ phase in $\alpha + \beta$ two-phase region is distinctly higher than that of $\beta$ phase in $\beta + \gamma$ two-phase region by $\Delta \mu$.

The single-phase region of $\beta$ is just a line on the scale of Fig. 2.3(a), but it actually has a finite width as shown in Fig. 2.3(b) due to the formation of defects. Fig. 2.3(c) shows a schematic defect formation energy diagram describing $E_f[V_A]$ in two different two-phase regions discussed above (they can be referred to as A-excess and B-excess $\beta$ phase when the target phase is $\beta$). Based on the defect formation energies, the A vacancy concentration ($n_{V_A}$) can be calculated using

$$n_{V_A} = N_{site}^A \exp \left( \frac{-E_f[V_A]}{k_B T} \right),$$

where $N_{site}^A$ is the site density of A. In the case of Fig. 2.3(c), while $x_{\beta_1}$ is still closer to the charge balanced composition $x_\beta$ when $\Delta \mu$ is sufficiently large, $x_{\beta_2}$ is noticeably greater than $x_\beta$. As a result, the magnified phase diagram around the single-phase region of $\beta$ becomes as shown in Fig. 2.3(b). As mentioned before, in practice, the sample composition tends to be at one of the two sides of boundaries. Therefore, the properties of the $\beta$ phase in distinctly different thermodynamic states become substantially different: one is almost an intrinsic semiconductor with low a carrier concentration (A-excess $\beta$), but the other becomes a degenerate semiconductor (B-excess $\beta$).

### 2.5 Overcoming killer defects

The amount of impurities that contribute to the increase in the charge carrier density is limited by the increasingly probable formation of compensating defects of the so called “killer defects”. In the case of the $\beta$ phase discussed above, A vacancy is a killer defect for electron donors. Consider the situation of doping B-excess $\beta$ phase with an extrinsic dopant assuming no interaction between defects. B-excess $\beta$ phase is a degenerate $p$-type semiconductor due to the formation of stable A vacancies, thus the Fermi level ($E_F$) will be in the valence band, $E_F < E_V$, without any doping at finite temperature. The negative slope of $E_f[V_A]$ in Fig. 2.3(c) indicates that the charge state of defect $V_A$ is negative, meaning $V_A$ is an acceptor. As the amount of extrinsic dopant increases, since the Fermi level is pushed toward the conduction band, A vacancy becomes progressively favorable and, once $E_f[V_A]$ becomes negative, A vacancy instantly forms to prevent the Fermi level from moving
further even at 0 K. On the other hand, since A vacancy formation energy of A-excess $\beta$ phase is much higher than the case of B-excess even with Fermi level at the edge of conduction band, A vacancy doesn’t keep the $\beta$ phase from being $n$-type. As a consequence, even though B-excess condition cannot allow the $\beta$ phase to be $n$-type semiconductor, switching the thermodynamic states to A-excess $\beta$ phase makes it possible.

Just as we found in $\beta$ phase where the killer defect formation can be overcome by utilizing different thermodynamic states, so also do we find the case in a real material, Mg$_3$Sb$_2$. In the first report of $n$-type Mg$_3$Sb$_2$-based compounds, its $n$-type conduction was attributed to large solubility of Mg as Mg interstitials.[47] However, both our computational and experimental results indicate no sign of a large solubility of Mg (details can be seen in chapter 4), and $p$-to-$n$ transition can only occur when the killer Mg vacancy formation is suppressed through tuning its chemical potential. This result was elucidated by phase boundary mapping and this concept is particularly important when the target phase contains elements having high volatility and reactivity, which drastically increases the chance of deviation in “actual” nominal composition from the weighed nominal composition. The difference in nominal Mg contents $x$ giving $p$-to-$n$ transition can be explained by this deviation.

### 2.6 Ternary cases

In this section, we will discuss two merits to apply phase boundary mapping to ternary compounds with a schematic ternary phase diagram: (1) it can access different doping regimes which may be inaccessible with conventional synthesis schemes, and (2) it can enhance the reproducibility of samples.

A schematic of an isothermal section of the A-B-C ternary phase diagram is shown in Fig. 2.4(a). Single-phase regions of line compounds such as the $\eta$ phase are generally too small to be fully described in the full scale ternary phase diagram. Accordingly, two-phase regions such as $\eta + \alpha$, $\eta + \beta$, and $\eta + \gamma$ formed with tie-lines between single-phase regions become lines with no apparent width. However, as with the $\beta$ phase in Fig. 2.3(b) discussed in the previous section, both single- and two-phase regions have finite phase width as shown in Fig. 2.4(b). With phase boundary mapping we utilize the wide three-phase regions with $F = 0$ ($C = 3, P = 3, T$ and $p$ are constant). The degrees of freedoms in the single-phase and two-phase regions are $F = 2$ and $F = 1$ respectively.
Consider the case where the $\eta$ phase in Fig. 2.4 is our target phase, and the “actual” nominal compositions of samples are close to the single-phase region but in one of the three-phase regions. Although the single- and two-phase regions possess finite widths, in practice, synthesized samples indeed most likely fall into one of the three-phase regions around the target phase due to the systematic occurrence of reasons listed in section 2.4. Suppose the sample is now in $\beta + \eta + \gamma$ three-phase region, since the degrees of freedom in three-phase region is zero, all the composition of three phases coexisting in a sample are invariant. Therefore, as well as the compositions of secondary $\beta$ and $\gamma$ phases, the composition of the target phase of $\eta$ is fixed at an apex of the triangle of the three-phase region as shown in Fig. 2.4(b) with a green arrow. When actual nominal composition is changed from one three-phase region to another three-phase region, for example from $\eta + \beta + \gamma$ to $\eta + \alpha + \beta$ region, the invariant $\eta$ phase compositions also moves, accordingly, from a spot pointed by a green arrow to a red arrow. Therefore, the defect density and ultimately the charge carrier concentration can be tuned by changing the three-phase region, namely thermodynamic states, in which the target $\eta$ phase belongs to.

In the case of this simple example, there are only three different thermodynamic states around $\eta$, but the number of thermodynamic states increases following the increase in the number of stable compounds which can coexist with the target phase.
Normally a multitude of thermodynamic states exist and those can be utilized for precise tuning of carrier concentration through the phase boundary mapping as shown in the study of Ca$_9$Zn$_{4+x}$Sb$_9$ in chapter 5. [32] By mapping out the phase boundary in the nominal composition space, the systematic change in charge density was achieved without any extrinsic dopants. This work also confirmed that phase boundary mapping is eminently helpful to solve the issue of sample reproducibility. As shown in Fig. 5.16 in chapter 5, once the phase boundaries are mapped out, samples with the desired properties can repeatedly be accessible.
3.1 Summary

Although much of current thermoelectric research focuses on single crystals, thin films, and nanomaterials such as nanowires, polycrystalline bulk samples prepared by simple mechanical alloying and consolidation have the immediate potential for mass production and practical use. [167, 168] This chapter discusses the synthesis and characterization of inorganic polycrystalline thermoelectric materials. The first section briefly summarizes the general synthesis methods of bulk polycrystalline samples (mechanical alloying and consolidation) followed by details of the individual procedures taken for synthesizing the various thermoelectric Zintl compounds discussed in this thesis (Mg$_3$Sb$_2$-based compounds, Ca$_9$Zn$_{4+x}$Sb$_9$, Yb$_9$Mn$_{4.2-x}$Zn$_x$Sb$_9$, and Yb$_9$Zn$_{4+x}$Sb$_9$). The thermoelectric properties of the bulk samples synthesized in this thesis were primarily characterized by in-house built measurement equipment at Caltech/Northwestern with some results confirmed by measurement at NASA/Jet Propulsion Laboratories (JPL) or Panasonic. The following two sections discuss the characterization techniques: the structure and elemental analysis in section 3.4 and the measurement procedures and principles of electronic and thermal transport properties in section 3.5. Computational methods including band structure calculations, defect formation energy calculations, and phase diagram calculations are discussed briefly in the last section.

Only when systematic synthesis and characterization are performed can experimental results be compared consistently and a deeper understanding of the underlying materials science developed. This is particularly true in thermoelectric materials where relevant transport properties can be dramatically altered during synthesis through changing point defect concentrations. Therefore, all samples in this thesis were synthesized with the procedure maintained as consistent as possible after the most reproducible methods for each material were determined. The accuracies and precisions in results from each measurement system and potential error sources are also discussed in this chapter.
3.2 General sample preparation

Synthesis

Melting

Melting from a mixture of pure elements is one of the most commonly used techniques for the synthesis of inorganic materials. In this method, stoichiometric quantities of raw materials are sealed in an ampoule under vacuum, placed in a furnace, and held at an elevated temperature in order to melt and mix the starting materials, and then slowly cooled or quenched. Although this straightforward method works well for the synthesis of relatively simple and stable compounds such as Bi$_2$Te$_3$ or PbTe, it is not as easy for complex multinary compounds such as complex thermoelectric Zintl compounds due to the local off-stoichiometry during the synthesis. For example, consider the synthesis of a ternary Zintl compound composed of Ca, Zn, and Sb. Four different Ca-Zn-Sb ternary have been reported and many more stable binary combinations of these three elements such as Ca$_{11}$Sb$_{10}$, ZnSb, CaZn$_{11}$ CaSb$_2$, and Zn$_4$Sb$_3$, etc. are known to exist. Local off-stoichiometry can easily fall into one of the stable compositions lying close to the target phase on the Ca-Zn-Sb ternary phase diagram, resulting in an inhomogeneous sample with undesired byproducts. The inorganic solid state chemistry has taken the advantage of these inhomogeneities. To discover the new multinary compounds, single crystal XRD was conducted on tiny crystals selected out of many small products of different shapes and colors obtained from the same reaction. Indeed, many thermoelectric Zintl compounds were originally identified by melting with Sn, Pb or other melting fluxes. However, when investigating the bulk thermoelectric properties of the materials of interest, small micron-order crystals or inhomogeneous samples with substantial effect from byproducts are not ideal. In addition, increasing the yield is challenging and the loss of volatile or reactive elements such as Mg, Zn, or Ca due to sublimation or undesirable reaction with environment. These add complexity to the analysis of the resulting samples. Therefore, the studies described in this thesis have employed mechanical alloying as a primary synthesis method.

Mechanical alloying

Mechanical alloying via a dry, high-energy ball mill is a type of solid state reactions which can produce homogeneously distributed nanoscale fine powder from a stoichiometric composition of pure elements. This method has great control over
the nominal composition and also significantly reduces the synthesis time compared with melting and normal solid state reaction. Inorganic synthesis via mechanical alloying was first developed by John Benjamin et al. in the 1960’s as a result of extensive researches on nickel based superalloys for gas turbine applications.[174–176] High-energy ball milling was utilized for particle size reduction before Benjamin et al.,[167, 168, 177] but since then, many researches have investigated the applications of mechanical alloying [178] and its background physics.[179, 180] Different types of mills such as vibration mills,[168] planetary mills,[181, 182] attritor mills,[183] and mixer/shaker mills [184] were developed.

In this thesis, one kind of mixer/shaker mill commercialized by SPEX CertPrep was utilized to conduct the mechanical alloying.[185] Twenty minutes of milling in a SPEX mill is equivalent to 20 hours of milling in a low energy mill.[186] The 3-inch tall hardened stainless-steel vial which contains 4 to 10 grams of starting materials with milling media (two half inch stainless steel balls) were shaken back and forth several thousand times a minute.[31, 32, 102] Vials were sealed with o-rings under inert atmosphere to prevent from oxidation during the process.

The process of mechanical alloying is fairly straightforward; the powder particles in the vial are repeatedly collided by the balls, flattened, cold welded, hardened, fractured, and rewelded.[167, 187] At the early stage of milling, the soft ingredients of Zintl compounds are welded together and layered by collisions. The continuous impacts plastically deform the agglomerated powder particles, resulting in hardening. Then the particle size of hardened powder decreases due to fracturing caused by fatigue and fragmentation. After a certain amount of milling, the reduction in the particle size saturates due to balancing of agglomeration due to welding with the fracture rate. At this stage, while the average particle size remains constant, the inter-layer spacing in each particle (diffusion length) continues decreasing with the increasing number of layers within a particle.[188] Accumulated strain leads to the presence of variety of defects such as vacancies, dislocations, stacking faults, and grain boundaries and these defect structures increase the diffusivity of solute into matrix.[189] In addition, the reduced diffusion length due to the reduction of inter-layer spacing and the temperature elevation during milling enhance and accelerate the diffusion, resulting in alloying taking place in between the constituents. Sufficient ball milling leads to the completion of the reaction/alloying.

The raw materials employed for mechanical alloying are often pure powders in the range of 1 ~ 200 µm in size. However, the powders can contain non-negligible
amounts of surface oxidation attributable to their large surface areas. Since the particle sizes of starting elements are not critical in the milling process, we prefer to start from larger-size raw ingredients such as slugs or rods to minimize the effect of oxidation. Starting elements were cut into ~ 1 mm diameter pieces before loading. Resulting powders after ball milling were then extracted from the vials under inert atmosphere to prepare for consolidation as discussed in the following section. The reader may refer to [167] for a comprehensive review of mechanical alloying including history, variations, mechanisms, and applications.

**Consolidation**

Mechanical alloying can provide a fine powder where elements are homogeneously distributed, but true alloying may not be completed if the milling duration is insufficient. To ensure reaction completion and to obtain measurable bulk samples, the consolidation is conducted at an elevated temperature by a rapid hot press system (RHP). RHP is an in-house built equipment, which is developed to rapidly consolidate thermoelectric materials by induction heating under the controlled atmosphere, pressure, and temperature.[190] The following is the typical procedure of preparing and performing RHP.

Figure 3.1: Schematic of the graphite die for RHP. Milled powder was loaded into the graphite die with a half-inch hole with grafoil spacers (both sides had two grafoil spacers with the thickness of 0.13 mm). There is a hole on the side of the die near the sample position for a thermocouple to allow measurement and control the temperature during pressing. A type-K thermocouple is utilized for temperature reading.
First, 1 - 2 g of milled powder was loaded into a graphite die with graphite and grafoil spacers as shown in Fig.3.1. It is worthwhile to calculate the predicted thickness of the resulting sample from the amount of powder loaded and the theoretical density of the target material. Next, the die is placed inside the copper induction coil within a vacuum chamber with a thermocouple reading the temperature near the sample position (see Fig3.1). The chamber has roughing and diffusion pumps attached which can evacuate the chamber down to \( \sim 10^{-5} \) Torr to protect the powder from oxygen and water during the consolidation. After applying pressure (normally \( \sim 40 - 45 \) MPa) and flowing inert gas (argon gas), the RF field was provided through the copper coil to rapidly heat up the die by induction heating (the maximum oscillating power is 15 kW and the normal operating heating current is 300 A). The electrically conductive graphite die plays the role of a susceptor and heats up almost uniformly due to its high thermal conductivity. Here, one should note that it is important to ensure the temperature reading is actually going up. Otherwise, there is a chance of thermocouple breakage or it might not be in the proper position, which can lead to applying maximum power and result in a serious damage to your material, the die, or the system. After applying the desired heat and force for the required duration, the pressure is released and the sample quick cools via the gas and the cooling water within the chamber and copper tubings, respectively (\( \sim 300 \) K/h).

The disk-shaped sample pellet with the diameter of a half-inch and a height of 1 - 2 mm is then obtained. The dry and wet densities of resulting pellet were attained by measuring the geometric volume and weight and by Archimedes method with pure ethanol to assess the pressing profile. The desired density is over 95% of its material’s density. Once a dense pellet was obtained, it was then used for chemical and physical characterization, which are discussed in sections 3.4 and 3.5.

The motivation to utilize this RHP system can be understood when compared with two different widely used consolidation techniques: hot pressing with resistive heaters (HP) and spark plasma sintering (SPS). While HP and SPS are capable of consolidating the powdered materials, they have several disadvantages. The largest disadvantage of utilizing HP is its slow heating and cooling rates. The heater needs to raise the temperature of the entire chamber solely by radiation and the large thermal mass of the resistive heaters themselves slows down the heating and cooling. Slow heating and cooling make the precise tracking of the effect of pressing temperature and duration harder, increase the power required for running, and delay research progress. On the other hand, SPS system can raise the temperature of the die as quickly as RHP through resistive heating of the die body and rods themselves,
and densify the sample even faster than the other two methods due to the pulsed current running through the sample.[191] Thus, SPS is often considered as the better technique to obtain samples with smaller grain size, potentially reducing the lattice thermal conductivity.[192] However, a poor understanding of the effect of the current-assist sintering sometimes leads to a significantly large variation of the physical and chemical properties in the resulting samples. Therefore, for the sake of the consistent research and excluding unknown effects as much as possible, we utilize RHP to consolidate our samples. Interested readers can refer to ref. [190] for a more comprehensive comparison and the detail specifications of the RHP system, or to ref. [191] for the details of the SPS technique.

3.3 Synthesis methods of individual studies

Mg$_3$Sb$_2$-based compounds

Magnesium slugs (99.95%, Alfa Aesar), antimony shots (99.9999%, Alfa Aesar), bismuth granules (99.997%, Alfa Aesar), and tellurium lumps (99.999%, Alfa Aesar) were used for the sample set #1 (see below) as starting elements. Note that the purities reported by the manufacturer are “metals basis” meaning that the oxygen content is unknown. Each of the raw materials was cut into small pieces, weighed to be the stoichiometric amount, and loaded into a stainless-steel vial with half-inch stainless-steel balls under argon. Mechanical alloying was conducted by a SPEX high-energy mill (8000D) for two hours. The black powder was extracted from the vial and transferred to a high-density graphite die in a globe box. Subsequently, induction heating RHP was conducted at 873 K with 45 MPa for one hour with flowing argon.[190] Both geometric and wet densities of the pressed disk-shaped pellets were measured and confirmed to be > 95%. Samples of sample set #2 (see below) were prepared with a different method and the details were discussed in Ref [47]. Following planetary ball milling with a process control agent (stearic acid), pressing was done by SPS instead of RHP.

Sample set #1:

- Mg$_{3+x}$Sb$_2$ ($x = -0.1, 0, 0.2, 0.3$), Mg$_{3+x}$Sb$_{1.99}$Te$_{0.01}$ ($x = -0.2, -0.1, 0, 0.1, and 0.2$),
- Mg$_{3.2}$Sb$_{2-y}$Te$_y$ ($y = 0.005, 0.01, 0.03, 0.06, 0.08, 0.1, and 0.15$), and Mg$_{3+x}$Sb$_{1.5}$Bi$_{0.49}$Te$_{0.01}$ ($x = 0.2$) were prepared and measured at Northwestern University.

Sample set #2:

- Mg$_{3+x}$Sb$_{1.5}$Bi$_{0.49}$Te$_{0.01}$ ($x = 0.1, 0.16, 0.18, 0.2, and 0.3$) and Mg$_{3.2}$Sb$_{1.5}$Bi$_{0.49-y}$Te$_y$
(\(y = 0, 0.005, 0.01, 0.015, 0.02, \) and \(0.04\)) were synthesized and measured at Panasonic.

\(\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9\)

In prior research, \(\text{Yb}_9\text{Mn}_{4+x}\text{Sb}_9\) and \(\text{Yb}_9\text{Zn}_{4+x}\text{Sb}_9\) (detail shown in following section 3.3) were prepared by placing constituent elements into a stainless steel vial and then ball milled for one hour followed by hot pressing at 800 °C for two hours at a pressure of 40 MPa.[30, 31] When \(\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9\) samples were synthesized by the same procedure, the resulting samples contained significant amounts of impurity phases. Further investigation revealed that the samples were Zn deficient after hot pressing. Knowing this, \(\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9\) \((x = 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, \) and \(0.8\)) samples were prepared through an alternative approach of two-hour ball milling followed by a two-step hot pressing and annealing. In an argon-filled glove box, stoichiometric amounts of Ca dendrites (99.99%, Sigma-Aldrich), Zn shot (99.999%, Alpha Aesar) and Sb shot (99.999%, Alpha Aesar) were loaded into a stainless steel vial with two half-inch stainless steel balls. Samples were then ball-milled for two hours in a SPEX Sample Prep 8000 Series Mixer/Mill. The resulting powders were hot-pressed in a high-density graphite die under argon atmosphere. To ensure that Zn is completely reacted, samples were pressed with a 40 MPa load for two hours at 350 °C, which is slightly lower than the melting temperature of Zn. Then the samples were pressed for two more hours at 800 °C to make dense pellets. At the end, all samples were sealed in silica ampules under vacuum and annealed at 580 °C for six days to obtain homogenous materials. All samples were found to have wet densities of over 97%. They are relatively stable under ambient conditions as samples exposed to air for about a month had surfaces which were still shiny and metallic in appearance.

\(\text{Yb}_9\text{Mn}_{4.2-x}\text{Zn}_x\text{Sb}_9\) and \(\text{Yb}_9\text{Zn}_{4+y}\text{Sb}_9\)

\(\text{Yb}_9\text{Mn}_{4.2-x}\text{Zn}_x\text{Sb}_9\) \((x = 0, 1, 2, 3 \) and \(4.2\)) and \(\text{Yb}_9\text{Zn}_{4+y}\text{Sb}_9\) \((y = 0.2, 0.3, 0.4 \) and \(0.5\)) samples were prepared by ball milling followed by hot pressing. The elements were loaded into stainless-steel vials with stainless-steel balls inside a glove box filled with argon. The materials were dry ball-milled for an hour using a SPEX Sample Prep 8000 Series mixer/mill. The resulting fine powder was hot-pressed in high-density graphite dies using 40 MPa on a 12.7 mm diameter surface. Samples were hot pressed using a maximum temperature of 1073 K for 2 hours under flowing argon, followed by 2 hour cooling.
3.4 Structural and elemental analysis

The structure, homogeneity, chemical composition, and the presence of any secondary phases in the resulting disk-shaped samples were characterized by X-ray diffraction (XRD), scanning electron microscopy (SEM), energy dispersive spectroscopy (EDS), and wave dispersive spectroscopy (WDS).

XRD on the bulk samples of \(\text{Yb}_9\text{Mn}_{4.2-x}\text{Zn}_x\text{Sb}_9\), \(\text{Yb}_9\text{Zn}_{4+y}\text{Sb}_9\) and \(\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9\) were performed using a Philips PANalytical X’pert MPD diffractometer operating at 45 kV and 40 mA with CuK\(\alpha\) radiation at Caltech. Rietveld analysis was performed using Philips X’part plus software for \(\text{Yb}_9\text{Mn}_{4.2-x}\text{Zn}_x\text{Sb}_9\) and \(\text{Yb}_9\text{Zn}_{4+y}\text{Sb}_9\), and WinCSD program package for \(\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9\), respectively. ZEISS 1550VP field emission SEM with Oxford EDS was utilized to conduct SEM and EDS on \(\text{Yb}_9\text{Mn}_{4.2-x}\text{Zn}_x\text{Sb}_9\), \(\text{Yb}_9\text{Zn}_{4+y}\text{Sb}_9\) and \(\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9\) at Caltech. The WDS on \(\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9\) was performed by JEOL JXA-8200 with Probe for electron probe micro-analyzer (EPMA) for EPMA software which provides full digital-control for more reliable and automated WDS microanalysis and digital imaging.[193] On the other hand, XRD on \(\text{Mg}_3\text{Sb}_2\)-based compounds were performed by STOE’s STADI MP at Integrated Molecular Structure Education and Research Center (IMSERC) located at Northwestern University. STADI MP was operated at 45 kV and 20 mA with pure K\(\alpha\)1 radiation. The software used for refinement was GSASII. SEM, EDS and WDS on \(\text{Mg}_3\text{Sb}_2\)-based compounds were performed with Hitachi S-3400N-II with Oxford INCAx-act SDD EDS, and wave WDS system for elemental analysis at the EPIC facility of Northwestern University’s NUANCE center.

It should be noted that these structural and elemental analysis were used only for determining the matrix phase and the identity of secondary phases equilibrated with the target matrix phase in this thesis. Although the relative trend in the elemental analysis is often reliable (typical precision of WDS is \(\sim 0.\%\) [194]), the determination of exact chemical composition is not always straightforward and reliable enough (typical accuracy of WDS is \(\sim 2\%\) [194]) to be compared with the transport properties such as resistivity and Hall carrier concentration. For example, the range of the chemical carrier concentration can differ from 0 cm\(^{-3}\) to \(\sim 10^{21}\) cm\(^{-3}\) when the composition is varied from \(\text{Mg}_{3.00}\text{Sb}_2\) to \(\text{Mg}_{3.06}\text{Sb}_2\) (by 2 at.% of Mg). Therefore, careful treatment is required for comprehensive analysis, combining the transport properties with elemental analysis.
3.5 Measurement methods and principles

Seebeck measurement

The Seebeck coefficient was measured under dynamic vacuum with a home-built system described in ref.[195] constructed by former group members. The disk-shaped sample is placed between two machinable boron nitride (BN) substrates with cartridge heaters embedded. The Chromel/Nb thermocouple placed through the BN substrates are pressed on the sample disk as shown in Fig. 3.2. The entire measurement system is placed inside the vacuum chamber to conduct the measurement without oxygen and moisture, which can affect the sample properties. The top and bottom temperatures of substrates ($T_{top}$ and $T_{bottom}$) are controlled by the external program (PID control) to reach the desired average temperature. Once the $T_{top}$ and $T_{bottom}$ reaches the target temperatures, the temperature gradient applied to the sample $\Delta T$ ($= T_{top} - T_{bottom}$) is oscillated about a fixed average temperature ($T_{average}$). The voltage response to the temperature oscillation ($\Delta V$) is continuously measured during the oscillation. Fig.3.2(b) shows an example data of $T_{top}$, $T_{bottom}$, and $T_{average}$ ($=(T_{top} - T_{bottom})/2$) as a function of time and Fig.3.2(c) shows the resulting $\Delta V$ response to the oscillated $\Delta T$. Here, $\Delta T$ was set to oscillate $\pm 7$ K within 55 minutes. Since $\alpha = -\Delta V/\Delta T$ as explained in the Chapter 1, the slope of the linear fit of $\Delta V$ vs $\Delta T$ is a Seebeck coefficient at the temperature of the average of $T_{average}$.

The uniaxial geometry of Seebeck system shown in Fig3.2(a) was originally developed at NASA-JPL in the 1980’s and has several advantages compared to the widely used configuration in old instruments or commercial systems.[195, 196] In the past era, the thermocouples measuring temperature and voltage were embedded within metal substrates and those metals were in contact with the top and bottom side of the bar-shaped sample to play the roles of heat source and sink. However, such a system can inherently include thermal and electrical resistances of the substrate metals. Later, the error caused by the internal thermal and electrical resistances of substrate were eliminated by contacting the thermocouples directly on the side of the bar-shaped sample. This sample and probe configuration is widely applied in commercial systems. However, this configuration still possesses some major issues. One is a contact issue. Since the thermocouples are pushed on the side with spring force, soft materials may deform at high temperature, and lose good thermal and electrical contact. Furthermore, a non-negligible temperature gradient can exist within the beads at the tip of thermocouple leading to the temperature difference between the points measuring temperature and voltage. This is called
Figure 3.2: (a) Schematic figure of the Seebeck measurement system and (b) example osculation data and (c) $\Delta V$ vs $\Delta T$. The oscillation is for excluding any voltage offset in the measurement. The slope of the linear fit shown in (c) is a Seebeck coefficient at the average of $T_{\text{average}}$. The range of $\Delta T$ and the oscillation time are set to be $\pm 7$ K and 55 min, respectively.

the "cold-finger effect" and leads to an error in measurement. The interested reader can refer to ref.[195] and [197] for more details. The high temperature Seebeck measurement is often considered as an erroneous measurement compared to the techniques for assessing thermal and electrical transport properties due to the reasons listed above and in the following Refs. [11, 198, 199]. However, both accuracy and precision can be improved by redesigning the sample and probe configuration as shown in Fig.3.2(a). The thermocouples are directly in contact with the disk-shaped sample with uniaxial pressure from top and bottom. This provides good thermal and electrical contact over a wide temperature range and allows a variety of sample geometries to be measured including disk-shaped to be measured. Grafoil spacers are placed between thermocouple and sample to prevent contamination but they are electrically and thermally negligible. The cold finger effect can also be suppressed by maintaining the sample and thermocouple tip temperature uniform. Furthermore, the disk-shaped samples can be loaded to the thermal transport measurement system and Hall measurement system described in the following sections so that all the characterizations can be performed on a single sample, whereas bar-shaped
Figure 3.3: Schematic figures of the different lead configurations for the Hall measurement. Gray circles are disk-shaped samples with the diameter of $D$. (a) Ideal configuration. (b) One of the contacts has a length $l$ along the edge. (c) One of the contacts has a length $l$ perpendicular to the edge. (d) One of the point contacts is located at a distance $l$ from the edge. (e) Numerical solution of the factor $f$ as a function of the VdP ratio. The correction factor $f < 95\%$ when VdP ratio is smaller than 2.

samples are not suitable for this purpose. The precision of the Seebeck results with the uniaxial geometry is normally within $\pm 5 \, \mu V/K$ and we estimate the typical accuracy of the measurement to be $\sim 10\%$ for reproducible data.[195]

**Resistivity and Hall effect measurement**

Hall effect measurements combined with simultaneously measured resistivity can provide important insights when researching semiconductors and metals such as charge carrier density and carrier mobility. These values can be used to estimate the effective mass of the charge carriers and the possible scattering mechanism when they are measured as a function of temperature. The high temperature resistivity and Hall effect measurement were conducted under dynamic vacuum using a home-built Hall system using four point Van der Pauw (VdP) method at Caltech/Northwestern and NASA-JPL with a maximum magnetic field of 2 T and 0.8 T, respectively.[200, 201]

A disk-shaped sample with a thickness of around 1 mm and the diameter of $D$ (typically a half-inch) is placed on an alumina substrate with embedded cartridge heaters. Molybdenum probes are placed on the sample as shown in Fig. 3.1(a) and
the lead-sample contacts are ascertained by pressing the probes with screws followed by testing the contact resistances. Once good contacts are established, the substrate and sample are covered by a radiation shield and placed within a vacuum chamber with roughing and turbo pumps attached. The angle of the sample holder is adjusted so that the external magnetic field is applied at a right angle to the flat surface of the sample. The chamber is then evacuated down to lower $10^{-5}$ Torr within 10 - 15 min to minimize the oxidation and reaction with moisture during the measurement. The temperature of the sample stage is linearly ramped (typical ramp rate is 1.5 K/min) once the measurement sequence started. The temperature is measured by C-type thermocouple within the substrate. The resistivity and Hall effect measurement are conducted for both heating and cooling to examine the stability of the sample, potential hysteresis in the electronic properties, and measurement reproducibility.

The VdP method is applied for both resistivity and Hall effect measurements.[200–203] In practice, the brittle samples sometimes suffer from cracking or fracturing during synthesis and it might be difficult to obtain a disk-shaped sample. The largest merit using VdP method is that samples with an arbitrary shape can be measured by four probes located around edge of the sample. When the four point contacts \( M, N, O, \) and \( P \) are at the edge of the sample as shown in Fig.3.3(a), the potential difference between \( P \) and \( O \) can be measured with flowing current \( i_{MN} \) from contact \( M \) to \( N \), and then the resistance between \( O \) and \( P \) can be obtained as in Eq.3.1.

\[
R_{MN,OP} = \frac{V_P - V_O}{i_{MN}} \tag{3.1}
\]

\[
R_{NO,PM} = \frac{V_M - V_P}{i_{NO}} \tag{3.2}
\]

Analogously the resistance between contact \( P \) and \( M \) with the current from \( N \) to \( O \) (\( i_{NO} \)) can be described by Eq.3.2. These resistances are known to fulfill the following VdP relationship obtained through conformal mapping as far as the samples are isotopic, homogeneous, flat, and free from holes.

\[
\exp\left(-\frac{\pi t}{\rho} R_{MN,OP}\right) + \exp\left(-\frac{\pi t}{\rho} R_{NO,PM}\right) = 1, \tag{3.3}
\]
where $t$ is a sample thickness. This can be solved analytically when the ratio between $R_{MN,OP}$ and $R_{NO,PM}$ is unity but it is not usually the case. The ratio of two resistances is called VdP ratio (set to be $\geq 1$) and the factor $f$ appeared in Eq.3.5 can be numerically obtained by solving the following expression for given VdP ratio,

$$\cosh \left[ \frac{R_{MN,OP} / R_{NO,PM} - 1}{ln2} \frac{1}{f} \right] = \frac{1}{2} \exp \left[ \frac{ln2}{f} \right].$$ (3.4)

The solutions $f$ as a function of VdP ratio is shown in Fig.3.3(e). This factor $f$ is a correction factor to obtain the resistivity from the measured “resistances” as shown in the following equation (detailed mathematical derivation can be found in ref.[200]):

$$\rho = \frac{\pi t}{ln2} \frac{R_{MN,OP} + R_{NO,PM}}{2} f. \quad (3.5)$$

The correction by $f$ is less than 5% when the VdP ratio is less than 2. If the measured VdP ratio is unexpectedly large, one might need to suspect the anisotropy, inhomogeneity, bad contact resistance, or void (hole) within the sample of interest.

The Hall carrier concentration ($n_H$) and Hall mobility ($\mu_H$) can also be measured on a sample with an arbitrary shape. The magnetic field $B_H$ applied at a right angle to the sample surface induces a magnetic force on the charge carriers flowing within the sample ($F = evB_H$ where $F$, $e$, and $v$ are the magnitude of force induced by $B_H$, an electron charge, and velocity of charge carrier, respectively), resulting in the electric potential within the bulk material($E_H$). With the current density $J$ ($= n_Hev$), the induced potential can be described as $E_H = \frac{JB_H}{n_H e}$ and measured in the perpendicular direction to the current; for example, if current is flown from $M$ to $O$ ($i_{MO}$), the change in the potential difference between $P$ and $N$ becomes

$$\Delta(V_P - V_N) = \int_{N}^{P} E_H ds = \int_{N}^{P} J ds = \frac{B_H}{n_H e} \frac{i_{MO}}{t}. \quad (3.6)$$

Therefore, we obtain the typical expression of $V_H$ as shown in Eq.3.7 and Hall
carrier concentration can be calculated through this relationship. The Hall coefficient $R_H$ is defined as $1/nHe$ and its sign indicates the sign of the majority charge carrier. Combined with simultaneously measured conductivity, the Hall mobility $\mu_H$ can also be acquired ($\sigma = nHe\mu_H$).

$$V_H = -\frac{iB_H}{ten_H}. \quad (3.7)$$

Normally we use 1 - 100 mA for $i$ to perform Hall measurement. As can be seen in Eq.3.6, the larger $B_H$, $i$ and thinner $d$ lead to larger signal $(V_H)$. However, the voltmeter has its own limit and measuring samples with low carrier density sometimes saturates the voltage and the proper value cannot be read. In this case, one can reduce the current so that the instrument can be capable. Analogously, reducing the sample thickness, increasing the current or magnetic field are sometimes helpful to obtain better signal to noise ratio to measure metallic samples which generate only small Hall voltage. Lastly, the magnitudes of the estimated errors caused by the non-ideal probe configurations are listed up in Table 3.1. The non-ideal probe configurations are illustrated in Fig.3.3. The error and variation of resistivity and Hall measurements are heavily dependent on the measurement condition and sample quality. The data of Hall effect measurements can become noisy for samples with low mobility or high carrier concentration. Bad contacts certainly affect the accuracy and precision. Obtaining an accurate temperature reading is not always straightforward due to the effects of radiation, the heat drawn by cold supporting rods or the chamber, an inhomogeneously heated substrate, and the time delay in the measurement sequence. A report of a round robin test on the electrical resistivity measurement with four-probe bar method concludes the variation can be as much as 10%.[199]

**Thermal transport measurement**

**Thermal diffusivity and conductivity**

Although many principles and methods of thermal conductivity measurements work well at low temperature such as the thermal VdP method,[204] various steady-state methods,[205, 206] frequency-domain transient methods,[207, 208] and the direct transient method with physical property measurement system (PPMS).[209] the heat
Table 3.1: The relative errors in the resistivity and Hall measurement results caused by different probe configurations. (see Fig. 3.3 for schematic images) The estimated values in brackets are calculated assuming \( l = 1 \) mm and \( D = 12.7 \) mm. It should be noted that these are not the only potential sources of error in the measurements.[200]

\[
\begin{array}{|c|c|c|}
\hline
\text{Probe configurations} & \Delta \rho / \rho & \Delta R_H / R_H \\
\hline
(a) & 0\% & 0\% \\
(b) & \approx \frac{-l^2}{16D^2 \ln^2} (0.056\%) & \approx \frac{-2l}{\pi^2 D} (1.6\%) \\
(c) & \approx \frac{-l^2}{4D^2 \ln^2} (0.22\%) & \approx \frac{-4l}{\pi^2 D} (3.2\%) \\
(d) & \approx \frac{-l^2}{2D^2 \ln^2} (0.45\%) & \approx \frac{-2l}{\pi^2 D} (5.0\%) \\
\hline
\end{array}
\]

loss due to the radiation limits the accuracy of high-temperature measurement.[210] The heat loss \( (q) \) due to the radiation can be estimated to be

\[
q = \epsilon A \Delta T T^3,
\]

where \( \epsilon, A, \) and \( \Delta T \) are the emissivity, the surface area, and the temperature difference between sample and surrounding (here \( \Delta T \) is assumed to be small).[211] Therefore, it is important to apply the proper radiation correction principle to obtain more accurate high temperature measurement results.

The laser flash method, which was first developed by Parker et al. in 1961,[212] was utilized to measure high-temperature thermal diffusivity \( (D_T) \) with the commercial NETZSCH Laser Flash Apparatus (LFA) 457 Micro Flash under argon flow in this thesis. Thermal conductivity \( (\kappa) \) was then determined by \( \kappa = D_T C_p d \), where \( C_p \) is the heat capacity, and \( d \) is the geometric density. The disk-shaped samples with the thickness of 1 - 2 mm were loaded into graphite of SiC holders and placed on the sample carrier inside the furnace. The entire furnace is within a vacuum chamber with roughing and turbo pumps attached. After removing the air and moisture inside with those pumps, inert gas (argon gas) is flown at a rate of 50 ml/min to maintain the temperature read by thermocouple around the sample position as close to the samples as possible. Once the measurement sequence is started, the furnace temperature is controlled to be the set temperature with ramp rate of < 5 K/min and stabilized within a certain threshold set in the program. Subsequently, a short laser pulse is shot from the bottom and the time-domain transient of the temperature of the top sample surface was monitored by an InSb detector placed at the top and cooled by a liquid nitrogen dewar. This response to the flashed laser as a function of time is used to calculate the thermal diffusivity with sample thickness. Measurements were
Figure 3.4: The influence of pulse correction with the measurement results of a silver plate with the thickness of 1.015 mm. The half time of this material is 0.8 ms. The data is obtained from the manual of LFA 457.[216]

repeated at least three times at the same temperature to ascertain the results. The instrument can measure from room temperature up to 1100 °C, but implementing another detector (Mercury Cadmium Tellurium) allows the instrument to measure at lower temperature (down to -125 °C). Thinner or thicker samples than 1-2 mm can be measured, but samples with a thickness close to the standard material (around 2 mm for PyroCeram) is ideal.[197]

Following the original report, where Parker et al. assumed no heat loss to calculate the diffusivity, many radiation correction methods were proposed for more accurate estimation of thermal diffusivity.[213–215] In the LFA 457 system, we applied the Cowan + Pulse collection which implements the correction terms for the finite pulse width and the heat loss due to radiation. The influence of pulse correction is shown in Fig.3.4. The error can be non-negligibly high when the ratio between pulse width to the halftime (the response time for the temperature to increase to half-maximum) is large without pulse correction (e.g. When the pulse width / half time is 0.1, the error in thermal diffusivity can as large as 10%).

Although the typical measurement accuracy and precision of thermal diffusivity measurement for most of the materials are ± 2% and ± 3%, respectively, according
to the manufacturer, these values cannot be estimated easily in practice due to the various potential sources of errors. The variation in the geometric thickness of measured samples is a common source when the sample surfaces are not perfectly parallel to each other. Bad adhesion of the sample coating which enhances the absorption of the laser shot, and an excess amount of coating could cause a systematic error especially for thin samples. Thermal expansion of the sample and bad temperature reading and stability can also result in error. The variation in thermal diffusivity measured at different labs can be as high as 5% at room temperature according to the ref [199]. A comprehensive and thorough review of thermal conductivity measurement of bulk and thin-film materials can be found in ref.[217]

**Heat capacity**

The heat capacity value is necessary to calculate thermal conductivity from thermal diffusivity as shown in the previous section. However, the high temperature heat capacity measurement is known to be very erroneous (error could be more than 15%).[197] Therefore, the Dulong-Petit heat capacity is normally used for better comparison of thermal conductivities from various samples. In this thesis, the heat capacity of Ca$_9$Zn$_{4+x}$Sb$_9$ was measured by Jan-Hendrik Pöhls at Dalhousie University in Canada with following method to confirm the Dulong-Petit heat capacity is a good approximation.[32] $zT$ could be higher with experimental $C_p$ but it was not used in the final $zT$ report to exclude the large measurement error from $C_p$ measurement. The heat capacity of Ca$_9$Zn$_{4+x}$Sb$_9$ was measured by the enthalpic method using a DSC.[218] Thermograms of the background (Al$_2$O$_3$ as a standard sample) and Ca$_9$Zn$_{4.6}$Sb$_9$ were recorded with 10 K intervals from 350 K to 630 K and a scanning rate of 2 K min$^{-1}$. Details about the enthalpic method are given in Ref [219]. The heat capacity was confirmed by a Physical Property Measurement System (PPMS, from Quantum Design) in the temperature range from 270 K to 390 K under high vacuum (< $10^{-4}$ Torr). The relaxation technique is described in Ref [220]. The average of experimental heat capacities was used to calculate $zT$ of Mg$_3$Sb$_2$-based compounds since the deviation from Dulong-Petit $C_p$ and experimental $C_p$ is large mainly due to the dilation term in $C_p$. Fortunately, there is plenty of literature that contain the measured heat capacity values of Mg$_3$Sb$_2$-based compounds.
**Speed of sound measurement**

Ultrasonic measurements have been valuable for the study of condensed matter physics and materials science.[221] Room temperature ultrasonic measurements were performed to obtain the longitudinal ($v_L$) and transverse ($v_T$) sound velocities with honey as a coupling agent using a Panametrics NDT 5800 pulser/receiver and 5 MHz and 25 MHz shear and longitudinal transducers from Ultrand a Tektronix TDS 1012 digital oscilloscope. The Pulse-echo method is utilized here, and which is based upon the principle of backscattered acoustic pulses. The process is basically the same as sonar. The acoustic energy applied to one side of the sample travels through the bulk and gets reflected from the backside surface. While the pulse is bounced back and forth, the reflections are monitored as a function of time. The observed interval of the signals is the time that the pulse takes to travel twice the sample thickness. The glassy limit lattice thermal conductivities described in the introduction and the bulk and sheer moduli can be estimated from values of speed of sound (see following equations). There are other techniques such as resonant ultrasonic spectroscopy with a continuous wave. The interested reader can refer to the following references [222, 223]:

\[
v_T = \sqrt{\frac{G}{d}} \quad (3.9)
\]

\[
v_L = \sqrt{\frac{K + \frac{4}{3}G}{d}}. \quad (3.10)
\]

### 3.6 Computational methods

**Electronic band structure calculation**

Density-functional-theory (DFT) calculations of Ca$_9$Zn$_{4+x}$Sb$_9$ were carried out by Maximilian Amsler in Chris Wolverton’s lab at Northwestern University within the projector augmented wave formalism as implemented in the Vienna Ab Initio Simulation Package (VASP)[224] using the Perdew-Burke-Ernzerhof (PBE)[225] exchange-correlation functional.[32] A plane-wave cutoff energy of 500 eV was used together with a sufficiently dense k-point mesh of $5 \times 5 \times 4$, for Ca$_9$Zn$_4$Sb$_9$, resulting in total energies converged to less than 1 meV/atom. Both atomic and cell variables were relaxed simultaneously until the forces on the atoms were less than 3 meV/Å, and the stresses were less than 0.1 eV/Å$^3$. The resulting cell parameters
are \( a = 21.855 \text{ Å} \), \( b = 12.518 \text{ Å} \), and \( c = 4.560 \text{ Å} \), which are in good agreement with experimental values (see Fig. 5.3 in section 5). The relaxed atomic positions occupy the Wyckoff sites according to the table 5.1. Since semilocal exchange-correlation functionals in DFT are well known to systematically underestimate band gaps, the Kohn-Sham band structure with the more accurate hybrid HSE06 functional was calculated.[226–228]

**Phase diagram calculation**

The temperature dependent dilute-limit solvus boundaries for \( \text{Mg}_3\text{Sb}_2 \) in the Mg-Sb-Te ternary phase space were constructed using defect formation energies calculated from DFT in conjunction with a statistical mechanics model. This calculation was performed by a member of Northwestern Thermoelectric group, Shashwat Anand. The formation energy \( \Delta E_{\text{def}}^j \) for defect \( j \) was calculated as a function of Fermi level measured from \( E_V \) (\( \epsilon_F = E_F - E_V \)) and atomic chemical potential due to a set of N-phase equilibrium (\( \mu_i^o + \Delta \mu_i \)), using:

\[
\Delta E_{\text{def}}^j(\Delta \mu, \epsilon_F) = E^j - E^o - \sum_{i=1}^{3} \Delta N_i^j(\mu_i^o + \Delta \mu_i) - \Delta N_e^j(E_V + \epsilon_F),
\]

where \( \Delta N_i^j \) is the number of atoms of the species \( i \) added (\( \Delta N_i^j > 0 \)) or removed (\( \Delta N_i^j < 0 \)) from the pure supercell to construct the defect supercell. \( \mu_i^o \) is the atomic chemical potential of the species \( i \) in the standard elemental state at \( T = 0 \text{ K} \) and \( \Delta \mu_i \) is the atomic chemical potential relative to \( \mu_i^o \) in a particular set of phase equilibria. \( \Delta N_e^j \) and \( E_V \) are the number of electrons added (\( \Delta N_e^j > 0 \)) or removed (\( \Delta N_e^j < 0 \)) from the defect containing supercell and the valence band maximum, respectively. As \( \mu_i^o \) is a constant, the dependence of \( \Delta E_{\text{def}}^j \) on atomic chemical potential in a set of phase equilibria can essentially be captured through \( \Delta \mu_i \). We determine \( \Delta \mu_i^{3,m} \) for three-phase region \( m \) (described by the notation in the superscript), using:

\[
\Delta H_k = \sum_{i=1}^{3} c_{ik} \Delta \mu_i^{3,m},
\]

where \( \Delta H_k \) and \( c_{ik} \) are the formation energies of the phase \( k \) and the composition of the atomic species \( i \) in this phase. The set of \( \Delta \mu_i^{2,l} \) for a two-phase regions \( l \) common to adjacent three-phase regions \( m \) and \( q \) were calculated as a weighted sum of \( \Delta \mu_i^{3,m} \) and \( \Delta \mu_i^{3,q} \), using:
\[ \Delta \mu_i^2 = (1 - \lambda) \Delta \mu_i^{3,m} + \lambda \Delta \mu_i^{3,q}, \quad (3.13) \]

where \( \lambda \) (0 < \( \lambda \) < 1) is the weighting fraction.

The temperature dependence of \( \epsilon_F \) in Eq. 3.11 was determined through reduced Fermi level (\( \eta = \epsilon_F / k_B T \)) by numerically solving for the charge neutrality condition given by

\[ n - p + \sum_j \Delta N_j^i n_j = 0, \quad (3.14) \]

where the number of electrons (\( n \)) and holes (\( p \)) in the system are calculated using the effective band model equations:

\[ n, p = 4\pi \left( \frac{2m_e^* k_B T}{\hbar^2} \right)^{3/2} F_{1/2}(\eta) \quad (3.15) \]

\[ F_n(\eta) = \int_0^\infty \frac{e^n d\epsilon}{e^{\epsilon - \eta} + 1}. \quad (3.16) \]

The sum in Eq. 3.14 is the charge due to point defects in the system where the concentration of the defect \( j \) (\( n_j \)) is calculated using

\[ n_j = N_{site}^i \exp \left( \frac{-\Delta E_j^{i,def}}{k_B T} \right), \quad (3.17) \]

where \( N_{site}^i \) is the site density of defect the \( j \). The change in the number of atoms of species \( i \) (per formula unit) relative to the stoichiometric 0 K phase due to equilibrium concentration of defects is given by

\[ \Delta N_i(T, \Delta \mu) = \sum_j \Delta N_j^i n_j. \quad (3.18) \]

Using Eq. 3.18, the temperature dependence of composition for element \( i \) at the phase boundary is calculated by
\[ x_i(T, \Delta \mu) = \frac{N_i^\circ + \Delta N_i}{\sum_i (N_i^\circ + \Delta N_i)}. \] (3.19)

For constructing the phase boundary around Mg$_3$Sb$_2$ single-phase region we consider the most stable charged states across the band-gap of Mg$_3$Sb$_2$ such as V$^{2+}_{\text{Mg}}$. (See ref [229]). The slight underestimation of predicted dopant solubility is what is expected from the dilute limit approximation, which does not take into account defect interactions and changes in vibrational entropy.[230]

**Defect formation energy calculation**

The defect formation energies of intrinsic and extrinsic defects were calculated by our collaborator Hiromasa Tamaki at Panasonic, Japan. $E^j$ and $E^o$ in Eq.3.11 are the DFT total energy of the defect containing Mg$_3$Sb$_2$ supercell and the pristine Mg$_3$Sb$_2$ supercell, respectively. $E^j$ and $E^o$ were computed in $2 \times 2 \times 2$ supercell using the Vienna ab initio simulation package with the plane-wave-basis projector-augmented-wave method.[231] The generalized gradient approximation of Perdew, Burk, and Ernzerhof was used.[225] Reciprocal spaces of the supercells were sampled by $6 \times 6 \times 3 \Gamma$-centered meshes. The plane-wave-energy cut-off was 500 eV. The internal structure of each defect supercell was optimized until all components of the Hellman-Feynman force were less than 0.02 eV/Å.
Phase boundary mapping to obtain \(n\)-type Mg\(_3\)Sb\(_2\)-based thermoelectrics

This chapter contains contents that have been submitted to a journal. Once it is accepted, permission will be asked.

### 4.1 Summary of research
Zintl compounds make excellent thermoelectrics with many opportunities for chemically tuning their electronic and thermal transport properties. However, the majority of Zintl compounds are persistently \(p\)-type even though computation predicts superior properties when \(n\)-type. Surprisingly \(n\)-type Mg\(_3\)Sb\(_2\)-based thermoelectrics have been recently found with exceptionally high figure-of-merit (\(zT\)). Excess Mg is required to make the material \(n\)-type prompting the suspicion that interstitial Mg is responsible. Here we explore the defect chemistry of Mg\(_3\)Sb\(_2\) both theoretically and experimentally to explain why there are two distinct thermodynamic states for Mg\(_3\)Sb\(_2\) (Mg-excess and Sb-excess) and only one can become \(n\)-type. We find that it is the suppression of Mg vacancies with excess Mg and not the formation of Mg interstitials that is key to enable the preparation of these extraordinary \(n\)-type thermoelectrics. This work emphasizes the importance of exploring all of the multiple thermodynamic states in a nominally single-phase (line compound) semiconductor. This understanding of the existence of multiple inherently distinctly different thermodynamic states of the same nominal compound will vastly multiply the number of new complex semiconductors to be discovered for high \(zT\) thermoelectrics or other applications.

### 4.2 Introduction/background
Introductory textbooks often wish to tabulate materials properties such as electrical and thermal conductivity of pure materials, including semiconductors, such as Si, Sulfur, GaAs, ZnS, thinking of them as “line compounds” where all samples of the same nominal composition will have the same properties. However, it has been known[157, 158] from growing binary semiconductors that at least two different \(AB\) semiconductors can be produced (at a given temperature) depending on whether the growth is \(A\)-excess or \(B\)-excess (usually as vapor phase, where vapor
pressure adds an additional variable). These two different semiconductors, $AB$ with $A$-excess or $AB$ with $B$-excess, have distinctly different properties: one possibly being $n$-type and the other could be $p$-type. In complex systems, especially containing more elements, there are multiple, generally more than two, distinctly defined thermodynamic states.[32] For the discovery of new functional semiconductors, these multiple, distinct states of the same nominal composition expand the space of materials to investigate. In thermoelectrics for example, researchers have been examining thousands of nominally single phase materials for decades in search of, for example, $n$-type Zintl compounds with predicted high thermoelectric efficiency. The discovery of high performance $n$-type Mg$_3$Sb$_2$.[47] only recently, highlights the importance of examining all the distinct thermodynamic states by identifying the phase boundaries (Mg-excess as well as Sb-excess in this case) and that perhaps we have been looking at less than half the available new semiconductors that we could have in these past decades.

4.3 Thermoelectric semiconductor

![Figure 4.1: Comparison of $zT$ from $n$- and $p$-type Mg$_3$Sb$_2$-based compounds, showing the superior properties of $n$-type materials. The given compositions are nominal compositions. The $zT$ curve from Zhang et al.[48] was scaled using the measured heat capacity rather than the Dulong-Petit value used in the original report.](image)

Thermoelectric devices can directly convert waste heat into useful electricity, attracting considerable attention as a means to harvest the energy that is currently
lost by dissipation. The efficiency of a thermoelectric device is largely dependent on the figure-of-merit of the thermoelectric materials, which is $zT = \frac{\alpha^2 \sigma}{\kappa T}$ where $\alpha$ is the Seebeck coefficient, $\sigma$ is the electrical conductivity, $\kappa$ is the total thermal conductivity, and $T$ is the absolute temperature.[22, 232] Typical $zT < 1$ values of known materials are insufficient for many proposed applications, making it of interest to explore new materials with beneficial characteristics.

Zintl compounds[89] are a promising class of materials where good thermoelectrics continue to be discovered. A covalently bonded anionic framework forms the basis of the crystal structure in Zintl compounds,[87, 115] while the electropositive cations donate electrons satisfying the valence requirement to make it semiconducting. With the net count of the valence electrons being zero,[85] the undoped Zintl compound is, in principle, a semiconductor that can be doped to have an optimum carrier concentration for thermoelectrics. Several Zintl compounds show excellent $zT$ at high temperatures: Yb$_{14}$MnSb$_{11}$,[106] Ca$_9$Zn$_{4+x}$Sb$_9$,[32] Sr$_3$GaSb$_3$,[101] Ca$_5$Al$_2$Sb$_6$,[29] and YbCd$_2$Sb$_2$,[112] just to name a few.

Almost all Zintl thermoelectric materials are found to be $p$-type, while computed electronic structures suggest that some of these persistently $p$-type materials would also make good, or even better, $n$-type materials because of the band structure.[50, 233] For instance, a high throughput computational search (using DFT and BoltzTraP) predicted LiZnSb to be an excellent $n$-type thermoelectric, expected to be more than 10 times better than its $p$-type performance which reached $zT \sim 0.1$.[234, 235] This persistent $p$-type behavior is also observed in the AZn$_2$Sb$_2$ (A= Ca, Yb, Eu, Sr) system (member of the so-called 1-2-2 phases), where the A cation vacancy acts as an “electron killer”,[77] preventing $n$-type samples to form. Studies on this system have revealed how a prudent choice of the A atom could impact the formation energy of the electron killer defects, suggesting that selecting the appropriate A cation is key to overcoming the persistent $p$-type behavior.

Mg$_3$Sb$_2$ is a special case of the 1-2-2 family (Mg occupies both the A and Zn site in AZn$_2$Sb$_2$) where, after a long history since it’s first discovery in 1933,[82] the compound has recently been synthesized as $n$-type by Tamaki et al. using excess Mg.[47] This achievement is quite remarkable considering how often this structure type has been considered for thermoelectrics. Previous studies have only found good $p$-type thermoelectrics, starting from AZn$_2$Sb$_2$,[111] and then, including Cd for Zn[112] and Bi for Sb,[81] $zT \sim 1$ has been achieved. Nearly all previous attempts with Mg$_3$Sb$_2$[162, 163], including Mn, Zn, Cd, Na substitution on the Mg
site[236–239] and Pb, Bi substitution on the Sb site[240–244], have all produced
$p$-type materials. A Mn substituted single crystal was found to be $n$-type, but with
low carrier concentration ($10^{18}$ cm$^{-3}$).

Outstanding $n$-type Mg$_3$Sb$_2$-based thermoelectrics had been anticipated based on
the conduction band complexity that includes a high degeneracy Fermi surface
with 6 carrier pockets.[47, 245] High valley degeneracy is known to lead to high
thermoelectric quality factor and is found in most good thermoelectric materials
such as Bi$_2$Te$_3$,[42, 246] PbTe,[40, 247] Mg$_2$(Si,Sn),[44] CoSb$_3$ skutterudites,[45] and some Half Heusler thermoelectrics.[46]

Tamaki et al. reported $n$-type Mg$_{3.2}$Sb$_{1.5}$Bi$_{0.49}$Te$_{0.01}$ with $zT$ of 1.5 at 715 K
followed by similar results by Zhang et al. and Shuai et al.[47, 48, 248] Fig. 4.1 compares the experimental $zT$ of $p$- and $n$-type Mg$_3$Sb$_2$-based compounds
including newly synthesized samples that successfully reproduce the optimum $n$-

type composition. A clear contrast in the maximum $zT$ is seen, and which is mainly
due to the advantage of having larger valley degeneracy ($N_v$) in the conduction band
($N_v = 6$) than in the valence band ($N_v = 1$). (See Fig. 4.2 and 4.3)

Due to the substantial excess of Mg in nominal composition needed (Mg$_{3.2}$(Sb,Bi,Te)$_2$)
to make the material $n$-type, it has been previously proposed that Mg interstitials
are responsible for the $n$-type carriers.[47] Indeed, defect calculations showed that
the Mg interstitial defect energy was sufficiently low to enable Mg$_{3+x}$Sb$_2$ to become
somewhat $n$-type. Here we find, however, that Mg interstitials are not essential
in obtaining $n$-type Mg$_3$Sb$_2$ compounds. In the optimally doped composition, Mg
interstitials are eventually so far outnumbered by vacancies that the equilibrium com-
position is actually Mg-deficient, $x < 0$ in Mg$_{3+x}$(Sb,Bi,Te)$_2$, rather than Mg-excess.
This result underscores the significance of the cation vacancies and essential exper-
imental procedures to access the thermodynamic state where vacancy formation is
most suppressed.

4.4 Defect Chemistry in Mg$_3$Sb$_2$

In many previous experimental attempts, Mg$_3$Sb$_2$ would largely remain $p$-type
despite the addition of extra Mg (ref. [163, 240]). Even doping with a substituent
that would normally provide $n$-type carriers has until recently not been successful.
Such persistent behavior is characteristic of an intrinsic “killer” defect [249] present
even in the undoped system that prevents or pins the Fermi level ($E_F$) from moving
into or near to the conduction band ($i.e.$ limits of concentration of free electrons).
Figure 4.2: Transport properties of Mg$_{3.2}$Sb$_{1.5}$Bi$_{0.49}$Te$_{0.01}$ and Mg$_{3.2}$Sb$_{1.99}$Te$_{0.01}$ synthesized in this work with the data of Mg$_{3.2}$Sb$_{1.5}$Bi$_{0.49}$Te$_{0.01}$ reported in ref [47]. Thermal conductivity of Mg$_{3.2}$Sb$_{1.5}$Bi$_{0.49}$Te$_{0.01}$ and Mg$_{3.2}$Sb$_{1.99}$Te$_{0.01}$ are calculated with the experimentally determined heat capacity reported in ref [47, 48]. Reproduced Mg$_{3.2}$Sb$_{1.5}$Bi$_{0.49}$Te$_{0.01}$ shows almost identical properties to the reported values of Mg$_{3.2}$Sb$_{1.5}$Bi$_{0.49}$Te$_{0.01}$. 
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Figure 4.3: The predicted $zT$ of Mg$_3$Sb$_2$-based materials as a function of Hall carrier concentration. Solid curves are obtained from experimental data (symbols) based on single-parabolic band model. At 715 K, it is safe to assume the acoustic phonon scattering. The $n$-type Mg$_3$Sb$_2$ is predicted to be a superior thermoelectric material to $p$-type due to the multiband effect. 0.2 at.% of Te doping realizes the almost optimum doping level for all of the $n$-type samples. $B$ is a dimensionless material quality factor, which shows the potential of the material to be thermoelectric. Mg$_3$Sb$_2$ can possess about 2.5 times higher $B$ just by being $n$-type conduction and it becomes even higher by alloying.

The $p$-type pinning behavior can be readily explained by the presence of a low-energy electron acceptor defect $V^{2-}_{Mg}$ ($Mg_{Mg} \rightarrow V^{2-}_{Mg} + 2h^+$) producing excess holes $h^+$ (or absorbing excess electrons). The formation energy of negatively charged defects such as $V^{2-}_{Mg}$ becomes lower with increasing Fermi level (which indicates having more excess electrons in the system) because it absorbs excess electrons. This makes the slope of the formation energy for $V^{2-}_{Mg}$ vs. $E_F$ in Fig 4.4a negative (the slope is positive for donor defects). Once a defect formation energy is no longer positive, it will spontaneously form even at $T = 0$ K. Forming $V^{2-}_{Mg}$ produces holes and reduces $E_F$, enabling the system to reach an equilibrium $E_F$ and vacancy concentration. Alternatively, if one tries to increase $E_F$ (by adding impurity donor dopants for example) to reach the conduction band (i.e. move towards $n$-type behavior) the formation of Mg vacancies will become more favorable and $E_F$ will change less than anticipated. If an intrinsic acceptor defect energy reduces to zero by increasing $E_F$, then $E_F$ can never be greater than this value as the intrinsic acceptor defects will always form reducing the $E_F$. In this way intrinsic acceptor defects can pin the $E_F$ of a material to always be $p$-type (similarly, intrinsic donor defects can pin the $E_F$ of a material to always be $n$-type). For example in Mg$_3$Sb$_2$, even when we try
to introduce a foreign \( n \)-type dopant, the \( E_F \) can never go closer to the conduction band than the pinning \( E_F \) of the cation vacancies (Fig. 4.4a).

![Image of Mg-Sb phase diagram](image)

**Figure 4.4:** The Mg-Sb phase diagram near Mg\(_3\)Sb\(_2\) and its influence on the dominant defects. (a) The Mg vacancy formation energy in Mg\(_3\)Sb\(_2\) as a function of Fermi level (\( E_F \)) showing the pinning of \( E_F \) (when formation energy is zero) at the valence band edge (\( E_V \)) for Sb-excess Mg\(_3\)Sb\(_2\). Mg-excess Mg\(_3\)Sb\(_2\) has high vacancy formation energy even for \( E_F \) inside the conduction band (above \( E_C \)). (b) The calculated Mg-Sb phase diagram near Mg\(_3\)Sb\(_2\). The phase boundary on the left (light blue) is the Sb-excess solubility limit determined by the chemical potential of elemental Sb and the boundary on the right side (dark blue) is the Mg-excess limit determined by the chemical potential of elemental Mg.

In general, it is reasonable to suspect cation vacancies (Mg vacancies in this case) as the majority defect in Zintl compounds even before resorting to defect energy calculations. Cations have much smaller ionic radii than anions, making cation vacancies the likely species for defect formation. Although interstitials are also common for small cations such as Mg\(^{2+}\), the persistent \( p \)-type behavior observed in Mg\(_3\)Sb\(_2\) suggests that the acceptor Mg vacancies (Mg\(_{\text{Mg}}\) → V\(_{\text{Mg}}^{2-} + 2h^+\)) rather than the electron donor Mg interstitials (Mg\(_{\text{Mg}}\) → Mg\(_{\text{i}}^{2+} + 2e^-\)) explain the behavior. Persistent \( p \)-type behavior has been long observed and recently explained in AZn\(_2\)Sb\(_2\) (\( A = \text{Ca, Yb, Eu, Sr} \)), which has the same crystal structure as Mg\(_3\)Sb\(_2\). Formation of a sufficient number of stable \( A \) site vacancies actually leads to their suitability as \( p \)-type thermoelectric semiconductors without impurity \( p \)-type doping.\(^{[77, 250]}\)

The concentration of intrinsic defects such as V\(_{\text{Mg}}^{2-}\) and its temperature dependency can be seen in the equilibrium phase diagram (Fig. 4.4b). Like most valence balanced semiconductors (Zintl compounds), Mg\(_3\)Sb\(_2\) could be described as a line
compound because the range of single phase compositions is very narrow. However, because defects provide entropy, no real compound is exactly a line compound. In Fig 4.4b the narrow compositional range for Mg$_3$Sb$_2$ is expanded where the significant concentration of the $V^{2-}_{\text{Mg}}$ vacancies is manifested in the extension of the Mg$_3$Sb$_2$ single-phase composition range at the Sb-excess side of the single-phase region. The extension of the phase width at the Mg-excess side is much less due to the higher defect energy of Mg-interstitials. For a nominal composition (i.e. overall starting composition) that is Mg-excess (700 K), e.g. Mg$_{3.2}$Sb$_2$, the actual composition of the matrix-phase (Mg$_3$Sb$_2$ phase) would be fixed at the Mg-excess side phase boundary, yielding an intrinsic composition of Mg$_{3.0009}$Sb$_2$. We note that the large Mg solubility in Mg$_3$Sb$_2$ (up to Mg$_{3.2}$Sb$_2$) shown in a previous binary phase diagram[251] is not consistent with our experimental (see Fig. 4.5 and table 4.1) or computational results; the original report on which the phase diagram is based showed the Mg solubility line as uncertain.[252]

![Figure 4.5: XRD patterns of Mg$_3$Sb$_2$-based compounds. The elemental Mg and Sb peaks are clearly observed in Mg$_{3+x}$Sb$_2$ samples with $x = 0.2$ and -0.1, respectively. Therefore, the range of Mg content (-0.1 < x < 0.2) explored in this study is sufficiently large to investigate the two distinct thermodynamic states: Mg-excess and Sb-excess.](image)
Table 4.1: Elemental analysis by Energy dispersive spectroscopy (EDS) and wave dispersive spectroscopy (WDS) implies that the difference in the actual Mg content of Mg-excess and Sb-excess samples be drastically smaller than reported Mg solubility in ref [251], showing over 9% of Mg solubility in Mg$_{3.2}$Sb$_2$. Due to the finite detection area, the small difference in Mg contents detected in EDS and WDS could simply arise from the elemental Mg which exists in the Mg$_{3.2}$Sb$_2$ as shown in Fig. 4.5. Shows the typical accuracy (2%) of the measurement.

These phase boundaries are determined by atomic chemical potentials. The Mg-excess boundary is defined by the Mg-chemical potential in the Mg$_3$Sb$_2$ phase being the same as elemental Mg, while the Sb-excess boundary is defined by the Sb-chemical potential in the Mg$_3$Sb$_2$ phase being the same as elemental Sb. The large chemical potential difference between Mg-excess and Sb-excess in Mg$_3$Sb$_2$ across a narrow phase width - leads to a step function change in the thermodynamic potentials (manifested in Fig. 4.6). For practical purposes, this composition range is so narrow that real samples are better thermodynamically defined when their nominal compositions are safely on one side or the other with the desired matrix phase in equilibrium with a small amount (≤ ~ 2%) of impurity phase, otherwise the sample is likely to have small but significant compositional variations and result in transport properties indicative of inhomogeneous samples. Therefore, reliable samples of Mg$_3$Sb$_2$ should be in one of two distinct thermodynamic states of accessible samples: Mg-excess and Sb-excess.

The difference in atomic chemical potentials for Mg-excess and Sb-excess Mg$_3$Sb$_2$ leads to the distinctly different defect formation energies for V$_{Mg}^{2-}$. When the formation of a defect involves the decrease (increase) in the number of atoms, the chemical potential of that atom adds to (subtracts from) the defect formation energy (see Methods); the added (subtracted) chemical potential of that atom is identical to that of the other coexisting phase(s) in equilibrium. In Mg-excess Mg$_3$Sb$_2$, having the Mg-chemical potential of elemental Mg leads to the distinctly higher defect formation energy for V$_{Mg}^{2-}$ (by 0.63 eV) than for V$_{Mg}^{2-}$ in Sb-excess Mg$_3$Sb$_2$. In this sense, Mg-excess and Sb-excess Mg$_3$Sb$_2$ are thermodynamically different "states". Thus an effective way to suppress the formation of V$_{Mg}^{2-}$ killer defects is to maintain the Mg$_3$Sb$_2$ in the Mg-excess state. Thermodynamically, it is much harder to accommodate Mg vacancies in a system with excess Mg - according to

<table>
<thead>
<tr>
<th></th>
<th>Mg$_{3.2}$Sb$_2$</th>
<th>Mg$_{2.9}$Sb$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>EDS</td>
<td>Mg$<em>{2.93\pm0.06}$Sb$</em>{2.06\pm0.04}$</td>
<td>Mg$<em>{2.92\pm0.06}$Sb$</em>{2.08\pm0.04}$</td>
</tr>
<tr>
<td>WDS</td>
<td>Mg$<em>{3.070\pm0.06}$Sb$</em>{1.930\pm0.04}$</td>
<td>Mg$<em>{3.049\pm0.06}$Sb$</em>{1.951\pm0.04}$</td>
</tr>
</tbody>
</table>
Figure 4.6: Seebeck coefficient dependence on nominal composition. (a) The step change of Seebeck coefficient with increasing nominal Mg content in Mg$_{3+x}$Sb$_{1.99}$Te$_{0.01}$ (synthesized using Mg-slug) indicates the abrupt transition in thermodynamic state from Sb-excess to Mg-excess. (b) The step change of Seebeck coefficient with increasing nominal Mg content in Mg$_{3+x}$Sb$_{1.5}$Bi$_{0.49}$Te$_{0.01}$ (synthesized using Mg-powder). (c) The continuous decrease in the thermopower (|S|) up to high Te content for the Mg-excess compositions as expected from an electron donor dopant. Lines are guides for the eye.
Le Châtelier’s principle - and thus a sample nominally Mg-rich would promote filling Mg vacancies. Having a positive formation energy of $V_{Mg}^{2-}$ at the conduction band edge ($E_C$ in Fig 4.4a) allows Mg-excess Mg$_3$Sb$_2$ to become $n$-type, whereas in Sb-excess Mg$_3$Sb$_2$, the negative $V_{Mg}^{2-}$ formation energy throughout the band gap will always make it $p$-type. This difference also determines whether an extrinsic (impurity) $n$-type dopant can actually make Mg$_3$Sb$_2$ $n$-type, as we explain in the following section.

4.5 **Extrinsic doping with Te in Mg$_3$Sb$_2$$_y$Te$_y**

The high concentration (~ $10^{20}$/cm$^3$) of excess electrons needed to make a good thermoelectric is typically supplied by extrinsic or impurity dopants such as Te atoms (with 6 valence electrons) replacing a Sb (with only 5 valence electrons). These electrons in the conduction band are accounted for by increasing $E_F$ toward the conduction band edge ($E_C$).

With Te-doping, $E_F$ can be moved higher in Mg$_3$Sb$_{2-y}$Te$_y$, but the effect may be almost entirely compensated by the formation of other defects, most notably $V_{Mg}^{2-}$ killer defects. To calculate these contributing effects (at the typical processing temperature of 700K) we use standard DFT methods described previously.[47] The important low-energy defects (Fig.4.7(a)-(c)) that determine $E_F$ are Mg vacancies on both Mg sites ($V_{Mg(1)}^{2-}$, $V_{Mg(2)}^{2-}$), Te substitution on the Sb site (Te$_{Sb}$)$^{1+}$, Mg interstitials (Mg$_{Mg}$)$^{2+}$, and Sb on Mg(1) anti-site defects (Sb$_{Mg(1)}^{1+}$). For Sb-excess Mg$_3$Sb$_{2-y}$Te$_y$, $E_F$ is pinned (Fig.4.7b), keeping the material $p$-type up to the solubility limit of Te (0.5 at.% or $y \approx 0.025$. See Fig.4.8b).

The dramatic increase in $V_{Mg}^{2-}$ defect energy going from Sb-excess to Mg-excess due to the step change in Mg-chemical potential enables a step change in $n$-type dopability. Once the vacancies are suppressed, gradually increasing the Te concentration gradually increases the $n$-type carrier concentration (Fig.4.6c and 4.9) and ultimately good $n$-type thermoelectric properties of Mg$_3$Sb$_{2-y}$Te$_y$ with Mg-excess (Fig.4.1). The predicted $n$-type carrier concentration (Fig. 4.9) is in good agreement with experimental measurements from Te-doping, showing a small reduction in doping effectiveness due to compensating defects.[148]

4.6 **Role of interstitial Mg**

The requirement of excess Mg to produce $n$-type Mg$_3$Sb$_2$ has led to the suspicion that Mg$_{Mg}^{2+}$ interstitials are perhaps responsible. Unlike other 1-2-2 compounds examined previously, Mg$_3$Sb$_2$ will accommodate a small extent of excess of Mg and
Figure 4.7: Defect chemistry in the Te-doped Mg$_3$Sb$_2$ system. (a) The crystal structure of Mg$_3$Sb$_2$ indicating atomic and interstitial positions. (b) Defect formation energy for Sb-excess Mg$_3$Sb$_2$ showing the Fermi level at 700 K ($E_F$) in the valence band ($E_F < E_V$) even with the addition of Te donor dopants. (c) Defect formation energy for Mg-excess Mg$_3$Sb$_2$. The undoped Fermi level ($E_F$) at 700 K (dashed line) moving deep into the conduction band ($E_C < E_F$) at the maximum Te-doping limit (≈ 0.7 at.%) (dash-dotted line) shows the extrinsic $n$-type doping capability for Mg-excess Mg$_3$Sb$_2$. The defect energies were calculated by considering the equilibria of three phases (Mg$_3$Sb$_2$-Sb-MgTe for (b); Mg$_3$Sb$_2$-Mg-MgTe for (c). See Fig 4.8a.)

become slightly $n$-type; however, at the high $n$-type doping levels needed for high $zT$ the concentration of Mg$^{2+}$, interstitials becomes insignificant and less than the concentration of V$^{2-}_{Mg}$ vacancies as shown in Fig. 4.9.

The ternary Mg-Sb-Te phase diagram (700 K) in the vicinity of the Mg$_3$Sb$_2$ phase (Fig.4.8b-c) illustrates this point. The red-dashed line in Fig.4.8 delineates the compositions when acceptor and donor defects exactly charge-balance, separating compositions that give $n$- and $p$-type behavior. The gold-dashed line delineates the stoichiometric composition ($\delta = 0$) in Mg$_{3+\delta}$Sb$_{2-x}$Te$_{x}$, separating $\delta < 0$ compositions from $\delta > 0$ compositions. To avoid confusion, here we explicitly distinguish Mg$_{3+\delta}$Sb$_{2-x}$Te$_{x}$, where “$\delta$” refers to the actual composition of the matrix phase from
Figure 4.8: The ternary phase diagram of Mg-Sb-Te (a) The ternary diagram showing the position of $\delta = 0$ in $\text{Mg}_{3+\delta}(\text{Sb,Te})_2$ (gold dashed line) and the line that distinguishes $p$- and $n$-type materials in the Mg$_3$Sb$_2$ single phase region (red dashed line). (b,c) Successively enlarged sections of the 700 K ternary phase diagram near the Mg$_3$Sb$_2$ single-phase region. The Sb-excess Mg$_3$Sb$_2$ phase boundary (light blue) always remains $p$-type and deficient in Mg ($\delta < 0$) while the Mg-excess Mg$_3$Sb$_2$ phase boundary (dark blue) is $n$-type even though it also is deficient in Mg ($\delta < 0$) when sufficiently doped to make a good thermoelectric (0.2 at.% of Te). The open square on the $\delta = 0$ line denotes the composition Mg$_{3.997}$Te$_{0.003}$.

$\text{Mg}_{3+x}\text{Sb}_{2-y}\text{Te}_y$, where “$x$” is for a nominal composition. The actual composition of Sb-excess $\text{Mg}_{3+\delta}\text{Sb}_{2-y}\text{Te}_y$ shown as the light blue line in Fig.4.8b (Sb-solubility limit) is always $\delta < 0$ and always $p$-type. Mg-excess $\text{Mg}_{3+\delta}\text{Sb}_{2-y}\text{Te}_y$ shown as the dark blue line (Mg-solubility limit), is always $n$-type but crosses from $\delta > 0$ to $\delta < 0$ as the Te content increases (Fig.4.8c). Because this $\delta = 0$ line crosses the Mg-excess Mg$_3$Sb$_2$ phase boundary at Te $\approx$ 0.06% (Mg$_{3.997}$Te$_{0.003}$), which is much lower than the Te-doping concentration needed (around 0.2 at.% of Te) for high $zT$ in Mg$_3$Sb$_2$ thermoelectric materials (similarly expected for Mg$_3$(Sb,Bi)$_2$), the optimum composition samples are always Mg deficient ($\delta < 0$) with Mg vacancies outnumbering interstitials.
Figure 4.9: Calculated net charge carrier concentration (solid lines) and the contribution from individual defects (dashed lines) in Mg₃Sb₂ at 700 K with increasing Te content. (a) Mg-excess Mg₃Sb₂. The n-type carrier concentration follows the Te content (Te₁⁺Sb) with some reduction due to Mg-vacancies (V²⁻Mg) at the doping concentration needed to make an efficient thermoelectric (0.2 at.% of Te). (b) Sb-excess Mg₃Sb₂. The net carrier concentration is always p-type despite the addition of Te donor dopants because of the excessive compensation from Mg vacancies. Data points (black circles) are converted from Hall measurements (see Methods) on samples with nominal compositions of Mg₃.2Sb₂−yTeₚ where y = 0.005, 0.01, and 0.03 in increasing order of Te content.

4.7 Phase Boundary Mapping to explore all equilibrium states of new phases

Mg₃Sb₂ demonstrates the dramatic difference in electronic properties from two types of samples with a matrix phase composition that is essentially the same. Only Mg-excess Mg₃Sb₂-based compounds can make efficient n-type thermoelectrics. The nominal composition at which the Mg-excess phase boundary is reached turns out to heavily depend on the synthesis route taken. For example, oxidation during preparation or pressing, oxides in any of the starting elements or even SiO₂ or Al₂O₃ reaction containers, easily becomes a source of MgO which effectively removes Mg from the Mg-Sb equilibria. With relatively high vapor pressure and reactivity, Mg loss can also happen from vaporization during hot-pressing, SPS, or annealing. Because some Mg loss always exists, the only way to ensure that the Mg-excess phase boundary composition is reached is by detecting Mg impurities in the final material to be measured. Even for reproducible routes of syntheses, there will be
a critical nominal composition where the \( p \)-to-\( n \) transition happens that may not be at a nominal \( \text{Mg}:\text{Sb} \) ratio of 3:2 and also quite different depending on synthesis conditions (compare the threshold composition within the light gray regime in Fig.4.6a and b made by Mg powder or slugs). Only by detecting a small amount of elemental Mg or Sb can one be sure which chemical potential defines the properties of the matrix phase.

In general, we call this method phase boundary mapping, which is to purposely make materials in equilibrium with small amounts of impurity phases that exactly define the chemical potentials.[32] Since most semiconductors are valence balanced (e.g. Zintl compounds[89]), they are typically considered line compounds with narrow phase widths particularly regarding the cation to anion ratio. Therefore, practical samples will generally tend to be on one side or the other, making observation of equilibrium impurity phases the best way to define the thermodynamic state. Compound semiconductors will have at least two (most likely more than two) distinct thermodynamic states with distinctly different dopability and transport properties. To explore all synthetically accessible thermodynamic states of the same new semiconductor one should map all the thermodynamic phase boundaries and continue to change composition (as we added Mg in \( \text{Mg}_3\text{Sb}_2 \)) until the equilibrium impurity phase changes (as excess Mg was observed instead of Sb). When vacancies are the dominant defects excess metal should promote \( n \)-type dopability while excess non-metal should promote \( p \)-type dopability.[158]

A systematic implementation of the phase boundary mapping procedure will lead to a better understanding of the doping capability of new semiconductors for a variety of applications. In thermoelectrics, related approaches have been used to ascertain that cation vacancies are killer defects that lead to persistent \( p \)-type materials in \( \text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9 \),[31] \( \text{YCuTe}_2 \),[253] \( \text{Cu}_2\text{Se} \),[254] \( \text{ZnSb} \),[255] \( \text{Zn}_4\text{Sb}_3 \),[94] \( \text{YbZn}_2\text{Sb}_2 \). We find, in general, several recent cases where significant findings result from a systematic investigation of the phase boundaries: filling capabilities in Skutterudites[256–258] and finding low-defect photovoltaic compounds.[259–261] All these cases highlight the general significance of phase boundary mapping.
Chapter 5

Achieving $zT > 1$ in inexpensive Zintl phase $\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9$ by phase boundary mapping

This chapter contains contents reproduced with permission from *Advanced Functional Materials*, DOI: 10.1002/adfm.201606361.

5.1 Summary of research

Complex multinary compounds (ternary, quaternary, and higher) offer countless opportunities for discovering new semiconductors for applications such as photovoltaics and thermoelectrics. However, controlling doping has been a major challenge in complex semiconductors as there are many possibilities for charged intrinsic defects (*e.g.* vacancies, interstitials, anti-site defects) whose energy depends on competing impurity phases. Even in compounds with no apparent deviation from a stoichiometric nominal composition, such defects commonly lead to free carrier concentrations in excess of $10^{20}/\text{cm}^3$. Nevertheless, by slightly altering the nominal composition, these defect concentrations can be tuned with small variation of the chemical potentials (composition) of each element. While the variation of chemical composition is undetectable, we show the changes can be inferred by mapping (in nominal composition space) the boundaries where different competing impurity phases form. In the inexpensive Zintl compound $\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9$, the carrier concentrations can be finely tuned within three different three-phase regions by altering the nominal composition ($x = 0.2 - 0.8$), enabling the doubling of thermoelectric performance ($zT$). Because of the low thermal conductivity, the $zT$ can reach as high as 1.1 at 875 K, which is one of the highest among the earth abundant $p$-type thermoelectrics with no ion conducting.

5.2 Introduction

While today most semiconductor applications use simple elemental (*e.g.* Si) or binary (*e.g.* GaN) semiconductors, many new complex semiconductors are being discovered and developed containing three or more elements. This greatly increases the possibilities for finding new functionalities (such as photovoltaics, solid-state lighting and thermoelectrics) and that utilize earth abundant elements. Solid-state thermoelectric generators, for example, are reliable, scalable, and robust devices.
to convert waste heat into useful energy, which have substantial potential in contributing to a sustainable solution for the world’s growing energy needs. However, the cost of constituent elements in the current state of the art materials (i.e. PbTe) can limit widespread use of thermoelectric materials. To overcome this problem, new materials consisting of earth abundant and environmentally friendly materials are essential. Achieving a competitive efficiency for such thermoelectric materials, determined by the thermoelectric figure of merit, \(zT = \alpha^2 T / \kappa \rho\), of approximately one is the critical challenge to reach cost targets.[232]

A good thermoelectric material must strike a balance between a large Seebeck coefficient (\(\alpha\)), low electrical resistivity (\(\rho\)), and low total thermal conductivity (\(\kappa\)). The total thermal conductivity is a combination of electronic thermal conductivity (\(\kappa_e\)) and lattice thermal conductivity (\(\kappa_L\)).[22] Except for \(\kappa_L\), all transport coefficients are interdependent via the majority carrier concentration, often measured by the Hall effect (\(n_H\)). Normally, crystalline materials have a higher electrical mobility (\(\mu_H\)), leading to a higher electrical conductivity, \((\sigma = 1/\rho = n_H e \mu_H\) where \(e\) is the electronic charge), than amorphous materials. On the other hand, amorphous materials have shorter phonon mean free paths, and display lower \(\kappa_L\). Therefore, an ideal thermoelectric material should have a glass-like heat conduction of phonons and crystal-like electrical conduction of charge carriers, referred to as the “phonon-glass electron-crystal” (PGEC) concept, first introduced by Slack.[262]

Complex Zintl phases represent a large class of compounds in which many new thermoelectric materials have been found, thanks to their versatile chemistry and inherently low thermal conductivity like glasses.[28, 47, 97, 102, 112, 146, 248, 257, 263, 264] Zintl compounds are made up of electropositive cations (alkali, alkaline-earth or rare earth metals) that donate their valence electrons to anions, which in turn form covalently bonded anionic structures to satisfy the valence requirement.[83, 85, 265] One important aspect of these compounds is their inherently low lattice thermal conductivity due to their complex crystal structures.[29, 53, 89, 115]

\(A_9M_{4+x}Pn_9\) (\(A = Yb, Eu, Ca, Sr; M = Mn, Zn, Cd; Pn = Sb, Bi\), often referred to as the 9-4-9 system, are Zintl phases recently identified with promising thermoelectric performance.[108, 117, 118, 143, 144, 266–268] The crystal structure was originally reported in 1970s, but the existence of partially occupied interstitial sites, whose occupancy is indicated by \(x\) in the formula, was not recognized until the work of Bobev et al. in 2004 (Fig. 5.1a).[144] These partially occupied sites enable carrier concentration tuning and also contribute to a lower lattice thermal conductivity by
Figure 5.1: (a) The crystal structure of $A_9M_{4+x}Pn_9$ where $A$: Ca, M: Zn, and $Pn$: Sb showing ribbon-like chains of $[Zn_4Sb_9]^{19-}$ along the c-axis. Interstitial Zn atoms are located between the chains (when present). (b) Electronic band structure and density of states of $Ca_9Zn_{4+x}Sb_9$. Two black dashed lines indicate Fermi levels of the charge balanced $Ca_9Zn_{4.5}Sb_9$ composition ($x = 0.5$) and the structure with no interstitial Zn atom ($Ca_9Zn_4Sb_9$; $x = 0$). The band structure is color coded according to the atomic character of the states, where gray indicates an equal contribution from all atom types.

adding more complexity and disorder in the structure. In the Yb-Mn-Sb system, $Yb_9Mn_{4+x}Sb_9$ easily forms with a nearly optimal carrier concentration, displaying a $zT$ of around 0.7 at 950 K without doping. $Yb_9Zn_{4+x}Sb_9$ has even higher mobility than $Yb_9Mn_{4+x}Sb_9$ and so would have even higher $zT$ if it could be optimally doped.[24, 30, 37, 41] The higher mobility is achieved through the reduction of the effective mass as shown in the study on solid solution $Yb_9Mn_{4.2-x}Zn_xSb_9$.[31] Although $Yb_9Zn_{4+x}Sb_9$ has a favourable high carrier mobility and low lattice thermal conductivity, its carrier density is much larger than the optimum value.[31]

In principle, the carrier density can be tuned by changing the composition with the total charge determined by the net valence.[89] The partially occupied $M$ site in $A_9M_{4+x}Pn_9$ is seen as a convenient site for doping. In practice, however, even though all reported samples are $p$-type (the actual Zn contents clearly less than 4.5: See section 5.3), the allowed range of carrier concentration is very small (narrow phase width).[30, 31] The actual composition of $A_9M_{4+x}Pn_9$ phase, and thus the actual phase width in the crystalline material is difficult to conclusively measure.

Despite the complexity of multiple defect types and uncertain defect concentrations, the full range of thermodynamically accessible defects can be explored using phase
boundary mapping within an isothermal section of the Ca-Zn-Sb ternary phase diagram. Such an equilibrium phase diagram provides the synthesis conditions required to achieve the full range of thermodynamically possible intrinsic defect concentrations to achieve appropriate doping as shown in Yb-doped CoSb$_3$ skutterudites.[256] Demonstrating this principle, we successfully synthesized samples of Ca$_9$Zn$_{4+x}$Sb$_9$ having different $p$-type carrier concentrations depending on the phase-region of the nominal composition ($x = 0.2, 0.3, 0.4, 0.5, 0.6, 0.7$ and $0.8$). Optimally doped Ca$_9$Zn$_{4+x}$Sb$_9$ containing inexpensive elements can now be produced with a high $\zeta T$ of 1.1 at 875 K, which is one of the highest values among inexpensive $p$-type thermoelectric without ion conducting.

5.3 Crystal and electronic structure

Ca$_9$Zn$_{4+x}$Sb$_9$ is a complex Zintl phase whose semiconducting electronic properties, defect chemistry and low lattice thermal conductivity can be explained by its crystal structure and valence electron counting. Ca$_9$Zn$_{4+1}$Sb$_9$, Yb$_9$Mn$_{4+x}$Sb$_9$, and Yb$_9$Zn$_{4+x}$Sb$_9$ have the same $A_9M_{4+x}Pn$ crystal structure shown in Fig. 5.1a.[117, 118, 143] The structure contains ribbon-like chains of corner shared tetrahedra [M$_4$Sb$_9$]$^{19-}$ ($M$: Zn, Mn) extending infinitely along the $c$ direction. These “ribbons” are connected to one another by partially occupied “interstitial” $M$ sites creating a quasi-two dimensional anionic structure. For Ca$_9$Zn$_{4+x}$Sb$_9$ with $x = 0.5$, 25% of the interstitial sites are occupied by Zn atoms, yielding a charge balanced composition of Ca$_9$Zn$_4$Sb$_9$ with the simple valence counting, [Ca$^{2+}$]$_9$[Zn$^{2+}$]$_4$[Sb$^{3-}$]$_9$. The valence balanced composition suggests a simple band gap may exist between anion and cation electronic states at this composition as found in many Zintl phases.[89, 147] With no interstitial Zn atoms ($x = 0$), the hypothetical compound Ca$_9$Zn$_4$Sb$_9$ is a $p$-type metal being one electron short of valence balance.[170] Having no disorder, the band structure of Ca$_9$Zn$_4$Sb$_9$, shown in Fig. 5.1b, can be readily calculated, and indeed shows the Fermi level deep in the valence band. The band structure for Ca$_9$Zn$_{4.5}$Sb$_9$, including the one additional electron per formula unit from the interstitial Zn atom, would yield (assuming rigid bands) a small band gap semiconductor by moving the Fermi level to the band gap ($x = 0.5$ in Fig. 5.1b). The calculated valence band is dominated by antimony $p$-states, as would be expected considering Sb as an anion even though the close electronegativity between Sb and Zn suggests significant covalent mixing of those states is possible. Zn-$d$ states are well below the Fermi level and are fully occupied. (See Fig. 5.2) The calculated band gap ($E_g$) is direct ($E_g = 0.35$ eV).
Figure 5.2: The calculated DOS plot of the relaxed Ca$_{18}$Zn$_9$Sb$_{18}$-cell, showing that the $d$-states of the interstitial Zn atom (Zn$_I$) is far below the Fermi level (about -7 eV). The green line is the sum of all $d$-character states of all 8 "non-interstitial" Zn atoms, and the blue line is the $d$-state of Zn$_I$.

5.4 Defects

From the above connection between interstitial concentration and Fermi level in the electronic band structure, we can explain why Ca$_9$Zn$_{4+x}$Sb$_9$ phase with $x$ less than 0.5 should behave as a degenerate $p$-type semiconductor and, in theory, why the $p$-type carrier concentration decreases as its stoichiometry approaches $x = 0.5$. Specifically, one can investigate the hole concentration $n$ [holes/formula unit] = 2 $\delta$, where $\delta$ is the number of missing Zn from the charge balanced composition, Ca$_9$Zn$_{4.5}$Sb$_9$. Thus, in principle, tuning the carrier concentration should simply be a matter of adjusting the amount of partially occupied interstitial Zn content of the actual sample composition, which can be referred to as Ca$_9$Zn$_{4.5-\delta}$Sb$_9$. To avoid confusion, we will henceforth explicitly distinguish Ca$_9$Zn$_{4.5}$Sb$_9$ using the nominal composition $x$ (the overall starting composition for synthesis) from Ca$_9$Zn$_{4.5-\delta}$Sb$_9$, the actual sample composition of resulting sample using $\delta$. While we will show that we have sufficient control over carrier concentration by changing the nominal amount of Zn, we do this without exact knowledge and precise control over $\delta$.

The results of the direct compositional analysis is consistent with the composition Ca$_9$Zn$_{4.5-\delta}$Sb$_9$ with $\delta < 0.1$ but the precise determination of $\delta$ by these means is not possible. For example, EDS and WDS for the sample with nominal composition Ca$_9$Zn$_{4.3}$Sb$_9$ show a composition of the Ca$_9$Zn$_{4.5-\delta}$Sb$_9$ phase to be Ca$_{8.9\pm0.2}$Zn$_{4.4\pm0.1}$Sb$_{9.1\pm0.2}$ and Ca$_{9.3\pm0.2}$Zn$_{4.5\pm0.1}$Sb$_{8.7\pm0.2}$, where the typical accuracy is beyond the minute changes in the stoichiometry due to defects. The composition reported from XRD refinement of a single crystal (Ca$_9$Zn$_{4.478(8)}$Sb$_9$)
Figure 5.3: Rietveld fit of Ca$_9$Zn$_{4.49}$Sb$_9$ (Cu-K$_{α1}$ radiation). Ticks mark the calculated reflection positions of the target phase while the baseline corresponds to the residuals of a Rietveld refinement ($R_i = 0.09$, $R_p = 0.20$, $R_{wp} = 0.20$) based on the reported crystal structure. In the crystal structure of Ca$_9$Zn$_{4.3}$Sb$_9$ (space group: $Pbam$), there are five Ca ($1 \times 2b$, $3 \times 4g$, $1 \times 4h$) and Sb ($1 \times 2d$, $2 \times 4g$, $2 \times 4h$), and three Zn ($2 \times 4h$, $1 \times 4g$) Wyckoff sites. Based on the reported single crystal data, apart from the Zn3 position at the 4g site, which is partially occupied (23.9(4)%), all other sites are fully occupied. We identified the partial occupancy at the Zn3 site to be close to 24.5(5)%, corresponding to the composition of Ca$_9$Zn$_{4.49(1)}$Sb$_9$, which is reasonable considering $δ$ calculated in this work (Table 5.1). The lattice parameters of this sample were found to be $a = 21.8525(5)$ Å, $b = 12.5305(3)$ Å, $c = 4.5427(1)$ Å.

as well as our Rietveld refinement (Ca$_9$Zn$_{4.49(1)}$Sb$_9$) on the XRD (Fig. 5.3) of the same Ca$_9$Zn$_{4.3}$Sb$_9$ sample is also found within this region.[144]

Due to this uncertainty in the actual sample composition, we shall for the present discussion simply consider $δ$ values in Ca$_9$Zn$_{4.5−δ}$Sb$_9$ to be determined by the experimental Hall carrier concentration, $n_H$. Since each interstitial Zn deficiency from the charge balanced structure ($δ$) creates two additional holes in the valence band and one unit cell contains two formula units,

$$δ = \frac{n_HV}{4}, \quad (5.1)$$

where $V$ is the unit cell volume. Each interstitial Zn also adds $d$-electrons and $d$-states to the electronic structure, but as they are fully filled and well below the Fermi level they do not influence the Fermi level. Other defects, such as A-site cation vacancies or defects with different charge states, may also be present. The Hall factor, relating the Hall carrier concentration to the actual number of holes in
Table 5.1: The relaxed atomic positions, used for electronic structure calculations of Ca$_9$Zn$_4$Sb$_9$.

The valence band is not exactly known but is expected to be around 1. Despite these uncertainties, the important principle here is that the actual defect concentration, represented by $\delta$ calculated from the measured Hall carrier concentration $n_H$, is distinctly different from the nominal composition represented by $x$. Although $\delta$ is not exactly known, it is clearly influenced by the nominal Zn content $x$ in a qualitative manner that can be explained with the understanding of the defect chemistry and equilibrium phase diagram.

Previously, within a given $A_9M_{4+x}Pn_9$ system, no change of carrier concentration was observed by changing $x$, corresponding to a change in $\delta$ values of almost 0. Bux et al. attempted to synthesize Yb$_9$Mn$_{4+x}$Sb$_9$ with different Mn contents ($x$) but resulting samples contained a significant amount of impurities and no change in hole concentration was observed. They concluded that no carrier concentration tuning was possible due to its narrow phase width[30] consistent with the observations of Xia et al.[117] Similarly, samples with a nominal composition of Yb$_9$Zn$_{4+x}$Sb$_9$ ($x = 0.2, 0.3, 0.4$ and $0.5$) were synthesized to tune $\delta$ and thermoelectric properties, but all of the investigated samples displayed identical transport properties.[31]

The phase width (range of allowed value of $\delta$) in Ca$_9$Zn$_{4.5-x}$Sb$_9$ is so narrow that it is safest to assume that all samples with nominal composition Ca$_9$Zn$_{4+x}$Sb$_9$ contain one or two impurity phases determined from the nominal composition in the equilibrium phase diagram. Experimentally, the impurity phases can be identified with XRD or SEM analysis (Fig. 5.3 - 5.5). Based on XRD analysis, the samples
Figure 5.4: SEM results of Ca$_9$Zn$_{4+x}$Sb$_9$ ($x = 0.2$-0.8) samples. (b) Lower magnification of $x = 0.2$ microstructure to visualize micro cracks on the sample surface.

with low Zn content ($x = 0.2$ and 0.3) contain Sb and CaSb$_2$ as secondary phases ($\leq 2$ vol%). For the samples with higher Zn contents of $x = 0.4$ and 0.5, small amounts of CaZn$_2$Sb$_2$ and Sb were observed as the main impurity phases ($\leq 1$-2 vol%). At an even higher Zn content of $x = 0.6$, only a small amount of CaZn$_2$Sb$_2$ was identified as the minority phase. Samples of $x = 0.7$, 0.8 and 23.0 (Ca:Zn:Sb = 1:3:1) were also investigated to characterize the three-phase region of Ca$_9$Zn$_{4.5-\delta}$Sb$_9$, CaZn$_2$Sb$_2$, and a Zn rich phase (Details in section 5.6 and table 1). Thus, it is imperative to make the distinction between nominal composition with $x$ and presumed composition of the phase with $\delta$.

Between different systems (Yb$_9$Mn$_{4+x}$Sb$_9$, Yb$_9$Zn$_{4+x}$Sb$_9$ and Ca$_9$Zn$_{4+x}$Sb$_9$) some variation in $\delta$ (Hall carrier concentration) is observed with similar nominal composition, $x = 0.2$. This is presumably due to a slight change in defect chemistry leading to a small variation in $\delta$, which again is too small to be observed directly by XRD, EDS or WDS but can be detected by the Hall effect. Even though Ca and Yb are isovalent (both $+2$) in the crystal structure, Ca$_9$Zn$_{4+x}$Sb$_9$ samples have lower $n_H$ than those of Yb$_9$Mn$_{4.2}$Sb$_9$ and Yb$_9$Zn$_{4.2}$Sb$_9$ (Fig. 5.6a). An analogous trend in $n_H$ was reported in AZn$_2$Sb$_2$ compounds ($A = \text{Sr, Eu, Ca, Yb}$),[77] in which more
electropositive atoms on the cation sites decrease the \( p \)-type carrier concentration of the material. The amount of stable cation vacancies is larger in Yb compounds than in Ca compounds because of the higher electronegativity of Yb. This is due to the electronegativity altering the vacancy defect energy that leads to a higher \( p \)-type carrier concentration for YbZn\(_2\)Sb\(_2\). In \( A_9M_{4+x}Pn_9 \), using Ca instead of Yb also leads to a lower \( n_H \), which may indicate the existence of a smaller amount of cation site vacancies. Compensating defects such as interstitial Zn atoms acting as electron donors while Ca site vacancies forming electron acceptor defects are also possible. Such compensating defects of the form \( Ca_{9+\delta}Zn_{4.5-\delta}Sb_9 \) could increase the range of \( M \) atom concentration at the expense of \( A \) atom concentration or vice versa and extend the \( A_9M_{4+x}Pn_9 \) phase solubility in the direction of \( AZn_2Sb_2 \).
Figure 5.6: (a) Hall carrier concentration \( (n_H) \) as a function of temperature and (b) the deficiency of Zn (compared to the ideal semiconductor) in one formula unit \( (\delta) \) as a function of nominal composition \( (x) \) at 400 K. \( \delta \) is calculated from the Hall carrier concentration, assuming that only Zn partial occupancy contributes to \( n_H \). The right side vertical axis of (b) shows the corresponding Hall carrier concentration. The colors of the data points and the enumerated regions correspond to the phase region where the possible sample compositions are located in Fig. 4a and b.

5.5 Electronic transport properties

The experimental electronic properties of \( \text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9 \) exhibit decreasing hole concentration with increasing nominal Zn content, \( x \), as shown in Fig. 5.6a. Although the Hall carrier concentration of \( \text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9 \) qualitatively follows the trend with nominal composition \( x \), a closer inspection shows a step-wise rather than linear decrease (Fig. 5.6b). Assuming that \( n_H \) is determined solely by the deviation \( \delta \) of the amount of Zn in \( \text{Ca}_9\text{Zn}_{4.5-\delta}\text{Sb}_9 \), we can calculate \( \delta \) required to yield a given value of \( n_H \). For example, \( \text{Ca}_9\text{Zn}_{4.47}\text{Sb}_9 \) (\( \delta = 0.03 \)) corresponds to 0.06 holes per formula unit or \( n_H = 1.0 \times 10^{20} \text{cm}^{-3} \). The phase width of \( \text{Ca}_9\text{Zn}_{4.5-\delta}\text{Sb}_9 \) based on the experimental \( n_H \) is found to be \( 0.002 < \delta < 0.036 \), as illustrated in Fig. 5.6b. Samples with \( x > 0.5 \) are still found to be a \( p \)-type semiconductor based on their Hall effect measurement, indicating \( \delta \) is always greater than zero (\( \delta < 0 \) would be result in \( n \)-type samples). Given the presumed range of actual Zn content per formula unit, between 4.464 and 4.498 (given by \( 4.5 - \delta \)), the nominal range of Zn used to synthesize the samples of 4.2 to 4.8 (represented by \( 4 + x \)) is much larger. This shows that controlling the nominal value of \( x \) is important, but has a much smaller influence on the actual Zn content (\( \delta \)) than expected, and the dependence is non-linear.

The resistivity and Seebeck coefficient of the samples increase with increasing
temperature, indicating the expected degenerate semiconducting behaviour (Fig. 5.7). The resistivity of the compounds increases together with Zn content, which is proportional to the decrease in carrier concentration. The resistivity starts decreasing at around 650 K for $x = 0.4 - 0.8$ samples because of minority carrier activation. The trend between $x = 0.2$ and 0.3 is an exception since the $x = 0.2$ sample has a much lower Hall mobility ($\mu_H$) than for $x = 0.3$ due to the cracks found in the sample, as shown in Fig. 5.4. These cracks always appear in samples with $x \leq 0.2$. Ca$_9$Zn$_{4+x}$Sb$_9$, like in Yb$_9$Zn$_{4.2}$Sb$_9$, has a higher $\mu_H$ than Yb$_9$Zn$_{4.2}$Sb$_9$ because of its lower effective mass. Ca$_9$Zn$_{4+x}$Sb$_9$ has even a higher $\mu_H$ than Yb$_9$Zn$_{4.2}$Sb$_9$, mainly due to its much lower carrier concentration. The $\mu_H$ of the $x = 0.6, 0.7,$
and 0.8 samples are slightly lower than other investigated samples, possibly due to secondary phases. As shown in Fig. 5.5, the amount of CaZn$_2$Sb$_2$ impurity in the sample slightly increases with increasing Zn content, which may lead to stronger charge carrier scattering. The increasing Seebeck coefficient with Zn content is consistent with the trend in the Hall carrier concentration. Based on the maximum Seebeck coefficient of the $x=0.6$ sample ($\alpha_{max}=260 \mu V/K$) and the corresponding temperature ($T_{max}=650 K$), the band gap is estimated by

$$E_g = 2e\alpha_{max}T_{max}$$

(5.2)

to be $E_g = 0.34$ eV, which is in very good agreement with the calculated band gap of 0.35 eV.[269] The effective mass, $m_S^*$, of the $x=0.3$ sample is found to be $\sim0.56 m_e$ at 400 K.

### 5.6 Phase diagram approach for optimization of thermoelectric performance

![Phase diagram](image)

Figure 5.8: (a) Isothermal section at 580 °C of the Ca-Zn-Sb ternary phase diagram and (b) magnified region around Ca$_9$Zn$_{4.5-\delta}$Sb$_9$ in (a). In (a) the widths of the single and two phase regions are schematic and enlarged for clarity. Although nominal compositions Ca$_9$Zn$_{4+x}$Sb$_9$ are not located within the three-phase regions, XRD and SEM results indicate that resulting samples are in equilibrium with the three-phase regions shown most likely because of Ca deficiency. Moving from one three-phase region to another leads to different fixed compositions of the Ca$_9$Zn$_{4.5-\delta}$Sb$_9$ phase as shown by the coloured arrows in (b).

The complicated step-wise behavior of the carrier concentration in Fig. 5.6b can be explained using the equilibrium isothermal section (at 580 °C) of the Ca-Zn-Sb
ternary phase diagram. The phases shown in Fig. 5.8 and the compositional triangles enclosed by tie-lines are not necessarily complete, as they are based on scarce experimental results, binary phase diagrams in ASM Alloy Phase Diagram Database, and formation energies calculated by the Materials Project and the Open Quantum Materials Database.\cite{270, 271} According to the secondary phases identified by XRD and SEM analysis (see Fig. 5.4 and 5.5, Table 5.2), the samples with \( x = 0.2 \) and 0.3 are in the three-phase region of \( \text{Ca}_9\text{Zn}_{4.5-x}\text{Sb}_9, \text{CaSb}_2, \) and \( \text{Sb} \) (blue Region 1, in Fig. 5.8). Samples with \( x = 0.4 \) and 0.5 are within the three-phase region containing \( \text{Ca}_9\text{Zn}_{4.5-x}\text{Sb}_9, \text{CaZn}_2\text{Sb}_2, \) and \( \text{Sb} \) (green region 2). Only \( \text{CaZn}_2\text{Sb}_2 \) and \( \text{Ca}_9\text{Zn}_{4.5-x}\text{Sb}_9 \) are found in the sample with \( x = 0.6 \). Therefore, this sample is presumably formed in the two-phase region between \( \text{CaZn}_2\text{Sb}_2 \) and \( \text{Ca}_9\text{Zn}_{4.5-x}\text{Sb}_9 \) (orange region). The samples with nominal Zn contents of \( x = 0.7 \) and 0.8 were synthesized to characterize the three-phase region of \( \text{Ca}_9\text{Zn}_{4.5-x}\text{Sb}_9, \text{CaZn}_2\text{Sb}_2, \) and a Zn rich phase (red region 3). XRD analysis on these samples showed only the formation of \( \text{Ca}_9\text{Zn}_{4.5-x}\text{Sb}_9 \) and \( \text{CaZn}_2\text{Sb}_2, \) but no Zn rich phase was detected. When a large excess of Zn is used (nominal compositions \( \text{Ca:Zn:Sb} = 1:3:1, x = 23.0 \)), elemental Zn can be identified as the third phase in the XRD data (Fig. 5.5), and visible segregation of melted Zn (melting point 420 °C) is observed when annealed at 580 °C.

Overall, this analysis suggests that the actual nominal compositions are shifted slightly to the Ca deficient side (compared to the nominal compositions of \( \text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9 \)) and across the phase boundaries as shown by the solid line in Fig. 5.8b. This shift may stem from a loss of Ca during the synthesis process which is not unexpected considering the reactivity of Ca with oxygen. Similarly, isotypic \( \text{Yb}_9\text{Zn}_{4+x}\text{Sb}_9 \) also has cation poor impurities in the reported samples.\cite{31}

### Table 5.2: The relaxed atomic positions, used for electronic structure calculations of \( \text{Ca}_9\text{Zn}_4\text{Sb}_9 \).  

<table>
<thead>
<tr>
<th>Nominal composition (( x ))</th>
<th>Region</th>
<th>Secondary phases</th>
<th>( P )</th>
<th>( \delta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>1</td>
<td>Sb, CaSb(_2)</td>
<td>3</td>
<td>0.036</td>
</tr>
<tr>
<td>0.3</td>
<td>1</td>
<td>Sb, CaSb(_2)</td>
<td>3</td>
<td>0.033</td>
</tr>
<tr>
<td>0.4</td>
<td>2</td>
<td>Sb, CaZn(_2)\text{Sb}_2</td>
<td>3</td>
<td>0.020</td>
</tr>
<tr>
<td>0.5</td>
<td>2</td>
<td>Sb, CaZn(_2)\text{Sb}_2</td>
<td>3</td>
<td>0.018</td>
</tr>
<tr>
<td>0.6</td>
<td>Between 2 and 3</td>
<td>CaZn(_2)\text{Sb}_2</td>
<td>2</td>
<td>0.008</td>
</tr>
<tr>
<td>0.7</td>
<td>3</td>
<td>CaZn(_2)\text{Sb}_2, (Zn)</td>
<td>3</td>
<td>0.002</td>
</tr>
<tr>
<td>0.8</td>
<td>3</td>
<td>CaZn(_2)\text{Sb}_2, (Zn)</td>
<td>3</td>
<td>0.002</td>
</tr>
<tr>
<td>23.0 (Ca:Zn:Sb=1:3:1)</td>
<td>3</td>
<td>CaZn(_2)\text{Sb}_2, Zn</td>
<td>3</td>
<td>-</td>
</tr>
</tbody>
</table>
According to the Gibbs phase rule under constant temperature and pressure \( F = C - P \) where \( F \), \( C \), and \( P \) are the number of degrees of freedom, number of components, and number of phases, respectively, the degrees of freedom \( F \) in a three-phase triangle is zero \( (C = 3, P = 3) \), which indicates that the compositions of the phases at the vertex of the triangle are invariant. Therefore, assuming equilibrium, all the samples found in the same three-phase region should have a fixed composition with the same defect concentration, here denoted by \( \delta \). This explains why samples found in the three-phase region 1 \((x = 0.2 \text{ and } 0.3)\), region 2 \((x = 0.4 \text{ and } 0.5)\), and region 3 \((x = 0.7 \text{ and } 0.8)\) have very similar \( n_H \), respectively. As expected, samples in the same phase region also have almost the same Seebeck coefficient (Fig. 5.7c).

Furthermore, when the homogeneous range of phases (black regions) and two-phase regions are not infinitesimally small and narrow, each \( \text{Ca}_9\text{Zn}_{4.5-\delta}\text{Sb}_9 \) in the different phase regions have different fixed composition determined by the apexes of the compositional three-phase triangle as shown by the three arrows in Fig. 5.8b. Thus, samples in three different three-phase regions have the three different fixed compositions of the \( \text{Ca}_9\text{Zn}_{4.5-\delta}\text{Sb}_9 \) phase with three different values of \( \delta \). As the nominal Zn content \( x \) increases for samples prepared as \( \text{Ca}_9\text{Zn}_{4.5-\delta}\text{Sb}_9 \), the chemical potential of Zn atoms should increase as well, leading to a higher number of interstitial Zn, and therefore decreasing \( \delta \) in \( \text{Ca}_9\text{Zn}_{4.5-\delta}\text{Sb}_9 \). On the other hand, small changes to the nominal Zn content \( x \) while within the same three-phase region will alter the relative amounts of the three phases seen, but not their chemical composition of the matrix \( \text{Ca}_9\text{Zn}_{4.5-\delta}\text{Sb}_9 \) phase or \( \delta \).

The sample with \( x = 0.6 \) has only \( \text{CaZn}_2\text{Sb}_2 \) as a secondary phase according to SEM and XRD, and the \( n_H \) and \( \alpha \) of this sample is in between the values of the samples in region 2 and 3. Thus, the sample with \( x = 0.6 \) is in a two-phase region whose degrees of freedom is one \( (C = 3, P = 2) \): monovariant. In the two-phase region, the composition of the \( \text{Ca}_9\text{Zn}_{4.5-\delta}\text{Sb}_9 \) phase can vary along the phase boundary between the \( \text{Ca}_9\text{Zn}_{4.5-\delta}\text{Sb}_9 \) single phase (black region in Fig. 5.8b) and \( \text{Ca}_9\text{Zn}_{4.5-\delta}\text{Sb}_9 + \text{CaZn}_2\text{Sb}_2 \) two-phase (Orange region in Fig. 5.8b), which can lead to \( \delta \) in a range between that of region 2 and 3. Thus, any small local change in Zn content while remaining in the two-phase region of the phase diagram will alter the compositions of the resulting two phases, adding to the possibility of local variations of thermoelectric properties in a macroscopic sample.[272]

The change in \( \delta \) associated with a change in \( x \) from 0.2 to 0.8 explains the stepwise behaviour of the carrier concentration. Although the total composition range
allowed is still small, equivalent to $0.002 < \delta < 0.036$, this is sufficient to optimize the thermoelectric properties. In principle, other fixed compositions with different defect concentrations would be found in the three-phase regions on the Ca-rich side of $\text{Ca}_9\text{Zn}_{4.5-\delta}\text{Sb}_9$. This phase boundary mapping analysis also indicates that the range of $x$ previously studied in $\text{Yb}_9\text{Mn}_{4+x}\text{Sb}_9$ and $\text{Yb}_9\text{Zn}_{4+x}\text{Sb}_9$ was not sufficiently large to move into a different phase regions (because of the absence of the tie line between 9-4-9 system and elemental Sb) and that other compositions could be attempted that will be in a different phase region and likely to improve the material.[30, 31]

### 5.7 Thermal transport properties

![Graphs showing thermal conductivity](image)

Figure 5.9: (a) Total thermal conductivity of $\text{Ca}_9\text{Zn}_{4+x}\text{Sb}_9$ samples and $\text{Yb}_9\text{Mn}_{4.2}\text{Sb}_9$. All $\kappa$ values are calculated from thermal diffusivity using Dulong-Petit heat capacity. (b) Lattice thermal conductivity of the same samples is calculated based on the SPB model. Inset shows the Lorenz number for each sample.

<table>
<thead>
<tr>
<th>Compounds</th>
<th>$v_L$ (m/s)</th>
<th>$v_T$ (m/s)</th>
<th>$K$ (GPa)</th>
<th>$G$ (GPa)</th>
<th>$\Theta$ (K)</th>
<th>$\kappa_{glass}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Yb}<em>9\text{Mn}</em>{4.2}\text{Sb}_9$</td>
<td>3070</td>
<td>1730</td>
<td>43.1</td>
<td>23.8</td>
<td>189</td>
<td>0.39</td>
</tr>
<tr>
<td>$\text{Yb}<em>9\text{Zn}</em>{4.2}\text{Sb}_9$</td>
<td>3228</td>
<td>1920</td>
<td>44.4</td>
<td>29.7</td>
<td>211</td>
<td>0.43</td>
</tr>
<tr>
<td>$\text{Ca}<em>9\text{Zn}</em>{4.3}\text{Sb}_9$</td>
<td>4170</td>
<td>2450</td>
<td>43.1</td>
<td>27.5</td>
<td>267</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Table 5.3: Speed of sound, bulk and sheer modulus, Debye temperature ($\Theta$), and glassy-limit thermal conductivity values.
The total thermal conductivity, \( \kappa \), shown in Fig. 5.9, was calculated from

\[
\kappa = DdC_p
\]  

(5.3)

where \( D \) is the measured thermal diffusivity, \( d \) is the sample’s density and \( C_p \) is the Dulong-Petit heat capacity. \( \kappa \) has two components; a phonon contribution (\( \kappa_L \)) and electronic contribution (\( \kappa_e \)). \( \kappa_e \) is estimated by the Wiedemann-Flanz law with the Lorentz number (\( L \)) calculated within the SPB model.[34, 273] \( \kappa_L \) is calculated by subtracting \( \kappa_e \) from \( \kappa \). Both the calculated \( \kappa_L \) and \( L \) are shown in Fig. 5.9b. \( \kappa \) decreases as the Zn content increases mainly due to the reduction of \( \kappa_e \).

The dashed line in Fig. 5.9b indicates the estimated amorphous limit to the lattice thermal conductivity (\( \kappa_{glass} \)) calculated from Cahill’s method assuming that the phonon mean free path is a half of the phonon wave length [152]:

\[
\kappa_{glass} = \frac{1}{2} \left( \frac{\pi}{6} \right)^{1/3} k_B V^{-2/3} (2v_T + v_L).
\]  

(5.4)

Figure 5.10: Heat Capacity (\( C_p \)) measurement result as a function of temperature by PPMS and DSC. Both data sets overlap at around room temperature and measured values are very similar to the Dulong Petit value.

Here \( v_T, v_L \) and \( V \) are transverse and longitudinal speed of sound (both measured at room temperature), and average volume per atom, respectively. The calculated \( \kappa_{glass} \) of \( \text{Yb}_9\text{Mn}_{4.2}\text{Sb}_9 \), \( \text{Yb}_9\text{Zn}_{4.2}\text{Sb}_9 \), and \( \text{Ca}_9\text{Zn}_{4.3}\text{Sb}_9 \) are shown in Table 5.3. Similar values of the bulk (\( K \)) and shear (\( G \)) modulus are observed for all three compounds, indicating that the higher speed of sound of \( \text{Ca}_9\text{Zn}_{4.3}\text{Sb}_9 \) arises mainly from its lower sample density leading to the different \( \kappa_{glass} \). In general, the \( \kappa_L \) of Zintl phases decreases with increasing temperature due to Umklapp scattering and
approaches $\kappa_{glass}$. However, the $\kappa_L$ of the Ca$_9$Zn$_{4+x}$Sb$_9$ sample and also the $\kappa$ of the samples with $x \geq 0.6$ are found to be even below the estimated $\kappa_{glass}$. In fact, almost all phases isotypic to the Ca$_9$Zn$_{4+x}$Sb$_9$ structure have extremely low $\kappa_L$.[30, 31, 108] To rule out the possibility that the calculated Dulong-Petit heat capacity ($\sim 0.32$ J/gK) underestimates the real value of $C_p$, we measured $C_p$ up to 623 K (shown in Fig. 5.10). Our results indicate that the $C_p$ of this material is almost the same as the Dulong-Petit value, similar to reports for other Zintl phases.[274] Similarly, low thermal conductivities have been previously observed in various systems e.g., in disordered layered materials, copper chalcogenides, and other complex Zintl phases.[18, 55, 56, 153, 154, 275] Pöhls et al. described the possible overestimation of the $\kappa_{glass}$ due to the overestimation of the Debye temperature from ultrasound measurements.[156] Possible temperature dependency of the speed of sound could also lead to an overestimation of $\kappa_{glass}$ at high temperature. Although further investigation is required to determine the origin of such an ultralow thermal conductivity, most notably in other $A_9M_{4+x}Pn_9$ phases, extremely low $\kappa_L$ could be due to anomalously low Lorenz factors or electron-phonon interactions as demonstrated in Eu$_9$Cd$_{4-x}CM_{2+y-x}Sb$_9$ compounds (where $CM$ is a coinage metal e.g. Au, Ag, and Cu).[30, 31, 108]

5.8 Thermoelectric Figure of Merit

Combining all the transport properties, the figure of merit ($zT$) was calculated as a function of temperature as shown in Fig. 6a. The maximum $zT$ increases with increasing nominal Zn content and reaches $\sim 1.1$ at 875 K for $x = 0.6$, and then decreases for samples with $x = 0.7$ and 0.8. Isotropic electronic transport was observed in the polycrystalline samples as shown in Fig. 5.13. The repeated measurements indicate good thermal stability of this Zintl phase (See Fig. 5.14). A large-scale batch of material prepared at NASA/Jet Propulsion Laboratory (JPL) shows good reproducibility (See Fig. 5.15). Reproducibility of the samples in the three-phase regions (Region 1 and 2) was also confirmed with the Seebeck measurements on the reproduced samples (See Fig. 5.16). The figure of merit of various state-of-the-art $p$-type Zintl phases are shown in Fig. 5.12a as a function of temperature, illustrating that Ca$_9$Zn$_{4+x}$Sb$_9$ is one of the best $p$-type thermoelectric Zintl phases especially in the intermediate temperature region.[28, 93, 94, 97, 99, 101, 106, 112, 276, 277]

Single parabolic band model (SPB) analysis was carried out to estimate the optimum carrier concentration of Ca$_9$Zn$_{4+x}$Sb$_9$ at 400 K, 600 K, and 775 K (Fig. 5.11b).
Figure 5.11: (a) $zT$ vs. temperature of investigated samples together with Yb-Mn-Sb and Yb-Zn-Sb analogues. The $x = 0.6$ sample achieves a $zT$ value of around 1.1 at 875 K. (b) $zT$ vs $n_H$ at 400 K, 600 K and 775 K for $x = 0.2 - 0.6$ samples. Three solid curves depict estimated $zT$ values calculated within the SPB model based on the experimental data of Ca$_9$Zn$_{4.3}$Sb$_9$.

For Ca$_9$Zn$_{4+x}$Sb$_9$, experimental data from $x = 0.3$ was used to avoid error induced by activated minority carriers. According to this analysis, the $n_H$ of Ca$_9$Zn$_{4+x}$Sb$_9$ decreases as Zn content increases and reaches close to its optimum, when $x = 0.6$ ($3 \times 10^{19}$ cm$^{-3}$ at 775 K). Due to even lower $n_H$ and a stronger bipolar effect, samples with $x = 0.7$ and $x = 0.8$ have a lower peak in $zT$ and do not agree well with the predicted $zT$.

The Hall mobility vs. lattice thermal conductivity of different $p$-type Zintl phases is plotted in Fig. 5.12b to uncover possible mechanisms that can rationalize the superior transport properties of Ca$_9$Zn$_{4+x}$Sb$_9$.[28, 30, 94, 97, 99, 101, 106, 276–278] Interestingly, this analysis suggests some similarities between Ca$_9$Zn$_{4+x}$Sb$_9$ and Zn$_4$Sb$_3$, both of which have outstandingly high-$\mu_H$ and low-$\kappa_L$ features.
Figure 5.12: (a) $zT$ as a function of temperature for various state-of-the-art $p$-type Zintl phases up to 1000 K.[28, 93, 94, 97, 99, 101, 106, 112, 276, 277] Ca$_9$Zn$_{4.6}$Sb$_9$ shows a high $zT$ in the intermediate temperature region (700 - 900 K). $zT$ of High temperature Zintl thermoelectric, Yb$_{14}$MnSb$_{11}$, approaches 1.4 at 1275 K. (b) Hall mobility vs lattice thermal conductivity of various Zintl phases calculated within the SPB model at room temperature. High mobility and low lattice thermal conductivity is preferred for thermoelectric materials as observed for both Ca$_9$Zn$_{4+x}$Sb$_9$ and Zn$_4$Sb$_3$.

Among the compounds shown in Fig. 5.12b, there are several possible mechanisms which are detrimental to the high Hall mobility: I) Alloy/point defect scattering by introducing an additional element in the anionic structure,[62, 65, 67] II) A larger electronegativity difference in the anionic framework, which increases the effective mass of $p$-type conduction due to a smaller dispersion of the band,[147] III) Mobility activation associated with a potential barrier such as grain boundary,[101, 276] IV) Spin disorder scattering, which is a consequence of an exchange interaction between free charge carriers and localized magnetic moments.[89, 279] High-$\mu_H$ compounds, Ca$_9$Zn$_{4+x}$Sb$_9$ and Zn$_4$Sb$_3$, do not have any of these detrimental mechanisms for the mobility.

In the crystal structure of Zn$_4$Sb$_3$, there are contiguous channels of interstitial Zn sites along the c axis with high Zn atomic displacement parameters leading to larger anharmonicity.[93] As shown in Fig. 5.1a, the partially occupied Zn sites in Ca$_9$Zn$_{4+x}$Sb$_9$ also form a channel-like structure, which might add some additional anharmonicity such as static or dynamic disorder of partially occupied Zn atoms leading to extremely low thermal conductivity. Partially occupied sites are commonly observed in intercalation compounds and ion-conducting solids, which often exhibit ultralow lattice thermal conductivity.[280, 281]
Figure 5.13: Isotropic electronic properties of Ca$_9$Zn$_{4.5}$Sb$_9$. Temperature dependent Seebeck coefficient (a), resistivity, and lattice thermal conductivity (b) in the directions parallel (blue/circle) and perpendicular (green/triangle) to that of the pressure applied during the hot press. Thermal conductivity indicates some anisotropy, in which the difference is almost the same as the values between $x = 0.4$ and 0.5 samples in Fig.5.9. Thus further investigation is required to identify the origin of small difference in thermal conductivity.

5.9 Conclusion
The thermoelectric properties of the Zintl phase Ca$_9$Zn$_{4+x}$Sb$_9$ composed of inexpensive elements were studied by phase boundary mapping. Electronic transport measurements reveal that the carrier concentration of Ca$_9$Zn$_{4+x}$Sb$_9$ can be tuned by changing the Zn content. Depending on the nominal Zn content represented by $x$, the Zintl phase Ca$_9$Zn$_{4+x}$Sb$_9$ is found to have distinctly different actual defect concentration, represented by $\delta$. Although $\delta$ is not exactly known, it is clearly influenced by $x$ in a qualitative manner and overall the phase boundary mapping of the isothermal section of the ternary phase diagram applied here sheds light on the electronic transport behavior of the investigated samples. With the phase boundary mapping, the Zintl phase Ca$_9$Zn$_{4+x}$Sb$_9$ having high mobility and low thermal conductivity attains a maximum $zT$ value of 1.1 at 875 K for the $x = 0.6$ sample. This is one of the highest values among all characterized $p$-type Zintls in the intermediate temperature range, indicating great potential for use in thermoelectric applications. The unique approach to control the doping concentrations of ternary compounds demonstrated how using phase boundary mapping here can be used in other complex semiconductors for photovoltaic and thermoelectric applications.
Figure 5.14: Reproducibility of thermoelectric properties of Ca$_9$Zn$_4.6$Sb$_9$. Transport properties were measured at least twice to verify the results. First and second measurement were carried out up to 500 °C and 600 °C, respectively. All of the measurement results show almost identical properties.
Figure 5.15: Sample reproducibility of Ca₉Zn₄.₆Sb₉ (x = 0.6). The reproduced sample was synthesized at NASA/JPL for testing this material to be used in a future thermoelectric generator. 50 g of powder was pressed to acquire sample pellet with a diameter of three inches. The reproduced sample displays almost identical transport behaviour with very similar $zT$ up to 875 K.
Figure 5.16: Reproducibility of the samples in different phase regions. The samples of $x = 0.3$ and 0.5 are reproduced and their Seebeck coefficients are measured. The symbols with the same color show the data from the samples in the same three-phase regions. The result shows that we can acquire almost identical samples repeatedly from the same phase region. The three-phase region numbers are shown in Fig. 5.8 in the main text with the same colors: $x = 0.2$ and 0.3 belong to region 1 (blue), $x = 0.4$ and 0.5 are in region 2 (green), and $x = 0.6$ sample exists in the two phase region between region 2 and 3 (orange).
Chapter 6

Thermoelectric properties of the \( \text{Yb}_9\text{Mn}_{4.2-x}\text{Zn}_x\text{Sb}_9 \) solid solutions


6.1 Summary of research

\( \text{Yb}_9\text{Mn}_{4.2}\text{Sb}_9 \) has been shown to have extremely low thermal conductivity and a high thermoelectric figure of merit attributed to its complex crystal structure and disordered interstitial sites. Motivated by previous work showing that isoelectronic substitution of Mn by Zn leads to higher mobility by reducing spin disorder scattering, this study investigates the thermoelectric properties of the solid solution \( \text{Yb}_9\text{Mn}_{4.2-x}\text{Zn}_x\text{Sb}_9 \) \((x = 0, 1, 2, 3, \text{and} \ 4.2)\). Measurements of the Hall mobility at high temperature (up to 1000 K) show that the mobility can be increased by more than a factor of 3 by substituting Zn into Mn sites. This increase is explained by the reduction of the valence band effective mass with increasing Zn, leading to a slightly improved thermoelectric quality factor relative to \( \text{Yb}_9\text{Mn}_{4.2}\text{Sb}_9 \). However, increasing the Zn-content also increases the \( p \)-type carrier concentration, leading to metallic behavior with low Seebeck coefficients and high electrical conductivity. Varying the filling of the interstitial site in \( \text{Yb}_9\text{Zn}_{4+y}\text{Sb}_9 \) \((y = 0.2, 0.3, 0.4, \text{and} \ 0.5)\) was attempted, but the carrier concentration \((\sim 10^{21} \text{ cm}^{-3} \text{ at } 300 \text{ K})\) and Seebeck coefficients remained constant, suggesting that the phase width of \( \text{Yb}_9\text{Zn}_{4+y}\text{Sb}_9 \) is quite narrow. Although varying Zn content was not effective, further exploration of accessible thermodynamic states of 9-4-9 phase with phase boundary mapping revealed there are multi-phase equilibria which can reduce the carrier concentration, resulting in increasing \( zT \) by a factor of five.

6.2 Introduction

Solid-state thermoelectric generators would be an ideal clean and reliable source of energy harvesting system due to their ability to generate electricity directly from waste heat. For the purpose of widespread applications, it is necessary to improve the efficiency of thermoelectric materials, quantified by the thermoelectric figure of merit \((zT = \alpha^2T/\kappa\rho)\).[232] A good thermoelectric material must strike a balance between a large Seebeck coefficient \((\alpha)\), low electrical resistivity \((\rho)\), and
low total thermal conductivity ($\kappa$), all of which are related via the free majority carrier concentration ($n$).[22] Here, the total thermal conductivity is combination of electronic thermal conductivity ($\kappa_e$) and lattice thermal conductivity ($\kappa_L$).

Figure 6.1: The Yb$_9$M$_{4+x}$Sb$_9$ structure contains infinite $M_4Sb_9$ “ribbons” made up of corner sharing $M$Sb$_4$ tetrahedra, where $M$ is a 2+ transition metal that can be either Mn, Cd or Zn.[118, 144] Partially occupied $M$-interstitial sites (yellow spheres) link neighboring $M_4Sb_9$ ribbons into a pseudo two-dimensional framework.

Zintl compounds provide many of the characteristics required for good thermoelectric materials.[89, 282] Zintl phases are made up of electropositive cations that donate their electrons to anions, which in turn must form covalent bonds to satisfy valence.[87, 265] They often have very low lattice thermal conductivity due to their large unit cells, and it is possible to finely tune their electronic properties by doping, providing a route to improved $zT$. High thermoelectric efficiency has been demonstrated in a number of different Zintl compounds[28, 30, 79, 104, 105, 111, 123, 126, 138, 146, 148, 283] including Yb$_{14}$MnSb$_{11}$ and YbCd$_{2-x}$Zn$_x$Sb$_2$, both of which have $zT$ values above unity at high temperatures.[80, 101, 103, 112, 138, 149, 284–294]

Recently, Yb$_9$Mn$_{4+2}$Sb$_9$ was shown by Bux et al. to have promising thermoelectric performance ($zT = 0.7$ at 950 K).[30]. The structure of Yb$_9$M$_{4+x}$Sb$_9$ is shown in Fig. 6.1, where $M$ can be either Mn$^{2+}$, Cd$^{2+}$ or Zn$^{2+}$.[118, 144] Although this structure type was originally discovered in 1970’s,[267] the interstitial site was not recognized until 2004 by Bobev et al.[144] The structure contains ribbons...
of $MSb_4$ tetrahedra that are connected by partially occupied interstitial $M$ sites. The Yb$_9M_{4+x}$Sb$_9$ structure would be charge balanced based on a simple electron counting rules if the interstitial $M$ sites were 25% occupied, corresponding to $x = 0.5$. In practice, the Mn analogue, Yb$_9$Mn$_{4+x}$Sb$_9$, was found to behave as a line compound with approximately 10% occupation of the interstitial sites ($x = 0.2$).[30, 118] In the Zn-containing analogue, the exact composition is unclear, as the literature reports four different stoichiometries (Yb$_9$Zn$_{4.18}$Sb$_9$, Yb$_9$Zn$_{4.23}$Sb$_9$, Yb$_9$Zn$_{4.380}$Sb$_9$ and Yb$_9$Zn$_{4.384}$Sb$_9$) determined from refinement of single crystal X-ray diffraction data.[118, 144]

The high $zT$ reported for Yb$_9$Mn$_{4.2}$Sb$_9$ stems from its low, glass-like lattice thermal conductivity ($\kappa_L \approx 0.5$ W/mK at room temperature) and optimized electronic properties.[30] To improve $zT$ further, it is thus necessary to improve the inherent electronic properties of this system by tuning either the band structure or carrier scattering. One potential route is to increase the carrier mobility by substituting Zn on the Mn site, as demonstrated in the YbZn$_{2-x}$Mn$_x$Sb$_2$ and Yb$_{14}$Mn$_{1-x}$Zn$_x$Sb$_9$ solid solutions.[123, 146] In YbZn$_{2-x}$Mn$_x$Sb$_2$, the mobility of the Zn end-member is much higher than that of the Mn end-member, even though the effective mass remains unchanged. Similarly, in Yb$_{14}$Mn$_{1-x}$Zn$_x$Sb$_9$, increased Zn content leads to improved mobility. In both cases, the substitution of Zn leads to improved thermoelectric performance. These results motivate the current investigation of the thermoelectric properties of the Yb$_9$Mn$_{4.2-x}$Zn$_x$Sb$_9$ solid solution ($x = 0, 1, 2, 3$ and $4.2$).

6.3 Synthesis and Characterization

Synthesis and Characterization. Yb$_9$Mn$_{4.2-x}$Zn$_x$Sb$_9$ ($x = 0, 1, 2, 3$ and $4.2$) and Yb$_9$Zn$_{4+y}$Sb$_9$ ($y = 2, 3, 4$ and $5$) samples were prepared by ball milling followed by hot pressing (details are described in the Experimental section). To characterize these samples, X-ray diffraction (XRD) was performed on the polycrystalline slices at room temperature. Fig. 6.2 shows the XRD results for all of the Yb$_9$Mn$_{4.2-x}$Zn$_x$Sb$_9$ samples ($x = 0, 1, 2, 3$ and $4.2$). For the $x = 4.2$ sample, the Rietveld fit and residual are shown as red curves and blue curves respectively. Table 6.1 shows lattice parameters for solid solutions. As the amount of Zn increases, each parameter follows the same trend as reported results.[118, 144] Scanning electron microscopy confirmed that the phase purity of the Zn-containing samples is approximately 95% and revealed Yb$M_2$Sb$_2$ ($M = $Zn or Mn) as a secondary phase.
Figure 6.2: X-ray diffraction patterns for Yb$_9$Mn$_{4.2-x}$Zn$_x$Sb$_9$ (x = 0, 1, 2, 3 and 4.2) samples exhibit no significant impurity phases. The Rietveld fit and difference profile are shown for the Zn end-member.

<table>
<thead>
<tr>
<th>Composition</th>
<th>a (Å)</th>
<th>b (Å)</th>
<th>c (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>x = 1</td>
<td>21.834</td>
<td>12.327</td>
<td>4.5841</td>
</tr>
<tr>
<td>x = 2</td>
<td>21.764</td>
<td>12.334</td>
<td>4.5664</td>
</tr>
<tr>
<td>x = 3</td>
<td>21.711</td>
<td>12.343</td>
<td>4.5451</td>
</tr>
<tr>
<td>x = 4.2</td>
<td>21.692</td>
<td>12.409</td>
<td>4.5278</td>
</tr>
</tbody>
</table>

Table 6.1: Lattice parameters for Yb$_9$Mn$_{4.2-x}$Zn$_x$Sb$_9$ are calculated from XRD results with Rietveld fit. As the amount of Zn increases, each parameter changes from Mn end member side to Zn end member and this follows the reported trend.[118, 144]

6.4 Electronic transport properties

The electronic transport properties of Yb$_9$Mn$_{4.2-x}$Zn$_x$Sb$_9$ (x = 0, 1, 2, 3 and 4.2) samples are shown in Fig. 6.3 and 6.4. The Mn analogue, Yb$_9$Mn$_4$Sb$_9$, is a line compound with an electron deficient composition, resulting in a carrier concentration of $4 \times 10^{20}$ $h^+/cm^3$ and degenerate semiconducting behavior. Surprisingly, considering that Zn and Mn both have the same valence state in this structure, substituting Zn on the Mn site increases the carrier concentration ($n_H$) sharply, as shown in Fig. 6.3a. Using simple electron counting rules, a carrier concentration of $n_H = 0$ $h^+/cm^3$ corresponds to 25% occupation of the interstitial sites (Yb$_9$Mn$_4$Sb$_9$), while completely empty interstitial sites (Yb$_9$Mn$_4$Sb$_9$) yield $n_H = 1.66 \times 10^{21}$ $h^+/cm^3$. Thus, the higher $n_H$ in Zn-containing samples may indicate that the solubility of Zn on the interstitial sites is lower than that of Mn. Additionally, in the Zn containing samples, $n_H$ decreases by nearly an order of magnitude as the temperature increases.
Both of these effects may be because introducing Zn changes the defect chemistry by lowering the energy to form accepter defects.[80]

The Hall mobility ($n_H$) of Yb$_9$Mn$_{4.2-x}$Zn$_x$Sb$_9$ samples (Fig. 6.3c) decreases with temperature as expected when acoustic phonons are the primary scattering source. The change in $n_H$ as a function of Zn content at 300 K is shown in Fig. 6.3d. The mobility of the Zn end-member is increased by a factor of three relative to the Mn analogue. The slight reduction at intermediate values of $x$ is due to the disorder on the transition metal site.[67]

Increased mobility can arise from either increased carrier relaxation time ($\tau$) or decreased effective mass ($m^*$). When acoustic phonon scattering controls the mobility, the scattering rate $1/\tau(k)$ is determined by the acoustic deformation potential ($\Xi$), acoustic phonon velocity ($v_s$), density ($d$), and the density of states ($g(E)$).[295]

$$\frac{1}{\tau(k)} = \frac{k_B T \Xi^2 \pi}{h v_s^2 d}$$

(6.1)

Substituting the density of states in three dimensions assuming a parabolic band

$$g_{3D}(E) = \frac{1}{2\pi^2} \left( \frac{2m^*}{\hbar^2} \right)^{3/2} \sqrt{E}$$

(6.2)

into Eq.6.1 yields the following relationship which shows that $\tau$ also dependent on effective mass in this case.

$$\tau \propto \frac{1}{(m^*)^{3/2}}$$

(6.3)

Inserting Eq 6.3 into the expression for mobility, the following proportionality is acquired for mobility limited by acoustic phonon scattering.

$$\mu \propto \frac{\tau}{m^*} \propto \frac{1}{(m^*)^{5/2}}$$

(6.4)

The Seebeck coefficients ($\alpha$) of Yb$_9$Mn$_{4.2-x}$Zn$_x$Sb$_9$ ($x = 0, 1, 2, 3$ and 4.2) samples are shown as a function of temperature and carrier concentration in Fig. 6.4a and b, respectively. The Seebeck coefficients decrease as the amount of Zn, and thus the carrier concentration, increases. However the decrease in $\alpha$ is much greater than should be expected if $m^*$ is unchanged. From the experimental Seebeck coefficients,
Figure 6.3: With increasing Zn content, \( x \), the (a) Hall carrier concentration of \( \text{Yb}_9\text{Mn}_{4.2-x}\text{Zn}_x\text{Sb}_9 \) samples increases and (b) the resistivity decreases. (c) The Hall mobility decreases with temperature due to acoustic phonon scattering. (d) As a function of \( x \) at 300 K, the mobility decreases due to alloy scattering and then rises sharply with complete substitution of Mn by Zn.

the chemical potentials (\( \eta \)) at 975K are calculated within a single parabolic band (SPB)[148] model using Eq. 6.5 with \( \lambda = 0 \) (acoustic-phonon scattering), where \( F_j(\eta) \) is the Fermi integral given in Eq 6.7. The hole effective masses for the pure Zn and pure Mn samples (0.65 \( m_e \) and 1.2 \( m_e \), respectively), determined from Eq 6.5 using the experimental \( n_H \), were used to generate the dashed curved shown in Fig. 6.4b.

\[
\alpha = \frac{k_B}{e} \left( \frac{(2 + \lambda) F_{1+\lambda}(\eta)}{(1 + \lambda) F_{\lambda}(\eta)} - \eta \right) \tag{6.5}
\]

\[
n = 4\pi \left( \frac{2m^*k_BT}{\hbar^2} \right)^{3/2} F_{1/2}(\eta) \tag{6.6}
\]
6.5 Thermal transport properties

Shown in Fig. 6.5a, the total thermal conductivity ($\kappa_{total}$) for Yb$_9$Mn$_{4.2-x}$Zn$_x$Sb$_9$ samples was calculated from the measured thermal diffusivity $D$ using $\kappa_{total} = DdC_p$, where $d$ is the geometric density and $C_p$ is the Dulong Petit heat capacity. In Zn-containing samples, $\kappa_{total}$ is higher than in the Mn end-member due to the dominance of the electronic contribution. The lattice component ($\kappa_L$) of the thermal conductivity was obtained by subtracting the electronic component ($\kappa_e$), calculated via the Wiedemann-Flanz law from the total thermal conductivity ($\kappa_e = LT\sigma$, where $L$ and $\sigma$ are the Lorenz number and electrical conductivity, respectively). Often, $L$ is calculated as a function of temperature using an SPB model, thus falling in between the non-degenerate and degenerate limits (1.5 and 2.4, respectively). Using an SPB model yields a lattice thermal conductivity (Fig. 6.5b) for Yb$_9$Mn$_{4.2}$Sb$_9$ that is near
Figure 6.5: (a) The total thermal conductivity of Yb$_9$Mn$_{4.2-x}$Zn$_x$Sb$_9$ (x = 0, 1, 2, 3 and 4.2) increases with x. (b) The lattice thermal conductivity was estimated for Zn-containing samples using the temperature independent Lorenz numbers given in Table 6.3.

the minimum theoretical value ($\kappa_{glass}$), defined by Eq 6.8.

$$\kappa_{glass} = \frac{1}{2} \left( \frac{\pi}{6} \right)^{1/3} k_B V^{-2/3} (2v_T + v_L)$$

Here, $V$, $v_T$, and $v_L$ are the average volume per atom, the transverse speed of sound, and longitudinal speed of sound respectively.17, 42 Room temperature ultrasonic measurements of the Zn end-member show that $v_T$, and $v_L$ are comparable to the Mn analogue, as shown in Table 6.2, suggesting that the Zn- and Mn-based samples should have similar values of $\kappa_L$.[30] However, in the Zn-containing samples, an SPB model yields unrealistically high values of $L$, and thus underestimates $\kappa_L$. Thus, in Fig. 6.5b, rather than using an SPB model for $L$ in the Zn-containing samples, we use $L$ as a temperature-independent “fitting parameter” by setting $\kappa_L = \kappa_{glass}$ at 923 K. The resulting values of $L$ are given in Table 6.3. Note that the use of a temperature-independent $L$ for the Zn-containing samples leads to slightly overestimated values of $\kappa_L$ at lower temperatures.
Table 6.2: Room temperature ultrasonic measurements: shows that the longitudinal and transverse speeds of sound Zn compound are slightly higher than the Mn analogue.

<table>
<thead>
<tr>
<th>Composition</th>
<th>Lorenz number (×10^{-8} \cdot \text{W} \cdot \Omega \cdot \text{K}^{-2})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x = 1)</td>
<td>1.77</td>
</tr>
<tr>
<td>(x = 2)</td>
<td>1.61</td>
</tr>
<tr>
<td>(x = 3)</td>
<td>1.70</td>
</tr>
<tr>
<td>(x = 4.2)</td>
<td>1.50</td>
</tr>
</tbody>
</table>

Table 6.3: Lorenz numbers were obtained by setting the minimum experimental lattice thermal conductivities to the calculated thermal conductivity assuming glassy limit. For the pure Mn sample, \(L\) was calculated using an SPB model as shown in ref.[30].

Figure 6.6: (a) The carrier concentration remains unchanged in samples with synthetic compositions of Yb\(_9\)Zn\(_{4+y}\)Sb\(_9\) (\(y = 2, 3, 4\) and 5). (b) The Seebeck coefficients are also unaffected by varying the synthetic Zn content.
6.6 Varying interstitial Zn content

Although the mobility of $\text{Yb}_9\text{Zn}_4\text{Sb}_9$ is three times higher than that of the Mn analogue, the carrier concentration is higher than typically desired for thermoelectric applications. In an attempt to control the carrier concentration by increasing the interstitial Zn concentration, we synthesized $\text{Yb}_9\text{Zn}_{4+y}\text{Sb}_9$ samples with $y = 0.2, 0.3, 0.4$ and $0.5$. However, Hall measurements indicate that the carrier concentration remains constant ($n_H \sim 10^{21} \text{ h}^+/\text{cm}^3$) as the amount of Zn added synthetically is varied (Fig. 6.6a). The Seebeck coefficients, shown in Fig. 6.6b, also remain nearly constant as a function of synthetic Zn content, suggesting that the composition range of $\text{Yb}_9\text{Zn}_{4+y}\text{Sb}_9$ may be quite narrow, similar to that of the Mn analogue.

Figure 6.7: (a) The figure of merit of $\text{Yb}_9\text{Mn}_{4.2-x}\text{Zn}_x\text{Sb}_9$ samples decreases with increasing carrier concentration and Zn content. An SPB model predicts an optimized $zT$ of 1.1 in the Zn system at $n_H = 4 \times 10^{19} \text{ h}^+\text{cm}^3$.

6.7 Figure of merit

Fig. 6.7 shows the experimental $zT$ of $\text{Yb}_9\text{Mn}_{4.2-x}\text{Zn}_x\text{Sb}_9$ solid solution samples ($x = 0, 1, 2, 3, 4.2$) as a function of carrier concentration at 975 K. An SPB model was used to predict the figure of merit as a function of $n$ for the $\text{Yb}_9\text{Mn}_{4.2}\text{Sb}_9$ and $\text{Yb}_9\text{Zn}_{4.2}\text{Sb}_9$ end-members (shown as dashed curves) using the parameters in Table 6.4. The lower effective mass and higher mobility in the Zn analogue shift the optimal carrier concentration downwards relative to $\text{Yb}_9\text{Mn}_{4.2}\text{Sb}_9$. The predicted maximum figure of merit is somewhat higher for the Zn analogue due to its higher weighted mobility and dimensionless quality factor.[24, 41] However, the experimental $zT$ of Zn containing samples is far lower than that of the Mn end-member, due to their
high carrier concentrations. While the carrier concentration of Yb$_9$Mn$_{4.2}$Sb$_9$ is very close the optimal value, samples with Zn have carrier concentrations that are far too large. However, if it is possible to reduce the carrier concentration of Zn-containing samples by doping with an $n$-type dopant,[104, 105] higher $zT$ than that of Mn analogue could potentially be realized in future work.

<table>
<thead>
<tr>
<th>-</th>
<th>Yb$<em>9$Zn$</em>{4.2}$Sb$_9$</th>
<th>Yb$<em>9$Mn$</em>{4.2}$Sb$_9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective mass</td>
<td>0.65 $m_e$</td>
<td>1.2 $m_e$</td>
</tr>
<tr>
<td>Mobility parameter</td>
<td>18.95 cm$^2$V$^{-1}$s$^{-1}$</td>
<td>5.71 cm$^2$V$^{-1}$s$^{-1}$</td>
</tr>
<tr>
<td>Weighted mobility</td>
<td>9.94 WmK$^{-1}$</td>
<td>7.51 WmK$^{-1}$</td>
</tr>
<tr>
<td>Quality factor</td>
<td>0.445</td>
<td>0.328</td>
</tr>
</tbody>
</table>

Table 6.4: The parameters for the SPB model at 975 K. Lattice contribution to the thermal conductivity was calculated to be consistent with the total thermal conductivity.

### 6.8 Revisiting Yb$_9$Zn$_{4+y}$Sb$_9$

In Chapter 3, 4, and 5, we established and demonstrated an experimental concept we call phase boundary mapping to control defect formation energies of a target phase. In the case of Yb$_9$Zn$_{4+y}$Sb$_9$, whose structure is the same as Ca$_9$Zn$_{4+x}$Sb$_9$, either Yb vacancy or Zn deficiency can be primal candidates of stable defects (electron killer) preventing carrier density from being reduced. Thus, obtaining more Zn-rich or Ca-rich samples may lead to increasing formation energies of these undesired defects through increasing atomic chemical potentials, resulting in lowering carrier concentration. Based on the XRD result shown in Fig. 6.2(b), YbZn$_2$Sb$_2$ peaks appeared in the pattern of Yb$_9$Zn$_{4.5}$Sb$_9$ sample, while others don’t have clear YbZn$_2$Sb$_2$ peaks. This indicates that the target 9-4-9 phase in Yb$_9$Zn$_{4.5}$Sb$_9$ sample is in different thermodynamic states from other three samples containing less amount of Zn, but the reduction of Zn deficiency is not sufficient to alter the electronic transport properties of the resulting sample. Therefore, full investigation of all accessible thermodynamic states is performed to examine if there are any states which can make the actual composition of 9-4-9 phase closer to charge balanced.

We first conducted DFT calculations to generate compositional and grand potential phase diagrams of Yb-Zn-Sb system to determine the accessible multi-phase regions. Fig. 6.8(a) shows the calculated Yb-Zn-Sb ternary phase diagram with all the stable compounds at 0K. As it can be seen in Fig. 6.8(a), there are five three-phase regions with no thermodynamic degrees of freedom around the target 9-4-9 phase.
Figure 6.8: (a) Yb-Zn-Sb ternary phase diagram at 0 K constructed by DFT calculation and (b) the magnified region around the target 9-4-9 phase. There are five three-phase regions around this 9-4-9 and to access all the thermodynamic states of 9-4-9, multiple samples are synthesized with varied nominal compositions. Based on XRD, SEM, and transport properties, samples listed in table 6.5 belong to the phase region indicated in (b).

<table>
<thead>
<tr>
<th>Sample number</th>
<th>Nominal Yb-Zn-Sb composition</th>
<th>$zT$ at 750 K</th>
<th>phase region</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>9 - 4.3 - 9</td>
<td>0.06</td>
<td>I</td>
</tr>
<tr>
<td>#2</td>
<td>9 - 4.5 - 9</td>
<td>0.09</td>
<td>II</td>
</tr>
<tr>
<td>#3</td>
<td>9 - 4.8 - 9</td>
<td>0.17</td>
<td>III</td>
</tr>
<tr>
<td>#4</td>
<td>9.2 - 4.3 - 9</td>
<td>0.06</td>
<td>IV</td>
</tr>
<tr>
<td>#5</td>
<td>9.5 - 4.3 - 9</td>
<td>0.30</td>
<td>V</td>
</tr>
<tr>
<td>#6</td>
<td>9 - 4.3 - 8.7</td>
<td>0.08</td>
<td>IV</td>
</tr>
<tr>
<td>#7</td>
<td>9 - 4.3 - 8.5</td>
<td>0.29</td>
<td>V</td>
</tr>
<tr>
<td>#8</td>
<td>9.3 - 4.6 - 9</td>
<td>0.18</td>
<td>III</td>
</tr>
</tbody>
</table>

Table 6.5: The sample numbers and their nominal composition, $zT$ at 750 K, and most probable phase regions based on XRD, SEM, and transport properties.

To access all of these three-phase equilibria for the full investigation of this 9-4-9 phase, multiple samples with varied nominal compositions listed in table 6.5 were synthesized. Starting from a sample with nominal composition of Yb$_9$Zn$_{14.3}$Sb$_9$, we picked up four different directions to systematically explore different multiphase equilibria: Zn-rich, Yb-rich, Sb-deficient, and Yb-Zn-rich directions (see Fig.6.8(b)). All samples were annealed for a week at 600 C to make sure samples are in equilibrium.
14-1-11 was found as a secondary phase in sample # 4-7, and 1-2-2 was found in sample #2, 3, and 8. Then, thermoelectric properties were measured to correlate the trend in measured properties to the thermodynamic states of samples. Based on the measured values, the predicted $zT$ curve of 9-4-9 phase was obtained as shown in Fig. 6.9. The experimentally determined $zT$ are the symbols in the figure. The trend in experimental $zT$ is well captured by effective $m^*$ model, which is a good indication of rigid electronic band structure. Comparing coexisting phases and measured transport properties, expected thermodynamic states of samples are listed as shown in table 6.5.

![Figure 6.9](image)

Figure 6.9: Predicted thermoelectric figure of merit $zT$ curve within effective $m^*$ model at 750K ($B = 0.377$). Symbols are experimentally determined $zT$ of 8 different samples.

The fact that the experimental $zT$ values follow predicted curve fairly well also indicates that the secondary phases are not altering scattering and solely changes the carrier density although the less metallic samples of #5 and #7 contain a large amount of metallic 14-1-11. As a consequence, $zT$ of sample #5 and #7 becomes about five times higher than that of #1.

6.9 Conclusion

The Zintl compound Yb$_9$Mn$_{4.2}$Sb$_9$ is a promising thermoelectric material due to its low, glass-like lattice thermal conductivity, essential for high $zT$. In this research, the effect of substituting Zn on the Mn site in Yb$_9$Mn$_{4.2-x}$Zn$_x$Sb$_9$ was investigated.
Pursuing this strategy led to a factor of two reduction in the valence band mass, and thus increased carrier mobility and decreased Seebeck coefficients. The thermoelectric quality factor of the Yb$_9$Mn$_{4.2-x}$Zn$_x$Sb$_9$ system was found to be somewhat higher in the Zn analogue due to its improved mobility. The carrier concentration in Zn-containing samples was too high, and varying the synthetic Zn content did not lead to desired carrier concentration control. On the other hand, phase boundary mapping revealed the thermodynamic states whose defect concentration is slightly lower, resulting in enhancing $zT$ by a factor of five. There is still large room for $zT$ enhancement, so in future studies $n$-type dopants might be able to be used to reduce the carrier concentration and achieve a higher figure of merit.
Appendix A: Basic thermodynamics for phase boundary mapping

Equilibrium conditions
When two substances are in a system and equilibrated, there are some conditions which are always satisfied. Consider $\alpha$ and $\beta$ phases containing $i$ different atom spices in a closed system. Assuming no interaction with outside, we have following relations:

\[
V^\alpha + V^\beta = V = \text{const.,} \quad dV^\alpha + dV^\beta = 0 \\
U^\alpha + U^\beta = U = \text{const.,} \quad dU^\alpha + dU^\beta = 0 \quad (6.9)
\]

\[
n_i^\alpha + n_i^\beta = n_i = \text{const.,} \quad dn_i^\alpha + dn_i^\beta = 0.
\]

In equilibrium, the total entropy of the system becomes maximum and remains constant,

\[
dS = dS^\alpha + dS^\beta = 0. \quad (6.10)
\]

In the case of closed system where there are multiple different substances, the fundamental thermodynamic relation for the change in the internal energy becomes

\[
dU(S,V,n_i) = TdS - pdV + \sum_i \eta_i dn_i, \quad (6.11)
\]

where $i$ is an atom spices $i$, so

\[
dS = \frac{1}{T}dU + \frac{p}{T}dV - \frac{1}{T} \sum_i \eta_i dn_i. \quad (6.12)
\]

Therefore,

\[
dS = dS^\alpha + dS^\beta
\]

\[
dS = \frac{dU^\alpha}{T^\alpha} + \frac{p^\alpha}{T^\alpha}dV^\alpha - \frac{1}{T^\alpha} \sum_i \mu_i^\alpha dn_i^\alpha + \frac{dU^\beta}{T^\beta} + \frac{p^\beta}{T^\beta}dV^\beta - \frac{1}{T^\beta} \sum_i \mu_i^\beta dn_i^\beta. \quad (6.13)
\]

With Eq. 6.9 and Eq. 6.10,

\[
\left(\frac{1}{T^\alpha} - \frac{1}{T^\beta}\right)dU^\alpha - \left(\frac{p^\alpha}{T^\alpha} - \frac{p^\beta}{T^\beta}\right)dV^\alpha + \sum_i \left(\frac{\mu_i^\alpha}{T^\alpha} - \frac{\mu_i^\beta}{T^\beta}\right)dn_i^\alpha = 0. \quad (6.14)
\]

Therefore,

\[
T^\alpha = T^\beta
\]

\[
p^\alpha = p^\beta \quad (6.15)
\]

\[
\mu_i^\alpha = \mu_i^\beta.
\]

This is the equilibrium condition that the two phases coexist in the closed system.
Gibbs phase rule

Change in Gibbs energy becomes following form under the constant temperature and pressure.

\[ dG(T, p, n_i) = \sum_i \mu_i dn_i \]  

(6.16)

Consider the total number of particle is fixed,

\[ n^\alpha + n^\beta = n = \text{const}, \quad dn^\alpha + dn^\beta = 0. \]  

(6.17)

Thus

\[ dG = \mu^\alpha dn^\alpha + \mu^\beta dn^\beta = (\mu^\alpha - \mu^\beta)dn^\alpha \]  

(6.18)

When the system is in equilibrium \( dG = 0 \). Thus \( \mu^\alpha = \mu^\beta \). When \( dG \neq 0 \), the process has not reached the equilibrium (the difference in the chemical potentials is a driving force for the particle movement).

When there are \( P \) different phases and \( C \) different components, the equilibrium condition can be obtained as follows:

\[
\begin{align*}
T^\alpha &= T^\beta = T^\gamma = \ldots = T^P \\
p^\alpha &= p^\beta = p^\gamma = \ldots = p^P \\
\mu^\alpha_1 &= \mu^\beta_1 = \mu^\gamma_1 = \ldots = \mu^P_1 \\
\mu^\alpha_2 &= \mu^\beta_2 = \mu^\gamma_2 = \ldots = \mu^P_2 \\
\cdots & \\
\mu^\alpha_C &= \mu^\beta_C = \mu^\gamma_C = \ldots = \mu^P_C.
\end{align*}
\]  

(6.19)

There are \((C + 2)(P - 1)\) equal signs and this is the number of constraints. According to the Gibbs-Duhem equation should be satisfied under the constant \( T \) and \( p \) for each phase, there are also \( P \) different constraint. Therefore the number of constraints is \((C + 2)(P - 1) + P\). On the other hand, the number of independent variables in each phase is the sum of the number of components + 2 (\( T \) and \( p \)). Thus, the total number of variables is \( P(C + 2) \). Subtracting the number of constraints from the total number of independent variables, the degrees of freedom \( (F) \) can be obtained as follows:

\[
F = (C + 2)P - [(C + 2)(P - 1) + P] \\
= C - P + 2.
\]  

(6.20)
In solid, it is common to assume that two mixed phases have the same temperature and pressure from the beginning. If so,

\[
F = [CP + 2] - [C(P - 1) + P] = C - P + 2. \tag{6.21}
\]

Of course, the resulting relation becomes identical.

**Point defect due to entropy**

Any material cannot obtain the perfect crystal form (no point defect) due to entropy. Consider the simplest case where \(n\) vacancies form in a material with \(N\) atoms \((n \ll N)\). Since a vacancy is created by moving an interior atom to the surface,\(^1\) by defining a volume, entropy (primarily vibrational), and enthalpy associated with a formation of one vacancy as \(\delta, S_v,\) and \(E_v\), the Gibbs energy of a system at finite temperature \(T\) \((G(T))\) becomes

\[
G(T) = G(0) + n(E_v + p\delta - TS_v) - TS_M, \tag{6.22}
\]

where \(S_M\) is a configurational (mixing) entropy. Since there are \(n\) vacancies and \(N\) atoms, \(S_M\) becomes

\[
S_M = k_B \ln (N + n)! - k_B \ln (N)! - k_B \ln (n)! = k_B \ln \left( \frac{(N + n)!}{N!n!} \right). \tag{6.23}
\]

The most stable defect concentration is the \(n\) minimizing \(G(T)\),

\[
\left( \frac{dG}{dn} \right)_N = 0 = E_v + p\delta - TS_v + k_B T \ln \left( \frac{n}{N + n} \right). \tag{6.24}
\]

Here we used Stirling’s approximation. The vacancy concentration, \(C = n/(N + n)\), is then calculated as

\[
C = e^{-E_v/k_B T} e^{-p\delta/k_B T} e^{S_v/k_B}. \tag{6.25}
\]

The latter two exponentials are very small compared to the effect from the first exponential, but the important information obtained from this result is that vacancy always exists in any systems at finite temperature. Fig. 6.10 shows a schematic diagram of contributions from each component (Formation enthalpy, vibrational entropy, and mixing enthalpy) to the total Gibbs energy. \(n_0\) corresponds to the point defect concentration in equilibrium, which is always finite.

\(^1\)Vacancy formation involves breaking bonds between atoms to remove an atom in the solid. In this sense, the process of forming vacancy is the same as vaporization. Thus, in the simple cases where there is only one constituent, the defect formation energy is roughly equal to the heat required for vaporization. In more complex solids, the electronegativity is one parameter to be considered.
Figure 6.10: Schematic of each contributions to the total Gibbs energy as a function of point defect concentration. At finite temperature, there are always a curtain amount of point defects in a material due to entropy.
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