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ABSTRACT

Despite the long history of studies of active galactic nuclei (AGN), details of the
structure of the accretion flow onto supermassive black holes are far from clear.
Work presented in this thesis is directed at unveiling properties of AGN structure
through broadband X-ray spectroscopy, with particular emphasis on the hard X-
ray band (photon energies > 10keV). With its unprecedented sensitivity in this
energy band, the NuSTAR telescope provides the key observational diagnostics of
the properties of the AGN X-ray source, the corona, and the surrounding gas in the

accretion disk, the broad-line region, and the torus.

The first study presented in this thesis focuses on measurements of the optical
depth and the temperature of the plasma in the corona of an obscured AGN. Fitting
theoretical spectral models for coronal emission to the NuSTAR data constrained
these two basic physical parameters under the assumption of either spherical or

disk-like geometry for the corona.

The remainder of the thesis is dedicated to studies of the anisotropic obscuring
structure broadly referred to as the torus. One of them is a case study of three heavily
obscured AGN with spectra dominated by the X-ray light scattered and reprocessed
in the torus, where it is possible to constrain one of the basic torus properties — its
globally averaged column density. The following study presents the calculation of
a new spectral model for reprocessing of the intrinsic X-ray continuum within the
torus. Its added flexibility compared to previously available models allows for both
the average column density of the torus and its covering factor to be constrained
from broadband X-ray spectra of a wide variety of AGN.

The final part of the thesis in based on a large survey of the local obscured AGN
population performed with NuSTAR. Spectral modeling of more than a hundred
individual AGN, including both old and new spectral models, is presented. From
analyses of the X-ray data for a large and representative AGN sample, for the first
time, it is found that their tori preferentially have high covering factors and average

column densities close to unity optical depth for Compton scattering.
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Chapter 1

INTRODUCTION

1.1 Unified Model of Active Galactic Nuclei (AGN)

1.1.1 From the Discovery of Quasars to the Basic Unified Model

During my graduate program at Caltech, we celebrated the 50-year anniversary of
Maarten Schmidt’s realization (Schmidt, 1963) that the radio source 3C 273 was
associated with a star-like source with the enormous redshift of 16 %.! Although
radio sources had been found to be associated with distant galaxies before (e.g.,
Baade & Minkowski 1954), the origin of the large-scale radio emission, which had
no obvious connection to the galaxy nucleus, was unclear at the time. Identifica-
tion of a population of quasi-stellar radio sources (quasars) was soon followed by
the discovery of a more numerous population of radio-quiet quasi-stellar galaxies
(Sandage, 1965). Qualitatively similar objects had been found much earlier in the
nuclei of some relatively nearby galaxies by Seyfert (1943), but the first investigation
into the nature of Seyfert galaxies came long after their initial discovery (Burbidge
et al., 1959).

The idea that vigorous accretion onto a supermassive black hole (SMBH) is the
central engine powering quasars was proposed soon after their discovery. Given
their large distances, the enormous luminosity of quasars had to be due to physical
processes significantly more efficient than those powering stars (Hoyle & Fowler,
1963). With is mass-to-energy conversion efficiency of ~ 10 %, accretion onto
SMBHs offered a viable option (Salpeter, 1964). Interestingly, while there is
abundant indirect evidence for the existence of black holes (e.g., Eckart et al. 2017),
the first direct confirmation of their existence was provided by the detection of
gravitational waves from a black hole merger only last year (Abbott et al., 2016).
Furthermore, the first direct image of a SMBH event horizon may be expected within

a year from now from the Event Horizon Telescope (Doeleman et al., 2008).

Theory of the thin accretion disk (Shakura & Sunyaev, 1973) provided the basic
working model for the structure of the inward accretion flow around the SMBH

1T shall always remember with fondness that, in the lecture Prof. Schmidt gave to my class on
the history related to his discovery of quasars, he quantified redshifts in percentages.
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in a typical active galactic nucleus (AGN), which we still use today. However,
AGN phenomenology is very rich, challenging the early idea that AGN are a single
population. Early AGN studies focused on trying to understand the nature of
differences in their radio-band morphology (Fanaroff & Riley, 1974). Diversity
was also noticed in optical spectra of AGN, resulting in the broad- and narrow-
line taxonomy that we still use today (Osterbrock, 1978). Insight from optical
spectropolarimetric observations (e.g., Antonucci & Miller 1985, Tran et al. 1992),
was instrumental for the development of the idea in that different types of AGN
could be unified into a single multi-component system viewed from different angles,
which resulted in the formulation of the basic unified model of AGN (Antonucci,
1993; Urry & Padovani, 1995).

1 ; wr y
» k - > M narrow-line region (NLR)
NS v ,;
B [ 4

| 4
=

relativistic jet

broad-line region (BLR)

SMBH & corona
(within the BLR)

accretion disk

dusty torus

r‘f | Zan..

Figure 1.1: Illustration of the main components of the basic unified model of AGN.
Based on the sketch I made for Farrah et al. (2016).

1.1.2 The Basic Unified Model of AGN

The idea behind the basic unified model of AGN is that phenomenological difter-
ences can (largely) be accounted for by changing only the orientation of the observer
with respect to a multi-component system surrounding essentially every SMBH.
Granted, at the time of the formulation of the basic unified model (Antonucci, 1993;
Urry & Padovani, 1995), it was already known that some phenomenological classes

do not fit the same picture. The model was an attempt to coherently organize most of
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the observed AGN classes, and it was supposed to be applicable to the bulk of active
SMBH systems. A sketch of the basic unified model, with its main components

highlighted, is shown in Figure 1.1.

The main components of a typical AGN in the framework of the basic unified model,

from the smallest scales outward, are:

* Supermassive black hole (SMBH): the source of gravity powering the nuclear
activity. Mass range is generally accepted to be between 107 and 100 M.
Linear size of the event horizon is directly proportional to the SMBH mass
and roughly ranges between 10'° and 10'> cm (between a few light-seconds

and a few light-days).

» Accretion disk: optically thick and geometrically thin rotating disk formed
from in-falling material which looses its angular momentum through friction
within the disk. Itradiates thermally (with the innermost regions being hottest)

and is the primary source of electromagnetic radiation due to accretion.

* Corona: low-density, high-temperature plasma present around the SMBH
and the accretion disk, containing high-velocity electrons which up-scatter
ultraviolet photons from the accretion disk to high energies, primarily to the

X-ray band. Its linear size is commensurable with that of the event horizon.

* Broad-line region (BLR): a sphere-like or disk-like arrangement of partially
ionized high-density clouds of dust-free gas surrounding the SMBH, emitting
broad emission lines (FWHM > 1000 kms™!) of permitted atomic transitions.
The bulk of these clouds is located light-days to light-months from the SMBH.

* Obscuring torus: geometrically thick structure, inflated in the direction per-
pendicular to the accretion disk, that provides covering of a significant fraction
of the sky as seen from the SMBH. Its radial extent ranges roughly from the
dust sublimation radius (which scales with AGN luminosity; roughly 0.1 pc,
or just under a light-year) out to > 10 pc (tens to hundreds of light-years).

* Narrow-line region (NLR): a bi-conical structure of low-density ionized
clouds emitting narrow permitted and forbidden emission lines (FWHM <
1000 km s~!). They reside at ~kpc distances, and have a direct line of sight to

the innermost parts of the system, which provides the high ionization potential.
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* Relativistic jet: a high-velocity stream of particles launched in opposite di-
rections perpendicularly to the accretion disk and radiating non-thermally via
synchrotron and inverse-Compton processes. In about 10 % of AGN, the
relativistic jet is so strong and so well collimated that it propagates out to
distances of ~100kpc. Majority of AGN either exhibit a much weaker and
shorter jet, or have no detectable jet emission.

This basic model provides an explanation for why narrow (permitted and forbidden)
lines are observed in nearly all AGN, while broad lines are not: the former are emitted
from larger spatial scales and are therefore observable from any orientation, while
the latter originate from small scales and can therefore be hidden by the obscuring
torus, depending on the observers’ orientation with respect to the AGN. When the
viewing angle is such that the innermost regions are seen directly, the observer sees
a broad-line (type I) spectrum. If the same system is observed closer to edge-on
orientation, where the obscuring torus hides emission from the accretion disk and
the BLR, only a narrow-line (type II) spectrum will be observed. However, broad
lines are, at least in principle, still observable in polarized light due to scattering on

free electrons associated with the ionized NLR bi-cone.

Numerous observational results were folded into the unified model picture. Orienta-
tion of radio jets, the ionized bi-cones, and the polarization position angle, provided
evidence for co-alignment of the main structures that comprise the model outlined
here (e.g., Pogge 1988, Evans et al. 1991, Storchi-Bergmann et al. 1992a). Further-
more, direct observations of the obscuring torus in a small number of nearby galaxies
(e.g., Jaffe et al. 1993) had shown that it extends in the direction perpendicular to
the jet and to the direction in which the NLR opens. Kinney et al. (1991) argued
that the NLR emission has to be powered by a source of ultraviolet photons that is
not observed directly due to very high extinction in the obscuring torus. Around the
same time, the first focusing X-ray telescopes yielded measurements of obscuration
columns in sizeable samples of bright AGN, providing evidence for higher obscu-
ration in type II compared to type I AGN (e.g., Awaki et al. 1991, Mulchaey et al.
1992). Early infrared observations successfully detected thermal emission from the

warm dust in the obscuring torus (e.g., Storchi-Bergmann et al. 1992b).

Many studies to this day interpret their data in the sense of being either consistent
or inconsistent with the unified model. While in some cases this may indeed refer
to the basic unified model described above, it mostly refers to the broader family of

“weaker” unification models. These models recognize at least several classes that
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differ in their physical properties (and may change in time), and they unify only

some of the diverse AGN phenomenology into orientation-based effects.

1.1.3 Contemporary View of AGN Unification

The idea of accretion onto SMBHs is central to all AGN. However, both theory and
observations indicate that the structure of the accretion flow changes with luminosity
and the Eddington ratio? (Agqq). When the accretion rate falls below a critical level,
the standard accretion disk (Shakura & Sunyaev, 1973) is predicted to be replaced
with an optically-thin radiatively inefficient accretion flow (e.g., Narayan & Yi 1994,
Blandford & Begelman 1999). In Seyferts and quasars, at high Ag4q. the accretion
disk extends down to the innermost stable circular orbit (ISCO) at a few gravitational
radii (Rg). In AGN with low Apqq, studies of spectral energy distributions (SEDs)
from the radio to X-ray bands show that the standard accretion disk may be truncated
at ~100 R¢ (e.g., Ho 2008, Mason et al. 2012, Nemmen et al. 2014).

Different Agqq, which represent different accretion rates for SMBHs of similar mass,
have also been associated with the excitation mode dichotomy in the NLR emission
of radio-loud AGN (e.g., Chiaberge et al. 1999, Smolci¢ 2009, Best & Heckman
2012). High-excitation AGN are thought to be radiatively efficient and dominated
by energy output from the accretion disk, while low-excitation AGN are radiatively
inefficient and dissipate most of their energy kinetically, through relativistic jets. The
latter is more conducive to formation of powerful large-scale radio jets, while in the
former category approximately 10 % of the population shows strong radio emission
from a relativistic jet (e.g., Jiang et al. 2007, Balokovic et al. 2012, Padovani 2016).

The focus of this thesis is on the active nuclei of Seyfert galaxies (Seyferts hereafter),
which represent the bulk of radiative-mode AGN both in the local universe and at
high redshift (e.g., Ueda et al. 2014, Aird et al. 2015). They typically have SMBH
masses in the 107 — 10% Mg range, Eddington ratios between 1% and 10 %, and
bolometric luminosity 10*> — 10% ergs™!. The structure of their accretion flow is
thought to be most similar to the basic unified model described in § 1.1.2. The
primary source of radiation in these AGN is the thermally radiating accretion disk,
heated though viscous forces as matter spirals inward toward the SMBH. X-ray

emission is thought to be produced via inverse Compton scattering of the ultraviolet

Defined as Agqq = Lpol/LEdd> Where Ly is the bolometric luminosity of the AGN and
Lgqq is the maximum luminosity attainable through spherical accretion of dust-free gas, Lggq =
1.26 x 103 (Mg /Mo) ergs™!.

3Gravitational radius is defined as Rg = GM/c? = 1.48 x 10*! (MgppH/Mo) cm. ISCO radius
depends on the spin of the SMBH, but is always or the order of unity in units of Rg.
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and optical photons from the accretion disk in the hot coronal plasma (e.g., Haardt
& Maraschi 1991, Haardt et al. 1994, Titarchuk 1994).

Emission from the disk and the corona is partially absorbed and reprocessed by
larger-scale structures — in particular, the torus. The modern view of the torus has
moved beyond the simple donut-like structure depicted in Figure 1.1: it is more
likely to be an anisotropic, clumpy, dynamical structure of gas and dust extending
roughly from sub-pc to 10-pc scales, and emitting primarily through relatively cold
dust (e.g., Nenkova et al. 2008a, Schartmann et al. 2008). For extreme Seyferts,
and non-Seyfert AGN, the torus may either disappear due to the lack of radiative
support at low luminosity (e.g., Elitzur & Shlosman 2006, Honig & Beckert 2007),
or be dispersed on a short timescale and related to transient outflows in the chaotic
environment of a high-redshift high-luminosity quasar, likely hosted in a galaxy
merger (e.g., Di Matteo et al. 2005, Hopkins et al. 2006).

Over the last decade, the notion of the coevolution of galaxies and AGN has become
inextricably ingrained in our view of both galaxy evolution and the nature of the
AGN phenomenon (e.g., Fabian 2012, Heckman & Best 2014, Brandt & Alexander
2015). Evidence for past interaction between SMBHs and their host galaxies has
been found in the form of scaling relations between the SMBH mass and the mass
of the spheroidal component of galaxies in the local universe, suggesting a common
evolution (Ferrarese & Merritt, 2000; Gebhardt et al., 2000; McConnell & Ma,
2013).

Many studies have shown that nuclear obscuration is less common among luminous
AGN (e.g., Tozzi et al. 2006, Ebrero et al. 2009, Buchner et al. 2015), suggesting that
AGN-driven outflows may efficiently sweep gas and dust away from its surroundings,
possibly affecting star formation in their hosts (e.g., Silk & Rees 1998, King 2003,
Hopkins & Elvis 2010). Recent theoretical work supports the idea that these outflows
are driven by fast accretion-disk winds, although it is still unclear how they couple
to the larger-scale galactic environment (e.g., Faucher-Giguere & Quataert 2012,
Wagner et al. 2013, Zubovas & Nayakshin 2014). Outflows at a range of distances
from the SMBH have been observed in many AGN (e.g., Sturm et al. 2011, Tombesi
et al. 2012, Cicone et al. 2014); however, the connection across the vastly different
spatial scales is difficult to establish (Tombesi et al., 2015). While it is becoming
clear that winds and outflows are integral parts of the accretion flow and the modern
AGN paradigm, our knowledge of their properties, structure, and key physical

mechanisms is currently limited.
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Figure 1.2: Example X-ray spectra of AGN. Upper panel: Typical components
in the X-ray spectrum of an unobscured AGN are labeled: the coronal continuum
shown as a power law with a high-energy exponential cutoff (green), an black-body
component representing the soft excess (red), and main features due to reprocessing,
the Fe Ko line and the Compton hump (blue). Note that in the case of reprocessing
in a rapidly rotating accretion disk, the blue components would be smeared out,
unlike in the case of reprocessing in larger-scale structures such as the torus. Lower
panel: The effect of line-of-sight absorption assuming a range of column densities,
log NH/cm_2 = 20.5, 21.5, 22.5, 23.5, 24.5, 25.5 shown in black, red, magenta,
green, cyan, and blue, respectively. Note that with increasing Ny, the features due
to reprocessing become more prominent, and dominate at the high-/Ng end.



1.2 Studies of AGN in the X-ray Band

1.2.1 Main Components of an AGN X-ray Spectrum

Emission of the non-thermal X-ray continuum in typical Seyferts is ascribed to
tenuous plasma in the innermost region of the accretion flow, which up-scatters
ultraviolet photons from the accretion disk into the X-ray band. By analogy with
the outermost part of the atmosphere of the Sun, this component is called the
corona. The main physical mechanism that shapes the coronal X-ray spectrum is
comptonization: inverse Compton scattering of optical and ultraviolet accretion-
disk photons on fast electrons. The geometry of the corona is not well constrained:
it could be a thin outermost layer of the accretion disk (Haardt & Maraschi, 1991),
the ionized inner edge of the accretion disk (Gardner & Done, 2014), or a compact
source extending perpendicularly above the disk, like the base of a jet (e.g., Matt
et al. 1991, Dauser et al. 2013).

The details of the coronal spectrum depend on physical conditions in the plasma, its
geometry, and the seed photon spectrum (e.g., Haardt & Maraschi 1993, Titarchuk
1994, Poutanen & Svensson 1996). For a broad range of conditions it can be
approximated well with a power-law continuum with a high-energy exponential
cutoff: n(E) = dN/dE o« E~'x exp(E/Ecyt), where n(E) is the number of photons
per unit energy, E is photon energy, I' is the photon index and E is the e-folding
energy scale. X-ray emission can also be produced by the larger-scale relativistic
jet; in non-blazar* AGN with strong and favorably oriented jets, both the coronal

and the jet continuum can contribute in the X-ray band (e.g., Madsen et al. 2015a).

Some typical AGN X-ray spectra are shown in Figure 1.2. The upper panel shows the
main features of an unobscured AGN spectrum, while the lower one shows the effect
of increasing line-of-sight obscuration. Obscured AGN are the focus of this thesis;
however, unobscured AGN have been studied in significantly more detail (thanks to
a slew of highly sensitive soft X-ray instruments) as they allow us to directly probe
the innermost regions around SMBHs with spectroscopic and variability studies.
The lack of absorption makes it possible to observe detailed spectral signatures of

the accretion disk imprinted onto the featureless coronal continuum.

As a result of Compton scattering, absorption, and fluorescence in the optically

thick disk, the observed spectrum exhibits a series of emission lines in the soft

“In blazars, the X-ray band is typically dominated by relativistic beaming effects due to the small
viewing angle with respect to the jet (e.g., Urry & Padovani 1995, Fossati et al. 1998, Ghisellini
2016).
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X-ray band (< 10keV), and a broad Compton hump peaking in the hard X-ray part

of the spectrum (~30keV). The strongest emission lines are those of Fe, due to
a combination of its high relative abundance and high fluorescent yield. Being
dominant, the Fe Ka line (a blend of several lines corresponding to transitions of
electrons to the innermost shell of Fe) is typically the only line considered relevant
in modeling AGN spectra. Because of the high circular velocities in the innermost
part of the accretion disk, and the effects of strong gravity in the immediate vicinity
of the SMBH, the fluorescent lines, as well as the Compton hump, typically get
smeared out by the Doppler shift and the gravitational redshift into the typical
spectral signature of the so-called relativistic reflection® (e.g., Fabian et al. 1989,
Reynolds & Nowak 2003, Garcia et al. 2014).

Physical conditions within the accretion disk, where the bulk of the X-ray reprocess-
ing takes place, are such that matter can mostly be considered neutral. However,
its outermost layer or its edge toward the SMBH, possibly due to direct interaction
with the coronal plasma, can be ionized. This alters absorption and scattering cross-
sections and adds features due to fluorescence as well as recombination of ionized
species, modifying the reprocessed spectrum (e.g., Ross & Fabian 2005, Garcia
et al. 2013). The forest of blended soft X-ray lines due to ionized line emission has
been suggested as the physical origin of the commonly observed spectral feature
in unobscured AGN, phenomenologically named the “soft excess”. The nature of
this spectral component is currently not well understood: instead of relativistically
blurred lines, it has also been proposed to be due to comptonization of accretion
disk photons by a particular population of hot electrons (e.g., Gardner & Done 2014,
Matt et al. 2014), or due to ionized absorption with respect to a continuum that is
not observed directly (e.g., Middleton et al. 2007, Vasudevan et al. 2014).

Line emission from regions photoionized by the AGN continuum and absorption
due to ionized gas in the line of sight to the X-ray source (often called “warm
absorption” in the literature) is commonly observed in soft X-ray spectra of AGN
(e.g., Turner & Miller 2009, Detmers et al. 2011, Longinotti et al. 2013). The latter
includes broad absorption troughs interpreted as signatures of “ultra-fast outflows”
due to highly ionized clouds traveling along our line of sight at velocities exceeding
10 % of the speed of light (Tombesi et al., 2012).

The main difference between the model spectra shown in the upper and lower panels

>The popular term “reflection” is a misnomer: the reprocessed spectrum has a completely
different shape then the input spectrum. In this thesis, an effort was made to refer to this physical
process as “reprocessing” rather than “reflection”.
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of Figure 1.2 is the low-energy exponential cutoff due to photoelectric absorption in
the intervening material that obscures the innermost part of the AGN and dominates
over the spectral signatures produced there. The obscuration, predominantly by
neutral gas, can be due to a number of structures surrounding the inner ~ 100
gravitational radii from the SMBH; within a modern unified scheme, this could
be the BLR (Risaliti et al., 2005), the dusty torus (e.g., Markowitz et al. 2014,
Marinucci et al. 2016), clumpy wind (Elitzur & Shlosman, 2006), or any interface
between these components. Some part of the line-of-sight column density can be
due to the host galaxy (e.g., Goulding et al. 2011, Buchner & Bauer 2017).

Reprocessing of the intrinsic X-ray continuum in these larger-scale structures is
an important diagnostic of obscuration averaged over all lines of sight from the
SMBH, as opposed to the single line of sight to the observer (e.g., Awaki et al. 1991,
Krolik et al. 1994, Murphy & Yaqoob 2009). The physical processes are identical
to those forming the fluorescent lines and the Compton hump in the reprocessed
spectrum of the accretion disk. The distinguishing features are the fact that the
reprocessed spectrum of the larger-scale obscurer is not relativistically broadened,
that the spectral shape depends on geometry, and that the reprocessed spectrum
cannot respond to changes in the intrinsic continuum on timescales shorter than a
few light-crossing times® (e.g., Madejski et al. 2000, Yaqoob 2012). While disk
reprocessing features are difficult to detect in obscured AGN, unobscured ones

typically show a mix of both reprocessing signatures.

1.2.2 X-ray Spectroscopy of AGN in the Local Universe

Progress in X-ray astronomy has largely been driven by technological advances
over the last several decades. Nearly 30 years ago, data from the Ariel V satellite
showed that X-ray emission is a common property of AGN, and that the X-ray flux
significantly varied down to timescales shorter than one day in some sources (e.g.,
Elvis et al. 1978, Marshall et al. 1981). The Einstein observatory, launched in 1978,
provided focusing X-ray optics and high sensitivity, which increased the number of
X-ray detections of AGN by an order of magnitude, and enabled sizable samples of
nearby AGN to be studied in the X-ray band.

A series of instruments with increasing sensitivity followed, including Ginga, ASCA,
EXOSAT, ROSAT, RXTE, BeppoSAX, Suzaku, and the currently active observatories,
XMM-Newton, Chandra, INTEGRAL, Swift, NuSTAR, and ASTROSAT. Despite the

®In analogy with the relativistic inner-disk reflection, reprocessing on large spatial scale is often
called “distant reflection” in the literature.
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unfortunately short lifetime of the recently launched Hifomi observatory, excellent
facilities are currently available in Earth orbit for studies of AGN in the X-ray band.
Note should be taken of the fact that due to technical limitations, of all these X-
ray observatories only Chandra has the capability to resolve the central regions of
at most a few nearby AGN down to a spatial scale of ~ 20 pc (Marinucci et al.,
2013; Bauer et al., 2015); all other AGN are unresolved, so the information on their

structure and properties has to be extracted from their spectra and variability.

Using detailed spectroscopy and timing we have learned a tremendous amount
about the innermost region surrounding SMBHs, yet many details are still unclear.
Some open issues in X-ray spectroscopy of unobscured AGN include the unknown
origin of the soft X-ray excess, and the unknown geometry and physical properties
of the corona. While much of our knowledge relies on modeling of the spectral
signatures briefly described in § 1.2.1, some results have received more independent

confirmation than others over the years.

For example, the interpretation of the broad red wing of the Fe Ko line, first observed
by Tanaka et al. (1995) and subsequently by many others, has been debated in
the literature (e.g., Miller et al. 2008, Turner & Miller 2009, Miller & Turner
2013) until very recently. Measurements enabled by the high-sensitivity broadband
observations with XMM-Newton, Suzaku, and NuSTAR (e.g., Risaliti et al. 2013,
Zoghbi et al. 2017), as well as characterization of energy-dependent and frequency-
dependent time lags due to reverberation (e.g., Zoghbi et al. 2014, Kara et al. 2015a),
make it difficult to explain the observational data in terms of theories other than
the relativistic broadening of the reprocessing features due to a rapidly rotating
accretion disk. This lends credibility to many SMBH spin measurements based
on broad Fe Ka modeling in more than a dozen nearby AGN (e.g., Brenneman &
Reynolds 2006, Reynolds 2014).

As the soft X-ray spectrum of obscured AGN is dominated by absorption, these ob-
jects have been studied in less detail, despite being more numerous than unobscured
AGN (=60 Y%; e.g., Risaliti et al. 1999, Panessa et al. 2006, Brightman & Nandra
2011a). Obscured AGN are usually defined with a cut in the line-of-sight col-
umn density (Ng) at 10?2 cm™2, with a special category being Compton-thick (CT)
AGN, for which Ny exceeds unity optical depth for Compton scattering at roughly
10**cm™2. Out of three AGN in our immediate neighborhood (within 4 Mpc),
NGC 4945 and NGC 1068 are CT AGN, and Cen A is heavily obscured (Matt et al.,
1999). The difficulty in studying X-ray spectra of these objects is that most of their
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soft X-ray flux is extinguished, which, first of all, makes it difficult to select large
and complete samples, and also leaves only a limited amount of absorbed intrinsic

X-ray continuum observable in the soft X-ray band.

A new window for studies of obscured AGN opened up with the large-area surveys
with IBIS/ISGRI on board INTEGRAL (Winkler et al., 2003), and BAT on board
Swift (Barthelmy et al., 2005), both operating in the hard X-ray band (approximately
15-200 keV). While their instantaneous sensitivity is low, their very wide fields of
view and sky-scanning operation mode result in detections of large samples of AGN
less biased against heavily obscured AGN than any soft X-ray survey. These surveys
enabled selection of the brightest hard X-ray AGN to follow up with Suzaku and its
pointed hard X-ray detector (PIN). Used in parallel to the soft X-ray instrument on
board Suzaku (XIS), it provided an additional 15-55 keV constraints on spectra of
several dozen obscured AGN (e.g., Eguchi et al. 2009, Tazaki et al. 2011, Comastri
etal. 2010; see Figure 1.3), despite its low sensitivity and narrow bandpass compared
to NuSTAR.

Theoretical models for interpretation of X-ray spectra of obscured AGN were initially
motivated by the growing number of good-quality X-ray spectra from Einstein and
its successors (e.g., George & Fabian 1991, Ghisellini et al. 1994, Krolik et al.
1994). At that time it was established that the absorption seen in the X-ray spectra
of obscured AGN is consistent with the gas located in the BLR or the obscuring
torus. Detection of a narrow Fe Ke line in virtually every AGN X-ray spectrum with
sufficient data quality (e.g., Awaki et al. 1991, Nandra & Pounds 1994, Turner et al.
1997) was interpreted as evidence for a significant covering factor of CT material

outside of our line of sight, likely associated with the obscuring torus.

Features in the reprocessed spectrum, such as the Compton hump, fluorescent lines
of atomic species, their secondary K-shell and L-shell lines, and down-scattered
Compton shoulders (Matt et al., 1991; Matt, 2002; Yaqoob & Murphy, 2011), can
be used to study the properties of the torus. However, detection of these lines requires
soft X-ray spectra of the highest quality (e.g., Yaqgoob & Padmanabhan 2004, Shu et
al. 2010a, Liu et al. 2016). The Compton hump was within reach of previous X-ray
instruments with bandpass extending above 10keV (BeppoSAX, RXTE, Suzaku), but
the sensitivity of those instruments was typically insufficient to strongly constrain
the shape of this broad feature, except in a few cases of the brightest sources (e.g.,
Yaqoob 2012). Several sample studies (Dadina, 2008; Vasudevan et al., 2013;
Rivers et al., 2013), as well as studies of stacked spectra (Malizia et al., 2003; Ricci
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Figure 1.3: Model X-ray spectrum of the heavily obscured AGN NGC 3081 (upper
panel) fitted to the Suzaku and Swift/BAT data (lower panel) by Eguchi et al. (2011).
The model consists of photoionized plasma (dark purple), Thomson-scattered con-
tinuum (light blue), reprocessed continuum from the torus (dark blue), reprocessed
Fe Ka emission from the torus (magenta), and the absorbed intrinsic continuum
(red). The torus model used here is from Ikeda et al. (2009). In the lower panel
Suzaku/X1S data is shown in red and black, while magenta and blue show Suzaku/PIN
and Swift/BAT data, respectively. Note the narrow energy range of the Suzaku/PIN
instrument, the low energy resolution of the Swift/BAT data, and the fact that neither
have any overlap with the soft X-ray data that could provide robust relative offsets.
© AAS. Reproduced with permission.
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et al., 2011), found evidence for strong Compton humps in subsets of their sources,

arguing indirectly that this could be related to the properties of their torus.

Prior to the NuSTAR launch in 2012, only a small number of studies focused on con-
straining the properties of the torus in individual AGN using the latest generation of
X-ray reprocessing models (Murphy & Yaqoob, 2009; Ikeda et al., 2009; Brightman
& Nandra, 2011a): e.g., Braito et al. (2013), Yaqoob (2012), Marchese et al. (2012).
In contrast to many studies finding that a CT torus model can generally reproduce
observed Fe Ka lines and broadband X-ray spectra of obscured AGN (e.g., Eguchi
et al. 2009, Fukazawa et al. 2011, Tazaki et al. 2011), they found that at least some
AGN may have a torus with average column density below the CT threshold. Studies
of large samples selected from the Swift/BAT and INTEGRAL catalogs (e.g., Winter
etal. 2009, Burlon et al. 2011, Malizia et al. 2012) generally focused on constraining
the intrinsic distribution of Ny in the local AGN population. They typically found
CT AGN at arate of a few percent, having to rely on model-based estimates of survey
completeness to evaluate their intrinsic fraction in the broad range of 10-50 % of

the local AGN population.

1.2.3 AGN at High Redshift and The Cosmic X-ray Background

Although work presented in this thesis is based on detailed spectroscopy of nearby
obscured AGN, an important part of motivation for these studies comes from the
high-redshift universe, where they are thought to be more abundant (e.g., La Franca
et al. 2005, Treister et al. 2008, Buchner et al. 2015). X-ray spectra of distant
AGN cannot be directly studied at the same level of detail as those of their local
counterparts due to limited data quality. However, some part of what we learn from
nearby AGN may be applicable to the high-redshift AGN population. Understanding
AGN obscuration is an essential ingredient in understanding the details of the
accretion history of the Universe and the relation between SMBH growth and galaxy
evolution (Brandt & Alexander, 2015).

Deep X-ray surveys with Chandra and XMM-Newton have revolutionized our un-
derstanding of AGN evolution. Identification of AGN by their X-ray signature leads
to less contaminated and more complete AGN samples in comparison with opti-
cal and infrared selection: host galaxies only weakly contribute to the hard X-ray
band” even at high star-formation rates, and X-rays penetrate significantly higher

absorption columns than visible light. An important finding enabled by deep X-

It is worth noticing that the effect of redshift is such that for sources at higher redshift, soft
X-ray telescopes observe more penetrating, hard X-ray photons.
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Figure 1.4: The evolution of the space density of unobscured (red), non-CT obscured
(blue) and CT AGN (green; area showing uncertainties), from the work of Buchner
et al. (2015). Note that the rise from z = 0 to z ~ 2 is steeper for obscured than
unobscured AGN, resulting in a larger obscured AGN fraction at z > 0. © AAS.
Reproduced with permission.

ray surveys is the anti-hierarchical luminosity-dependent evolution of AGN number
density, now known as “cosmic downsizing” (e.g., Cowie et al. 2003, Silverman
et al. 2008, Ueda et al. 2014). Though limited in the number of targets and data
quality, spectroscopy of AGN detected in these surveys indicates that obscuration
properties of AGN also evolve: for example, Brightman et al. (2014) found that the
AGN torus covering factor decreases with luminosity at all redshifts, and that torus
covering factors are on average higher for higher-redshift AGN — consistent with

population studies finding an increase of the obscured AGN fraction with redshift.

The integrated signature of the growth of SMBH through cosmic history is observed
today as the cosmic X-ray background (CXB). Many studies of the CXB spectrum
(Madau et al. 1994, Gilli et al. 2007, Akylas et al. 2012, among others) have found it
necessary to assume that a large portion is produced by heavily obscured AGN and
CT AGN, albeit with severe degeneracy with their assumed average spectral shape.
AGN populations found in deep surveys with XMM-Newton and Chandra account
for ~80 % of the soft X-ray CXB spectrum (Brandt & Alexander, 2015); however,
only a few percent of the population contributing to the peak of the CXB spectrum
at ~30keV has been resolved directly before the launch of NuSTAR. While NuSTAR
is expected to directly resolve 50-60 % of the CXB (see Harrison et al. 2016 for
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intermediate results), studies of obscured AGN spectra can help greatly in removing
an important degeneracy in constraining this elusive population through spectral

modeling of the CXB spectrum.

1.3 The Context and the Focus of This Thesis

This thesis is focused on studies of obscured AGN in the local universe using
broadband X-ray spectroscopy. The key instrument providing the sensitive data
above 10keV, where all previous instruments had significantly lower sensitivity
is the Nuclear Spectroscopic Telescope Array (NuSTAR; Harrison et al. 2013).
NuSTAR is the first orbiting hard X-ray observatory (covering the 3—79 keV band)
to feature focusing optics, which enables it to efficiently reject the high background
that limited the sensitivity of collimated or coded-aperture instruments. With its
unprecedented sensitivity above 10keV, good energy resolution, as well as spatial
resolution, NuSTAR is ideally suited for detailed studies of obscured AGN in the

local universe, and up to z~ 1 in deep surveys.

The first study, presented in Chapter II, is motivated by the unknown geometry and
properties of the AGN corona. I performed a detailed spectroscopic analysis of
two NuSTAR observations of the obscured Seyfert MCG —05-23-016 (optical type
1.9), which has been published in Balokovic¢ et al. (2015). The main result of our
spectral modeling was one of the first reliable measurements of the optical depth
and the coronal temperature for an obscured AGN. Using theoretical models for
coronal emission, it was possible to constrain these two basic physical parameters
independently assuming two simple coronal geometries. Similar measurements
have been performed on about a dozen AGN observed with NuSTAR (e.g., Matt
et al. 2015; see Fabian et al. 2015 for a summary), but reliable constraints remain

scarce for obscured AGN.

Both because of the lack of contiguous sensitive coverage extending into the hard X-
ray band, broadband X-ray spectra of CT AGN other than the few brightest examples,
have not been studied in detail. Chapter III presents a spectroscopic study of three
CT AGN, NGC424, NGC 1320, and IC 2560, using NuSTAR, Swift, and XMM-
Newton data. Using both phenomenological spectral models and an empirically
motivated model for the torus, we arrive at a conclusion that the intrinsic continuum
is completely extinguished in all three spectra, leaving them dominated by light

reprocessed by the torus with a large but finite optical depth to Compton scattering
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and likely non-uniform structure. As one of the first CT AGN studies with NuSTAR
(published in Balokovi¢ et al. 2014), the study discusses selection of AGN with
similar spectra in deeper NuSTAR surveys. The predicted X-ray “colors” were
subsequently used by Lansbury et al. (2015) and Lansbury et al. (2017) to identify
faint, highly obscured AGN.

After a number of completed studies of heavily obscured AGN observed with
NuSTAR, some of which I directly contributed to (e.g., Brightman et al. 2015,
Rivers et al. 2015a, Masini et al. 2016), and the initial spectral analyses of the
growing sample of Swift/BAT-selected AGN observed with short NuSTAR exposures,
it became apparent that a new model for X-ray reprocessing in the AGN torus is
needed. Chapter IV presents the first in a suite of spectral fitting models computed
in approximately toroidal geometry with a new Monte Carlo radiative transfer code
I built for this purpose. This particular model adopts the geometry of the popular
model by Brightman & Nandra (2011a), which was found not to reproduce more
recent calculations by Liu & Li (2015). In order to highlight its features, the
new fitting model is applied to NuSTAR spectra of four nearby AGN, 3C 390.3,
NGC 2110, IC 5063, and NGC 7582, showing that each one has a distinct spectral

signature of the torus in its X-ray spectrum.

Chapters V and VI present my work on the large sample of AGN selected in the hard
X-ray band (14-195 keV) from the flux-limited all-sky survey with Swift/BAT. They
were observed nearly simultaneously with short NuSTAR and Swift/XRT exposures,
generating an atlas of good-quality broadband X-ray spectra for over 130 obscured
AGN in the local universe. Such a survey provides, for the first time, a complete
picture of the spectral diversity exhibited by obscured AGN at the level comparable
to that of unobscured AGN. Furthermore, it provides new insight into obscuration-
unbiased properties of the local AGN population, such as the distribution of Ny,
and the properties of the obscuring torus. A phenomenological spectral analysis of
this sample is presented in Chapter V. Chapter VI present spectral analyses based

on torus reprocessing models, including the new model presented in Chapter I'V.

Chapter VII provides an overview of the findings presented in this thesis, as well
as those from other related studies carried out in the last few years, mostly using
NuSTAR. In this final chapter I also present possible future extensions of my work,
and some prospects for moving the field forward using the planned next generation

of X-ray telescopes.
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Chapter 2

CORONAL PROPERTIES OF THE SEYFERT 1.9 GALAXY
MCG -05-23-016 DETERMINED FROM HARD X-RAY
SPECTROSCOPY WITH NUSTAR

Abstract

Measurements of the high-energy cut-off in the coronal continuum of active galactic
nuclei have long been elusive for all but a small number of the brightest examples.
We present a direct measurement of the cut-off energy in the nuclear continuum
of the nearby Seyfert 1.9 galaxy MCG —05-23-016 with unprecedented precision.
The high sensitivity of NuSTAR up to 79keV allows us to clearly disentangle the
spectral curvature of the primary continuum from that of its reflection component.
Using a simple phenomenological model for the hard X-ray spectrum, we constrain
the cut-off energy to 116fg keV with 90 % confidence. Testing for more complex
models and nuisance parameters that could potentially influence the measurement,
we find that the cut-off is detected robustly. We further use simple Comptonized
plasma models to provide independent constraints for both the kinetic temperature
of the electrons in the corona and its optical depth. At the 90% confidence level, we
find kT, = 29+2keV and 7, = 1.23+£0.08 assuming a slab (disk-like) geometry, and
kT, = 25+2keV and 7, = 3.5+0.2 assuming a spherical geometry. Both geometries
are found to fit the data equally well and their two principal physical parameters are
correlated in both cases. With the optical depth in the 7, > 1 regime, the data are
pushing the currently available theoretical models of the Comptonized plasma to
the limits of their validity. Since the spectral features and variability arising from
the inner accretion disk have been observed previously in MCG —05-23-016, the
inferred high optical depth implies that a spherical or disk-like corona cannot be

homogeneous.

Material presented in this chapter has been published as Balokovi¢ et al. 2015, AplJ, 800, 62.
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2.1 Introduction

The intrinsic X-ray continuum of active galactic nuclei (AGN) is thought to be
produced in the immediate vicinity of the central black hole. Phenomenologically,
the nuclear continuum can be described as a power law, typically with a photon index
of 1.8-2.0, with an exponential cut-off at 150-350 keV (Dadina, 2007; Burlon et al.,
2011; Molina et al., 2013; Vasudevan et al., 2013; Malizia et al., 2014; Ballantyne,
2014). The currently accepted model for formation of this spectral component is
the inverse Compton scattering of the thermal radiation from the accretion disk by
relativistic electrons distributed around the black hole in a structure referred to as
the corona (e.g., Rybicki & Lightman 1979; Titarchuk 1994; Zdziarski et al. 2000).
The shape of the coronal spectrum is a function of the seed photon field, the kinetic

temperature of the plasma, the geometry of the corona, and the observer orientation.

Previous studies suggest that the corona does not uniformly cover the surface of the
accretion disk (Haardt et al., 1994), and that it is likely compact (Reis & Miller,
2013). Microlensing measurements on distant quasars confirm the compactness of
the X-ray-emitting region (e.g. Dai et al. 2010; Mosquera et al. 2013). However,
other physical parameters of AGN coronae are currently poorly constrained due to
the lack of direct observations in the hard X-ray band, as well as the degeneracy
introduced by contributions from the processed (reflected) spectra from the inner
regions of the accretion disk and the dusty molecular torus at larger distances
(e.g., George & Fabian 1991; Ghisellini et al. 1994). Disentangling those spectral

components requires high-quality hard X-ray data.

We report on the high-energy cut-off measurement and coronal parameters of the
active nucleus of the nearby (z = 0.0085; 36 Mpc) Seyfert 1.9 galaxy MCG—
05-23-016 (Véron et al., 1980; Wegner et al., 2003), using NuSTAR data in the
3-79keV band (Harrison et al., 2013). This AGN has been extensively observed
in the soft X-ray band (Weaver et al., 1997; Mattson & Weaver, 2004; Balestra
et al., 2004; Braito et al., 2007; Reeves et al., 2007; Zoghbi et al., 2014), revealing
a complex structure of the flourescent line emission, including both broad and
narrow components produced by the disk and the torus reflection, respectively. The
high-energy spectrum, however, has been only poorly constrained thus far: e.g.,
Perola et al. (2002) and Dadina (2007) found high-energy cut-offs at 147:18 keV and
1907} OkeV from BeppoSAX data, Molina et al. (2013) found it at 85*33 keV using
INTEGRAL data, Beckmann et al. (2008) combined Swift/BAT and INTEGRAL to

support a variable cut-off between 50keV and >100 keV, while other results in the
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literature only placed lower limits in the 100-200 keV range.

The main reason for the discrepant measurements in the past is likely the degeneracy
between a cut-off at <200keV and a strong reflection continuum. The high signal-
to-noise ratio achieved in the observations of MCG —05-23-016 with NuSTAR allows
us to clearly separate the spectral curvature due to the reflection continuum from
the spectral curvature due to the coronal cut-off. In § 2.2 we report on the NuSTAR
observations and in § 2.3 we present our spectral analysis. In § 2.4 we discuss the
potential issues and the physical properties of the corona, and briefly summarize

our results in § 2.5.

2.2 Observations and Data

NuSTAR observed MCG —05-23-016 on two occasions: on 2012 July 11-12 (OBSID
10002019), and on 2013 June 3—7 (OBSID 60001046). The first observation was
conducted as a part of the NuSTAR calibration campaign. The second observation
was a science observation carried out simultaneously with along Suzaku observation.
We defer the broadband (0.5-79 keV) spectral analysis of the simultaneous NuSTAR
and Suzaku data taken in 2013 to a forthcoming paper (Zoghbi et al., in preparation).!
Hereafter, we refer to the 2012 and 2013 observations as the calibration and science

observations, respectively.

The event files were cleaned and processed using the NuSTARDAS software package
(version 1.2.1) and the scripts nupipeline and nuproducts. After the automated
processing by the pipeline, the total source exposure is 34 ks for the calibration
observation, and 160 ks for the science observation. We extracted the source spectra
from circular regions 120 arcseconds in radius, centered on the peak of the source
image. Corresponding background spectra were extracted from polygonal regions
encompassing the same detector, but avoiding the region within 140" from the
source image peak. We estimate that at most 2 % of the background counts above
25keV can be due to contamination by the source. The response matrices were
generated using the calibration database (CALDB) version 20131223.

The analysis presented here is based predominantly on the higher-quality science
observation, while the calibration observation is used to investigate the spectral

variability on the timescale of one year. The count rate was variable at the level

I'This analysis, which included additional observations of MCG —05-23-016 in 2015 was pub-
lished in Zoghbi et al. (2017).
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of < 30% during the long NuSTAR science observation, and <20 % during the
calibration observation. The variability on timescales of <1-ks is addressed in
detail in a separate publication (Zoghbi et al., 2014). For the analysis presented in
this paper, we use the observation-averaged spectra from each of the two NuSTAR
focal plane modules (FPMA and FPMB), and fit them jointly for each of the two
observations, allowing for the cross-normalization constant to vary freely in all fits.
The normalization offset is found to be smaller than 5 % in all cases, as expected

from instrument calibration (Madsen et al., 2015b).

2.3 Spectral Modeling

We model the NuSTAR data in Xspec (version 12.8.1; Arnaud 1996) using %
statistics. In order for y? statistics to provide unbiased results we group the data to
have a signal-to-noise ratio of at least 10 per bin after background subtraction. All
uncertainties on spectral parameters are reported as 90 % confidence intervals from
marginalized probability distributions determined using the Markov Chain Monte
Carlo (MCMC) algorithm available in Xspec.

2.3.1 Phenomenological Models

We start the analysis with a simple absorbed power-law model: TBabsxzTBabsXxpow
in Xspec. The first absorption component (TBabs; Wilms et al. 2000) represents
Galactic absorption fixed to a column density of Ny ga = 8 X 1029 cm~2 (Kalberla
et al., 2005), while the redshifted component (zTBabs) accounts for additional ab-
sorption by the host galaxy. The redshift is fixed to z = 0.0085 (Wegner et al.,
2003), and the host column density is a free parameter in the fit. This model fits the
data from the science observation very poorly, with a reduced y? (y?/v, where v is
the number of degrees of freedom), in excess of 3. The best-fit model for the science
observation data and the residuals are shown in Figure 2.1, in order to highlight the

main features that hint towards more appropriate models.

The residuals in the top right panel of Figure 2.1 show signatures of a reprocessed
(reflected) component: a neutral iron Ka emission line (6.4keV) and a broad
Compton hump peaking at 20-30 keV. We therefore replace the continuum of the
previous model with a pexrav component (Magdziarz & Zdziarski, 1995), and add
two Gaussian components (one broad and one unresolved; following Zoghbi et al.
2013) to model the line. pexrav includes both the intrinsic power-law continuum

and the reflection of that continuum from optically thick material. We keep the
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Figure 2.1: Top: The model spectral curves for the best-fit models considered in
this work: phenomenological ones in solid colored lines and physical ones in dotted
and dashed black lines. The physical compTT model for spherical (slab) geometry
has been moved up (down) by 10 % for clarity. Bottom: The data-to-model ratios
for the NuSTAR science observation data, and the three phenomenological models
discussed in § 2.3.1. For clarity, the data are binned in excess of the signal-to-noise
ratio of 10 per bin which was used for the modeling. Residuals are shown with
colored lines (matching the models in the left panel) for FPMA and in black lines for
FPMB. The residuals of the compTT models in either geometry are indistinguishable
from those in the bottom panel, and are therefore not shown here.
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inclination angle fixed at the default value (cos @i = 0.45, Oinc ® 60°) and leave
chemical abundances fixed at Solar values. For the initial fit, we also keep the energy
of the power-law cut-off fixed far above the upper end of the NuSTAR bandpass at
1000 keV.

This model fits the science observation data much better than the previous one
(x?/v=1513/1124=1.35). The best-fit photon index and absorption column density
are I' = 2.00 + 0.01 and Ng= (2.5 + 0.2) x 10?> cm™2, respectively. The broad
Gaussian line component (o1 = 0.35 + 0.03keV) is best fitted at a slightly higher
energy than the neutral iron Ka line: E; = 6.7 + 0.2 keV. Fitting for the energy of
the narrow line component does not improve the best fit significantly (Ay?/Av =
—1/-1), so we leave it fixed at 6.4 keV. The reflection is found to be strong, with a
relative normalization Rpex = 0.93 + 0.04, but clearly insufficient to account for all
the curvature present in the hard X-ray spectrum — as indicated by the residuals of

the best fit displayed in the middle right panel of Figure 2.1.

Letting the cut-off energy vary in the optimization results in a significant improve-
ment of the best fit: y2/v=1163/1124=1.03 (Ay? = —349 for one additional free pa-
rameter). This verifies that a cut-off at E., = 115 keV is robustly detected within the
NuSTAR band. The best fit column density is Ng = (1.1£0.2) x 10> cm™2, which is
consistent with the much more precise measurement, Ny = (1.32+0.02) % 10%2 cm—2,
from the joint modeling of the simultaneous NuSTAR and Suzaku data (Zoghbi et al.,
2013). Freezing Ny to 1.32 x 10?2 cm~2results in Ay?/Av = +3/+1. For consis-
tency with our work on the joint dataset, we keep Ny fixed hereafter. The best-fit
parameters of the pexrav component are I' = 1.85 + 0.01, Rpex = 0.87 £ 0.04 and
E.w = 1161“2 keV. The broad iron line is best fitted with E; = 6.43 + 0.05keV and
o1 = 0.46 = 0.06 keV. The model curve and the residuals are plotted in comparison

to the previous ones in Figure 2.1.

The final form of our phenomenological model is TBabsxzTBabsXx(zgauss[x2]
+pexrav). Applying this model to the data from the calibration observation, we
find that most of the best-fit spectral parameters are consistent with those of the
longer science observation (the exception being Rpex), albeit less well constrained
due to lower photon statistics. The best-fit parameters and their 90 % confidence
intervals are given in Table 2.1 for both observations. The flux was (12 + 1) % lower
in the 2—10keV band during the calibration observation, but the two observations
can be modeled self-consistently with just the normalization of the primary con-

tinuum and the relative reflection normalization changing significantly between the
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observations. Although we explored other models suggested in the literature, we
find that neither adding a second reflection component, nor replacing the pexrav
and the line components with pexmon (linking those components self-consistently;
Nandra et al. 2007), nor modeling the broad iron line with a relativistic broadening
model, reaches lower y?/v. More importantly, those alternative models confirm the
measurement of E., to be robust and, in the worst case, marginally consistent with
the 90 % confidence interval based on the phenomenological model presented here.
This is discussed further in § 2.4.2.

2.3.2 Physical Models of the Corona

In the previous section we established that the coronal continuum can be approxi-
mated as a power law with an exponential cut-off at high energies. More physical
models (such as the compTT model of Titarchuk 1994) assume a geometry for the
corona and allow for determination of its physical parameters from the data. In such
models, low-energy (~UV) photons from the accretion disk are Compton-scattered
by hot electrons in the plasma. The spatial distribution of the coronal plasma can
be approximated with simple geometrical shapes, such as a sphere centered on the
black hole, or a slab covering the surface of the accretion disk. In Xspec terminol-
ogy, we replace the pexrav continuum with a refl (compTT) component: compTT
models the intrinsic coronal continuum for either a slab (disk-like) or a spherical
geometry, and refl convolves it with reflection features. We fix the thermal photon
temperature to 30 eV, which is appropriate for an AGN accretion disk and does not
influence the output spectrum much. We leave the reflector inclination fixed at

cosi = 0.45 and iron abundance fixed at the Solar value.

We find that both geometries can provide a good description of the science obser-
vation data: the best-fit 2 is 1163 for the slab model, and 1161 for the spherical
model, both with 1124 degrees of freedom. In either geometry the coronal tempera-
ture (kT,) and the optical depth (7,) are very well constrained and strongly correlated,
as shown in Figure 2.2. In the case of a slab geometry we find k7, = 29 + 2 keV and
7, = 1.23£0.08, while for the spherical one the best fit is found for k7, = 25 +2 keV
and 7, = 3.5 £ 0.2. All other parameters are found to be consistent with values
determined from the simpler phenomenological models. We find qualitatively and
quantitatively similar results for the calibration observation data. Finally, we also
verify that consistent results are obtained with a more elaborate coronal model,
compPS (Poutanen & Svensson, 1996). While the best-fit parameters may not

agree with the compTT values within the uncertainties in all cases, the results are



25

qualitatively the same. A complete summary of the best-fit parameters is given in
Table 2.2.

Table 2.1: Summary of best-fit model parameters
for MCG —05-23-016 using the phenomenological
continuum model, and parameters independent of

the choice of the continuum model.

Observation: science calibration

independent of the continuum model
Start—stop Date: 2013 June 3-7 2012 July 11-12
F(2-10keV)* 10.49 £0.02 9.13+0.03
L(2-10keV)® 1.781 +0.003 1.530 + 0.005

Number of d.o.f. 1124 703
CrpMB € 1.032 + 0.002 1.045 £+ 0.005
Eline; [keV] 6.43 £0.05 6.5f8:%
Oline; [keV] 0.46 + 0.06 0.5+0.2
EWline; [€V] 80+ 10 80 + 20
EWiine, [€eV] 40+ 10 50 + 20
phenomenological continuum model: pexrav
x¥? 1163 687
r 1.85+0.01 1.83 £0.02
Rpex 0.87 +£0.04 1.1+0.1
Ecut  [keV ] 116*¢ 119719

Notes: Uncertainties listed here are 90 % confidence inter-
vals derived from MCMC chains.

2 Flux in the 2-10keV band in units of 10~ erg sTlem™2,
calculated from the best-fit phenomenological model. Note
that this is an extrapolation down to 2 keV, but we provide it
here for comparison with the literature.

® Intrinsic continuum luminosity (de-absorbed and exclud-
ing reflection components) in the 2—10keV band in units of
10% ergs~!, calculated from the best-fit phenomenological
model. Note that this is an extrapolation down to 2 keV.

¢ Cross-normalization factor for NuSTAR module FPMB,

assuming Cpppma = 1
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Table 2.2: Summary of best-fit model param-
eters for MCG —05-23-016 using the physical
continuum models in slab and sphere geome-

tries.

Observation: science calibration

Comptonized continuum model: refl (compTT)

1) assumed corona geometry: slab

P 1163 688
Rpex 0.84 £ 0.04 1.1 +0.1
kT, [keV] 29 +2 30+3

Te 1.23 +0.08 1.2+0.1
2) assumed corona geometry: sphere
Y2 1161 688
Rpex 0.82 +0.04 1.0+0.1
kT, [keV] 25+2 26 +3
Te 35+0.2 35+03

Comptonized continuum model: compPS

1) assumed corona geometry: slab

Y2 1159 690
Rpex 0.65 +0.05 0.83 +0.09
kT, [keV] 26 +2 26+3
Te 2.2+0.1 22+0.2
2) assumed corona geometry: sphere
X 1161 691
Rpex 0.69 + 0.04 0.89 £ 0.08
kT, [keV] 25+2 25+3
Te 32+0.2 33+0.3

Notes: Uncertainties listed here are 90 % confidence
intervals derived from MCMC chains.
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Figure 2.2: Marginal probability distributions for parameters 7, and k7, of the
compTT model in the spherical geometry (top panel) and slab geometry (bottom
panel). The distributions are derived from MCMC chains computed with Xspec
and normalized separately. The red (gray) contours are based on fits to the science
(calibration) observation data, marking enclosed probability of 68, 90, and 99 %
with the solid, dashed, and dotted lines, respectively.

2.4 Discussion

24.1 The Hard X-ray Spectrum and Its Variability

Our spectral modeling results are generally consistent with previous findings, and
confirm that the X-ray spectrum of MCG —05-23-016 resembles that of a classical
Compton-thin Seyfert 2 nucleus (e.g., Walton et al. 2013). The high-energy cut-off
has been previously measured in MCG —05-23-016 with the BeppoSAX, INTEGRAL
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and Swift hard X-ray instruments: 147i18 keV (Perola et al., 2002), 190:%50 keV
(Dadina, 2007), 853(5) keV (Molinaetal., 2013). Beckmann et al. (2008) claimed that
the cut-off energy is variable within the 50~100 keV range, but did not highlight any
clear trends. Itis important to stress that these inferences required assumptions about
the photon index and reflection normalization in most cases, while we determine
these spectral parameters directly from the data. The phenomenological model
presented in § 2.3.1 is the simplest model accounting for the key spectral features
observed in the NuSTAR bandpass: the iron lines, the Compton hump, and the
high-energy cut-off. We emphasize that it should not be taken too literally, as we
exploit its simplicity only to highlight the precision of the E¢,; measurement and the

issues that it raises.

More complicated models are clearly needed to fully explain the high-quality soft
X-ray observations (e.g., Reeves et al. 2007; Zoghbi et al. 2013). Although NuSTAR
does not have sufficient spectral resolution to resolve details in the iron line complex,
we compute equivalent widths of the two Gaussian components used in our modeling
(80+£10eV for the broad and 40+ 10 eV for the narrow component; see Table 2.1) and
find that they are consistent with the highest-quality soft X-ray data. We also test a
two-component reflection model, in which the distant reflection is separated from the
relativistically broadened and partially ionized reflection off the inner accretion disk.
For the disk reflection component we use reflionx_hc—an updated version of
reflionx (Ross & Fabian, 2005) with a variable E.,—and relativistic broadening
modeled by a convolution with the Xspec model kdblur. We find that the NuSTAR
data are not sensitive to the accretion disk parameters as long as its ionization is low
(¢ < 50ergscm™!), which is suggested by the best fit. Although the exact best-fit
E.y depends on the nuisance parameters, in all cases it is found to be marginally
consistent (at the 90 % confidence level) with E.y = 116J_rg keV.

The variability on the <1-ks timescale has been shown to be due to reverberation of
the primary continuum on the inner accretion disk (Zoghbi et al., 2014). Evaluation
of the spectral variability between the two NuSTAR observations (approximately
one year apart) is limited by the possible variability of the absorbing column.
Our analysis of the joint NuSTAR and Suzaku dataset from 2013 gives a relatively
low absorption column density compared to the average taken from the literature
(1.32 x 10%2 cm™2 compared to ~ 1.6 x 10?2 cm™2, excluding the Galactic contri-
bution), which might or might not have persisted since the calibration observation

in 2012. In our modeling, summarized in Tables 2.1 and 2.2, we assume the same
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absorption column for both observations. If we instead adopt the long-term average
column for the calibration observation,? we find a cut-off at ~130 keV, which is only
marginally different from the science observation. With no soft X-ray coverage for
the calibration observation, the claim that E; is variable is therefore not statistically

significant.

With the column density kept constant, only the absolute flux and the relative
reflection normalization (R) seem to have changed significantly. If we separate
the reflection from the coronal continuum,® we find that the normalization of the
former does not change significantly between the two observations and conclude
that the change is due to the relative increase of the coronal continuum flux. The
flux of the broad iron line component is constant between the observations within
the 90 % confidence interval. The spectral variability may be due to the time delay
between variations in the coronal continuum and its reflection by the distant torus.
Alternatively, an effective change in R may be due to a long-term physical change in
the coronal geometry, such as its height above the accretion disk, or in the innermost

region of the accretion disk itself.

2.4.2 Robustness of the Cut-off Measurement

As demonstrated in § 2.3.1 (see Figure 2.1), a high-energy cut-off is clearly required
by the NuSTAR data. Even though the cut-off energy (E¢y) is above the upper end
of the NuSTAR bandpass, strong curvature is apparent below 79 keV and allows
for determination of E.y to < 5 % (statistical uncertainty; 90 % confidence). The
best-fit value of E.y, however, depends on the assumptions that go into the simple
model we fit to the data. One example is the inclination: if left free to vary in
optimization, the best fit tends to i
value from the recent literature* (i =~ 45°; Braito et al. 2007; Reeves et al. 2007,
Zoghbi et al. 2013) leads to E¢y¢ = 110 keV. Likewise, if we leave the iron abundance
to vary freely, the best fit is found for Ag, = 0.9 + 0.2. This is consistent with our

80° and E .y~ 130keV, whereas adopting a

Q

assumption of A = 1, but implies Ey = 122 keV, which is at the upper end of the

2Due to the lack of coverage below 3 keV, NuSTAR alone cannot constrain strongly column
densities as low as 1 x 1022 cm™2. With Ng left free to vary, the best fit for the calibration observation
is found for (1.3 + 0.4) x 10?> cm™2.

3This is achieved by setting the pexrav component to produce only the reflection continuum
(formally, R < 0 in Xspec) and adding a separate cut-off power law continuum component, where
the photon index and the cut-off energy are shared by both components and their normalizations are
free to vary independently.

“Note that Weaver et al. (1997) and Mattson & Weaver (2004) advocated a nearly face-on
inclination (i ~ 80°); however, more recent data do not favor that value.
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90 Y% confidence interval found in § 2.3.1.

A two-component reflection model leads to best-fit E., between 110 and 124 keV,
depending on different assumptions. The typical statistical uncertainty on the best-
fit Ey¢ in any particular fit to the science observation data is approximately 7 keV
(20-30keV for the calibration observation), with the iron abundance left free to vary
and the ionization and the relativistic broadening parameters fixed close to values
found in previous work (e.g., Zoghbi et al. 2013). We emphasize, however, that
the systematics introduced by assuming a particular model are comparable to the
statistical uncertainties in the case of the science observation of MCG —05-23-016,
and are therefore important to consider. With the full flexibility in the shape of
the complex reflection continuum, the NuSTAR data robustly constrain E¢ to the
slightly broader 105-130keV interval, skewed towards the lower end and centered
around 115 keV (when marginalized over different assumptions).

For high-quality data systematic uncertainty comparable to statistical uncertainty
may also arise from arbitrary choices of the source and background extraction
regions, and the choice of binning. For the E., measurement presented in this
paper, we have verified that different choices give results consistent with those
discussed above. Systematics are clearly less of an issue with lower-quality data,
as demonstrated by the calibration observation data presented here: in that case
the constraints on spectral parameters are weakened, and the systematic uncertainty
gets absorbed in the statistical uncertainty. This has been the case for the majority
of the similar measurements on other AGN published so far, including the recent
ones based on the NuSTAR data (Brenneman et al., 2014a; Marinucci et al., 2014;
Ballantyne et al., 2014). As in the case of IC4329a (Brenneman et al., 2014b),
additional constraints come from joint analyses of simultaneous soft and hard X-ray

datasets, leading to further improvement in constraining Ec;.

2.4.3 Toward a Physical Model of the AGN Corona

The high-energy cut-offs have been measured with a relative uncertainty of >30 %
for a relatively small sample of bright nearby AGN; most of the AGN observed
with previous generation of hard X-ray instruments provide lower limits on this
parameter (e.g., Dadina 2007; Malizia et al. 2014). Using the NuSTAR data, the
cut-off energies have recently been measured for IC4329a (E.y, = 184 + 14keV;
Brenneman et al. 2014a), SWIFT J2127.4+5654 (Eqy = 1081(1) keV; Marinucci et

al. 2014) and 3C382 (E¢y = 21473 keV, and > 190keV in two distinct spectral
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states; Ballantyne et al. 2014). The high quality of the NuSTAR spectra in the hard

X-ray band up to 79 keV enable reliable independent measurements of the physical
parameters of the corona: its temperature, k7,, and optical depth, 7,. In this paper
we present the most precise measurement thus far, with relative uncertainty of 5 %
(at the 90 % confidence level), although, as discussed in § 2.4.2, the exact value

depends somewhat on nuisance parameters.

We find that, even though the physical parameters such as k7, and 7, are very well
constrained by the data, it is still impossible to formally distinguish the geometry.
The slab (disk-like) and the spherical geometries, as parametrized by the compTT
and compPS models used here, both describe the MCG —05-23-016 spectrum equally
well. We note that a similar result was found in observations of the Seyfert 1.2
IC4329a and the narrow-line Seyfert 1 SWIFT J2127.4+5654 with NuSTAR (Bren-
neman et al., 2014a; Brenneman et al., 2014b; Marinucci et al., 2014). Both of these
AGN and MCG —-05-23-016 are radio-quiet, however, they differ in other properties.
With a mass of the super-massive black hole of ~ 5x 107 M, (Wandel & Mushotzky,
1986), the mean intrinsic 2—10keV luminosity of 1.66 x 10*} ergs~! (see Table 2.1)
and a bolometric correction from Marconi et al. (2004), MCG —05-23-016 is accret-
ing at approximately 5 % of the Eddington rate. This is almost an order of magnitude
less than the other two AGN.

Interestingly, SWIFT J2127.44-5654 has the lowest black hole mass and the lowest
cut-off, followed by MCG —05-23-016 in the middle, and IC 4329a with highest mass
and cut-off energy. In a number of other AGN, a stringent lower limit on the cut-off
energy was placed using the NuSTAR data, indicating a generally higher coronal
temperature and lower optical depths, e.g., Ecy > 190keV in 3C 382 (Ballantyne
et al., 2014) and in Ark 120 (Matt et al., 2014), and E .y > 210keV in NGC 2110
(Marinucci et al., 2015). Using long-term averaged data from INTEGRAL, Malizia
et al. (2014) constrained cut-off energies for 26 AGN in the range between 50 and
200 keV, some of which have been or will be observed with NuSTAR. With more
high-quality measurements in the near future, covering a wide range of physical
properties, it will be possible to directly probe the physics of the AGN corona.
In order to distinguish the fine differences due to the coronal geometry, longer

observations of sources with a weaker reflection continuum will be needed.

The difference between the optical depth in the two geometries tested here is partially
due to the different geometrical definition: whereas in the spherical case it is taken

in the radial direction, in the case of slab geometry it is taken vertically, creating
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a natural offset by a factor of cos@j,.. For cos i, = 0.45 used here, the radial
optical depth for the slab geometry becomes almost equal to the one of the spherical
corona. The important result we point out in this paper is that the E., <200 keV
measurements with NuSTARpressure the theoretical models towards the high-7,
regime where their validity falls off. The approximations used in the compPS model
hold only for low optical depth and the formal limits are 7, < 1.5 for the slab, and

7, < 3 for the sphere geometry (Poutanen & Svensson, 1996).

The limits of the simpler compTT model are even more stringent, although good
agreement is found between the analytical model and Monte Carlo simulations in
the 7, ~ 1 regime (Titarchuk, 1994). It is therefore not surprising that the best-fit
optical depth in the two models differs somewhat. If the high optical depth derived
from the currently available models can be interpreted directly, our results imply
that the corona must be inhomogeneous. Spectral features and variability signatures
of reflection from the inner accretion disk are clearly detectable in MCG —05-23-
016 (Zoghbi et al., 2014) and therefore the corona, which covers the disk in either
geometry, cannot be completely opaque. Homogeneity is one of the assumptions
of the coronal models used here; pressing against their limits may be indicative of
that assumption not being satisfied. Alternatively, our result may simply indicate
a geometry different from the ones assumed in this work. In either case, we are
drawn to the conclusion that new models are needed in order to better understand

the physical implications of our result.

2.5 Summary and Conclusions

In this paper we focus on modeling the hard X-ray spectrum of MCG -05-23-016 in
order to constrain models of the AGN corona. We first robustly establish that a cut-
off is present in the spectrum at 1 16fg keV (statistical uncertainty; 90 % confidence),
despite the non-negligible reflection component contributing to curvature of the hard
X-ray spectrum. The ability to disentangle a < 200keV cut-off from the reflection

continuum is essentially unique to NuSTAR.

Modeling the spectrum with physical models, we find that both slab and spherical
geometries of the corona provide equally good fits to the data, albeit for different
physical parameters. Assuming a simple coronal model (compTT), we find the
kinetic temperature of electrons in the corona and its optical depth, k7, and 7., to be
29+2keV (25+2keV) and 1.23 +0.08 (3.5 £0.2) for the slab (spherical) geometry.
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Similar results are found for a different, less approximate model (compPS). It is
important to note that in all cases the data push the models towards high-7, values,

where their validity drops off.

The relative statistical uncertainty of 5 % (quoted here as a 90 % confidence interval)
has never been achieved before and we show that the new level of precision enabled by
NuSTAR requires careful consideration of possible systematic uncertainties arising
from simplifying assumptions. With further measurements at comparable precision
for AGN with a wide range of properties, and the extension of Comptonization
models towards the high-opacity regime, it should be possible to construct a clearer

physical picture of the AGN corona in the near future.
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Chapter 3

THE NUSTAR VIEW OF NEARBY COMPTON-THICK AGN:
THE CASES OF NGC 424, NGC 1320 AND IC 2560

Abstract

We present X-ray spectral analyses for three Seyfert 2 active galactic nuclei, NGC 424,
NGC 1320, and IC 2560, observed by NuSTAR in the 3—79 keV band. The high qual-
ity hard X-ray spectra allow detailed modeling of the Compton reflection component
for the first time in these sources. Using quasi-simultaneous NuSTAR and Swift/XRT
data, as well as archival XMM-Newton data, we find that all three nuclei are obscured
by Compton-thick material with column densities in excess of ~ 5 x 10?4 cm™2, and
that their X-ray spectra above 3keV are dominated by reflection of the intrinsic
continuum on Compton-thick material. Due to the very high obscuration, absorbed
intrinsic continuum components are not formally required by the data in any of
the sources. We constrain the intrinsic photon indices and the column density of
the reflecting medium through the shape of the reflection spectra. Using archival
multi-wavelength data we recover the intrinsic X-ray luminosities consistent with
the broadband spectral energy distributions. Our results are consistent with the
reflecting medium being an edge-on clumpy torus with a relatively large global
covering factor and overall reflection efficiency of the order of 1 %. Given the un-
ambiguous confirmation of the Compton-thick nature of the sources, we investigate
whether similar sources are likely to be missed by commonly used selection criteria
for Compton-thick AGN, and explore the possibility of finding their high-redshift

counterparts.

Material presented in this chapter has been published as Balokovic et al. 2014, ApJ, 794, 111.
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3.1 Introduction

It is well established that a significant fraction of active galactic nuclei (AGN) are
intrinsically obscured by gas and dust surrounding the central supermassive black
holes (SMBH). Obscured AGN are needed to explain the ~30 keV peak of the Cosmic
X-ray Background (CXB; e.g., Churazov et al. 2007; Frontera et al. 2007; Ajello et
al. 2008; Moretti et al. 2009); however, their space density is observationally poorly
constrained. AGN obscured by gas with column density of Ny < 1.5 x 10** cm™
have been identified in large numbers in deep soft X-ray (< 10keV) surveys (Brandt
& Hasinger, 2005), which are powerful means for identifying the bulk of the AGN
population at high redshift and thus providing valuable constraints on the growth
history of SMBH (e.g. La Franca et al. 2005; Aird et al. 2010). However, the heavily

2

obscured, Compton-thick sources (Ng > 1.5 X 10 cm™2; see, e.g. Comastri 2004

for a review) required by the CXB models remain elusive.

Recent surveys with the hard X-ray (> 10keV) telescopes Swift/BAT (Burst Alert
Telescope; Gehrels et al. 2004) and INTEGRAL (International Gamma-Ray Astro-
physics Laboratory; Winkler et al. 2003) indicate that in the local Universe the
fraction of obscured AGN (with Ng > 10*2cm™2) is approximately 80 %, while
Compton-thick sources likely contribute about 20 % of the total number of AGN
(estimated from the observed <10 % fraction corrected for survey completeness,
e.g., Malizia et al. 2009, Burlon et al. 2011). Obscured AGN therefore contribute
significantly to the local supermassive black hole space density (Marconi et al.,
2004) and may be even more important at earlier epochs (La Franca et al., 2005;
Ballantyne et al., 2006; Treister & Urry, 2006; Brightman & Ueda, 2012; Iwasawa
et al., 2012). The peak of the CXB at ~30keV can be reproduced by invoking a
significant number of Compton-thick sources at moderate redshift (e.g., Gilli et al.
2007; Treister et al. 2009; Ballantyne et al. 2011; Akylas et al. 2012); however, to
date only a few percent of the CXB has actually been resolved at its peak energy
(e.g., Ajello et al. 2008, Bottacini et al. 2012). The distribution of the obscuring
column density and the degeneracy in relative contributions of absorption- and
reflection-dominated hard X-ray spectra are therefore poorly constrained with the

current data.

A primary goal of the NuSTAR (Nuclear Spectroscopic Telescope Array; Harrison
et al. 2013) hard X-ray mission is to study the evolution of obscuration in AGN at
0 < z < 2 through its comprehensive extragalactic survey program. In addition to

blank-field observations, the program includes a survey of known sources selected
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from the Swift/BAT catalog with two goals: (i) obtain high-quality spectroscopy
of the nearby Swift/BAT-selected AGN, and (ii) perform a wide-field search for
serendipitous background sources (Alexander et al., 2013). In this chapter we present
observations and modeling of the hard X-ray spectra of three local AGN: NGC 424,
NGC 1320, and IC 2560, two of which are selected from the program outlined above.
All three show spectra dominated by reflection from cold, distant, Compton-thick
material, the properties of which are impossible to fully constrain using only soft
X-ray data. These Compton-thick AGN demonstrate how NuSTAR spectroscopy
of the nearby targets can characterize their X-ray properties better than previously
possible, and how the new constraints may lead to improved understanding of both
local AGN and their distant counterparts. Ultimately, the NuSTAR surveys will
allow us to directly determine the fraction of Compton-thick sources in the AGN
population and the distribution of the obscuring column density for heavily obscured
AGN.

The chapter is organized as follows. In § 3.2 we present the target selection, and the
new data obtained from quasi-simultaneous observations with NuSTAR and Swift.
§3.3.1 and § 3.3.2 demonstrate that reflection is the dominant component of the hard
X-ray spectra of these three AGN. § 3.3.3 provides a more detailed spectral analysis
including the XMM data. A comparison with the previously published X-ray results,
as well as a discussion of the multi-wavelength properties and constraints on the
AGN geometry, is presented in § 3.4. We summarize our results in §3.5. In this
work we use standard cosmological parameters (hg = 0.7, Qp = 0.73) to calculate
distances. Unless noted otherwise, all uncertainties are given as 90 % confidence

intervals.

3.2 Target Selection and Observations

3.2.1 Target Selection

The NuSTAR Extragalactic Survey program includes a wide-field shallow component
(average exposure of 20ks) in which the observatory is pointed towards a known
AGN previously detected with Swift/BAT or selected because of high obscuration
inferred from soft X-ray (< 10keV) observations. The wide field of view of the
Swift/BAT instrument and its nearly uniform coverage of the whole sky down to
a sensitivity of > 1.0 x 107" ergs™ cm™ in the 14-195keV band (Baumgartner
et al., 2013), provide a reasonable sample of predominantly local (z ~ 0.03) AGN.

Its more uniform and deeper exposure of the sky away from the Galactic plane
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compared to INTEGRAL makes the Swift/BAT survey source catalog an excellent
starting point for selecting targets for more detailed spectroscopic studies, such as
possible with NuSTAR. The targets were selected for NuSTAR observations from
the catalog utilizing 54 months of BAT operation (Cusumano et al., 2010). Unless
prevented by technical constraints, all NuSTAR targets in this program receive on
average 7 ks of quasi-simultaneous coverage (with delay of <1 day) in the soft X-
ray band from the Swift/XRT in order to enable spectral analysis over the broad
0.3—-79 keV band.

Two of the targets presented here, NGC 424 (Tololo 0109-383) and NGC 1320, were
selected from the 54-month Swift/BAT catalog.! The third target, IC 2560, was
selected from a sample of relatively faint AGN with some indication of Compton-
thick obscuration from previous observations (e.g., Risaliti et al. 1999, Tilak et
al. 2008). Soft X-ray spectroscopy, as well as multi-wavelength data, indirectly
suggest that NGC 424 and NGC 1320 are also likely to be Compton-thick (Collinge
& Brandt, 2000; Marinucci et al., 2011; Brightman & Nandra, 2011a). The selection
of the sample presented here is based on a basic spectral analysis of all NuSTAR 20-ks
snapshot observations of AGN up to May 2013. Out of 34 observed AGN we selected
three that show the most prominent Compton reflection component signature: very
hard spectrum (I" < 1, assuming a simple power law model), strong Compton hump
(high reflection fraction, R > 10, assuming the simplest reflection model) and iron
emission (large equivalent width of the neutral iron Ka line, > 1keV). This is not
a uniformly selected, statistically complete sample — we will address such samples
in future work. However, the hard X-ray properties of these three targets can be
considered representative of a larger class of heavily obscured AGN, which make
up approximately 10 % of the sample of nearby AGN being surveyed with NuSTAR.
The observed spectra of all three sources are shown in Figure 3.1. Some basic data

on the targets is summarized in Table 3.1.

'Due to different methodology and low significance, NGC 1320 is not included in the latest
70-month catalog (Baumgartner et al., 2013)
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Table 3.1: Basic data for the AGN discussed in
this chapter

NGC424 NGC1320 IC2560

Galaxy Type?  SBO/a Sa SBb
AGN Type?® Sy 1/Sy2 Sy2 Sy2
MgypH ! Mo® 6.0x107  1.5%x107  2.9x10°
Redshift (z)¢  0.0117 0.0091 0.0096
dr /Mpc¢ 506 39.1 41.4
Ngg/em™29 1.7x10%  43x10%°  6.8x10%

2 Summary of classifications from the NASA Extragalactic
Database (NED; http://ned.ipac.caltech.edu/).

b Black hole mass from Greenhill et al. (2008) and Bian &
Gu (2007).

¢ Adopted redshift and luminosity distance (calculated as-
suming hy = 0.7, Qx = 0.73) based on published measure-
ments available through NED. Note that the distances used
in the literature differ < 10 % for NGC 424 and NGC 1320,
and up to 40 % for IC 2560.

d Galactic column density averaged between Dickey &
Lockman (1990) and Kalberla et al. (2005).

3.2.2 NuSTAR Data

NGC 1320 was observed on two occasions: an initial 15-ks snapshot and additional
follow-up to improve the signal-to-noise ratio for detailed spectral analysis. As
a first step in our analysis we check for variability between the observations and
find that they are consistent with no change; hereafter we analyse them jointly, but
without co-adding. The other two sources were observed once each. Table 3.2
gives a summary of all NuSTAR observations. The raw data were reduced using the
NuSTARDAS software package (version 1.2.1), distributed with the HEASOFT package
by the NASA High Energy Astrophysics Archive Research Center (HEASARC). The
raw events were cleaned and filtered for South Atlantic Anomaly (SAA) passages
using the nupipeline task. The cleaned events were further processed for each of
the two focal plane modules (FPMA and FPMB) using the nuproducts task, which
generates the spectra and the corresponding response files. These procedures are

presented in detail in the NuSTAR user’s guide.?

2http ://heasarc.gsfc.nasa.gov/docs/nustar/analysis/nustar_swguide.pdf
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Spectra for all of the sources were extracted from circular regions 40" in radius,
centered on the peaks of the point-source images. The background spectra were
extracted from regions encompassing the same detector as the source,? excluding the
circular region 50” around the source. The background region sampling the same
detector as the source provides the best estimate of the underlying background. For
IC 2560 the background was extracted from two adjacent detectors due to its position
in the focal plane. All fluxes reported here have been automatically corrected for
the finite extraction aperture using the best point spread function model currently
available. We do not use NuSTAR data below 3 keV, since the calibration is currently
uncertain in that energy range. The upper end of the bandpass is mostly limited by
photon statistics and the NuSTAR instrumental background. All NuSTAR spectra are
binned to a minimum of 20 photons per bin using HEASOFT task grppha.

3.2.3 Swift/XRT Data

Each NuSTAR observation was accompanied by a short observation with Swift,
typically delayed by less than 24 hours. The purpose of these observations was
to provide coverage on the soft X-ray end of the spectrum, where the NuSTAR
sensitivity drops off, and to facilitate a comparison of the soft X-ray flux with the
data available in the literature. Since the sources are not expected to be highly
variable on timescales of hours, quasi-simultaneous exposures with NuSTAR and
Swift/XRT provide a broadband snapshot covering the range from approximately
0.5 to 70keV. The Swift/XRT observations were performed in the Photon Counting
mode (Burrows et al., 2005). The data were reduced using the task xrtpipeline
(version 0.12.6), which is a part of the XRT Data Analysis Software (XRTDAS) within
HEASOFT. Spectra were extracted from circular regions 20 in radius centered on the
targets, and the backgrounds were extracted from large annular source-free regions
around them. We used response file swxpc0t012s6_20010101v013.rmf from
the Swift/XRT calibration database, while auxiliary response files were generated
using the task xrtmkarf. Table 3.2 provides the complete list of observations.
Unfortunately, the observation of IC 2560 was too short to yield a detection in the
Swift/XRT band, so we use it here only to place an upper limit on the soft X-
ray emission. Due to low count statistics, the Swift/XRT spectra are binned to a

minimum of 10 photons per bin.

3In each module the focal plane consists of 4 detectors; for details, see Harrison et al. (2013).
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3.2.4 Archival XMM-Newton Data

In addition to the quasi-simultaneous NuSTAR and Swift/XRT data, we use archival
data from XMM-Newton to additionally verify our models. The XMM spectra are the
highest-quality soft X-ray spectra currently available for these sources. Descriptions
of the data and details regarding their reduction can be found in Marinucci et
al. (2011), Brightman & Nandra (2011a), and Tilak et al. (2008) for NGC 424,
NGC 1320, and IC 2560, respectively.

Table 3.2: Summary of the quasi-simultaneous NuSTAR and Swift observations

Target Sequence Start Time Duration  Exposure Count Rate?
ID [UTC] [ks] [ks] [ 1072 countss™! ]
NuSTAR Observations
NGC 1320 60061036002 2012-Oct-25 21:50 25.7 14.5 2.840.2/2.4+0.2
NGC 424 60061007002 2013-Jan-26 06:35 26.7 15.5 4.7+0.2 / 4.6+0.2
IC 2560 50001039002 2013-Jan-28 22:05 43.5 234 1.1+0.1/1.1+0.1
NGC 1320 60061036004 2013-Feb-10 07:15 49.9 28.0 3.0+£0.1/2.6+0.1
Swift/XRT Observations
NGC 1320 00080314001 2012-Oct-26 02:48 75.6 6.8 1.04+0.03
NGC 424 00080014001 2013-Jan-26 06:34 23.9 6.6 2.55+0.03
IC 2560 00080034001 2013 Jan 29 17:50 2.0 2.0 <0.42
NGC 1320 00080314002 2013-Feb-10 07:19 23.9 6.6 1.04+0.03

2 Count rates for NuSTAR modules FPMA /FPMB (3-79 keV), or Swift/XRT (0.3-10keV).

3.3 Modeling of the X-ray Spectra

The NuSTAR hard X-ray spectra (3—70keV) of NGC 424, NGC 1320, and IC 2560
are qualitatively similar, as demonstrated in Figure 3.1. In the lower panel the figure
we also show the ratios of the spectra to their respective best-fit power law model
simply to highlight the most important features. The best-fit photon indices in all
three cases are lower than unity; these fits are rather poor (reduced y? >3) and
intended only for demonstration. The spectra exhibit very hard continua with a
convex shape broadly peaking around 20 keV, and a prominent emission feature at
6.4 keV, matching the rest-frame energy of the neutral iron Ka emission line. The
hard effective photon indices and the structure of the residuals reveal the presence of
a strong X-ray reflection component in the NuSTAR spectra. The prominent neutral

iron line arising from fluorescence and the broadly peaked Compton hump in the
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Figure 3.1: Upper panel: Observed NuSTAR spectra of NGC 424 (red circles),
NGC 1320 (green rectangles), and IC 2560 (blue diamonds). Spectra for two focal
plane modules have been co-added, and only the longer observation of NGC 1320 is
shown here for clarity. The typical background level and its uncertainty are shown
by the filled grey symbols and lines. Lower panels: Ratio of the spectra and a simple
power-law model fitted to each spectrum (symbols as in the panel above). Note that
the right panel is rescaled vertically with respect to the left panel by a factor of 2 in
order to better show the Compton humps.

20-30keV region are typical signatures of such a component (e.g., Ghisellini et al.
1994; Matt et al. 2000; Matt et al. 2003a).

Detailed models of the soft X-ray spectra, which is composed of a combination
of Thomson-scattered AGN light, plasma ionized by the AGN and star formation,
are not the focus of the work presented here. We refer the reader to Marinucci
et al. (2012), Brightman & Nandra (2011b), and Tilak et al. (2008) for more details
on such models. In the analysis presented here, a simple power law is used to
approximate the contribution of the soft component(s) to the spectra above 3 keV.
A good phenomenological model for the Swift/XRT soft X-ray data (0.3-3 keV) for
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both NGC 424 and NGC 1320 is a power law with I'y = 2.7 (I, = 2.5 £ 0.8 and
Iy = 2.7 +£ 0.4, respectively). We adopt this average value and keep it fixed in all
models, varying only the normalization, in order to avoid the degeneracy associated
with its large uncertainty. For all three targets we verify that this value is consistent
with the higher-quality XMM-Newton data. The XMM data clearly require a more
complex spectral model in order to fit the data well, as additional fine structure on
top of the slope is apparent in the < 3keV residuals. However, the simple power
law represents a good approximation. More detailed modeling is not warranted for

the hard X-ray analysis presented in this chapter.

In the following subsections we present results from applying three different types of
hard X-ray spectral models. First we apply simple, phenomenological models, which
have been extensively used in previous work (§ 3.3.1). We also apply physically
motivated torus models (§3.3.2) and reflection-only models (§ 3.3.3). We use
Xspec version 12.8.1 (Arnaud, 1996) for all our modeling. In addition, we: (i) take
into account redshifts and Galactic absorption column density listed in Table 3.1,
(ii) assume a contribution from a soft power law component (I'y = 2.6) with free
normalization, (iii) assume Solar abundances, (iv) assume a high-energy cutoff in
the nuclear continuum at 200 keV,* and (v) leave the cross-normalization constants
between instruments to vary freely. We perform all parameter optimizations using
the Cash statistic (Cash, 1979), but report the 2 values of each best fit due to their

straightforward interpretability.

3.3.1 Phenomenological Models

We first fit an absorbed power law model using the Xspec component plcabs
(Yaqoob, 1997). This model represents an absorbed power-law spectrum including
the effects of Compton scattering. This model is approximated in order to be
computationally fast, and it is also limited to Ny < 5 x 10**cm™2. In all three
cases the fits are poor and show a strong narrow residual feature around 6.4 keV.
The addition of two unresolved Gaussian components (o = 1073 keV) at 6.40
and 7.06 keV, corresponding to neutral iron Ka and Kg lines, improves the fits

significantly.

Although the reduced y? (y?/v, where v is the number of degrees of freedom)
reaches ~1 for the case of IC 2560 and ~1.5 for the other two AGN, the fits are

4We show later in § 3.4.1 that the NGC 424 data are consistent with this value; for the other
two targets this parameter is unconstrained. This choice is consistent with the recent literature,
e.g., Ballantyne (2014) and Malizia et al. (2014).
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difficult to justify physically. The best fits are all qualitatively the same: the intrinsic
power law with a photon index which tends to I' < 1 is absorbed by a column density
of 1023=2* cm™2, and the equivalent width of the Gaussian component at the energy
of the iron K line exceeds 2 keV. These values of I' are much harder than typical for
the coronal continuum of AGN, while the equivalent width of the iron line strongly
indicates presence of a reflection component. The photon indices can be assumed
to take on a typical value of 1.9 at a cost of increasing the y?; however, the best fits
remain qualitatively the same. They are shown for each of the three AGN in the top

panels of Figure 3.2.

We next add a reflection component, which we approximate using the pexrav model
(Magdziarz & Zdziarski, 1995). This model produces the reflected continuum of an
infinite slab of infinite optical depth, and is therefore only an approximation for the
reflection off a distant torus. We apply this component to produce only the reflected
continuum. The incident spectrum is set to be the same intrinsic cut-off power law as
in the plcabs component. We start our fitting procedure with both the transmitted
and the reflected component. We also include narrow Gaussian components at 6.40
and 7.06 keV and the soft I' = 2.7 power law. The basic result of the fitting is that
the contribution of the transmitted components are minor for all three AGN: the
data requires either very high absorption column (Nyga = 5 X 10%* cm™2, which is

the upper limit of the plcabs model), or zero normalization.

For NGC 424 the best-fit column density is Ny 2 5 X 10%* cm~2 and the intrinsic
power law continuum slope is I' = 2. lfgg (x*/v = 58/60). If we fix the absorption
column density at a lower value, the normalization of the transmitted component
decreases until it becomes consistent with zero for Nga = 2 X 10**cm™2. If the
transmitted component is removed from the model altogether, the best fit (y?/v =
59/61) is found for I' = 1.71 + 0.09. We find qualitatively similar results for
IC2560. For a fixed Nya = 5 X 10%* cm™2 the best-fit photon index is 2.5f8:§
( )(2 /v = 21/28). For either a lower Ny or a lower I', the plcabs component
vanishes, and the best fit is found for a pexrav-only model (y?/v = 22/29) with
I =223 In the case of NGC 1320 the best-fit model (x*/v = 149/121) is
dominated by the reflection component, but does include a transmitted power-law
component with I' = 1.3t83 and Nga = (Zf%) x 10**cm™2. Simply removing
the latter component degrades the fit only to y?/v = 152/123. An alternative
model, dominated by the plcabs component above 10keV, can be found with the
assumption of I' = 1.9 (y?/v = 163/122).
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Figure 3.2: Simple approximate models fitted to the NGC 424, NGC 1320, and
IC 2560 Swift/XRT and NuSTAR data (see § 3.3.1 for details). Thick colored lines
show models for which the photon index was determined from the data; the best-
fit value, its 90 % confidence interval and the best fit y? are given in the lower
right corner of each panel. The thin black lines show the same models with the
assumption of I' = 1.9; its y? is given in black letters. With the solid lines we
show the total model, while the dashed and dotted lines show the reflection and the
transmission components, respectively. Upper panels: Transmission-only models
based on plcabs. Lower panels: Two-component models based on the plcabs and
pexrav components.

The models presented in this subsection are summarized in Figure 3.2. For all
three AGN we find that a statistically good description of their hard X-ray spectra
can be achieved using models consisting almost entirely of reflection components.
However, with the quality of the data acquired in short 20-ks exposures it is not
possible to exclude a minor contribution from a transmitted intrinsic continuum.
The large equivalent width of the iron lines point towards strong reflection, and
essentially rule out the possibility that the hard X-ray spectrum is primarily due to
the transmission of the intrinsic continuum through mildly Compton-thick material.

We further examine a set of more appropriate physically motivated models.



45
3.3.2 Torus Models

An improvement over the pexrav approximation, which assumes infinite optical
depth, is offered by theoretical models that use Monte Carlo simulations of the
propagation of X-ray photons through material of finite optical depth in a physically
motivated geometry. The first Xspec model of that kind is MYtorus (Murphy &
Yaqoob, 2009; Yaqoob, 2012).> The basis of the MYtorus model is a literal torus
with a 60° half-opening angle. It consists of two main spectral components: a trans-
mitted continuum component (formally called zeroth-order continuum, MYTZ, by
the authors of the model) and a scattered one (MYTS; also referred to as reprocessed,
or reflected). The former is produced by scattering photons away from the line of
sight, while the latter is formed by photons scattered info the line of sight of the

distant observer.

We start with the complete MYtorus model, which is characterized by a single
column density (Ngr = Nua = Ny, corresponding to the column density in the
equatorial plane of the torus). The internal normalizations between the components
are fixed. The first model we test is an edge-on torus with inclination fixed at
90°. This model does not fit any of the NuSTAR and Swift data considered here:
the reduced y? values do not get any lower than 2-3. Note that these models
are transmission-dominated and therefore formally similar (but physically more

appropriate) to the plcabs-only model examined in § 3.3.1.

Next we fit for the inclination angle of the torus under different assumptions of
the equatorial column density, Ny, since a straightforward fit for both of those
parameters is highly degenerate. The results are again qualitatively the same for all
three AGN, regardless of Ny: the best-fit inclination angles are found to be close to
60°, matching the opening angle of the torus. For example, at N = 5 X 10?* cm™
(shown in the upper panels of Figure 3.3), the best-fit inclinations are 69f2, 683,
and 66:7t degrees for NGC 424, NGC 1320, and IC 2560, respectively. The best-fit
photon indices are 2.1 + 0.1 for NGC424 and 2.0 + 0.1 for NGC 1320, while for
IC 2560 the fit runs into the upper domain limit of MYtorus at I = 2.6. The fits are
slightly better for higher assumed Ny, but they never reach y?/v < 1.5. Most of
the y? contribution comes from the iron line region, which we treat in more detail

in §3.3.3.

These results can easily be understood as the tendency of the fit to maximize the con-

5We use the version of MYtorus model that is publicly available athttp://www.mytorus. com.
Specifically, we use the tables with reprocessing calculated up to 200 keV.
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Figure 3.3: Torus models fitted to the NGC 424, NGC 1320, and IC 2560 Swift/XRT
and NuSTAR data (see § 3.3.2 for details). Thick colored lines show models for
which the photon index was determined from the data; the best-fit value, its 90 %
confidence interval and the best fit y? are given in the lower right corner of each
panel. The thin black lines show the same models with the assumption of I' = 1.9;
its x2 is given in black letters. With the solid lines we show the total model, while
the dashed and dotted lines show the reflection and the transmission components,
respectively. Upper panels: Literal torus models represented by MYtorus in the
coupled mode, with equatorial column density fixed to 5x 10> cm™2. Lower panels:
Generalized two-component models based on de-coupled components of MYtorus.

tribution of the reflected component (which increases with decreasing inclination,
as the observer sees more of the inner far side of the torus), while not completely
uncovering the source of the continuum at the center (since in the line of sight the
light suffers significant absorption by passing through the edge of the torus for any
inclination greater than 60°). In all cases the spectra are dominated by the reflec-
tion component, with only a minor contribution from transmission of the nuclear

continuum along the line of sight.

Finally, we try a model in which the two spectral components of the MYtorus model
are treated independently.® In this case, the transmitted zeroth-order continuum,

MYTZ, and the scattered/reflection component, MYTS, have fixed inclination param-

SThis is the de-coupled mode, after Yaqoob (2012).
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Figure 3.4: Reflection-only models fitted to the NGC 424, NGC 1320, and IC 2560
NuSTAR data jointly with simultaneous Swift/XRT and non-simultaneous archival
XMM-Newton data (see § 3.3.3 for details). Thin colored lines show best fits to the
NuSTAR and Swift/XRT data (except for IC 2560, where only the NuSTAR data was
used), while the thick lines show the same for the NuSTAR and XMM data lowered
by 20 % for clarity. y? values for the best fits are given in each panel. Smaller panels
show the residuals: black empty symbols for NuSTAR (diamonds for FPMA and
squares for FPMB), and grey filled symbols for XMM. Upper panels: Models with
the reflection continuum approximated by the pexrav component. Lower panels:
Models in which the reflection spectrum is represented by the face-on component
of MYtorus.
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eters (90° for the former and 0° for the latter), separate column densities (Ny A
and NyR, respectively), and a relative normalization (Ay) different from unity.
This again leads to solutions in which the reflection component dominates over the
transmission component (by a factor of Ay = 5 — 20, compared to the internal
normalization of the complete MYtorus model). However, the fit parameters are

different for each AGN, as shown in the lower panels of Figure 3.3.

For NGC 424 we find that a transmission component with N o = (3+1)x 10?3 cm—2
contributes significantly in the iron line region, while the reflection continuum dom-
inates above 10keV. In the case of NGC 1320 the normalization of the transmitted
component is consistent with zero. The lower quality of the IC 2560 spectum al-
lows for a number of degenerate solutions that sensitively depend on the choice
of assumptions. Assuming I' = 2.55 as before, one interesting possible solution
(x?/v = 27/30) is reflection from Compton-thin material (Ngr ~ 5 x 10?*> cm~2)
dominating below 10 keV with a direct power law absorbed by Ny o ~ 5x 10?* cm™
dominating above that. Removal of the latter component, however, leads to a slightly
better reflection-only model (y?/v = 25/30), which we elaborate on in § 3.3.3. In
conclusion, the physically motivated models of the AGN torus, in addition to the
phenomenological models presented in § 3.3.1, demonstrate that the observed NusS-

TAR spectra are consistent with being reflection-dominated.

3.3.3 Reflection-dominated Models

The conclusion of both of the preceding two subsections is that the reflection-
dominated models provide either better, or statistically equivalent but simpler, de-
scriptions of the observed hard X-ray spectra compared to transmission-dominated or
two-component models. Here we summarize the results obtained with the simultane-
ous Swift and NuSTAR data, and also consider the higher-quality, non-simultaneous,
archival XMM-Newton data. In order to avoid the complexities associated with the
detailed modeling of the soft X-ray emission unrelated to the AGN, we only use the
XMM data above 3 keV. The model parameters of interest are listed in Tables 3.3
and 3.4.

NGC424

Before using the XMM data from Marinucci et al. (2011) jointly with the NuSTAR
data, we first checked whether the target changed dramatically in flux between

the two observations. We construct a simple phenomenological model for the 3—
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10 keV region by fitting the XMM spectrum with a pexrav continuum and Gaussian
components for 8 emission lines, fixed to the following energies:” 3.13, 3.83, 5.37,
6.40, 6.65, 6.93, 7.06, and 7.47 keV. None of the lines are resolved by XMM, except
the iron Ka line at 6.4 keV with width of o = 0.09 + 0.01 keV. The 3—-10keV flux
calculated for this model fitted to the XMM data is 8.4 + 0.2 x 1013 erg slem™2,
which is < 20 % lower than the 1.1 +0.1 x 10~'% erg s™! cm™2 derived for the quasi-
simultaneous Swift/XRT and NuSTAR/FPMA data fitted with the same model (all
parameters fixed, except for the overall normalization factor). Given the cross-
calibration uncertainty between NuSTAR and XMM of 10 % (Madsen et al., 2015b),
the fluxes can be considered almost consistent. We therefore conclude that the flux

variability is not severe, and proceed with a joint spectral analysis.

The best-fit approximate reflection-only model (using pexrav) for the NGC 424
data from Swift and NuSTAR is found for ' = 1.71 +0.09, with y%/v = 59/61. The
XMM data require the Fe Ke line to be broadened (o= = 0.09 +0.01keV, Ay? = 109
for one additional free parameter), but lead to a very similar result: I' = 1.64 +0.09
with y?/v = 152/147. Strong Fe Ka lines with equivalent width of ~1keV are
found in both cases. The MYtorus model fits the NuSTAR and Swift/XRT data well
(y*/v = 61/60) for T = 2.28t8:83. The best fit is achieved for reflector column
density (N R) at the upper limit of the range covered by MYtorus, 10%° cm~2, with
a 90 % confidence lower limit of 5 x 10%* cm™2. We find that the line component
normalization is marginally lower than unity and that the data favor addition of a
narrow NiKa line at 7.47keV (Ay? = 7 for one additional free parameter). The
best fit parameters and their uncertainties at the 90 % confidence level are listed in

Table 3.3. Model curves and residuals are shown in Figure 3.4.

A straightforward fit of the reflection-only MYtorus model does not find a statisti-
cally acceptable solution (y?/v = 195/148) for the joint NuSTAR and XMM data.
The XMM residuals point towards a disagreement in the region surrounding the
prominent iron lines between 6 and 8 keV. We show this energy range in more detail
in Figure 3.5, with several different modeling solutions. We first attempt fitting for
the energy of the ionized iron line otherwise fixed at 6.65 keV: in this case (Case A)
the fit is improved to y2/v = 179/147 for E = 6.57f8:8; keV. Letting the width of
the line vary in the fit (Case B) leads to £ = 6.54 = 0.06 keV and o = 0.33 + 0.08,

removing the need for the previously included line at 6.93 keV. Although this is a

"This is a somewhat simpler model than the one used in the original analysis, but it describes
the 3—10 keV spectrum very well, with )(2 /v = 0.95. For identification of the various emission lines,
see Marinucci et al. (2011).
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Figure 3.5: Demonstration of the spectral modeling of NGC 424 data in the energy
range containing prominent iron lines. Different columns show the model curves
(upper panel) and XMM and NuSTAR residuals (lower panel) for specific cases
discussed in § 3.3.3. The solid black lines in the upper panel show the sum of all
model components, dashed lines show the reflection continuum, and dotted lines
show the absorbed/transmitted component in the rightmost two panels. In the lower
panels we show the NuSTAR FPMA (FPMB) residuals with dark (light) red symbols,
and XMM EPIC-pn residuals with grey symbols. In Case A we fit for the energy of
the ionized iron line at ~ 6.6 keV, keeping energies of all other lines fixed; in Case B,
we let the width of that line to vary as well. In Case C we broaden the Fe Ka and
Kp lines while keeping line energies fixed at their expected values. Table 3.3 lists
the model parameters for Case C. In Cases D and E we add a transmitted component
with Ny a = 7X 10?3 cm~2, and fit for the energy of the ionized iron line in the latter.

statistically good model (y?/v = 148/147), it is difficult the interpret the broad
Gaussian feature that it includes. We find an equally good fit (y?/v = 153/147,
Case C) by broadening the MYtorus line component, which includes neutral Fe Ko
and Kg lines, using a Gaussian kernel with o = 0.06 + 0.01 keV. Letting ionized
iron line energy vary does not significantly improve the fit. The best-fit photon
index is I' = 2.07f8:(1)é and the reflector column density is well constrained to
Nur = (3+1)x10? cm=2. The model parameters listed in Table 3.4 represent this

particular case.

An alternative two-component model is suggested by our modeling in § 3.3.2, as
well as the literature (Iwasawa et al., 2001; Marinucci et al., 2011). We add a second
MYtorus component to describe the intrinsic continuum contribution transmitted
through the absorbing torus (MYTZXpow in Xspec), since the sharp iron edge of
an absorbed power-law component (Nga =~ 1 x 10**cm™2) could significantly
contribute to the 68 keV line region. We find that with emission line energies
kept fixed (Case D) the best fit occurs at y*/v = 174/147. The model is improved
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(x?/v = 148/146) if we additionally let one of the ionized iron lines’ energy to vary
in the fit; the best-fit energy in that case (Case E) is 6.57f8:8§ keV. The photon index
found in Cases D and E, which include component transmitted through a column
density of Nga = (7 +3) X 10?3 cm™2, is consistent with the one found in Case C.
The reflector column density is at the upper boundary of the model at 10%> cm™? for
Cases D and E, with a 90 % confidence lower limit of 5 x 10**cm=2. In § 3.4 we
discuss the physical plausibility of the simple solutions proposed here. We stress that
the details of the iron line region modeling are entirely driven by the high-quality
XMM data, which are not the focus of this analysis. Although some contribution
of a heavily absorbed component cannot be completely ruled out, all of the X-ray
data considered here support the reflection-dominated spectrum hypothesis within

the statistical uncertainties.

NGC1320

NGC 1320 was simultaneously observed with NuSTAR and Swift twice. As no
significant differences are apparent between the two observations, we model both
epochs simultaneously and list the best-fit parameters of those fits in Tables 3.3
and 3.4. The best-fit photon index is hard (I' = 1.3 + 0.1); however, assuming
a higher cut-off energy for the intrinsic continuum brings it closer to the typical
value: e.g., for a cut-off at 500 keV, the best fit is obtained for I' = 1.5 £ 0.1. Asin
the case of NGC 424, we find that in the MYtorus reflection-only model the best-fit
photon index is steeper (I' = 1.9f8'1

3
modeling. The joint fit of the approximate reflection-only model with pexrav is

) than the photon index derived from the pexrav

significantly improved upon adding a narrow line component at 6.577 - ¢ keV, which
is most likely an Fe XXV Ka line.

Using the MYtorus reflection-only model, a line is required at 6.6 + 0.1 keV. In both
cases, the equivalent width of the line is 0.3 +£ 0.2 keV. All other spectral parameters
are consistent between the two. Addition of the ionized iron line is essentially the
only improvement needed over the reflection-dominated models already mentioned
in §3.3.1 and §3.3.2. We find that the normalization of the lines component of
the MYtorus model is mildly elevated, but consistent with unity (1.2f8:i). The
MYtorus model additionally provides a constraint on the column density of the
reflecting material, instead of assuming it to be infinite. The reflector column
density, Ny r, is mildly degenerate with the intrinsic photon index, but it can be

constrained independently to Ngr = (4f‘2‘) x 10%* cm™2 with 90 % confidence.
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The only soft X-ray data available for NGC 1320 besides our quasi-simultaneous
Swift/XRT data is from a relatively short 12-ks XMM-Newton observation in 2006
(Brightman & Nandra, 2011a). Only a minor difference of < 30 % in the 3—10 keV
flux is observed between the XMM and the simultaneous Swift/XRT and NuSTAR
observations, so we proceed with a joint analysis. No significant difference is found
between the best-fit intrinsic photon indices based on the Swift or XMM data for either
the pexrav or MYtorus models. A significant improvement in either case is found if
anarrow line corresponding to ionized iron is added to the model. The best fit energy
is6.55*0-10 keV for the pexrav model and E = 6.77709 keV for the MY torus model,
with equivalent widths of 0.2 + 0.1 keV and O.ngé keV, respectively. Addition of a
Ni Ka line at 7.47 keV does not significantly improve the fit. The XMM data further
constrain the column density of the reflector: Ngyr = (4J_r%) x 10%* cm™2 with 90 %
confidence. Both best-fit models and their respective residuals are shown in the

middle column of Figure 3.4.

1C 2560

IC 2560 is the faintest target considered in this chapter, and correspondingly has
the poorest photon statistics. The quasi-simultaneous Swift/XRT observation is too
short to provide useful soft X-ray data, so for the initial modeling we use the NuSTAR
data alone. From the best fit of the approximate pexrav model we find that the
intrinsic photon index is steeper than in the other two targets (I' = 2.2J_r8:i), and
that the iron lines are strong; the equivalent widths of the Fe Ka and Kg lines are
2.1*-3keV and 0.670- keV, respectively. In the case of the MYtorus reflection-only
model we find that the normalization of the line component is significantly elevated,
2.2f8:;. The intrinsic photon index is somewhat degenerate with the reflector column
density; both are best fitted by parameter values on the edge of the validity domain
of the model. Formally, we are able to derive only the lower limits on the best-fit
parameters: I' > 2.6 and Nyr > 10%°> cm™2. By fixing the photon index to 2.55
(which is statistically acceptable, with y?/v = 25/30), we can estimate a 90 %

confidence lower limit on Ny to be 7%10%* cm~2 based on the NuSTAR data alone.

The XMM data we use are MOS1 and MOS2 spectra (above 3 keV) from an 80-ks
observation published in Tilak et al. (2008). By calculating 3—10keV fluxes based
on a simple reflection model represented by a sum of a pexrav continuum and a
Gaussian line component we find that the flux did not change between the XMM
and NuSTAR observation by more than 20 %. The joint fits to the NuSTAR and
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XMM data result in best-fit parameters entirely consistent with those found with the
NuSTAR data alone. Again, the best-fit photon index and column density in the
MYtorus model is formally outside of its validity domain. By assuming statistically
acceptable I' = 2.55 ( X2 /v = 65/55) we can constrain NgRr to be greater than
7x10%* cm~2 with 90 % confidence. Both models and their residuals are shown in
the rightmost column of Figure 3.4. Tables 3.3 and 3.4 provide an overview of the

best-fit values for all relevant model parameters.



Table 3.3: Summary of model parameters for the phenomenological (pexrav-based) reflection-only
model fitted to the quasi-simultaneous NuSTAR and Swift/XRT data, and non-simultaneous NuSTAR

and XMM-Newton data
NGC 424 NGC 1320 1C 2560
. NuSTAR+ NuSTAR+ NuSTAR+  NuSTAR+ NuSTAR+
Fitted Data . ] NuSTAR
Swift/XRT XMM-Newton? Swift/XRT ~ XMM-Newton? XMM-Newton?
xX*v 59/61 152/147 137/121 135/119 22/29 47/54
I (pexrav)® 1.71+0.09 1.66 +0.09 13+0.1 1.3£0.1 2.2+03 2.2+
EWgeKo/keV  1.0+0.3 1.07+0-03¢ 0.7+ 11709 2.1%)3 2.5%0:¢
EWpekpg/keV 04703 0.13 £0.04 0.5+0.3 0.670 08+0.6  0.7+0.3
EWN; Ko / keV — 0.16 +0.06 — — — —
EWign, pe / keV — 0.05+0.02,0.10*5:53  0.3+0.2 0.2+0.1 — —
Ejon. e/ keV — 6.65 (f), 6.93 (f) 6.57+0:1¢ 6.54%0:10 —
C (FPMB/FPMA)  1.1+0.1 1.1£0.1 0.93+£0.07  0.9=0.1 1.1£0.2 1170}
C (SOFT/FPMA) 1.4+0.4 1.1+0.1 1.1+£03 0.8+0.1 — 0.9+02

-0.1

Notes: Uncertainties listed here are 90 % confidence intervals, and (f) marks fixed parameters.
2 EPIC/pn data for NGC 424, and NGC 1320, MOS1/2 data for IC 2560, used only above 3 keV.

b Set to produce only the reflection continuum (i.e. no contribution from the intrinsic power law continuum).

¢ Iron Ka line width was determined by fitting, o = 0.09 + 0.01 keV.
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Table 3.4: Summary of model parameters for the MYtorus-based face-on reflection model fitted to the
quasi-simultaneous NuSTAR and Swift/XRT data, and non-simultaneous NuSTAR and XMM-Newton data

NGC 424 NGC 1320 IC 2560
_ NuSTAR+ NuSTAR+ NuSTAR+ NuSTAR+ NuSTAR+
Fitted Data ) . . . NuSTAR .
Swift/XRT XMM-Newton?® Swift/IXRT ~ XMM-Newton? XMM-Newton?
x*/v  61/60 153/148" 135/121 143/118 25/30 65/55
I (MYtorus)  2.28*0-03 2.07+5- 08 1.7+0.2 1.6 +0.2 2.55 (f) 2.55 (f)
NyR/(10*ecm™2)¢  10* 3+1 4 42 10*Y 10%4
line norm. (K)¢ 0.7 +0.2 0.68%0-09 1.2%03 1.6+0.2 2.2%07 2.1+0.3
EWNike/keV  0.5+0.4 0.04 +0.01 — — — —
EWion pe / keV — 0.04 +£0.02,0.05+0.03 0.3+0.2 0.3702 — —
Eion.Fe / keV — 6.65 (f), 6.93 (f) 6.6+0.1 6.7770% — —
C (rpMB/FPMA) 1.1 £0.1 1.1 +£0.1 0.93 +0.08 0.93 +£0.07 1.1+£0.2 1.1+£0.2
C (SOFT/FPMA) 1.4 +0.4 1.1+0.1 0.9*04 0.8+0.1 — 1.0+£0.2

Notes: Uncertainties listed here are 90 % confidence intervals, and (f) marks fixed parameters.

2 EPIC/pn data for NGC 424 and NGC 1320, MOS1/2 data for IC 2560, used only above 3 keV.

b In this fit the line component is Gaussian-smoothed with o = 0.06 + 0.01 keV.

¢ Hydrogen column density of the material producing the reflection spectrum. Values with uncertainty marked with +u denote
90 % confidence upper limits in excess of 10%° cm~2, which is outside of the domain of the MYtorus model.

d Relative normalization of the emission lines component with respect to its corresponding reflection continuum.
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3.4 Discussion

3.4.1 Comparison with Previously Published X-ray Spectral Analyses

The earliest X-ray spectrum of NGC 424 came from an ASCA observation, which
revealed a prominent iron line and a hard spectrum suggestive of Compton-thick
reflection of the nuclear continuum (Collinge & Brandt, 2000). This result has
been confirmed in later observations, by BeppoSAX, Chandra and XMM-Newton
(Iwasawa et al., 2001; Matt et al., 2003a). The soft X-ray spectrum has most
recently been analysed in depth by Marinucci et al. (2011), using a long ~100-ks
XMM-Newton observation. The focus of that work was on detailed modeling of the
physical state of the plasma dominating below 2 keV, but the data were also used
to model the X-ray continuum and line emission up to 10keV. In agreement with
earlier results, they found support for a strong reflection component and a heavily
absorbed power-law continuum obscured by nearly Compton-thick material with

Ny.a = 1.1 x 10** cm™2 contributing only above 5 keV.

With the hard X-ray coverage of BeppoSAX (Iwasawa et al., 2001) it was possible
to infer that the intrinsic power-law continuum is absorbed by a column density of
> 2 x 10**cm™2. Note, however, that only the simple approximate models were
used in the spectral analyses leading to the inference of the column density, and that
they required assuming a photon index (I = 2), since it was not possible to constrain
it directly from the data. Using the simultaneous Swift/XRT and NuSTAR data, we
firmly establish that the hard X-ray spectrum of NGC 424 can be described as being
dominated by reflection. A contribution from a heavily absorbed component cannot
be completely ruled out, but it is not formally required by any of the data considered

in this work.

Burlon et al. (2011) analyzed the first three years of Swift/BAT data on NGC 424 and
modeled it simply as a heavily absorbed power law with Ny o = (2.0f8:2)x 10%* cm™2
and I' = 1.9 £ 0.3. Since that model does not include any contribution from a
reflection component, it is not directly comparable to our results. The Swift/BAT
spectrum from the 70-month survey (Baumgartner et al., 2013) is entirely consistent
with the NuSTAR and XMM data (y?/v = 153/153; see Figure 3.6) for a cross-
normalization constant of 1.5 + 0.3 relative to NuSTAR/FPMA. We also verify
that our models are consistent with the BeppoSAXdata from Iwasawa et al. (2001).
With the photon index fixed at its best-fit value for that model, I' = 1.68, we
find that the cutoff energy is Ecy = 120f§0 keV. A slightly higher cut-off energy,

0

Ecu = 190738 keV, is inferred from the equivalent fit using the Swift/XRT instead
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of the XMM data.

The 14-195keV luminosity published in the 70-month Swift/BAT catalog (6.5 X
10# ergs™!) is calculated by assuming a relatively flat T' ~ 2 spectrum; if we
use our model instead, the 14—-195 keV luminosity based on Swift/BAT data alone is
5.5x10* ergs~!. The apparently significant normalization offset and its uncertainty
are likely due to the limited statistics and long-term averaging of the Swif#/BAT data,
in addition to simple flux calibration differences. In the rest of the discussion we
assume ~ 30 % lower luminosity as inferred from the NuSTAR data, as listed in
Table 3.5.

No dedicated long X-ray observations of NGC 1320 exist in the literature: the
only previously available soft X-ray data was taken with XMM-Newton as part of a
recent survey of infrared-bright AGN (Brightman & Nandra, 2011a). The original
modeling by those authors and later re-analyses (e.g., Georgantopoulos et al. 2011;
Severgnini et al. 2012; Marinucci et al. 2012) agree that the nucleus of NGC 1320 is
heavily obscured (Nga 2 1 X 10%* ¢cm™2), and infer the presence of a considerable
reflection component on the basis of a strong iron line with an equivalent width
of ~1 keV. Gilli et al. (2010) assert that both reflected and transmitted components
contribute to the spectrum, but provide very few details on the modeling as the

model parameters are largely unconstrained by the data.

Our analysis of NGC 1320 (which includes the same XMM data in addition to the
NuSTAR data) confirms most of the earlier results and solidifies the dominance
of the reflection spectrum above 2keV. A transmitted component is not formally
required by our data. A hard X-ray source was detected by Swift/BAT at the
coordinates of NGC 1320, but the low significance of that detection does not provide
any additional spectral constraints (Cusumano et al., 2010). The published 15—
150 keV luminosity, 2.8 x 10*? erg s~! (observed, uncorrected for absorption), agrees
well with the luminosity calculated from our spectral model in the slightly wider
14-195 keV band (Table 3.5).

Prior X-ray observations of IC 2560 have been performed by ASCA (Risaliti et al.,
1999), Chandra (Iwasawa et al., 2002; Madejski et al., 2006) and XMM-Newton
(Tilak et al., 2008). The earliest observation already showed that the source was
likely Compton-thick, with a very strong iron line indicating the presence of a
reflection component. More sensitive observations with Chandra and later XMM
confirmed that the 2-10keV spectrum can be well described as a cold neutral

reflection from a Compton-thick medium, including a particularly strong iron line
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with an equivalent width in excess of 2 keV.

The lack of a heavily absorbed intrinsic continuum component in all observations
has been explained by invoking Compton-thick nuclear obscuration. The most
stringent constraint on the absorption column density is provided by a 80-ks XMM
observation: Nga > 3 X 10%* cm™2 (Tilak et al., 2008). This source is very faint
at hard X-ray energies, as confirmed by our NuSTAR data, and has never previously
been detected by any hard X-ray instrument above 10keV. This is partly due to the
heavy obscuration, but possibly also due to the atypically steep intrinsic photon index
(I' > 2.2) suggested by our modeling. Owing to the lack of high-energy coverage,
previous studies could not constrain the photon index. The lack of detection of a
heavily absorbed transmitted component in the NuSTAR band satisfies all previous
lower limits on the line-of-sight column density, and pushes it further toward the

~ 10% cm™ regime.
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Figure 3.6: Observed SEDs of NGC 424 (left), NGC 1320 (middle), and IC 2560
(right panel) constructed using archival data (grey points) acquired using the ASDC
SED Tool. The minor vertical spread in the data in the optical and infrared, only
reflects the fact that different finite apertures had been used for photometry in
different publicly available catalogs. The black crosses mark the luminosities at
10 pum, considered as representative mid-infrared luminosities (Lyr) in this work.
The frequency of the prominent neutral Fe Ka line at 6.4 keV is marked in all panels.
We show an Sa/b galaxy template with a dark grey line as a proxy for the host galaxy
SED. The Swift spectra are shown in magenta and orange symbols for the XRT
and the BAT instruments, respectively. For IC 2560 only upper limits are available
(marked with empty downward arrows; see text for details). The errorbars on some
Swift/BAT bins extend below the the y-axis limit, and are marked with small filled

downward arrows. The NuSTAR data are plotted in black.
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3.4.2 Multi-wavelength Data and Spectral Energy Distributions

All three of our sources have been previously observed in a wide range of spectral
bands. We use publicly available archival data from the ASDC SED Tool® to
construct the rough spectral energy distributions shown in Figure 3.6. Note that
the distance uncertainties translate into a systematic uncertainty of approximately
0.1 dex in the vertical direction. As it is not important for our work, we do not
concern ourselves with the various aperture diameters allowing differing levels of
host stellar contamination in the optical and near-infrared photometry. We filter out

small-aperture measurements, and those with large and unspecified uncertainties.

All three galaxies are morphologically classified to be at a transition between SO
and Sa/b type (see Table 3.1). The starlight dominates the optical output (the nuclei
are heavily extincted in the optical), but most of the mid-infrared luminosity can
be ascribed to the AGN (as thermal radiation from the torus), since there are no
indications of significant starburst activity in any of the sources. By averaging
over the wealth of mid-infrared data available for each of the sources, we estimate
their mid-infrared luminosities (Lyr = vL, at ~10 um) to be 7 X 10%3 erg 5!
for NGC 424 and 2 x 10% ergs™! for both NGC 1320 and IC 2560 (see Table 3.5).
These values are expected to be different by no more than a factor of ~2 from the
luminosities in any of the mid-infrared bands between 5 and 25 ym commonly used
in the literature, which is acceptable for the purposes of our order-of-magnitude

calculations in § 3.4.3.

The quasi-simultaneous Swift and NuSTAR data for all sources are plotted together
with the multi-wavelength archival data in Figure 3.6. The short 2-ks Swift/XRT
observation of IC 2560 did not provide useful data for spectral modeling, so we
show only the 30~ upper limit on the 0.3-10keV flux of ~ 2 x 10" 3 ergs™' cm=2.
This corresponds to the luminosity upper limit plotted as a downward arrow in the
soft X-ray range of Figure 3.6 (rightmost panel). The Swift/XRT and NuSTAR data
for NGC 424 and NGC 1320, as well as the NuSTAR data for IC 2560, were unfolded
in Xspec using their respective best-fit models. The same models were used to
unfold the Swift/BAT spectra, since they fit those data well. The highest-quality
Swift/BAT spectrum of NGC 424 was taken from the 70-month catalog (Baumgart-
ner et al., 2013). The NGC 1320 data is only available as a part of the 54-month
catalog (Cusumano et al., 2010), since it is undetected in the 70-month catalog due

to low statistics and different methodology.

8http://tools.asdc.asi.it/SED/
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IC 2560 is not listed in any of the published Swif#/BAT source catalogs. The detection
threshold of the 70-month catalog at 5o can be calculated from Equation (9) in
Baumgartner et al. (2013) using an estimate of the exposure time in the part of
the sky surrounding IC 2560. Based on their Figure 1, we estimate the exposure
time to be approximately 12 Ms, implying sensitivity of 9 x 1072 ergs™' cm™2 in
the 14-195 keV band. This upper limit is displayed as an orange downward arrow
in Figure 3.6. The highest-energy NuSTAR data points are almost an order of

magnitude below this limit.

All three sources are relatively faint in the radio, with none of their radio luminosities
(Lyag = vL,, for v = 5 GHz) exceeding 2 X 1038 erg s~!, based on archival flux
densities (see Table 3.5). Terashima & Wilson (2003) defined that radio-loud AGN
have Rx > —4.5, where Rx = log (Lyad/Lx), Ltad is as defined above, and Ly is the
intrinsic 2—10 keV luminosity. Despite the latter being uncertain due to obscuration,
as we elaborate in the following section, all three AGN may at best straddle the
dividing line between the radio-quiet and radio-loud objects, but they are not strong
radio sources. Using the empirical relations of Bell (2003) to convert the radio
luminosity into star formation rate, we find ~1 Mg yr~! in each case. The radio
luminosity is thus consistent with being due to star formation typical for the SO—
Sa/b morphology of the host galaxies (Bendo et al., 2002).
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Table 3.5: Estimated luminosities of the tar-

gets in different spectral bands

Spectral Band NGC424 NGC 1320 IC2560

14-195 keV 2 36 27 5.0
15-55keV 2 23 14 3.6
2-10keV?® 25 0.90 0.80
[O1II] 25007 ® 1.7 0.20 0.25
MIR (10 gm)® 710 190 170

5GHz¢ 0.0018 0.0003 0.0016

Notes: Luminosities are given in units of 10*! ergs™!.
All values refer to observed luminosities, i.e., they are
not corrected for absorption or reddening.

4 Calculated from our best-fit models. Typical statisti-
cal uncertainty is < 20 %.

b Average value based on published measurements in
Murayama et al. (1998), Gu et al. (2006), LaMassa et
al. (2010), and Kraemer et al. (2011). Overall uncer-
tainties in absolute values are estimated to be about a
factor of two.

¢ Calculated from NVSS flux density at 1.4 GHz (Con-

don et al., 1998), assuming a f,, o y=07 spectrum.

3.4.3 Intrinsic X-ray Luminosities

The three AGN considered in this work are all heavily obscured, as previously sug-
gested by their relatively faint soft X-ray spectra with strong fluorescent iron lines,
and strong mid-infrared and [OIII] emission (e.g., Risaliti et al. 1999; Collinge
& Brandt 2000; Brightman & Nandra 2011b). The NuSTAR data presented here
confirm that their intrinsic continua are heavily suppressed by obscuration and thus
not directly observable. For a column density of the order of 102* cm~? (and partic-
ular obscuring material geometry) the intrinsic X-ray continua would significantly
contribute to the flux in the NuSTAR 3-79 keV band despite the heavy obscuration.
However, our modeling suggests that the hard X-ray spectra of NGC 424, NGC 1320
and IC 2560 are dominated by a reflected component in each case, indicating that
along the line of sight towards those nuclei the absorption column is well above the
Compton-thick threshold at 1.4 x 10?* cm~2 and likely in the 10?° cm™? regime.
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Without a direct constraint on the transmission of the intrinsic continuum along
the line of sight, we can only indirectly infer the intrinsic X-ray luminosity through
other SED components. NGC 1320 and IC 2560 have very similar mid-infrared,
[OIII] and 2-10keV luminosities (see Table 3.5). We note that star formation
may be contributing a part of the luminosity in these bands, but we ignore it in
the simple estimates performed here. In comparison with empirical correlations
from the literature, we find that without any correction for absorption NGC 1320
and IC 2560 fall at least an order of magnitude below the distribution of intrinsic
Lr-10kev/Lyvir and Lo-joxev/Liomm ratios. For example, for NGC 1320 (IC 2560)
log(Lo-10kev/Lmir) = —2.3 (—2.4) compared to —0.63 + 0.69 (Lutz et al., 2004),
and log(L-10kev/Liomny) = 0.6 (0.5) compared to 1.76 + 0.38 (Mulchaey et al.,
1994). The quoted median log-ratios and their standard deviations were derived
empirically from sample studies of nearby Seyfert 2 nuclei. Simply assuming that
these intrinsic ratios hold for our AGN leads to a conservative lower limit on the

intrinsic 2—-10keV luminosity of > 2 x 10*? ergs~'.

In the case of obscuration by a column density of < 1.4 x 10?4 cm™2 the transmitted
continuum in the 2-10keV band is ~10 % of the intrinsic flux (e.g., Burlon et al.
2011), butin order for the reflection to dominate the X-ray spectrum, a suppression by
a factor of ~100 is typically needed (e.g., Matt et al. 2004). We therefore assume that
the intrinsic 2—-10 keV luminosity of both sources is roughly a factor of 100 greater
than the observed one, estimating it at < 1 x 10*3 ergs™!. With this luminosity and
the mid-infrared luminosities of almost 2 x 10* erg s~! NGC 1320 and IC 2560 fall
right onto the tight relation between Ly 1gkev and Lyr from Gandhi et al. (2009),
where both quantities are intrinsic (i.e. the infrared luminosity directly measures
the torus emission) and the relation is directly applicable to heavily obscured AGN.

0% erg s~! from the mid-infrared

For comparison, Tilak et al. (2008) derive ~ 6 X 1
luminosity of IC 2560, however, they also arrive at an order of magnitude lower
estimate based on the [OIII] luminosity®. For NGC 1320 Brightman & Nandra
(2011a) derive an intrinsic 2—10 keV luminosity of 5x 10*> erg s~!. Our best estimate
is therefore 7 x 10%2 erg s~! for both sources, with an uncertainty of about a factor
of 2. In Figure 3.7 we show the observed and intrinsic 2—10keV luminosities in
the context of empirical correlations between L;_1gxev and Lyr (Lutz et al., 2004;

Fiore et al., 2009; Gandhi et al., 2009).

9Note that earlier estimates of the intrinsic luminosity (Ishihara et al., 2001; Iwasawa et al.,
2002; Madejski et al., 2006) generally yielded lower values, which is partly due to significantly lower
assumed distance to IC 2560: 26 Mpc, compared to 41.4 Mpc used in this work.
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One notable difference between NGC 1320 and IC 2560 is that the latter is signifi-

cantly less luminous in the hard X-ray bands, likely due to the much steeper intrinsic
continuum suggested by our best-fit reflection model. Partly because of the obscu-
ration so high that even the hard X-ray continuum is substantially suppressed and
partly due to the steepness of the continuum, IC 2560 deviates significantly from
the empirically determined distribution of observed luminosity ratios for Seyfert 2
nuclei with hard X-ray fluxes from Swift/BAT. For example, LaMassa et al. (2010)
find!® log(L14-195kev/LMir) = —0.8 + 0.3 and log(L14-195kev/Liomm) = 2.7 = 0.6,
compared to —1.6 and 1.3 for IC 2560, respectively. NGC 424 and NGC 1320 devi-
ate from those distributions by no more than 1.5 standard deviations, except for the
case of Li4-195kev/Liom for NGC 424. Again, this may be due to the photon index
being steeper than the population mean, though it may also be related to the unusual
optical spectrum of NGC 424, which shows features of both type 1 and type 2 AGN
(see Table 3.1 and § 3.4.4).

NGC 424 is the most luminous of the three AGN in our sample. One of the spectral
models that fully accounts for the features in its joint XMM-Newton and NuSTAR
spectrum is a two-component MYtorus model consisting of an absorbed power law
in addition to the reflected component. However, simple consideration of energetics
essentially rules out the possibility that the absorbed power law represents the
intrinsic continuum observed directly, absorbed along the line of sight to the nucleus.
In the broad 14-195keV band the de-absorbed intrinsic continuum luminosity is
less than half of the reflected component luminosity (1.3 x 10*? ergs~! compared
to 2.9 x 10*? ergs™").Such a continuum simply cannot provide sufficient photon
flux to produce the observed spectrum. Furthermore, the infrared data, the internal
normalization of the MYtorus model components, and a comparison to similar
obscured AGN from the literature (e.g., Matt et al. 2004; Burlon et al. 2011; Yaqoob
2012; Arévalo et al. 2014) suggest that the intrinsic continuum should be nearly two
orders of magnitude stronger in order to produce the observed reflected emission.
This absorbed power law component could be well explained in a scenario in which
the absorbed continuum comes from optically thin Thomson scattering of the nuclear
continuum by free electrons, seen through an off-nuclear “window” of lower column
density than that of the predominantly Compton-thick material. Such a scattered
component is expected to contain ~1-10 % of the power of the intrinsic continuum

(e.g., Moran et al. 2000), which agrees well with our model.

0No standard deviation was given, so we roughly estimate it based on standard deviations of
other similar samples.
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Figure 3.7: The solid lines show empirical Ly 19xev — Lmir correlations from the
literature: Lutz et al. (2004) in dark grey, Fiore et al. (2009) in yellow, and Gandhi
et al. (2009) in light blue. With dashed lines we show the same relations for sources
absorbed by a column density Ny A = 1.4 X 10** cm~2, i.e. for borderline Compton-
thick absorption. The dotted lines mark regions occupied by reflection-dominated
sources (i.e., the absorbed continuum component is not observable at all below
10keV) with reflection efficiency between 1 and 3 %, calculated from the MYtorus
model. NGC 424, NGC 1320, and IC 2560 are plotted in dark red, green and blue,
respectively. Their observed 2—10keV luminosities are marked with star symbols,
while the crosses show the adopted intrinsic values (with their size approximating
the uncertainty). Overplotted in empty black symbols we show other AGN observed
with NuSTAR in the extragalactic surveys program: serendipitously discovered non-
beamed AGN from Alexander et al. (2013) with squares, SDSS-selected obscured
quasars from Lansbury et al. (2014) with diamonds, WISE-selected ultra-lumninous
z = 2 quasars from Stern et al. (2014) with circles, and a z = 2 quasar identified in
the ECDFS field from Del Moro et al. (2014) with a hexagon.



65

The hypothesis that the intrinsic power law continuum is significantly stronger
than what the absorbed power law component of MYtorus would imply is fully
consistent with multi-wavelength properties of NGC 424 and its mid-infrared and
[O IIT] luminosities in particular. In comparison with the published distributions for
Seyfert 2 AGN samples, log(LZ—lokeV/LMIR) = —-2.4and lOg(Lz-lO keV/L[O HI]) =0.2
make NGC 424 a severe outlier and suggest that it would take a boost of nearly two
orders of magnitude from the observed luminosity to make its properties typical for
a Seyfert 2 nucleus. We therefore estimate that the intrinsic 2—10 keV luminosity of
NGC 424 is » 2 x 10¥ ergs~!. Based only on data below 10 keV, Marinucci et al.
(2011) infer a somewhat lower luminosity of 4 x 10*>ergs™!. Using broad-band
data from ASCA and BeppoSAX (0.6-100keV) Iwasawa et al. (2001) argued that
under reasonable assumptions on geometry the intrinsic 2—10 keV luminosity could
be as high as 2 x 10* ergs~!. With that luminosity NGC 424 would closely match
the intrinsic relation between Lj.1gkev and Lyr from Lutz et al. (2004), Fiore et al.
(2009) and Gandhi et al. (2009); see Figure 3.7.

The adopted intrinsic luminosities may be converted to bolometric ones using em-
pirical calibrations (e.g., Marconi et al. 2004; Lusso et al. 2012). We estimate
the bolometric correction factors for both the mid-IR and 2—-10keV bands to be
10-20, not including the considerable intrinsic uncertainty of a factor ~3. The
bolometric luminosity is then ~ 7 x 10* erg s~! for NGC 424 and ~ 2 x 10** erg s™!
for NGC 1320, and IC 2560. Combined with the measured masses of the SMBH
harbored by the AGN we can estimate their Eddington fraction, Lyo)/Lgdd, Where
Lo is the bolometric luminosity and Lgqq is the Eddington luminosity. The mass
of the SMBH in IC 2560 has been measured dynamically using the water mega-
masers (Ishihara et al., 2001), while for NGC 424 and NGC 1320 it was infered from
measurements of stellar velocity dispersion via the Msypy—o. relation (Bian &
Gu, 2007). Using those values we infer Eddington fractions of ~5 % for NGC 424
(Msmph = 6.0 X 107 My) and NGC 1320 (Msypr = 1.5 X 107 M), and ~30 % for
IC 2560 (Msmpr = 2.9 x 10° My). The uncertainties on these values are likely
up to a factor of 5, but it is encouraging that the quantities are consistent with
empirical correlations observed in large AGN samples (e.g., Vasudevan & Fabian
2009; Lusso et al. 2012). We also find that the AGN with the highest Eddington
fraction, IC 2560, has the steepest photon index, in accordance with the statistical
relation found by Brightman et al. (2013) and consistent with the spread observed

for individual sources in their sample.
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3.4.4 Constraints on the Geometry of the Obscuring Material

By modeling the hard X-ray spectra of NGC 424, NGC 1320, and IC 2560 we have
unambigously confirmed that the dominant component in their hard X-ray spectra is
a reflection of the nuclear continuum from distant, cold material. Although minor
contributions from heavily absorbed intrinsic continua (at the <10 % level) cannot be
completely ruled out with the data from short NuSTAR exposures presented here, it is
clear that the sources are reflection-dominated; their nuclear regions therefore must
be heavily obscured by Compton-thick material. The type of reflection spectrum
that fits all of the data best is the “face-on”” component of the MYtorus model, which
can be envisioned as the component that remains when the observer looks down the
axis of symmetry of the torus, but with the central region, from where the intrinsic
continuum is emitted, blocked by a completely opaque patch. According to Yaqoob
(2012), this component closely approximates the spectrum one would observe in the
case of a uniform Compton-thick torus being tilted towards the observer just enough
for the far side of the torus to be visible in reflected light, but not enough to allow
the nuclear continuum to be observable over the closer edge of the torus (e.g. Matt
et al. 2003b).

Although the inclination limits for the situation described above depend on the
scale height of the gas and dust distribution, one can argue that if the obscuring
material really does reside in a toroidal structure, its orientation with respect to the
observer would need to be close to edge-on. This orientation is indeed plausible
given that water megamaser emission has been observed in two out of three targets
(Braatz et al., 1996; Ishihara et al., 2001; Kondratko, 2007; Zhang et al., 2010),
with IC 2560 being well established as a classical disk megamaser (see, e.g., Tilak
et al. 2008 for a discussion of the possible disk/torus and masing clouds’ geometry).
It is worth noting that the type of reflection spectrum that fits the NuSTAR data
(both “face-on” MYtorus and pexrav models) is more characteristic of surface
scattering than scattering through dense material, which argues towards a tilted
edge-on and possibly clumpy torus scenario, rather than complete enclosure in a
spherical distribution of material. The MYtorus model used here is uniform, has
sharp edges and a fixed covering fraction of 1/2. These are approximations made
in order to simplify the model calculation — astrophysical tori are likely neither
uniform, nor have an outer solid surface. For those reasons, a blind application of
the literal torus in which one would fit for all free parameters of the model (especially

inclination) may not be reasonable or even recommended (Yaqoob, 2012).



67

From the multi-wavelength data presented in § 3.4.3 we infer areflection efficiency in
the 2—10 keV band of the order of 1 Y%, broadly consistent with any torus orientation
(Ghisellini et al., 1994). In order to achieve the observed reflection dominance,
the material surrounding the source must intercept a relatively large fraction of the
nuclear luminosity (i.e., large covering fraction), while the side of the torus closer to
the observer covers the direct line of sight with only a small global covering fraction
— letting the bulk of the backside reflection spectrum pass through unimpeded.
A compelling physical scenario may be that of a clumpy torus (Nenkova et al.,
2008b; Elitzur, 2012). In that case the central source would be surrounded by a
large number of individual high-column-density clouds with a large global covering
factor, but also plenty of essentially clear lines of sight for their reflection spectra
to reach the observer. In the clumpy torus picture the complete extinction of the
intrinsic continuum along the line of sight to the nucleus could be explained by a
large inclination angle and larger density of clouds in the equatorial plane of the

system, which is again consistent with the observations of megamasers.

Torus clumpiness also offers a natural explanation for the weak absorbed power law
component required to model the NGC 424 spectrum: along some off-nuclear lines
of sight there could be openings with relatively low column density (~ 10%372* cm~2,
compared to the surrounding > 10% cm™2), through which we observe a weak
continuum produced by optically thin Thomson scattering of the nuclear continuum
on free electrons. Those free electrons are located in, or above, the opening of
the torus and scatter the intrinsic continuum and the broad line region photons into
our line of sight. This mechanism has already been invoked to explain the weak
broad lines (e.g., Ha, HB, Fell) seen in the optical spectrum of NGC 424, which
is otherwise typical of a Seyfert 2 AGN (Murayama et al., 1998), and the broad
emission lines detected in polarized light (Moran et al., 2000), typical of type 1
AGN with a “hidden” broad-line region. With newer data it is becoming possible to
go beyond the simplistic type 1 and type 2 classification and more directly probe the
geometry of the obscuring material. We have shown in previous sections that the
infrared and the soft X-ray data, and especially the hard X-ray data from NuSTAR,
unambiguously confirm the heavy obscuration of the central source in NGC 424

regardless of the optical classification.

Using high angular resolution interferometric data, Honig et al. (2012) find that
the dominant contribution to the nuclear mid-infrared flux comes from relatively

cold optically-thin dust in a structure elongated in the direction of the torus axis of
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symmetry (as determined from the spectropolarimetric data of Moran et al. 2000).
This observation suggests an interesting dust distribution in which optically thin
clouds line the torus opening and possibly reach out to the narrow-line region (see
Figure 9 in Honig et al. 2012). There is a possibility that a fraction of the optically
thick clumps that predominantly reside in the torus get entrained in a wind together
with the optically thin clouds that dominate the mid-infrared output; this is broadly
consistent with our spectral modeling (i.e., symmetrically broadened neutral, and

Doppler-shifted ionized iron lines; see § 3.3.3).

The example of NGC 424 highlights the importance of modeling the hard X-ray
spectra of Compton-thick AGN in synergy between data from different spectral
bands in order to probe the unresolved AGN structure. The high degree of similarity
with the Circinus Galaxy and NGC 1068 in both the interferometric mid-infrared
data (Mason et al., 2006; Reunanen et al., 2010; Honig et al., 2012) and the hard
X-ray spectra from NuSTAR (Arévalo et al. 2014; Bauer et al. (2015)) may be
indicating that these objects are not merely isolated special cases. Due to the lack
of similar data for NGC 1320 and IC 2560, at this point we can only speculate that
they may exhibit a similar sort of geometry as NGC 1068, Circinus and NGC 424,
which are brighter and have higher-quality broadband data.

Further evidence for clumpiness of the obscuring matter surrounding the nuclei in
general can be found in observations of dramatically changing column density in
some nearby AGN (e.g., Matt et al. 2003b; Risaliti et al. 2010; Rivers et al. 2011;
Walton et al. 2014), as well as the optical classification changes observed in at least
a dozen AGN up to date (see, e.g., Shappee et al. 2014). For NGC 424 and IC 2560
no significant variability in absorption has been observed in the literature, but an
optically thin scattering medium has been invoked in modeling of their soft X-ray
spectra in some observations (Matt et al., 2003a; Tilak et al., 2008). We observe
no spectral changes between three epochs of NGC 1320 observations and the data
are currently not of sufficient quality to constrain a possible Thomson-scattered
continuum component. Hard X-ray variability could in principle be used to further
constrain the physical size of the torus (e.g., Mattson & Weaver 2004), which might
be possible with future repeated observations. The moderately large sample of
nearby heavily obscured AGN currently surveyed with NuSTAR will provide the
high-quality hard X-ray data needed for such work in the near future.
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3.4.5 Broader Context: Identification and Properties of Obscured AGN

The three sources presented here join a relatively small sample of nearby Compton-
thick AGN that have been studied spectroscopically in some detail over the broad
0.2-200keV energy range (e.g., Maiolino et al. 1998; Matt et al. 2000). NuSTAR
opens up an opportunity to extend our empirical knowledge towards less luminous
and more distant Compton-thick AGN, and ultimately understand their properties
better. Early results from the NuSTAR extragalactic surveys (Alexander et al. 2013,
Mullaney et al. 2015, Civano et al. 2015) already include candidate counterparts
to these local AGN at higher redshift (e.g., z = 0.5, Lansbury et al. 2014; z = 2,
Del Moro et al. 2014, Stern et al. 2014). Short ~20-ks NuSTAR observations of
obscured luminous quasars at low redshift (Lyo > 10% erg s7!, z < 0.2; Gandhi
et al. 2014) may reach sufficient photon statistics to enable modeling similar to that

presented here.

However, for most of the high-redshift sources one is limited to using band ratios as
indicators of their spectral shape. In Figure 3.8 we show the ratio of counts in the
NuSTAR 3-8 and 8-24keV bands for z > 0 Compton-thick reflection-dominated
AGN (Nga > 10% cm™2) with X-ray spectra equal to those of the three AGN
presented in this chapter. Their tracks cross those of Compton-thin AGN (obscured
by Nu.a ~ 10%372* cm~2), showing that information beyond the band ratio is needed
in order to isolate Compton-thick AGN. The distinction between Compton-thick
and Compton-thin obscuration is of key importance in population studies (e.g.,
the distribution of Ny a in obscured AGN) and understanding of the CXB, since
the AGN obscured by Ny a < 10** cm™2 contribute significantly more hard X-ray
radiation per source (Comastri, 2004; Gilli et al., 2007).

A three-band X-ray approach, similar to the one recently proposed by Iwasawa
et al. (2012), or Brightman & Nandra (2012), would provide better means of dis-
crimination between the levels of obscuration. However, at low number counts the
uncertainties on band ratios in two bands can already be large, and dividing the
data into three bands may not be beneficial. The possible confusion outlined in
Figure 3.8 is aggravated by the fact that a spread in intrinsic photon indices exists
in the population, as demonstrated by the differing photon indices of the three AGN
presented here. Compared to the observed distribution of I" with a mean of 1.9 and
an intrinsic width of a 0.3 (e.g. Brightman & Nandra 2011a; Burlon et al. 2011;
Ballantyne 2014), the photon indices determined from spectral analysis of the NuS-

TAR data span almost the full observed range, but do not represent extreme sources.
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Figure 3.8: Predicted count rate ratio for the NuSTAR 3-8 and 8-24 keV bands for
some simple models as a function of redshift. The dashed lines in the background
show tracks for a simple absorbed power law model (assuming I' = 1.8) for a range
of column densities along the line of sight to the nucleus. Thick colored lines
correspond to tracks of best-fit models for NGC 424 (red), NGC 1320 (green) and
IC 2560 (blue). The differences between the three thick colored tracks are mostly due
to different intrinsic photon indices; from 1.9 for NGC 1320 to 2.55 for IC 2560 (2.3
for NGC424). With thinner red lines we show the effect of changing the intrinsic
photon index of NGC 424 by 0.05 and 0.1 in either direction. Overplotted are data for
the first 10 detected NuSTAR serendipitous sources (squares, from Alexander et al.
2013) and a lower limit for a heavily obscured SDSS quasar (diamond) presented in
(Lansbury et al., 2014). Any source with a low count rate and a band ratio within the
shaded grey area (or higher) may be considered a Compton-thick AGN candidate.
However, the obscuration would need to be inferred from the mid-infrared, or other
multi-wavelength data.
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The constant difference of approximately 0.4 between photon indices determined
using the pexrav models and those determined using MYtorus can be understood
as arising from the different geometries and parameters assumed; we explore those
differences in detail in Brightman et al. (2015). As obscured AGN studies expand
to higher redshifts and lower luminosities, the variance of different systems will
only increase, which further motivates establishing good spectral templates based

on nearby objects such as the ones presented here.

The typically low signal-to-noise ratio of sources identified in the blank-field NusS-
TAR surveys makes it difficult to distinguish different AGN types based only on band
ratios and it is therefore crucial to consider multi-wavelength data. For example, any
source found to occupy the grey area in Figure 3.8 has a spectral slope consistent
with a heavily Compton-thick AGN, but only those with an extreme L;.jgkev/LMIR
(as discussed in § 3.4.3) should be considered true candidates. A similar concept
of Compton-thick AGN selection was employed by Severgnini et al. (2012). Many
other studies of empirical multi-wavelength correlations and indirect obscuration
indicators have been conducted in the past (e.g., Mulchaey et al. 1994; Lutz et al.
2004; Alexander et al. 2008; Fiore et al. 2009; LaMassa et al. 2010; Zhang et al.
2010; Georgantopoulos et al. 2011; Goulding et al. 2011; Iwasawa et al. 2012), di-
rectly or indirectly leading towards better selection criteria. With our small sample
of three, we can identify the megamaser-biased selection of Compton-thick AGN in
Zhang et al. (2010) as potentially inadequate, as none of our sources (despite two
of them hosting water megamasers), would be classified as Compton-thick based
on their multi-wavelength selection criteria. Perhaps owing to the similarity and
simplicity of their spectra, all three sources generally pass the selection criteria

proposed in the literature.

In this chapter we used the empirical correlations, mainly between Lj jgxey and
LR, in two ways: (i) assuming they hold for our sources, we infer that the intrinsic
2-10keV luminosity has been suppressed by a factor of ~100, and (ii) having
determined that the X-ray spectra are dominated by reflection, which is typically
assumed to be of the order of 1% efficient in the 2—-10keV band, we verify that
our sources still match the intrinsic relations and the Compton-thick AGN selection
criteria. In that process we construct a complete self-consistent picture for each of
our targets in order to provide a valuable benchmark for future multi-wavelength
studies. With more precise measurements, better selection, tighter correlations, and

larger samples it will become possible to constrain the geometry of the circumnuclear
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material on statistical grounds and provide new tests for the contending AGN models
(e.g., Ghisellini et al. 1994; Urry & Padovani 1995; Elitzur 2012).

3.5 Summary and Conclusions

This chapter presents hard X-ray spectroscopy of three highly obscured, nearby
Seyfert nuclei: NGC 424, NGC 1320, and IC2560. NuSTAR observations unam-
biguously confirm that they are among the most obscured AGN in the local uni-
verse: the obscuration of the nuclei is well into the Compton-thick regime, where
the nuclear continuum is suppressed to the extent that the distant/cold reflection
component dominates the X-ray spectrum above 3 keV. Although hard X-ray data
from nearly obscuration-unbiased surveys with Swift/BAT and INTEGRAL were pre-
viously able to provide basic fluxes and spectral shapes, with NuSTAR it is possible
study moderately large samples of hard X-ray selected AGN spectroscopically. With
better understanding of local heavily obscured examples and their multi-wavelength
properties we aim to achieve greater reliability in identifying their more distant
counterparts. This will ultimately lead to improved indirect indicators that are often
the only tools available for high-redshift AGN studies.

From the analysis of the quasi-simultaneous NuSTAR and Swift/XRT observations,

as well as archival XMM-Newton and multi-wavelength data, we find the following:

* All three sources show strong fluorescent iron lines and prominent Compton
humps, as expected for reflection spectra. They stand out from the NuSTAR
sample of local hard X-ray selected AGN by their hard effective photon indices
and very high reflection strength, if modeled with simple spectral models.
From a preliminary analysis of the ongoing NuSTAR survey of nearby AGN, we
estimate that similar sources constitute approximately 10 % of that currently

incomplete sample.

* Detailed modeling reveals that the X-ray spectra above 3 keV are dominated
by reflection components and that no contributions from heavily absorbed
intrinsic continua are formally required by the data. We thus infer that in all

2 and

three cases the intrinsic continuum is obscured by Ny A > 5 X 10** cm™
find Ngr 2 3 X 10%* cm™2 for the column density of the reflecting material.
The dominance of the reflection component is further supported by the strong

fluorescent Fe Ka lines with equivalent width of 1-2.5 keV.
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* As the intrinsic X-ray continua are not observed in transmission, we estimate
their luminosities from multi-wavelength data, and infer a reflection efficiency
of the order of 1% in the 2—10keV band. Based on that efficiency and the
surface-type reflection that fits the data best we argue for an edge-on clumpy
torus geometry. Further studies of statistically representative samples of
Compton-thick AGN are needed to constrain the typical reflection efficiency,

which is currently only assumed to be of the order of 1 % in CXB models.

* Considering the extension of Compton-thick AGN studies to the high-redshift,
low-count regime, we show that the band count ratio in the NuSTAR bandpass is
not a good discriminator between mildly and heavily Compton-thick sources at
z > 0 and advocate usage of mid-infrared data to infer obscuration or reflection
dominance. In that context, we use archival multi-wavelength data to verify
that (i) our sources obey intrinsic luminosity relations derived empirically
from large AGN samples, and (ii) they would not miss being classified as
Compton-thick AGN using most of the selection techniques proposed in the

literature.
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Chapter 4

NEW SPECTRAL MODEL FOR MEASURING TORUS
COVERING FACTORS FROM BROADBAND X-RAY SPECTRA
OF ACTIVE GALACTIC NUCLEI

Abstract

The basic unified model of active galactic nuclei (AGN) invokes an anisotropic ob-
scuring structure, usually referred to as a torus, to explain the diverse phenomenol-
ogy of AGN as an angle-dependent effect. We present a new grid of X-ray spectral
templates based on radiative transfer calculations in neutral gas in an approximately
toroidal geometry. Fitting the templates to broadband X-ray spectra of AGN pro-
vides constraints on two important geometrical parameters of the gas distribution
around the supermassive black hole: the average column density and the covering
factor. Compared to the currently available spectral templates, our model is more
flexible, and capable of providing constraints on the main torus parameters in a
wider range of AGN. We demonstrate the application of this model using hard X-ray
spectra from NuSTAR (3—79keV) for four AGN covering a variety of classifica-
tions: 3C390.3, NGC2110, IC5063 and NGC 7582. This small set of examples
was chosen to illustrate the range of possible torus configurations, from disk-like to
sphere-like geometries with column densities below, as well as above, the Compton-
thick threshold. This diversity of torus properties challenges the simple assumption
of a standard geometrically and optically thick toroidal structure commonly invoked
in the basic form of the unified model of AGN. Finding broad consistency between
the constraints from the NuSTAR data and those from infrared modeling, we discuss
how the approach from the X-ray band complements similar measurements of AGN

structures at other wavelengths.

Material presented in this chapter has been submitted for publication in AAS Journals.
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4.1 Introduction

According to the simple unification model of active galactic nuclei (AGN), a toroid-
like structure (popularly, forus) provides the anisotropic obscuration needed to
explain the diversity of AGN observed across the electromagnetic spectrum (An-
tonucci 1993, Urry & Padovani 1995). The torus absorbs and reprocesses radiation
from the accretion disk and the innermost regions around the supermassive black
hole (SMBH). Reprocessed thermal emission from dust in the torus is observed pri-
marily in the infrared part of the spectrum (see, e.g., Honig 2013, Netzer 2015 for
recent reviews). Signatures of reprocessing in the X-ray band—narrow fluorescent
emission lines (most notably, neutral iron lines around 6.4 keV) and the Compton
hump broadly peaking at 10-30 keV—arrise primarily from interaction of X-ray
photons with the surrounding gas (e.g., Leahy & Creighton 1993, Ghisellini et al.
1994, Krolik et al. 1994). These spectral features have been observed in nearly all
X-ray spectra of non-blazar AGN with sufficient energy coverage and data quality
(e.g., Nandra & Pounds 1994, Turner et al. 1997, Risaliti 2002, Dadina 2008, Rivers
et al. 2013, Vasudevan et al. 2013, Kawamuro et al. 2016a).

A large body of literature on X-ray spectroscopy of AGN is based on models
computed for reprocessing in a semi-infinite plane geometry, the most popular
of which is pexrav (Magdziarz & Zdziarski, 1995). Spectral models in which
the signature of the torus is approximated with pexrav have been popular for
describing the phenomenology of broadband X-ray spectra of AGN because this
simple geometry is easily parametrized, and because the quality of hard X-ray
data (> 10keV) was such that deviations from this assumption were generally not
considered significant. Reprocessed continua are known to vary as a function of
geometry of the reprocessing material (e.g., Nandra & George 1994, Yaqoob 1997,
Murphy & Yaqoob 2009, Ikeda et al. 2009, Brightman & Nandra 2011a, Liu &
Li 2014, Furui et al. 2016); however, the ability to constrain the geometry of the
reprocessing material is clearly lacking in the pexrav-based phenomenological
approach. The 100-fold increase in sensitivity in the hard X-ray band (> 10keV)
brought by NuSTAR (Harrison et al., 2013) made it possible to study the spectral

signatures of the torus in detail.

Empirically motivated spectral models with approximately toroidal geometry have
been calculated by Murphy & Yaqoob (2009, MYtorus hereafter), Ikeda et al.
(2009), Brightman & Nandra (2011a, BNtorus hereafter), Liu & Li (2014, Ctorus

hereafter), and Furui et al. (2016). Some of these models were made available to
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the community; MYtorus and BNtorus in particular have been used extensively
for detailed spectroscopic studies of nearby obscured AGN observed with NuSTAR
(e.g., Arévalo et al. 2014, Balokovic¢ et al. 2014, Annuar et al. 2015, Rivers et al.
2015a, Ricci et al. 2016, Boorman et al. 2016, Gandhi et al. 2017), as well as studies
using broadband data with hard X-ray coverage from Suzaku/PIN, Swift/BAT, and
INTEGRAL instruments (e.g., Fukazawa et al. 2011, Tazaki et al. 2011, Yaqoob
2012, Braito et al. 2013, Vasylenko et al. 2013, Miniutti et al. 2014, Yaqoob et al.
2015).

These torus models are limited in the range of physical scenarios they describe. In
MYtorus, with a geometry of an actual torus, the covering factor is fixed (50 %
of the sky covered as seen from the SMBH). This assumption limits the range of
spectral shapes that the model can reproduce without decoupling it into independent
transmitted and reprocessed spectral components, therefore introducing ambiguity
into its interpretation (Yaqoob, 2012). Such a decoupling is often required in spectral
analyses of high-quality broadband X-ray spectra (e.g., Puccetti et al. 2014, Bauer
et al. 2015, Guainazzi et al. 2016).

In the BNtorus model, the torus opening angle is a free parameter, but the torus
column density is assumed to be equal to the line-of-sight column density (N 1os)
for any obscured AGN. While this assumption does not hold in general, it does
describe some AGN well: Compton-thick (CT;, Ny > 10** cm~2) AGN represent
20-50 9% of the local AGN population (e.g., Risaliti et al. 1999, Ricci et al. 2015,
Akylas et al. 2016, Koss et al. 2016a) and it is widely believed that our line of sight
crosses their tori in most cases. BNtorus is therefore applicable to CT AGN spectra,
and Brightman et al. (2015) used it to measure the torus covering factors in a sample
of 10 NuSTAR-observed CT AGN.

Many multi-epoch X-ray studies have shown that Ny ;o5 varies on timescales of hours
to months, as clouds of gas pass in and out of our line of sight (e.g., Risaliti et al.
2002, Lamer et al. 2003, Risaliti et al. 2010, Marchese et al. 2012, Braito et al.
2013, Markowitz et al. 2014, Rivers et al. 2015a, Guainazzi et al. 2016, Marinucci
et al. 2016, Ricci et al. 2016). The average column density of the torus, which
is a large parsec-scale structure, can only vary over significantly longer timescales
(~years). The ability to decouple the line-of-sight component from reprocessing in
the spatially extended torus is essential for multi-epoch modeling of a wide variety
of AGN. While this is possible with MYtorus and Ctorus, they do not feature the

covering factor as a free parameter.
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The covering factor of the torus is one of its most basic geometric parameters. It may
be affected by winds and outflows from the innermost regions around the SMBH,
therefore providing insight into physics of AGN feedback and the interaction of
SMBHs with their host galaxies (e.g., Elvis 2000, Hopkins et al. 2006, Fabian 2012,
Heckman & Best 2014, Netzer 2015). Studies in the infrared band indicate that the
torus covering factor may be a function of luminosity (e.g., Maiolino et al. 2007,
Treister et al. 2008, Assef et al. 2013), and may correlate with other measurable
properties (e.g., presence of broad lines in optical spectra; Mateos et al. 2016). It
has been suggested that the covering factor depends on the Eddington ratio (e.g.,
Ezhikode et al. 2016, Buchner & Bauer 2017), and that its dependence on luminosity
or the Eddington ratio changes with redshift (e.g., Aird et al. 2015, Buchner et al.
2015). AGN population studies in the X-ray band suggest that the fraction of
obscured AGN drops as a function of luminosity (e.g., Sazonov & Revnivtsev
2004, Hasinger 2008, Burlon et al. 2011, Vasudevan et al. 2013). A tentative trend
for lower covering factors at higher luminosity was also found from analyses of
individual AGN both in the infrared (Alonso-Herrero et al., 2011) and in the X-ray
band (Brightman et al., 2015).

The next step toward systematically probing the properties of the torus from the
X-ray band will be analyses of AGN samples with good-quality hard X-ray data.
A large, representative sample of nearby obscured AGN observed with NuSTAR is
presented in Chapters V and VI of this thesis. This study reveals that the local AGN
population exhibits a broad range of Compton hump strengths when modeled with
pexrav!, including a significant fraction with high values (e.g., Ricci et al. 2011,
Rivers et al. 2013, Vasudevan et al. 2013, Kawamuro et al. 2016a, also Chapter V),
which may be indicative of the increased (or decreased) prominence of the Compton
hump as a function of the covering factor of the torus and its average column density.
While this idea is not new (e.g., Madejski et al. 2000; Krolik et al. 1994; Ghisellini
etal. 1994), the operational tool for measuring the covering factor from X-ray spectra

independently from the line-of-sight component has thus far not been available.

In this chapter we present a new tool for probing the torus structure from the X-ray

'In pexrav and pexmon (extension of pexrav, including fluorescent line emission; Nandra et al.
2007), the contribution of reprocessed continuum is parametrized with the spectral parameter R. To
avoid confusion, because this parameter can formally take on negative values, we define Rpex = |R|.
Rpex = 1 corresponds to the amount of reprocessing created by an infinitely optically thick plane
covering one half of the sky as seen from the X-ray source. While small deviations from unity can
be interpreted as the reprocessing medium covering a solid angle of ~ 27 Rpex, this interpretation
clearly fails for deviations greater than a factor of ~ 2, which are often found in X-ray spectral
analyses.
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band. With its increased flexibility in comparison with currently available models,
we aim to enable studies of the main torus parameters in AGN of any class. Our grid
of spectral templates is made available to the community in the form of a new Xspec
table model (Arnaud, 1996). Construction of the spectral template grid is presented
in §4.2. In § 4.3 we demonstrate its use on NuSTAR spectra of four different AGN in
order to highlight its features and capabilities. In § 4.4 we briefly discuss the results
for this small and diverse set of examples, and their interpretation. We also make a
comparison to relevant measurements from the literature, with particular emphasis
on the infrared, and discuss the prospect for future synergy with other methods of

constraining torus geometry.

4.2 New Spectral Templates

Reprocessed components of AGN X-ray spectra are formed in interaction of the
intrinsic X-ray continuum of AGN with the surrounding medium. In order to inves-
tigate the details of the complex relationship between the geometry of this material
and the observed spectra, we have built a new Monte Carlo radiative transfer code
BORUS (Balokovi¢ et al., in preparation). Radiative transfer simulations using this
code can be performed in an arbitrary geometry, and at energy resolution matching
high-resolution X-ray calorimeters similar to Hitomi Soft X-ray Spectrometer (Mit-
suda et al., 2014), e.g., Athena X-ray Integral Field Unit (Barret et al., 2016), and
the Hitomi replacement, X-ray Astronomy Recovery Mission (XARM). Details of
these calculations will be presented in a dedicated paper; here we only outline the
main properties, and then focus on the particular subset of low-resolution spectral
templates used in this chapter and Chapter VI. The spectral templates are available

on the Web?, and can be obtained directly from the authors.

4.2.1 Model Setup

The BORUS radiative transfer code is capable of computation in an arbitrary 3-
dimensional space within which matter density can be represented as a mathematical
function of position, or as a data cube. It is therefore possible to calculate output
spectra for complex matter distributions expected from hydrodynamical simulations
of the circumnuclear environment (e.g., Wada 2012). However, for fitting limited-

quality X-ray data, these structures need to be simplified and parametrized. For

2Temporarily at www.astro.caltech.edu/~mislavb/download; if the link is no longer
functional, contact the author for an update.
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the spectral templates presented here, we choose the same simple, approximately
toroidal geometry employed in Brightman & Nandra (2011a). They used a uniform-
density sphere with two conical polar cutouts with the opening angle as a free
parameter of the model.®> This simplification should be thought of as a smoothed
distribution of individual clouds comprising the torus, as illustrated in Figure 4.1.
Although we used the same geometry as Brightman & Nandra (2011a), our new
calculation is more detailed, flexible, includes features that the original calculation
lacks, and resolves some known problems. We directly compare our new spectral

templates with those from BNtorus in § 4.2.3.

BORUS calculates Green’s functions for initial photon energies between 1keV and
1 MeV. These functions are convolved with a parametrized intrinsic continuum in
post-processing. The medium is assumed to be cold, neutral, and static. Photons
are propagated through this medium until they are absorbed without fluorescent
re-emission or until they escape the system. At each step, relative probabilities
of photoelectric absorption and Compton scattering are computed based on photo-
electric absorption cross-sections from NIST/XCOM?4, elemental abundances from
Anders & Grevesse (1989), and the Klein-Nishina scattering cross-section formula.
In the case of absorption, fluorescent photons are emitted according to fluorescent
yields for Ka;, Ka,, and Kg lines from Krause (1979), for all elements up to zinc
(A = 30).

We compute spectral templates with a range of relative abundance of iron between
1/10 and 10. Changing the iron abundance parameter results in a self-consistent
modification of iron fluorescent line intensity and of the shape of the reprocessed
continuum, which is affected by the change in the total photoelectric cross-section.
Compton scattering for the spectral templates presented here does depend on atomic
species, but we neglect the internal structure of the scattering atoms for the low-
resolution templates discussed in this thesis (see Furui et al. 2016 for a calculation
that includes these effects). The Compton shoulder is computed for all fluorescent

spectral lines.

4.2.2 Xspec Table Model borus02
The grid of spectral templates computed using BORUS in the particular geometry

shown in Figure 4.1 is named borus02. The covering factor of the torus, as seen

3Specifically, this geometry is assumed for the Xspec table model torus1006. fits.
4 Available on the Web at https://www.nist.gov/pml/xcom-photon-cross-sections-database;
originally, Berger & Hubbell (1987).
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Figure 4.1: Cross-section of the approximately toroidal geometry adopted for our
model. Though the torus may be composed of individual clouds in reality (shown as
light grey blobs), we approximate it with a uniform density sphere with two conical
cutouts (shown as striped semi-transparent geometrical shape). The half-opening
angle of the torus, 6 (or, equivalently, the covering factor, Cior = cos ;) is a free
parameter of our model. The white asterisk in the middle (point A) represents the
X-ray source. White dashed lines and letters trace a particular photon ray which exits
the system in the direction of the observer to the right (looking at the system edge-
on). Note that in a clumpy torus it may happen that photons scattered toward the
observer at point C (near the inner edge of the torus) can escape without absorption
if they pass between individual clouds. However, in a torus with uniform density,
such photons will undergo absorption and scattering between points D and E. The
difference in resulting reprocessed spectra is illustrated in Figure 4.2.

from the X-ray source in the center, is simply related to the half-opening angle of
the torus, Oior, as Cior = €OS bor. Angles Oy and Oipc (inclination) both increase
away from the axis of symmetry of the torus. We calculate the spectral templates for
covering factors at 10 points equally spaced in cos 6. The minimal and maximal
values of 6y, corresponding to the covering factors of 100 % and 10 %, are zero
and 84.1°, respectively. The output of the radiative transfer simulation is arranged
so that exit angles of each photon are separated into 10 bins in cos 6j,¢, each with a
width of 0.1. The centers of the first and the last bins are at cos 6j,. equal to 0.05 and

0.95, which corresponds to inclination angles of 87.1° and 18.2°, respectively. Note
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Figure 4.2: Comparison of reprocessed spectra from pexmon (Nandra et al. 2007;
dashed orange line), Ctorus (Liu & Li 2014; thin, black, solid line), BNtorus
(Brightman & Nandra 2011a; thick, green, solid line in the left panel), and borus®2
(thick, solid, blue line in the right panel). Intrinsic power-law continuum with
I' = 1.8, assumed for each of the models, is shown with a grey, dashed line.
For all models we assume an edge-on view (fi,c & 85°), and assume that the
line-of-sight column density is equal to the average column density of the torus
(log NH1o0s /em™2 =log Nu.tor/ cm~2 = 24.5). For comparison, pexmon is plotted
with normalization formally corresponding to a covering factor of 50 % (Rpex = 1; in-
finite plane geometry), and all other models have a 50 % covering factor (6o = 60°).
In the left panel, Ctorus is plotted with a small number of clouds in the line of
sight along the equatorial plane (N, = 2). BNtorus, also plotted in the left panel,
matches this porous torus model relatively well. In the right panel, we compare
borus02 to Ctorus with a larger number of clouds (N, = 10), approximating a
more uniform torus. In reference to Figure 4.1, the right and left panel mainly show
the effects of absorption and scattering between points D and E, and lack thereof,
respectively.

that fipc ® 0° corresponds to a pole-on and i, & 90° corresponds to an edge-on

view. Azimuthal angles are averaged over because of axial symmetry.

We utilize the additive table model option available in Xspec to enable fitting our
parametrized grid of spectral templates to X-ray data. The basic FITS-format table
containing the spectra for the full range of parameters is named borus®2. fits.
For simplicity and convenience, we also make available additional tables with a

reduced number of parameters, and versions with parameters in different units (6;or,
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Oinc, or their cosines).> The borus02_afel. fits table, which we use for fitting
examples in § 4.3, has the relative abundance of iron fixed at unity. In all cases, the
tables contain only the spectral components arising from reprocessing in the torus;
the component transmitted directly (absorbed in some cases, unabsorbed in others)

is not included.

In the set of templates presented in this chapter, the intrinsic continuum is assumed
to be a power law with an exponential cutoff, n(E) o« E~! exp(—E /E¢y). The photon
index (I') can be varied between 1.4 and 2.6, and the high-energy cutoff (E.y) has a
range between 20 keV and 2 MeV. Normalization of the intrinsic continuum follows
the Xspec convention and is therefore defined in units of photons s™' cm™2 keV ™! at
1 keV. These parameters can be linked to other basic spectral components in Xspec

in order to construct a complete spectral model for fitting AGN X-ray spectra.

A basic model may be defined with the following command sequence in Xspec:

m c; X phabs X (atable{borus02.fits}

+

zphabs X cabs X cutoffpl

+ cy X cutoffpl)

In the expression above, ¢; and ¢, stand for instrument cross-normalization and the
relative normalization of a leaked or scattered unabsorbed reflection of the intrinsic
continuum, respectively. phabs accounts for foreground Galactic absorption, while
zphabsXcabs represents line-of-sight absorption at the redshift of the X-ray source
(generally independent from the average column density of the torus), including
Compton scattering losses out of the line of sight.® cutoffpl represents the intrin-
sic continuum, and its parameters should be linked to the I', Ey, and normalization
parameters of the borus02 table. We recommend formulating the model so that
the borus02 table is the first additive component. In that case the allowed param-
eter range for I and E, will be read from the table, ensuring that in parameter

optimization Xspec will not step out of the limited parameter space.

3In particular, the borus®1. fits model represents a spherical absorber (covering factor fixed
at unity, which is included in borus@02 tables). It can be directly compared to the Brightman &
Nandra (2011a) model with the uniform sphere geometry (Xspec table sphere®708. fits), and the
plcabs model (Yaqoob, 1997), which is a limited analytic approximation of radiative transfer in the
same geometry. Note that the table naming scheme corresponds to a wider set of torus geometries
computed using BORUS, but not discussed here.

The line-of sight absorption model phabs may be freely replaced with a more updated ab-
sorption model, such as thabs Wilms et al., 2000. Here we use phabs in order to consistently use
elemental abundances adopted for calculation of the reprocessed spectra.
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The line-of-sight column density, Ny jos, and the torus column density, Ny tor, should
generally not be linked — the main feature of our new table model is that the equality
of these two quantities can be tested with the data. However, the user may still choose
to make the assumption that Ny tor = NH1os in order to reduce the number of free
parameters. For increased linearity of the parameter space, it is often better to use
logarithmic units for Ny tor, fitting for log Ny tor instead. Likewise, we recommend
fitting for the torus covering factor, Cior = c0s 6o, and the cosine of the inclination
angle, instead of fitting for 8o and 8, directly. Due to the likely complex landscape
of the parameter space, the use of Markov chain Monte Carlo (MCMC) sampling or
more advanced Bayesian methods (Buchner et al., 2014) should be preferred over the
straightforward y? minimization with many free parameters. In order to facilitate
the application of our new Xspec table model to X-ray data, in § 4.3 we present a

two-step approach demonstrated on four AGN with NuSTAR data of different quality.

4.2.3 Direct Comparison with BNtorus

In this section we highlight the differences between our new set of X-ray spectral
templates and the frequently used, publicly available Xspec table model BORUS.
The physics of radiative transfer employed in both calculations is nearly the same;
the BORUS code is more versatile in terms of geometry, operates at higher energy
resolution, and takes into account a greater number of atomic species and their flu-
orescent lines. For borus®2 we adopted the same approximately toroidal geometry

assumed in calculating the BNtorus spectral templates, at least in principle.

As Liu & Li (2015) recently pointed out, there is significant disagreement between
BNtorus and their simulations for the same geometry. Their calculated spectra are
in qualitative agreement with previously published calculations such as Ghisellini
et al. (1994), Krolik et al. (1994), Ikeda et al. (2009) and Murphy & Yaqoob
(2009). A comparison of BNtorus spectra to our new calculations (see Figure 4.2)
confirms this discrepancy. We trace the problem back to a deficiency in the original

calculation of the BNtorus model.

The issue with the Brightman & Nandra (2011a) calculation arises from absorption
not being applied to the reprocessed light emitted from the inner side of the torus
(the side opposite the observer). All obscured sightlines are affected by this to some
degree. The photon path shown with white dashed lines in Figure 4.1 exemplifies
the issue: by error, photons scattered toward an edge-on observer at point C (near

the inner surface of the torus) reach the observer without any further absorption or
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scattering. In the assumed geometry, these photons should additionally interact with
the torus material between points D and E. As a result of the missing absorption,
within the BNtorus model there is very little difference in the spectral shapes of

reprocessed components for pole-on and edge-on inclinations.

The disagreement between BNtorus and our new calculation is demonstrated in
Figure4.2. In order for the reprocessed component to dominate below ~30keV,
we compare model spectra for log NH,los/cm‘zzlog NH,tOr/cm‘2 = 24.5. The
BNtorus spectrum shows an excess of soft X-ray flux (<20keV), which should
be heavily absorbed for an edge-on view of a uniform-density torus. We further
compare the spectra to the clumpy Ctorus model, which features the average num-
ber of clouds along and equatorial line of sight (N, ranging from 2 to 10) as a
free parameter. For N, = 2, it emulates a torus sparsely populated with clouds,
which results in less absorption and scattering on the side of the torus closer to the
observer. In the other extreme, for N, = 10, the torus volume is filled out more
and therefore more similar to a uniform-density torus. The former situation matches
BNtorus well, while the latter is closer to borus®2. Figure 4.2 shows the difference
only for log NH,tor/cm‘2 = 24.5; for higher and lower Ny, the differences are

more and less severe, respectively.

While BNtorus does not correctly reproduce spectra for the geometry described
in Brightman & Nandra (2011a), it may approximate spectral features produced by
the more general and more realistic class of clumpy tori. In the example given in
Figure 4.1, the photon path passes the cross-section of the torus (between points
D and E) through a region with no clouds. This is a physically plausible scenario
in which photons emitted from the inner side of the torus would be able to escape
unimpeded toward an edge-on observer. The inner-side reprocessed component,
which shows some similarity to that reproduced by BNtorus (see Figure 4.2), could
in principle be directly observable through the front side of the torus as long as the
gas distribution is not uniform, i.e., is clumpy. Evidence that this is a possible, if
not likely, scenario in AGN is abundant from detailed spectroscopy (e.g., Arévalo
et al. 2014, Balokovi¢ et al. 2014, Annuar et al. 2015) and studies of line-of-sight
absorption variability (e.g., Risaliti et al. 2002, Torricelli-Ciamponi et al. 2014,
Markowitz et al. 2014).

In addition to resolving the issue of missing absorption, borus®2 has additional
features which make it significantly more flexible than BNtorus. Separation of

the line-of-sight and reprocessed components is not possible with BNtorus. This
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limits its application only to AGN for which it is justified to assume that the line-
of-sight column density (Npos) is equal to the average column density of the
torus (NHor). With borus02 one can self-consistently model multi-epoch data
assuming that the Ny o5 varies, while Ny or does not, as observed in many AGN
with multi-epoch X-ray data (e.g., Marchese et al. 2012, Braito et al. 2013, Ricci
et al. 2016). Furthermore, borus®2 includes the high-energy cutoff (E.,) and
the relative abundance of iron (Af.) as additional model parameters. They enable
complex spectral models to be used with a greater degree self-consistency. These
parameters will also make it possible to include torus reprocessing components in
spectral models of AGN in which these parameters appear to have extreme values
(e.g., Brenneman et al. 2011, Kara et al. 2015b, Xu et al. 2017).

4.3 Examples of Application for Fitting Hard X-ray Spectra

In order to demonstrate the usage and potential of our model, we choose four AGN
observed with NuSTAR: 3C390.3, NGC 2110, IC 5063 and NGC 7582. This is by
no means a complete or representative sample — the targets are primarily chosen for
the diversity of their physical properties. 3C 390.3 is a broad-line radio galaxy (a
radio-loud type 1 Seyfert), IC 5063 is a radio-loud type 2 Seyfert, and NGC 2110
and NGC 7582 are radio-quiet type 2 Seyferts. Except for IC 5063, which is part of
a large sample presented in Chapters V and VI (as are NGC 2110 and NGC 7582),
detailed spectral analyses of the NuSTAR spectra of these sources have already been
published: 3C 390.3 by Lohfink et al. (2015), NGC 2110 by Marinucci et al. (2015)
and NGC 7582 by Rivers et al. (2015a). In the case of NGC 7582, we additionally
include a new NuSTAR observation taken in 2016 (obsID 60201003002), which
has not yet been published elsewhere. The reader is referred to the references
listed above for the description of the observations, data processing procedures, and
spectral analyses using spectral models commonly employed in the literature. For
simplicity, in this chapter we use only the NuSTAR data (3—79 keV) for fitting our

model.

We performed spectral analyses in Xspec, fitting FPMA and FPMB spectra simul-
taneously, without coadding. Our basic model is defined as in § 4.2.2, but with the
factor ¢, (relative normalization of the secondary continuum) fixed to zero, and E
fixed to 300 keV, unless explicitly stated otherwise. Parameter optimization is based
on the y? statistic. We use 5 % as the threshold in null-hypothesis probability (ppui;

the probability of the observed data being drawn from a particular model, given its
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Figure 4.3: Constraints on the torus covering factor (Cy,r) as a function of the
torus column density (N o) for 3C390.3, NGC 2110, IC 5063, and NGC 7582.
Inclination is a free parameter in all fits. The solid lines in the upper panels for each
source show minimum Xz as a function of Ny o normalized to the best-fit )(2. The
dashed lines in the lower panels show medians of the probability distribution of Ci,
at each Ny or and the shaded regions enclose 68 % (1 o) of the probability. Curves
are plotted only for the range of Ny or for which a statistically acceptable fit was
found. They have been smoothed with a Gaussian kernel with standard deviation
equal to half of the step size over the parameter space, Alog Ny tor/cm™2= 0.1.
Stars mark the Ny (or With the lowest )(2 for each AGN.
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x? and the number of degrees of freedom) for a model to be formally acceptable as

a good representation of the data; i.e., models with pyu < 5 % are rejected.

If a parameter can be limited to a range that is smaller than its domain, so that there
is a gradient in y? exceeding 6 x> = 1 from the best fit while all other parameters
are free to vary, we consider that parameter constrained. We base our constraints
on marginalized probability distributions derived from converged MCMC chains
produced with the built-in Goodman & Weare (2010) MCMC algorithm in Xspec.
They can be two-sided or one-sided. For two-sided constraints uncertainty is quoted
as the interval containing 68 % of the total probability, equivalent to 1 o~ uncertainty
for a Gaussian probability distribution. When & x> between the best fit and the edge
of the domain is less than unity, we quote a 10 limit, so that 84 % of the total
probability is enclosed (conversely, 16 % is left out). We verified that the best-fit
parameters are always within the uncertainty interval, although they often do not

exactly match the distribution medians.

In §4.3.1 we first present results based on a single epoch of NuSTAR data for each
source (the first epochs for NGC 2110 and NGC 7582). Then, in §4.3.2 we show
how single-epoch constraints may be influenced by variability, and discuss how
multi-epoch X-ray data and some justifiable assumptions can be leveraged to derive

more robust self-consistent constraints and assess possible systematics.

4.3.1 Single-epoch Constraints on the Torus Parameters

We first run a set of fits with the Ny o parameter kept fixed in order to determine
whether any assumptions on this parameter result in statistically unacceptable so-
lutions (i.e., ppunt < 5 %). The pairs of panels in Figure 4.3 show the constrains on
Cior for a range of assumed values of Ny, and the associated )(2 curve. Other
model parameters are left free to vary in these fits. Spectral models for each of the
sources are shown in Figure 4.4. In Figure 4.5 we show two-dimensional constraints

on Ny or and Cior, Where Ny gor is also left free to vary in the fit.

3C390.3

The unobscured 3C 390.3 is our simplest example, since the lack of line-of-sight
absorption in the NuSTAR band allows us to set Ny jos to zero. The top two panels in
Figure 4.3 show that a good fit can be found for any assumed Ny ¢, but that there
is a clear minimum in )(2 around the best fit at Ny or = 1.1 X 10** cm™2. For the
best fit, x> = 561.0 for 612 degrees of freedom (d.o.f.). This model is shown in the
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Figure 4.4: Best-fit spectral models for 3C390.3, NGC2110, IC5063, and
NGC7582. We show the total spectrum in solid lines, the absorbed power-law
components with dashed lines, and the reprocessed component (including fluores-
cent emission lines) with dotted lines. In the lower right of each panel showing the
model spectra, we list its main parameters. FPMA and FPMB residuals in terms
of x? contributions per bin are plotted below each spectrum (in darker and lighter
colors, respectively); they are binned to improve clarity.

top left panel of Figure 4.4; the flat residuals suggest that all features in the data are
accounted for by this spectral solution. With Ny ¢or fixed at the best-fit value, we find
Cior = 0.32J_r8:8§. The inclination angle is constrained so that cos 6y,,> 0.3, so that
our line of sight does not intercept any of the reprocessing material, consistent with
the type 1 optical classification of 3C 390.3. Figure 4.5 shows the probability density
distribution in the two-dimensional plane spanned by Ny tor and Cior, obtained from
a fit in which Ny or is left free to vary. In this case, the covering factor constraint is

slightly broader: Cior = 0.3f82%. The possibility that the reprocessed component is
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due to the accretion disk rather than the torus is discussed in § 4.3.2.

NGC2110

NGC 2110 is mildly obscured by Ny jos = (4.0+0.2)x 10?2 cm~2, which is detectable
as an exponential roll-off of the power-law continuum (I' = 1.628 + 0.007) at the
lower end of the NuSTAR band. Its spectrum is remarkably featureless, except for a
narrow Fe Ka line with an equivalent width of 33 + 6 eV. Stepping through the range
of log Ny ior/ cm™~2 between 22.0 and 25.5 we find that acceptable model include
tori with very small covering factors, Cior < 0.2 for log Ny or/ cm™2 > 23.5, as well
as tori with high covering but low Ny ;. The difference in the best-fit Xz over
the whole range is very small (< 10, for 819 d.o.f.). A broad minimum in y? at
22.5 <log Nior/cm~2 < 23.5 covers nearly the full range of covering factors (0.1—
1.0). The best fit, with y?/d.o.f.= 860.4/818, is found for log NH,tor/cm‘2 ~ 23.3.
With log Ny or fixed at this value, Cior < 0.24 and cos €ipc > 0.28. The lower
left pair of panels in Figure4.4 show this model and the residuals. Note that a
number of narrow, isolated bins contribute substantially to the total y? without
corresponding to any real but unmodeled spectral features. With Ny as a free
parameter in the fit, the constraints are much broader, as shown in Figure 4.5. The
probability density distribution in the Ny or—Cior plane is highly elongated and
reaches log Ny ior/ cm 2~ 22.6 and Cior ~ 0.8 within 1 o contours. No constraint

on inclination can be given in this case.

IC 5063

Partly due to higher line-of-sight absorption in comparison with 3C390.3 and
NGC2110, the NuSTAR data for IC5063 have the constraining power to reject
a part of the parameter space on statistical grounds, despite lower photon statistics.
As the third pair of panels in Figure 4.3 shows with the lack of Ci, constraints for

NH tor < 102 cm™2

, no model with pnu1 > 5 % can be found for a lower torus col-
umn density. )(2 as a function of log Ny tor has a minimum ( )(2 /d.o.f.=259.6/253)
around log Ny tor/ cm~2 = 23.9. With log Nu,or fixed at this value, Cior > 0.77 and
cos Oinc < 0.62. This model is shown in the upper right panels of Figure 4.4.
Fitting for the torus column density, we find that it is very well constrained,
log Ny or/cm™2 = 23.95 + 0.07, and that there is almost no degeneracy with the
covering factor. Unlike the cases of 3C390.3 and NGC 2110, the contours in the

NH tor—Cior plane are elongated along the axes, predominantly vertically. Constraints
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on Cior and cos iy are therefore no different than those obtained with Ny ¢or fixed.
With a high G, and Ny or near the CT threshold, the reprocessed component
contributes ~ 20 % of the flux in the 10-50keV band.

NGC7582

NGC 7582 exhibits the most complex X-ray spectrum of the AGN discussed here.
Its Ny 105 is known to be variable and multiple layers of absorption have been in-
voked in previous spectral analyses (Rivers et al., 2015a). We find it necessary to
include a non-zero parameter c; (as defined in § 4.2.2) in order to account for partial
absorption along the line of sight; without it, the residuals show a significant excess
below 4.5 keV. For the first NuSTAR observation considered here, under different
assumptions for Ny tor, We always find Ny jos consistent with (3.6 +0.4) X 102 cm™2
and c; = 0.10 £ 0.04 (i.e. = 90 % line-of-sight covering, or * 10 % Thompson-
scattered fraction). The 3—15 keV continuum is dominated by the transmitted com-
ponent, while the Compton hump dominates in the 15-60 keV range (see the lower
right panels of Figure4.4). Stepping through the Ny, parameter space we first
find that no models with log Ny tor/ cm~2 < 24.0 are acceptable according to our
Pnull > S Y% threshold. The )(2 curve shown in the lowest pair of panels in Figure 4.3
shows a very well defined minimum at log Ny tor/ cm™2 ~ 24.5. At this NH tor, both
Cior and cos Oy are narrowly constrained to 0.90 + 0.03. Additionally fitting for the
torus column density yields log Ny tor/ cm™2 = 24.0 + 0.1, and does not affect the
other model parameters. NGC 7582 therefore seems to have a CT torus that covers
~ 90 % of the sky as seen from the SMBH, yet we observe it through a hole with
roughly an order of magnitude lower column density. We further test this result with

additional data in the following section, and discuss its interpretation in § 4.4.

4.3.2 Additional Constraints and Considerations

Line-of-sight and Torus Column Density

The flexibility of borus02 allows us to test the common assumption that the line-
of-sight column density matches the average column density of the torus. For
3C390.3 and NGC 7582, with log Nijjos/cm™2 < 21 and log Ny jos/cm™2 ~ 23.3,
respectively, this assumption cannot yield a good fit for any combination of other
model parameters. Both AGN clearly require presence of CT material out of our line
of sight. This is not necessarily true for IC 5063 and NGC 2110, since statistically
acceptable models with pyu > 5% can be found for both AGN. For NGC 2110,
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such a solution (log Ny tor/ cm™? = log Nuos/ cm~2 ~ 22.6, Cior > 0.7) is within the
1 o contour for the single epoch constraints shown in Figure 4.5, and within the
3 o contour based on two epochs. Fitting the IC 5063 data with the assumption
that Ny tor =108 Nu1os/ cm~? ~ 23.3 increases Xz with respect to the fit featuring
independent column densities (A )(2 = 16.0) and results in Cior = 0.5 = 0.1. In this
case, we also find I' = 1.51 + 0.03, which implies a harder intrinsic continuum than
the bulk of local Seyferts (for which the distribution of I" is roughly Gaussian with a
mean ~1.8 and standard deviation ~0.2; e.g., Dadina 2008, Rivers et al. 2013, also
Chapter V), unlike I' = 1.75 + 0.04 obtained in § 4.3.1.

External Constraints and Additional Spectral Components

Because 3C 390.3 is a powerful radio galaxy, the orientation of its jet can be measured
in order to better constrain the inclination (e.g., Alef et al. 1988). Assumption of
co-alignment can then be employed to infer the inclination of the accretion disk
and the torus. Based on this and constraints from other measurements, which yield
similar values (e.g., Flohic & Eracleous 2008), Dietrich et al. (2012) found that
the inclination of the symmetry axis of the AGN to our line of sight is 27 + 2
degrees. If we fix the inclination and perform the fitting as in §4.3.1, we obtain
log NH,tor/cm_2 = 24.4 + 0.3 and Cior = O.22f8:(1)$. While these constraints still
overlap with those obtained with 0;,. as a free parameter, the two-dimensional

probability distribution is shifted appreciably toward higher Ny or and lower Cio;.

If we additionally allow that the intrinsic continuum has a high-energy cutoff
(Ecu) lower than 300keV, as assumed in §4.3.1, the constraints shift further to
log Nigor/em™2 > 24.5 and Cior = 0.14 £0.02. E¢y is found to be 155" 4" keV; how-
ever, the decrease in )(2 with respect to a fixed value at 300 keV too small to consider
it as a significant spectral feature (A y? < 1.0). This was not the case in the analysis
of Lohfink et al. (2015), where the reprocessed continuum was assumed to have a
different spectral shape. The constraints on Ny o and Cior under the assumption
of fixed inclination and free E.,; are shown in the right panel of Figure 4.5, as an
example of how different assumptions may systematically shift constraints on the

torus parameters.

Finally, we also tested for the presence of relativistically broadened reprocessing in
the innermost part of the accretion disk by adding a relxill component (Garcia
et al., 2014) to our Xspec model. Over a variety of assumptions for the parameters

of the relxill component, we find that its contribution to the iron line emission
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Figure 4.5: Two-dimensional A y? contours for torus column density and covering
factor for 3C 390.3, IC 5063, NGC 2110, and NGC 7582. The left panel shows basic
single-epoch fits with inclination as a free parameter and fixed E¢,; = 300 keV. The
right panel shows contours for the three AGN with additional constraints introduced
in § 4.3.2: two and three epochs fitted simultaneously for NGC 2110 and NGC 7582,
respectively, and fixed inclination, 6;,. = 27° (Dietrich et al., 2012), and fitted high-
energy cutoff, Eq = 1 15;?1 keV, for 3C 390.3. Solid, dashed, and dotted lines mark
1, 2, and 3 o contours (A)(2 = 2.3, 4.6 and 9.2 from the best-fit value). Crosses
mark the best-fit values.

and the Compton hump is always sub-dominant. In all cases, Ciy is found to be
consistent within 2 o with the region outlined by contours in the two panels of Fig-
ure 4.5. Having additionally included higher-energy-resolution data from Suzaku,
Lohfink et al. (2015) found no evidence for relativistically broadened features, fur-
ther strengthening our conclusion that the reprocessed component is dominated by
material which may have a disk-like geometry, but is located at distances not affected

by general relativistic effects.

Multi-epoch X-ray Data

NGC 2110 and NGC 7582 have been observed with NuSTAR two and three times,
respectively.” The advantage of multi-epoch observations is that the effects of
variability in luminosity or other spectral components can be taken into account

self-consistently. AGN are known to vary in luminosity of the intrinsic continuum

73C 390.3 has formally been observed twice, but because those observations are consecutive,
we treat them as a single observation here.
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Figure 4.6: Self-consistent spectral model for three epochs of NuSTAR observations
of NGC7582. The spectra can be self-consistently modeled under the assumption
that the normalization of the intrinsic continuum (K) and the line-of-sight column
density (Npos) vary between observations, and that the scattered components’
normalization is determined by the average intrinsic continuum normalization ((K)).
See § 4.3.2 for details.

down to very short timescales. However, the torus is expected to be a parsec-
scale structure and hence the reprocessed spectral components cannot follow fast
changes in the intrinsic continuum. The reprocessed components should therefore
be normalized not with respect to the intrinsic continuum luminosity within a given
observation, but with respect to the average luminosity. Multiple observations
provide additional photon statistics that reduce statistical uncertainties, and they
also provide a better estimate of the average, rather than instantaneous intrinsic
luminosity of the AGN.

We first consider NGC 2110, which did vary in flux between the two NuSTAR
observations in 2012. For the first observation, analyzed in § 4.3.1, Marinucci et al.
(2015) found that the 2—-10keV flux was elevated with respect to the long-term
average. The second observation, during which the 2—10keV flux was closer to
the average, is therefore a better representation of the typical intrinsic luminosity,
which sets the normalization of the reprocessed component. In effect, we assumed
that the increase in flux during the first observation was temporary and did not
have an immediate effect on the reprocessed component. We further assumed that
the line-of-sight column density and the photon index did not change between two

observations, as suggested by single-epoch spectral analyses.

A joint fit yields results similar to those from our single-epoch analysis in § 4.3.1,
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with log Ny tor = 23.0 £ 0.3, Cior = 0.6i8:§, and no constraint on #j,.. The two-
dimensional probability distributions shown in Figure 4.5 seem marginally incon-
sistent with each other. However, it must be noted that the two-epoch analysis is
significantly more robust; not only does it have better photon statistics, but it also
avoids the erroneous normalization of the reprocessed components with an intrinsic

continuum that is atypically luminous.

A joint fit yields results similar to those from our single-epoch analysis in § 4.3.1,
with log Ny or = 23.0 £ 0.3, Cior = 0.6i8:§, and no constraint on #j,.. The two-
dimensional probability distributions shown in Figure 4.5 seem marginally incon-
sistent with each other. However, it must be noted that the two-epoch analysis is
significantly more robust; not only does it have better photon statistics, but it also
avoids the erroneous normalization of the reprocessed components with an intrinsic

continuum that is atypically luminous.

In addition to the variability of the intrinsic continuum luminosity, some AGN, like
NGC 7582, also vary in the line-of-sight column density. In modeling multiple
epochs of observation of such an object, we therefore allow for Ny o5 to be fitted
to each observation in addition to the intrinsic continuum amplitude. We assume
that a good representation of the average intrinsic continuum luminosity, which
sets the normalization of the reprocessed components, is provided by the average
of continuum luminosities between the three observations. We found no evidence
that the photon index changed between observations, while Ny jos and intrinsic

continuum amplitude did.

We show our best-fit spectral model for NGC 7582 in all three epochs of NuSTAR
observations in Figure 4.6. Each of the three panels lists Ny jos and the continuum
normalization with respect to the mean ((K)). It is worth noting that in the first
two epochs the Compton hump dominates the 15-60 keV band, while in the third
epoch the increased intrinsic continuum dominates instead. This self-consistent
three-epoch fit confirms our torus constraints from § 4.3.1, and makes them even

tighter: log N jor/cm ™ = 24.39£0.06, Cior = 0.907007. and c0s Oinc = 0.87 £0.05.

4.4 Discussion

4.4.1 New Tool for Studying the AGN Torus
In recent years, MYtorus, BNtorus, and, to a more limited extent, the torus model
by Ikeda et al. (2009), have been used to probe the basic parameters of AGN tori—
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their average column densities (Vg or) and covering factors (Cior)—from the hard
X-ray band. While the average column density can be estimated using the MYtorus
model assuming its particular geometry with a fixed 50 % covering factor (e.g.,
Braito et al. 2013, Balokovi¢ et al. 2014, Yaqoob et al. 2015), our new model is
the only reliable publicly available tool for constraining the torus covering factor
from X-ray data. BNtorus has been used to provide covering factor estimates in
previous studies (e.g., Gandhi et al. 2014, Brightman et al. 2015, Koss et al. 2015),
but they may need reassessment in the light of issues with missing absorption that
we identified in §4.2.3. More complex torus models will become available in
the near future (e.g., Liu & Li 2014, Furui et al. 2016), motivated by the high
energy resolution of X-ray calorimeters. borus02, as an updated and extended
version of the already popular BNtorus model, may be an effective tool for better

understanding the relation between new results and those already in the literature.

The BORUS radiative transfer code, on which our borus®2 spectral templates are
based, is a versatile tool for investigating the observable effects of torus geometry
and clumpiness in the X-ray band in future studies (Balokovi¢ et al., in preparation).
The parametrization of geometry adopted for borus02 was chosen in particular to
match the BNtorus model, in order to extend its flexibility and enable more detailed

studies of torus parameters in a wider population of AGN than previously possible.

In terms of additional model parameters, borus02 tables include the high-energy
cutoff and the relative abundance of iron. More importantly, it combines the best
features of BNtorus and MYtorus by having a variable covering factor, as well as
the reprocessed component separated from the transmitted (absorbed) component.
The line-of-sight column density therefore does not need to be assumed equal to
the average over the whole torus. The scenario in which these quantities differ is
supported by the NuSTAR data in the fitting examples presented in § 4.3, as well as

the literature.

4.4.2 Interpretation of Fitting Results

In interpretation of the results from spectral analyses employing borus02 tables,
one needs to keep in mind that the uniform-density torus is just an approximation
of a non-uniform (clumpy) distribution of matter around the SMBH. This idea is
illustrated in Figure 4.1. It is possible to define a covering factor (e.g., fraction
of the sky covered with column density above some threshold, as seen from the

SMBH at the center) and a typical column density (e.g., average over all obscured
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sightlines to the SMBH) for a wide variety of possible geometries. For any torus, the
line-of-sight column density (Np 10s) can differ widely depending on its orientation
with respect to the observer at a given time. Parameters Ny or and Cior therefore

provide information on the material outside of our line of sight.

In the paradigm described above, it is not difficult to understand how the tori in
NGC 7582 and IC 5063 can simultaneously have a high Ci,; and Ny tor in the CT
regime, without CT absorption in the line of sight. NGC 7582 may have a clumpy
torus with Ny ~ 10> cm™2 clumps covering <20 % of the sky and the rest covered

with Ng~ 5 x 1023 cm™2, which averages to ~ 3 X 10%* cm—2

, in agreement with
our modeling in § 4.3. This configuration can explain the previously observed CT
state, as well as the average line-of-sight column density (see Rivers et al. 2015a
for a summary of previous X-ray observations of NGC 7582). Our modeling also
constrains the inclination so that cos Ojpc ~ Cior & 0.9, implying that we are viewing
at the torus close to its edge. In the uniform torus model, reprocessed emission
from the inner side of the torus can only be observed for cos . > Cior, but a
clumpy torus would have such lines of sight even for cos 0. < Cior (see Figures 4.1
and 4.2). Constraints on 6j,c from fitting borus®2 should be interpreted in relation

to Cior, rather than in absolute terms.

The NuSTAR data robustly exclude the possibility that the torus in 3C 390.3 has
a high covering factor; with Cior < 0.3, its reprocessed component may simply be
due to the outer part of the accretion disk. The NGC 7582 torus is unlikely to be
ring-like (Cior = 0.1) or even disk-like (Cior =~ 0.5). In §4.3.2 we presented fitting
results for NGC 2110 and IC 5063 under the assumption that Ny tor = N 10s, Which
yields acceptable, though not preferred, models for their NuSTAR spectra. With this
assumption, the NGC 2110 torus appears to be sphere-like but has two orders of
magnitude lower average column density than the CT torus of NGC 7582. The torus
in IC 5063 fits in between the other three, with its likely high covering factor and
borderline CT average column density. This is already a step forward in testing the
common assumption that all Seyfert-like AGN possess essentially the same kind of

a torus.

We stress that the constraints presented in this study are based on NuSTAR data alone,
and can therefore be significantly improved in more detailed studies in the future.
The data used for demonstration in this study are representative of a long NuSTAR
observation in the case of 3C 390.3 (100 ks), a short snapshot observation of a very
bright AGN in the case of NGC 2110 (=20ks, but with photon statistics typical of
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a long exposure on an typical local Seyfert), and short observations of IC 5063 and
NGC 7582, characteristic of the NuSTAR snapshot survey of the Swift/BAT-selected
AGN (see Chapters V and VI). Inclusion of good-quality soft X-ray data, as well as
self-consistently modeled additional epochs, can help constrain the torus parameters
even further (see Yaqoob et al. 2015 and Guainazzi et al. 2016, for the case of Mrk 3
without and with NuSTAR data, respectively). We anticipate that many such studies
will be done within the operational lifetime of NuSTAR.

4.4.3 Implications for Previous Results Based on Phenomenological Models

Despite the availability of empirically motivated torus models in recent years, a large
fraction of the literature, and especially studies of large AGN samples, made use
of disk reprocessing models such as pexrav to approximate the torus contribution
to AGN spectra. The spectral fitting examples presented in § 4.3 already suggest
a natural explanation for the very low Compton hump strengths measured using
pexrav in some AGN (notably, radio galaxies; Ballantyne 2007, Tazaki et al.
2011). Very strong non-relativistic reprocessing signatures have been observed
both in stacked hard X-ray data (Malizia et al. 2003, Ricci et al. 2011, Esposito &
Walter 2016) and in spectral analyses of particular AGN (e.g., Rivers et al. 2013,
Vasudevan et al. 2013, Chapter V). Within our model, scaling of the Compton hump

amplitude and shape corresponds to scaling of the torus covering factor.

Models for fitting torus SEDs in the infrared band have been available for a long
time (see, e.g., Netzer 2015 for arecent review). The best results are obtained where
it is possible to resolve out the nuclear emission, or spectroscopically isolate AGN
emission, thus minimizing contamination from star formation in the central regions
of the host galaxies. These models have been used extensively for constraining torus
properties in bright local AGN (e.g., Alonso-Herrero et al. 2011, Lira et al. 2013,
Ichikawa et al. 2015), as well as higher-redshift sources (e.g., Efstathiou et al. 2013,
Roseboom et al. 2013, Podigachoski et al. 2016), to the extent possible with limited
unresolved photometry. Most of them include a parameter such as the opening angle

or, equivalently, the covering factor, though the assumed geometries do differ.

Directly comparing our Ci,, constraints to the results from Alonso-Herrero et al.
(2011), we find that they are broadly consistent for all three AGN included in both
studies, NGC 2110, IC 5063, and NGC 7582. In all three cases, infrared-derived
covering factors are high, 80 — 95 %. Our Cy, > 0.8 constraint for IC 5063 is en-
tirely consistent with this, as is Cior 0.9 for NGC 7582. The covering factor for
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NGC 2110 torus based on infrared data is nearly 100 %, which is an acceptable solu-
tion for the X-ray data, although the NuSTAR spectra indicate a preference for a lower
value. Near-complete covering is obtained under the assumption that Ny tor = NVH Jos
for both NGC 2110 and IC 5063. While Ichikawa et al. (2015) also find a high dust
covering factor for NGC 2110 (= 90 %) from infrared SED modeling, Lira et al.
(2013) find a significantly lower dust covering factor (= 50 %) for NGC 7582, in
disagreement with Alonso-Herrero et al. (2011) and our apparently very tight X-ray
constraint. Torus column densities are very different between these three AGN, and
may be indicative of a different spatial scale or nature of the reprocessing material

(i.e., compact, possibly clumpy, torus versus gas and dust in the host galaxy).

Despite the fact that most infrared SED models include a geometrical measure such
as the torus opening angle or, equivalently, covering factor, it is unclear to what
extent this is comparable to Cy, of the X-ray torus. Discrepancies may be expected
because the infrared emission comes predominantly from dust, whereas X-rays are
mostly affected by the much more abundant gas. There is little doubt that dust-free
gas exists in the innermost regions of typical Seyferts (e.g., in the broad-line region;
Gaskell et al. 1981). Comparing X-ray and infrared size estimates, Gandhi et al.
(2015) have found that the bulk of fluorescent emission of iron likely originates from
within the dust sublimation radius. The dust/infrared and gas/X-ray covering factors
may therefore naturally differ depending on the overall geometry of the SMBH
surroundings. Our model will enable some of the first systematic comparisons
between the gas covering factor from the X-ray band and the constraints on dusty
torus geometry derived from infrared modeling for single sources with high-quality

data on the one hand, and large samples with lower-quality data on the other.

4.4.4 Multi-wavelength Synergy in Future Studies

Thus far, only a small number of studies in the literature combine multi-wavelength
probes of torus parameters with geometric constraints from high-quality hard X-ray
spectroscopy; e.g., Bauer et al. (2015), Koss et al. (2015), Masini et al. (2016).
In a recent study of the obscured quasar IRAS 09104+4109, Farrah et al. (2016)
combined X-ray, optical and infrared data in order to construct a self-consistent
picture of its torus. While the short NuSTAR observation (15 ks) did not provide
constraints as tight as those derived from the infrared data, it is encouraging that both
spectral bands independently yield results in agreement with optical (spectroscopic
and polarimetric) and radio data. It would certainly be better to have an internally

self-consistent model including both gas and dust distributions for spectra in both
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Figure 4.7: Relationship between the fitted torus covering factor (Cy,r) and two
possible indicators of the covering factor. The upper panel shows the ratio of
mid-infrared to X-ray luminosity, and the lower shows the relative normalization
of the reprocessed continuum (R,ex parameter of the pexrav model) from a phe-
nomenological model fit to broadband X-ray spectrum. Marker colors correspond
to different AGN, as in other figures. Marker edges and errorbars in plotted black
correspond to Cior constraints with best-fit torus column density (Ny o) for each
source. Dotted errorbars for 3C 390.3 and NGC 2110 illustrate how the uncertainty
increases when Ny 1o is left free to vary instead of being fixed at the best-fit value.
Grey edges and diamond markers show Ci,; constraints with the assumption that all
tori are borderline CT, so that log Ny or/ cm2 is fixed at 24.0.

the infrared and X-ray bands; however, no such models have been published yet.
In future work, BORUS will be used to construct grids of spectral templates that
enable simultaneous fitting of both infrared and X-ray data, including those with
high energy resolution from an instrument similar to Hitomi/SXS (Mitsuda et al.,
2014), such as Athena/XIFU (Barret et al., 2016), and XARM.

Placing constraints on the geometrical and physical torus parameters for single
objects is possible from optical, infrared and radio observations. lonization cone
opening angles can be constrained from optical observations with the high spatial
resolution of the Hubble Space Telescope (e.g., Schmitt et al. 2003, Fischer et al.

2013), and may be expected to correlate to some degree with the torus opening
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angle. For IC 5063, Schmitt et al. (2003) found that the ionization cone has a half-

opening angle of ~ 30°, and that it is aligned well with the jet observed at radio
frequencies. The broad-line region of IC 5063 has been observed in polarized light
(Inglis et al., 1993), indicating that it is present but hidden by intervening extinc-
tion. The torus geometry favored by our spectral modeling (6yor < 40°, Ginc > 50°,
log Nitor/cm™2 ~ 23.9) is remarkably consistent with these completely independent

constraints.

Additional constraints from resolved ionization cone observations may be expected
in the near future from Chandra (Maksym et al., 2016) and the James Webb
Space Telescope. Infrared photometry and spectroscopy at high spatial resolu-
tion (Ichikawa et al., 2015), interferometry (Burtscher et al., 2013) and polarimetry
(Lopez-Rodriguez et al., 2015) have significantly contributed to recent advances in
probing AGN structures. Molecular gas observations resolving the torus scales in
nearby AGN with ALMA are able to probe torus kinematics (Garcia-Burillo et al.,
2016). Some radio observations directly measure the orientation of the AGN struc-
tures with respect to the observer (e.g., jet, megamaser disk), while others are more
indirect and model-dependent (Marin, 2016). Compared to these more traditional
probes, constraints from the X-ray band have thus far been poorly explored, but they
show promise for unique new insights into the nature of the AGN torus in the near

future.

4.5 Summary

With the recent improvement in hard X-ray data quality brought about by NuSTAR,
and the flexible empirically motivated spectral models, measuring the torus covering
factor from the X-ray band is now possible for large samples of AGN. In this chapter
we presented a new set of parametrized spectral templates, named borus®2, made
available to the public in the form of an Xspec table model, in order to facilitate
studies of the torus geometry through X-ray spectroscopy. In calculation of the
model spectra we assumed an approximately toroidal geometry with conical polar
cutouts, following the popular BNtorus model of Brightman & Nandra (2011a).
Our new model may be considered an updated, expanded and more flexible version
of BNtorus.

Because borus02 represents only the reprocessed spectral component (separated

from the line-of-sight component), while featuring both the average column density
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and the covering factor as free parameters, it is applicable to a wide variety of
AGN. In order to highlight its capabilities, we presented its application on four
AGN observed with NuSTAR. These four examples cover different parts of the
parameter space spanned by the column density (22 < log Ny tor/cm~2 < 25.5) and
the covering factor (0.1 < Cior < 1.0). Furthermore, we demonstrated how inclusion
of multi-epoch data, external constraints and various assumptions can help with

evaluating or alleviating some systematic uncertainties.

Finally, we compared our constraints on the torus covering factor with dust covering
factors derived from modeling of infrared data, and found encouraging consistency.
More detailed work will be required in order to understand the relationship between
constraints from different wavelength regimes in terms of a physical interpretation.
When combined self-consistently, the joint leverage of these different probes of torus
geometry and orientation (not limited only to X-ray and infrared spectral modeling)
should enable us to better characterize the complex geometry of the unresolvable
innermost region surrounding SMBHs, and replace the proverbial donut-like AGN

torus with a more realistic structure.
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Chapter 5

NUSTAR SURVEY OF THE LOCAL SEYFERT II POPULATION:
PHENOMENOLOGY OF BROADBAND X-RAY SPECTRA

Abstract

Selection of active galactic nuclei (AGN) in the hard X-ray band (> 10 keV) results
in both the least contaminated and the least obscuration-biased samples of AGN
in the local universe. In the work presented here we make use of the flux-limited
all-sky survey with the Swift/BAT instrument to select a large sample of type Il
(optical type 2, 1.9, and 1.8) Seyfert nuclei for short simultaneous observations
with NuSTAR and Swift. The resulting sample of 124 AGN with simultaneous
broadband X-ray spectra in the 0.3-79keV band represents a unique dataset for
constraining properties of the local obscured AGN population (z < 0.1). In the
first part of this study we present the observations, data processing and analysis
methods, and spectral modeling based on simple phenomenological models often
used for obscured AGN in the literature. We characterize the spectral properties
in terms of distributions of the main spectral parameters, and examine trends in
the strength of the signatures of X-ray reprocessing (fluorescent Fe Ko line and the
Compton hump), with column density and intrinsic luminosity. Limitations of the
phenomenological approach to constraining the torus properties are discussed, but
more detailed modeling is deferred to a follow-up study (Chapter VI). We employ
these phenomenological findings to improve on the selection of Compton-thick AGN
in Swift/BAT and NuSTAR surveys, and discuss how our results inform the synthesis
models of the cosmic X-ray background.

Material presented in this chapter will be submitted for publication in AAS Journals.
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5.1 Introduction

The standard basic picture of broadband X-ray spectra of AGN consists of the in-
trinsic continuum (usually approximated by a power-law continuum) originating
from immediate surroundings of the SMBH, photoelectrically absorbed along the
line of sight to the observer by the intervening material. Due to low quality of
the data, this simple model may describe X-ray spectra of distant AGN sufficiently
well (Brandt & Alexander, 2015), however, high-quality spectra often reveal addi-
tional spectral components. The Comptonized X-ray continuum can deviate from a
power-law shape and its high-energy cutoff encodes information about the physical
conditions in the emitting coronal plasma (e.g., Fabian et al. 2015). As photons
propagate outwards, they are not only absorbed but also Compton-scattered in the
surrounding gas associated with the accretion disk, the broad-line region (BLR),
winds, outflows, and the putative molecular torus invoked by the Unified Model of
AGN (Antonucci 1993, Urry & Padovani 1995). Fitting spectral models to the X-ray
data provides insight into the geometry, the physical conditions, and the dynamics

of these structures.

Within the Unified Model of AGN, our line of sight toward a type II object crosses
the anisotropic, possibly toroidal obscuring structure (torus hereafter), causing the
BLR and the innermost parts of the accretion flow to be unobservable.! Most type II
AGN therefore display absorption in their X-ray spectra, caused by a line-of-sight

column density of 10%2 — 10** cm™2

in moderately obscured sources and in excess
of 10** cm™2 in Compton-thick (CT) AGN. Scattering in the torus produces a con-
tinuum with a prominent broad Compton hump at ~30keV and narrow fluorescent
line emission, with the strongest emission line being the Ka line of iron at 6.4 keV
(e.g., Matt et al. 1991, Nandra & George 1994, Murphy & Yaqoob 2009). Signa-
tures of reprocessed radiation, often referred to as reflection, have been ubiquitously
observed in X-ray spectra of non-blazar AGN (e.g., Nandra & Pounds 1994, Turner

et al. 1997, Risaliti 2002, Dadina 2008, Rivers et al. 2013, Vasudevan et al. 2013).

Studies with BeppoSAX (e.g., Risaliti 2002, Dadina 2008), RXTE (Rivers et al.,
2013) and Suzaku (e.g., Fukazawa et al. 2011, Kawamuro et al. 2016a), all of which
had pointed hard X-ray instruments of limited sensitivity, were fundamental in

making important steps toward understanding both the phenomenology of broadband

'With the caveats that in some cases a reflection of the BLR can be seen indirectly in scattered
polarized light (e.g., Ramos Almeida et al. 2016), and that some AGN may be intrinsically missing
a BLR (e.g., Elitzur & Netzer 2016).
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X-ray spectra and the physics they probe. The advent of wide-field hard X-ray
surveys using Swift/BAT (Barthelmy et al. 2005, Baumgartner et al. 2013) and
INTEGRAL (Beckmann et al. 2006, Bird et al. 2016), enabled large samples to be
selected and studied statistically, however, with low-resolution and low signal-to-
noise ratio hard X-ray spectra averaged over long timescales (e.g., Winter et al. 2009,
Burlon et al. 2011, Ricci et al. 2011, Malizia et al. 2012, Vasudevan et al. 2013,
Vasylenko et al. 2015). With the 100-fold increase in sensitivity in the hard X-ray
band (> 10keV) enabled by the Nuclear Spectroscopic Telescope Array (NuSTAR,;
Harrison et al. 2013), we now have the opportunity to probe the broadband X-ray
spectra of obscured AGN with a continuous bandpass and high photon statistics
from 3 keV up to ~ 75 keV. Paired with the uniform and nearly unbiased selection of
the brightest hard X-ray sources with the Swift/BAT instrument, the NuSTAR survey
presented here provides the largest atlas of high-quality hard X-ray spectra available
to study the local population of obscured AGN in the X-ray band. As such, our
sample has an immense value for constraining AGN structures such as the corona

and the torus.

A large body of literature on X-ray spectroscopy of obscured AGN is based on models
computed for reprocessing in a semi-infinite plane geometry, the most popular of
which is pexrav (Magdziarz & Zdziarski, 1995). Reflection spectra vary as a
function of geometry of the reprocessing material (e.g., Leahy & Creighton 1993,
Ghisellini et al. 1994, Krolik et al. 1994, Nandra & George 1994), however, because
of the popularity of pexrav in the past, in this study we focus on phenomenological
modeling based on spectral templates using pexrav to represent the torus features.
In a follow-up study (Balokovi¢ et al., in preparation; see Chapter VI), we will
present an analysis of geometrical constraints for the torus from the more modern
models based on approximately toroidal geometry for the same sample. These
models, especially MYtorus (Murphy & Yaqoob, 2009) and BNtorus (Brightman
& Nandra, 2011a), have already been used extensively for detailed spectral analyses
from NuSTAR data on nearby heavily obscured AGN, e.g., Arévalo et al. (2014),
Balokovi¢ et al. (2014), Gandhi et al. (2014), Puccetti et al. 2014, Annuar et al.
(2015), Bauer et al. (2015), Brightman et al. (2015), Rivers et al. (2015a), Guainazzi
etal. (2016), Masini et al. (2016), Ricci et al. (2016); however, a population study on
a statistically significant and representative sample of AGN observed with NuSTAR

has not been presented to this date.

In this chapter we present the NuSTAR survey of Swift/BAT-selected AGN, and the
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resulting sample(s) of Seyfert II AGN (§5.2). In § 5.3 we describe our methods of

data processing and analysis, and provide an overview of definitions and conventions
we employ. We proceed to present our spectral modeling in § 5.4, and the results in
§5.5. A discussion of spectral constraints for various groups of AGN, a comparison
with the literature and more advanced models, are given in § 5.6. We summarize our
findings in § 5.7. The Appendix provides additional details on spectral modeling of

some particular AGN.

5.2 Sample Selection and Observations

In the following subsections we first describe the NuSTAR survey of Swift/BAT-
selected AGN. We then define the main sample, for which we perform a uniform
spectroscopic analysis in § 5.4, and several smaller subsamples used for compar-
isons. In the remainder of this chapter, as well as the following one, we define
Syl as a group of AGN optically classified as types 2, 1.9, 1.8, including some
narrow-line LINERs, with a range of luminosity between low-luminosity AGN

0% erg s_l), i.e., a broadly defined class

(Lbol < 10M ergs™!) and quasars (Lyo 2 1
of narrow-line Seyfert nuclei. In order to emphasize the difference between this
group and the more formally defined type-2 Seyfert class, we employ roman numer-
als (Sy II) in contrast to decimal notation (Sy 2.0) akin to the intermediate optical
types 1.8 and 1.9. Discussion of type-2 subclasses with hidden/polarized optical

broad lines and infrared-only broad lines is beyond the scope of this study.

5.2.1 The NuSTAR Survey of Swift/BAT-selected AGN

Extragalactic survey of the hard X-ray sky, aimed at understanding the AGN popula-
tion and its evolution, is one of the primary goals of the NuSTAR mission (Harrison
et al., 2013). In addition to observations of deep fields, which are limited to small
areas of the sky, the NuSTAR Extragalactic Survey includes a shallow and wide com-
ponent, where serendipitous sources are identified in the field of view in targeted
observations of brighter sources (Alexander et al., 2013; Lansbury et al., 2017). The
NuSTAR survey of Swift/BAT-selected AGN has a two-fold goal: one is to acquire
an unprecedented atlas of high-quality hard X-ray spectra of local AGN, and the
other one is to search a large (non-contiguous) area of the sky to shallow depth in
pursuit of faint serendipitous sources. Both of these goals can be readily achieved
with short observations of bright AGN selected from the Swift/BAT survey.

Because of the 100-fold increase in sensitivity between Swift/BAT and NuSTAR, for
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any source detected in the Swift/BAT all-sky survey, an observation with the minimal
NuSTAR exposure of ~20ks (snapshot) is essentially guaranteed to generate data
with signal-to-noise ratio (SNR) high enough for basic spectral modeling (i.e.,
beyond the hardness ratio methods that deep surveys are limited to; e.g., Civano
et al. 2015, Mullaney et al. 2015). Despite the short exposures compared to long
observations aimed at detailed spectroscopic studies of particularly interesting AGN
(e.g., Arévalo et al. 2014, Ballantyne et al. 2014, Puccetti et al. 2014, Balokovié
etal. 2015, Bauer et al. 2015, Lohfink et al. 2015, Guainazzi et al. 2016), the survey
has led to a number of interesting studies of heavily obscured local AGN based on
NuSTAR snapshots (e.g., Balokovi¢ et al. 2014, Annuar et al. 2015, Rivers et al.
2015a, Koss et al. 2016b, Masini et al. 2016, Puccetti et al. 2016). Many of the
AGN observed with long exposures are among the brightest local AGN, and hence
have Swift/BAT counterpart although they were formally not observed as a part of
the NuSTAR snapshot survey. For the sample presented here we mainly use the short
observations, but also employ longer exposures where it is beneficial for making the

data set more uniform in quality.

The survey utilizes the latest publicly available catalog of Swift/BAT AGN, compiled
using 70 months of BAT exposure (Baumgartner et al., 2013). The 70-month catalog
classifies AGN into five different categories, one of which (“class 5”) contains
AGN of optical type 1.8, 1.9 and 2.0. We refer to this group of AGN as Syl
hereafter. The prevalence of obscured AGN observed in the survey is due to
prioritization of that class over others, because the high sensitivity of NuSTAR can
be most uniquely exploited for studying AGN with the heaviest obscuration. The
snapshot survey of Swift/BAT-selected AGN has proven to be valuable for studies
of both local and higher-redshift AGN population, and continues to provide data to
the community thought the NuSTAR Extragalactic Legacy Survey program.? The
program is further enriched with follow-up observations with Swift/XRT, which
provide valuable quasi-simultaneous spectral coverage below the lower end of the
NuSTAR bandpass (< 3keV). The combination of Swift and NuSTAR instruments
therefore provides continuous (in fact, overlapping) broadband spectra over nearly

four decades in photon energy, from =~ 0.5 keV up to =~ 200 keV.

5.2.2 The Main Sample
In order to get a more uniform selection, we apply a cut in flux in the Swift/BAT band
(14-195keV), fagar > 107 ergs™' cm™2, and a cut in redshift, z < 0.1. The total

Zhttp://www.nustar.caltech.edu/page/legacy_surveys
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number of Sy II in the Swift/BAT 70-month catalog with these cuts applied is 230.
Of those, NuSTAR data are publicly available for more than 135 Swift/BAT AGN
observed before mid-2017, with multiple observations available for approximately
10% of the targets. From this initial selection we removed a number of bright
sources that received long exposures because the observations were done as part
of other NuSTAR programs. By excluding them we decrease the extreme range of
data quality within our sample, so that the spectral analysis could be done more
uniformly. We do, however, consider these AGN to be parts of the full Swift/BAT-
selected sample (see §5.2.3), as they are important for population statistics, and
their high-quality spectra help with understanding the lower-quality spectra of the
main sample targets. Basic data for 124 targets selected for our main sample is listed
in Table C1. In order to improve readability, this table, and other tables exceeding

a single page in length, is placed in the Appendix.

Due to the significantly better spatial resolution of NuSTAR, a number of Swift/BAT
sources are resolved into two or more individual sources. In most cases one of the
sources is significantly brighter while the other(s) would likely be undetectable with
Swift/BAT if they were further apart. Lansbury et al. (2017) present the analysis of
serendipitously detected sources in the field of view during observations targeting
Swift/BAT AGN. We have verified that in all cases the NuSTAR source associated
with the optically-detected Sy Il is the brightest. Two exceptions are the observations
of SWIFT J0209.5—-1010 and SWIFT J2028.5+2543, where in both cases we find
two sources of nearly equal brightness and both fit the Sy Il classification. The
former includes NGC 833 and NGC 835 (both narrow-line low-luminosity AGN in
the HCG 16 group; O’Sullivan et al. 2014, Gonzdlez-Martin et al. 2016), while the
latter consists of NGC 6921 and MCG +04-48-002 in a triple interacting system
(Koss et al., 2016b). We consider each of the four AGN separately as parts of our
sample.

Our main sample covers more than 50 % of the parent sample, and it is statistically
consistent with a random draw. We compare the main sample to its parent sample in
terms of distributions of flux (fgar), redshift (z) and luminosity (Lgat) taken from
the Swift/BAT 70-month catalog. Although these three quantities are not indepen-
dent, matching three distributions provides additional assurance of good represen-
tation of the redshift-luminosity plane. According to a two-sample Kolmogorov-
Smirnov test, all three distributions are consistent between our main sample and the

parent Swift/BAT sample. Our sample is therefore statistically representative of the
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larger Swift/BAT-selected sample of Sy Il in the local Universe. In Figure 5.1 we
show the coverage of the redshift-luminosity plane down to the Swift/BAT flux cut
at 1 x 107" ergs™! cm™2 and up to z = 0.1. Sources observed with NuSTAR as part
of the sample presented here are marked with circles, demonstrating the uniformity

in NuSTAR coverage of the parent sample.
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Figure 5.1: Redshift-luminosity plane covered by the parent sample of Swift/BAT-
selected Sy II sources (“class 57 in the Swift/BAT 70-month catalog). The 230
sources that satisfy cuts in flux and redshift described in § 5.2.2 (shown with black
dashed lines) are plotted in colors that correspond to their cataloged optical type.
Grey points show Swift/BAT sources excluded by our cuts. We mark the sources
targeted with NuSTAR and presented in our main sample with black circles, or with
a black diamond if they are listed in the excluded sample.

5.2.3 Targets Excluded from the Main Sample

We compile a list of sources excluded from the main sample despite meeting our
selection criteria, because they require spectral modeling outside of the scope of
the study presented here. NuSTAR observations of Swift/BAT-selected Sy II with
the highest total number of counts were acquired in targeted observations and not

as part of the snapshot survey, which is described in § 5.2.1. For this reason, their
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simultaneous Swift/XRT data are lacking, or are piled-up in some cases, and require
special treatment. We exclude them from the uniform spectral analysis performed
on the main sample because the simple models considered in this work do not fit
their observed spectra. The NuSTAR data for these AGN have been analyzed in
detail in dedicated publications. We report on previous results from the literature

and or own modeling of these sources in Appendix B.

To the list of excluded targets we also add AGN with spectra that require special treat-
ment despite moderate SNR (e.g., inseparable pair of AGN in SWIFT J0350.1-5019,
or atypically steep spectra of ESO 383-G018 and IRAS 05189-2524), and AGN with
good-quality NuSTAR data that formally do not meet the Swift/BAT 70-month cata-
log optical selection criteria although part of the literature classifies them as Sy II.
This way we keep the selection of the main sample as simple as possible, yet also
discuss spectra of AGN that arguably should have been included if the classifica-
tion methodology of the Swift/BAT 70-month catalog were different in details. For
example, CT AGN NGC 424 (see Chapter III) is usually optically classed as a Sy 2,
but is assigned to the Sy I group in the Swift/BAT catalog, most likely because broad
lines have been detected at a low level in some observations (Murayama et al. 1998,
Moran et al. 2000). Although spectral parameters of these sources do not enter our

analysis of the sample, it is important to consider them in population statistics.

5.3 Data Reduction and Analysis Methods

5.3.1 Data Selection and Processing
NuSTAR Data

The data for all targets in the main sample (listed in Table C1) was processed as
uniformly as possible. However, the NuSTAR survey of Swift/BAT AGN covers a
factor of ~50 in X-ray flux, and the exposures do not scale with the targets’ apparent
brightness. Some very bright objects have been observed with significantly more
exposure because the observations were intended for detailed multi-epoch studies:
e.g., NGC 1365 (Rivers et al., 2015b) and Mrk 3 (Guainazzi et al., 2016) in the
main sample, and most of the targets in the excluded sample. In those cases, we
chose observations for which quasi-simultaneous Swift/XRT data were taken, since
typically only one epoch would be followed-up with Swift. In other cases, fainter
targets were observed more than once to study variability (e.g., IC751; Ricci et al.
2016), or to increase data quality (e.g., NGC 5643; Annuar et al. 2015). If no
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Figure 5.2: Distributions of the Swift/BAT 70-month catalog flux, NuSTAR exposure
times, total number of source counts, and signal-to-noise ratio in the full NuSTAR
band, 3-79 keV. The histograms are colored according to the total number of source
counts so that the third of the sample with the highest number of counts is shown
in blue, while the middle and the bottom third are shown with yellow and green,
respectively. Dashed vertical lines denote distribution medians and dotted lines
enclose 68 % of the distributions.

significant variability was detected, we coadded data from multiple observations,
otherwise we chose the observations which either had quasi-simultaneous Swift/XRT

coverage or represents a closer match to the typical data quality of the main sample.

The data for each of the 124 targets in the main sample was uniformly reduced with
the same basic procedure. To this end we developed an automated approach that
reduces the number of arbitrary human choices in data processing to a minimum, and
at the same time maximizes the high-energy signal-to-noise ratio of the spectra for the
short exposure times typical for this survey. Basic information regarding observation
IDs, times of observation, exposures, and data quality is given in Table C2. A

graphical representation of data quality is given in Figure 5.2.
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For 116 targets we use single NuSTAR obsIDs, while for the rest we coadd two
or more. For four targets (IC 1663, 3C 105, 2MASX J04234080+0408017 and
LEDA 3097193) multiple obsIDs represent essentially a single-epoch observation:
the obsIDs were separated because telescope pointing needed to be refined mid-
observation early on in the NuSTAR mission, or they were interspersed between
Target of Opportunity or calibration observations. CGCG420-015 was observed
three times in total, including one ~100-ks observation, for a detailed study presented
in a dedicated paper (Marinucci et al., in preparation); here we coadd the two short
observations in order to improve data quality but not make it significantly higher
than the sample median. For NGC 5643 two observations were taken in order to
improve the data quality (Annuar et al., 2015). For the targets discussed above we
find no variability between the observations for which we coadded the data. The
coadded data from multiple observations represent the longest exposures in our data
set, ranging up to 42 ks. The shortest exposure time is just 3 ks (MCG +11-11-032).
Most targets were observed for 15-25 ks, the average being 20.0 ks.

We processed the raw data using the standard NuSTAR data processing package,
NuSTARDAS, generally following the procedures described in the NuSTAR user’s
guide.®> We used a range of software editions (HEASOFT 6.14—6.16, NuSTARDAS 1.4—
1.6) and versions of the calibration database (between 20130909 and 20150316).
No significant changes were noted in updating from an older to a newer version.
Event filtering was performed with the nupipeline script, generally following the
recommendations of the NuSTAR Science Operations Center regarding the filtering

level and leaning toward stricter filtering rather than slightly longer exposure.

We developed an automated procedure for choosing the size of the source extraction
region that optimizes the signal-to-noise ratio (SNR) in the 24-79 keV band. The
algorithm steps through a range of extraction region radii (rex;), computing SNR
as the ratio of the number of source counts to its uncertainty after background
subtraction. The background extraction region is defined as the square area of
the detector onto which the target is focused, excluding the circular region 30 %
larger than the source extraction region centered on the source and any detected
serendipitous sources. The optimum radius is then identified as the the largest
radius at which SNR is within 10 % from its broad peak. We show examples of this
calculation for several sources of different brightness in Figure 5.3. Applying it to

our whole sample, we find that the following empirical scaling relation provides a

3http://heasarc. gsfc.nasa.gov/docs/nustar/analysis/nustar_swguide.pdf
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good estimate of the optimal extraction region radius (+15”) for any short 20-ks
NuSTAR exposure:
fext/” ~ 100 + 45 x log CR.

In the expression above, CR is the single-FPM PSF-corrected count rate in the 3—
79 keV band. This count rate can be retrieved from the lightcurve downloaded with
the raw NuSTAR data from the HEASARC archive to quickly choose an appropriate

region size without human interference.

signal-to-noise ratio

LEDA 96373
NGC 513

LS NGC 7130

4 ] 1 : r P ] 1 ]

20 40 GO 80 100 120
extraction region radius / arcsec

Figure 5.3: Five examples of the optimized source extraction radius calculation.
SNR is calculated in the 24-79 keV band (as described in § 5.3.1) and starts de-
creasing from its broad peak at larger radii for brighter sources. Optimized radius
for each example is marked with a diamond symbol and a dotted vertical line of the
same color.

The source and background spectra were extracted using the NuSTARDAS script
nuproducts, which generates the calibrated ARF and RMF files. Multiple obser-
vations are coadded at this stage and their ARF and RMF files are averaged over. We

group the source spectra with a custom built script which distributes the energy bins
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so that they have approximately constant SNR per bin. The algorithm first finds the
energy around which photon spectral density peaks (which primarily depends on the
shape of the source spectrum). Starting from that energy it progresses toward both
lower and higher energies adding bin borders until it reaches either the bandpass
limits or finds insufficient counts to form more bins. The highest and the lowest
bins are then optimized by iteratively shifting the bin borders so that the energy grid
covers as much of the bandpass as possible while keeping the SNR of each bin above
3 and close to the median (typically 4—6, and around 10 for very bright sources). In
Table C2 we report the median SNR per bin, the minimum number of source counts

per bin and the total number of bins for each source.

Swift Data

As described in §5.2.1, targets are selected for NuSTAR observations from the
Swift/BAT 70-month catalog (Baumgartner et al., 2013) and typically followed-up
with a Swift observation within approximately one day. We refer to the Swift obser-
vations taken as part of the survey as quasi-simultaneous (QS) hereafter. Swift/BAT
8-channel spectra (14—195keV) are available for all sources and we use them as
published on the Swift/BAT 70-month catalog webpage.# We generally included
Swift/BAT spectra in our spectral analysis, except in certain special cases (see notes
on individual sources in Appendix A). Data quality indicators such as the count
rate, SNR, and median SNR per bin are given in Table C2 for both XRT and BAT
data. In this study we did not make use of any Swift/UVOT data.

For most targets (104) we used only the QS Swift/XRT spectra in combination with
NuSTAR, in order to minimize the possibility of spectral variability between non-
simultaneous observations. However, for some faint targets, the QS Swift/XRT data
would be insufficient for even the basic spectral analysis, and in some cases the
observations were not performed for technical reasons. In those cases, we searched
the Swift/XRT archive for other observations and select those in which the full-
band (0.3—-10 keV) background-subtracted source count rate is consistent with the
QS observation within photon-counting uncertainties, or those that are consistent
with the NuSTAR-based 3—7 keV flux in the case where the quasi-simultaneous data
were not taken. For 3 targets (Mrk 728, NGC 4388 and NGC 5252) we did not
find any Swift/XRT data that satisfy these criteria. For 13 we coadded data from

multiple Swift/XRT observations with consistent count rates in order to increase

‘http://swift. gsfc.nasa.gov/results/bs70mon/
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the data quality. We provide the complete list of observations for those sources in
Table 5.1. In a few cases, the coadded observations are consecutive (as are NuSTAR
observations of those targets) and should all be considered QS. All data were taken

in the photon-counting mode.

Swift/XRT data were processed using the ASDC XRT Online Analysis service.> A
range of software versions (HEASOFT 6.14—6.19, XRTDAS 3.0.1-3.2.0) and editions
of the calibration database (20150401-20160909) were employed in data reduction.
We did not notice any significant changes between reductions using earlier software
versions and those later re-reduced with newer versions. The xrtpipeline script
was used to perform standard filtering. Source spectra were typically extracted
from circular regions 50" in radius, unless a smaller radius was needed in order to
avoid nearby contaminating sources. Likewise, background spectra were extracted
from annular regions around the target taking care that they do not include any
contamination. For Swift/XRT data processed with the intention of coadding we
made certain that the same extraction regions were used, and that the source is no
more than 5’ away from the center of the field of view in order to minimize the
effects of the spatially non-uniform sensitivity, since we compared observations by

raw (vignetting-uncorrected) count rates.

The xrtproducts script was used to produce the ARF and RMF files. For ob-
servations suitable for coadding, the source and background spectra were coadded
at this stage, and their ARF and RMF files were averaged. Whenever possible, we
grouped the spectral files using the same algorithm described in § 5.3.1. However,
in the low-count cases it was necessary to lower the SNR criteria to the range be-
tween 2 and 4 per energy bin. The lowest-quality Swift/XRT spectra consist of only
two bins, and as few as 7 photons per bin (see NGC 454 E, ESO 005-G004, and
IRAS 07378-3136 in Table C2). In the case of NGC 454 E, for example, the QS
observation yielded only ~ 15 source counts. Three other Swift/XRT observations
all show significantly higher source count rates (by a factor of > 5, which indicates
significant variability and prevents us from combining the QS and additional archival
data. The Swift/XRT data could be replaced with other non-simultaneous soft X-ray
data of higher quality in order to provide better spectral parameter constraints, but
we leave that to future studies. Here we emphasize the maximal simultaneity of our
broadband X-ray observations for a large number of targets, and deliberately let the

NuSTAR data dominate the statistical weight in model fitting.

Shttp://www.asdc.asi.it/mmia/index.php?mission=swiftmastr



Table 5.1: Information on coadded Swift/XRT observations.

Observation ID  Observation Start ~ Exposure CRgre
Target Name
1 ) 3) (C))
LEDA 136991 ... 00080006001  2014-04-11 03:46 6.9 1.6 £ 0.6
00036661002  2011-08-07 06:20 11.1 2.1+0.5
NGCS833 ....... 00035908003  2007-12-03 10:44 2.8 0.3+0.1
00035908002  2007-02-24 13:03 5.2 0.26 +0.08
00035908001 2006-11-03 01:33 7.7 0.28 +0.06
NGCS835 ....... 00035908003  2007-12-03 10:44 2.8 0.4+0.1
00035908002  2007-02-24 13:03 5.2 0.6 +0.1
00035908001 2006-11-03 01:33 7.7 0.9+0.1
2MFGC 2280 ... 00080255001  2013-02-27 12:47 6.6 0.2+0.1
00036662001 2007-11-22 17:37 6.4 0.11 +£0.09
00037106002  2007-07-20 00:38 8.2 0.16 £ 0.06
00037106001 2007-07-18 00:40 9.8 0.23 +0.07
NGC 1229 ...... 00080534001  2013-07-05 09:52 6.5 0.3+0.1
00041743001 2010-10-19 06:08 7.5 0.5+0.1
3C105 .......... 00080328003  2013-02-16 04:42 2.2 0.4+0.2
00080328002  2013-02-15 15:43 2.3 0.6+0.2
00080328001  2013-02-15 02:43 2.2 0.3+0.1
MCG +03-13-001 00041747003  2010-12-23 11:26 33 0.7+0.2
00041747002  2010-12-19 17:09 1.2 1.3+0.3
00041747001 2010-10-22 19:39 6.4 0.5+0.1
2MASXJ0903 .. 00081040003  2015-12-02 10:20 1.9 0.5+0.1
00081040002  2015-11-27 01:23 4.2 0.4+0.1
00081040001  2015-11-26 23:43 0.9 0.6+0.1
IC751 .......... 00080064001  2013-05-25 16:39 5.8 0.5+0.1
00037374001 2008-02-20 13:13 2.3 0.2+0.1
NGC5643 ...... 00080731001  2014-05-24 15:39 4.0 0.8+0.2
00032724009  2013-02-26 11:55 6.3 1.0+0.1
00032724004  2013-02-19 14:52 6.1 0.9+0.1
00037275001 2008-03-16 20:45 3.8 1.2+0.2
NGC6921 ...... 00080266001  2013-05-18 07:21 6.6 0.30+0.08
00035276003  2006-03-28 01:18 0.9 0.3+0.2
00035276002  2006-03-23 00:21 4.6 0.3+0.1
00035276001 2005-12-16 01:16 4.5 0.2+0.1
MCG +04-48-002 00080266001  2013-05-18 07:21 6.6 0.37+£0.08
00035276003  2006-03-28 01:18 0.9 1.0+ 0.3

Notes: Columns: (1) observation ID, (2) observation start time in UTC, (3) exposure
in ks, (4) background-subtracted source count rate in 1072571
in bold are quasi-simultaneous to the NuSTAR observations; if they are not shown, such

an observation was not performed, or did not yield a clear detection of the source(s).

. Observation IDs shown

Information regarding the coadded spectra is shown in Table C2.
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5.3.2 Spectral Analysis

We perform spectral analysis of the X-ray data for each source in Xspec (Arnaud,
1996). Model fitting and error estimation is based on y? statistics. The quoted
68 % confidence intervals on spectral parameters are defined as values for which y?
changes by 1 from the best-fit y* while stepping through that parameter and fitting
for all other free parameters. In a number of cases with severe degeneracy between
spectral parameters, where the best fit places a certain parameter at the edge of the
parameter space, Xspec is unable to provide a lower or upper limit, so we mimic the
error estimation procedure and derive the limit manually. Those limits are shown in

parenthesis in Table C3, but treated as normal limits in the rest of our analysis.

In order to evaluate whether a certain model provides a statistically acceptable fit to
the data we use a null-probability (ppyy) threshold of 5 %. The null hypothesis here
is that the observed data is a random draw from a particular model. ppy gives the
probability of obtaining a y? value as high (or higher) as that of the best fit under
the null hypothesis. By definition, a good model will have pn,1 50 %. Models
for which the best fit does not exceed the 5 % threshold are rejected and replaced
with more complex ones. It is important to note here that between the models with
Pnull > S Y% it is not formally correct to compare which model fits the given observed
spectrum better: they are all statistically acceptable representations of the data. In
this work, which is focused on the phenomenological descri