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ABSTRACT

X-ray diffraction measurements were made on argon at six
states in the general liquid region below the critical pressure at
densities bétween 0.910 to 1.261 gm/cc and at temperatures between
108 to 143 ©K. The intensity patterns exhibited three distinct
mexima at s values of 1.91 # .02, 3.68 * .06 and 5.43 + .16 & ~L.

The intensity patterns were Fourier transformed to the net radial
distribution function and the direct correlation function. The
functions, 4mrosh(r), showed 3 maxima at low densities and U at the
high densities at values of r of 3.85 &+ 0.05, 7.29 %+ .10, 10.75 t .45
and 1k.d £ .5 X. A subsidiary maximum between the first and second
main peaks was observed to increase in prominence and disappear
systematically as the density increased. It was not noticeably
evident at either the lowest or highest density. The first zero of
the direct correlation function was at an r value of 3.34 + .03 X,
whereas the first maximum was at 3.78 + .06 X. Unlike previous
determinations of C(r) in this laboratory, the direct correlation
function exhibited secondary features on the shoulder of the main peak.
At the highest density the direct correlation function goes negative
near 6 R. The intermolecular potential function was calculated from
the data using the Percus-Yevick equation. At the lowest density the
potential predicted in this way closely resembled the lLennard-Jones
12-6 potential for argon. However, the well-depths of these predicted
potentials diminished rapidly with increasing density and decreasing

temperature from 118.0 °K at § = .910 to 68.6 °K at p = 1.261 gm/cc.
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Comparisons of the direct correlation function and the radial
distribution function with analytic predictions based on the Lennard-
Jones potential and the P-Y equation indicated internal consistency
at the lower densities. A comparison of the experimental radial
distribution function at the highest density, with one calculated

by molecular dynamics, indicated substantial agreement.
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I. INTRODUCTION

The atomic radial distribution function in fluid argon has
been the subJject of several investigations using both neutron and x-ray
diffraction techniques. The neutron experiments, three in number, were
made near the triple point: +the first by Henshaw, Hurst and Pope}'
the second a repeat of the first experiment by Hensha.'w;2 using improved
techniques, and the third by Dasannacharya and Rao.:3 Structure in this
region has also been investigated with x-rays by Eisenstein and
Gingrich}+ Lark-Horowitz and Miller,5 and more recently by Gingrich and
Tampson,6 and Harris and Clayton.'7 These experiments represent seven
measurements of the intensity patterns of scattered radiation which
were Fourier transformed to the radial distribution function, g(r).

The most extensive measurements of the intensity patterns
for argon were made by Eisenstein and Gingrich,8 at 26 different
temperatures and densities. Unfortunately, only six patterns were
subjected to Fourier inversion to obtain the radial distribution
function. The associated thermodynamic states were along the
coexistence curve, five of the six 6n the liquid side.

A systematic investigation of the atomic distributions of

argon was initiated by Honeywell9 and Mikolaj.lo

This work, en-
compassing 13 thermodynamic states in the general vicinity of the
critical region, represents the largest internally consistent set of
experimental radial distribution functions for argon. The intensity

patterns measured in these two thesis studies were augmented to include

theoretical small angle scattering. The new intensity patterns were



transformed and the results were reported by Mikolaj and Pings.ll’12

The direct correlation function, and the first coordination numbers
(calculated in four different ways) were investigated for this

data.l3’lLL

Calculated radial distribution functions are qualitatively
similar, but they are different in detail. The discrepancies are
partially attributable to systematic errors that are evident in most of
the aforementioned intensity kernels. However, in addition to this
complication, direct comparisons of radial distribution functions can
not be made with complete rigor because an estimate of the uncertainty
in each distribution due to the statistics inherent in the scattering
process itself, is not presented. In this paper, a method to estimate
these uncertainties will be presented for both the radial distribution
function and the direct correlation function.

Based on the simple physical argument that two atoms cannot
be arbitrarily close, ripples in the calculated radial distribution
functions at small values of r are known to be spurious. This fact has
clouded the issue of whether or not a subsidiary maximum between the
first and second peaks in the distribution functions is real or not.
Evidence presented herewithin supports the claim that this sﬁbsidiary
peak does exist, but its prominence and its position, like the basic
features in the radial distribution function are state dependent.

Extending the temperature-density grid of Honeywell and
Mikolaj, the purpose of this x-ray investigation was to determine the

structure of liquid argon at six thermodynamic states: six states in



the liquid region, below the critical pressure, and somevhat removed
from the triple point, the critical point and the coexistence curve.
The 13 previous states and these six are depicted on a P, g, T diagram
for argon. See Figure 1. The present study includes densities

(in grems/cc) of 0.982, 0.910, 1.049, 1.116, 1.200, and 1.261 with the
states at the respective temperatures 138.15 °K, 143.15 ©, 133.15 ©,
127.15 ©, 117.093 ©, and 108.18 °.

With a few modifications, the Mikolaj-Honeywell apparatus
was used. Only one change directly affects the quality of the results.
A more monochromated incident x-ray beam was achieved by performing a
Zirconium-Yttrium dual filter experiment rather than a Zr g-filter
experiment as previously done. Thils improvement was analyzed by
repeating the measurements of.one of the states measured by Honeywell
and transformed by Mikolaj. A comparison of the two independently
measured intensity patterns indicates a moderate discrepancy; a
discrepancy which, incidentally, was anticipated by Levesque and
Verlet.l® The details of the intensity discrepancy and the changes
it effected in the radial distribution function will be discussed as
the thesis developes.

In this investigation, emphasis was placed on the quantita-
‘tive determination of structure functions for all six states, including
estimated uncertainty bands. Since one of the most important applica-
tions of the experimental structure functions is to test models or
theories of the liquid state, comparisons will be made to radial

distribution functions determined by two technigques: +those calculated
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by Verletl6’l7’18 using three dimensional molecular dynamics, and those
mathematically deduced by Watts19520 from the Lennard-Jones potential
and the Percus-Yevick equation. Furthermore, a few radial distributions

calculated by Fehderel

using two dimensional molecular dynamics will be
presented to support the claim of the existence of the subsidiary peak.

Before reviewing the technique of x~ray diffraction |
analysis, it should be pointed out that x-ray and neutron studies on a
large number of liquids have been completed. A review of similar
studies will not be presented as several review articles are available,
for example, see Gingrich,22 Furukawa,23 or K'ruh.el¥

The general approach that relates the scattering intensity
data to the radial distribution function can be found in Ja.mes,25
Filipovich26 or Paalman and Pings.27 The Paalman and Pings' treatment
applicable to fluids composed of spherically-symmetric atoms is
presented in Appendix 1. The equations therein have been modified
slightly. Familiarity with one of these treatments is assumed.

The radial distribution function is related to the intensity

pattern by the following Fourier transform
hﬁr25h(r) = %E-J: s i(s) sin sr ds (1)

where

ile) = I(s) _
1) = grpy (2)



and

B = %ﬂ sin © (3)

The net correlation function, h(r), is g(r) - 1. For a scattering
28

experiment in the Debye-Scherrer geometry=~ and a monochromatic source
of x-rays of wavelength, A, the scattering parsmeter, s, is uniquely
determined by ® (0 is one-half of the scattering angle between the
direction of the incident beam and the scattered beam). I(s) is the
fully corrected coherent scattering observable at 20 for an irradiated
group of N spherically-symmetric atoms. Corrections are made for
polarization, absorption and incoherent scattering. fd(s) is the
dispersion corrected atomic scattering factor. The Fourier intensity
kernel i(s) is short-ranged, since I(s) rapidly approaches Nfde(s) for
moderate s. Representing the distance from an atom at the origin to
another point in the fluid, r is a scalar quantity.. 0 is the number
density which is equivalent to the bulk density of the fluid. In an
actual experiment, the upper limit on the integral is satisfied by a
finite s beyond which i(s) is zero. Scattering can not be measured at
small angles because the high intensity x-ray beam interferes with the
measurement. The low angle limit is satisfied by extrapolating i(s)
to a theoretical value at s = 0.

The direct correlation function as proposed by Ornstein

and Zernike®? may be defined by the following equation

¢(r,) =nlry,) -7 jc(f‘n) h(?23) &y ()



where subscript two refers to the atom at the origin and subscripts

one and three to other points in the fluid. Fisher3o provides the
interpretation that the correlation h(r) between "atoms" 1 and 2 can be
regarded as caused by (1), a direct influence of 1 on 2, described by
the so-called direct correlation function, C(Fie), which should be
short-ranged, and (ii), an indirect influence propagated directly from
1 to a third atom at'?é, which in turn exerts its influence on atom 2.
For 2 monatonic fluid C(r) is related, as pointed out by Goldstein,3t

to the intensity pattern by this expression:
hnr2§C(r = %;-f; B I_%ié%ET sin sr ds (5)

and therefore, is also available from the intensity data.

The direct correlation function was computedl3 for the 13
states of Honeywell and Mikolaj. Reetz and Lund32 performed computa-
tions of C(r) for four states using the data of Eisenstein and
Gingrich.8 The short range character of C(r) is evident in both of
these computations. Although the latter computations contain
suggestions of secondary peaks, monotonic decay of the main peak was
observed in the former where all 13 direct correlation functions
exhibited the same characteristic shape, negative at distances less
than the atomic diameter, rising steeply through zero towards a single
Positive maximum and then decaying monotonically.

The direct correlation.function can also be investigated

Via a double Fourier transform of a molecular dynamics radial



distribution function. This technique was used by Hu’cchinson33 to
produce a direct correlation function that was short-ranged relative
to the potential function used to generate g(r). The density and
temperature of this mathematical experiment was 1.407 gm/cc at 85.5 °K.
The maximum in C(r) was slightly larger than the maximum in h(r), and
¢(r) was negative between r values of 6.5 to 8.0 2.

The Percus-Yevick theory for predicting the distribution
functions of fluid is based on a fundamental assumption regarding the
relationship of C(r), g(r) and the intermolecular potential. The

assumption, called the Percus-Yevick equation,3u’35 is
C(x) = glr) (1 - e HE)/AT) (6)

Since both correlation functions are available experimentally, the
validity of this assumption can be tested. Mikolaj and Pings' studyl3
of this assumption using argon diffraction data indicated that the
potential function well-depth decreased linearly with increasing
density, which was contradictory to the assertion that the potential
was independent of state. The density dependence evident in the
Mikolaj and Pings' Study was greater than that predicted by Copeland
and Kestner36 using an effective two body interaction. The validity
of the Percus-Yevick assumption will be subjected to analysis with the
data contained herein.

The experimental problém is to determine i(s) from a

scattering experiment, where argon is confined in a sample cell at low



temperature and at moderate pressures. In order to irradiate the
argon, the cell is unavoidably irradiated. The quantitative removal
of cell scattering has been treated by Mikolaj.lo Two experiments
must be performed: one experiment determines the scattering from cell
and sample, the other, the scattering from the empty cell. These two
patterns via the proper subtraction (See Appendix 2) produces the
total (coherent and incoherent) scattering function, Is(s), for argon.
This particular subtraction corrects for absorption and includes the
correction -for polarization. The coherent scattering function, I(s)
is deduced from Is(s).

The uncertainty, AIg(s), in I (s) is derived (See Appendix
3) from the assumption37 that x-ray scattering is governed by Poisson
statistics, for which the square of the standard deviation is
proportion to the mean. AIs(s) will be used to reject data and to
calculate the uncertainty bands for the structure functions.

Before presenting the net radial distribution functions
and the direct correlation functions obtained for the six states
investigated, the details of the experimental method, and the data
reduction scheme will be summarized. A significant portion of the
thesis will then be devoted to discussing the results. Finally, the
conclusions will be noted. An effort has been made to keep derivations

and other miscellaneous details in appendices.



ITI. EXPERIMENTAL

A. General

The experimental x-ray diffraction patterns were obtained by
irradiating an argon sample confined in a cylindrical beryllium cell
with a collimated beam of x-rays and measuring the scattering intensity
as & function of the scattering angle, 20. To obtain the low tempera-
tures desired, the sample cell was mounted within a thermal control
annulus which was positioned in a vacuum chamber. Both the annulus and
the cryostat were slotted to pass the incident and scattered radiation.

Cooling was supplied by passing the vapor of liquid nitrogen
through cooling tubes in the thermal annulus. For each state of argon
investigated, the annulus was cooled a few degrees below the desired
temperature by selecting the proper flow rate of cooling vapor. The
final temperature was reached and maintained by varying the current to
heater wires in the annulus.

The six thermodynamic states were selected to be on
isotherms in either of two PVT measurements, those of Levelt38 or those
of Van Itterbeek, Verbeke and Staes.39 To obtain the desired density of
argon it was then only necessary to select the proper pressure. The six
states were selected to match T, P data points in the PVT measurements,
thereby reducing the uncertainty in knowing the density for a given
Pressure and temperature.

The sample cell was filled from a high pressure reservoir of
argon through a microflow valve to the desired pressure. Pressure was

monitored continuously and controlled manually. The microflow valve was
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adjusted to bleed argon into the cell to counterbalance small leaks in
the fittings. A manually operated trimmer injector was used to adjust
the volume of the sample system, thus providing the fine pressure
control.

The source of x-rays was a molybdenum target operated at
55 Kv and 20 milliamps. The optical slit defining the incident beam
was positioned at a take off angle of 5.8° so that the effective target
was & line source, 10.0 mm. long (parallel to the cylindrical sample
cell) and 0.12 mm. high.

Selective monochromatization of the incident beam was

HO oot Saslabed &

accomplished by the use of "balanced" dual filters
narrow band of wavelengths spanning the Kx doublet of the molybdenum
source. The dual filter technique requires two measurements to deter-
mine the scattering intensity at each angle. One measurement is the
intensity scattered at 20 with a zirconium B-filter in the incident
beam. The other is the intensity scattered at 20 with an yttrium

a-filter in the incident beam. For the argon sample and Be cell

scattering, the experimental intensity is

ﬁw(w=lis®)'ﬁ%(w (7)

and for the empty cell measurements

@) -5 ) -2 @) (&)
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Governed by a Poisson distribution, x-ray scattering is a
statistical process. Although the uncertainty in a measurement of the
scattering at one angle depends only on the total counting time,
several scans through angle space from 1.5 to 120° (29) were made in
steps of 0.5°. Three scans of cell and sample (100 seconds for each
filter at each angle) and five scans of the empty cell (300 seconds for
each filter) were made. Statistical arguments could then be used to
reject data points. The scattering data were accumulated in 101 days
of around the clock measurements.

In order to eliminate fluctuations of the intensity of the
incident beam, fluctuations which would occur as 1-3% changes over
several hours, the scattering data were normalized to the scattering at
a reference angle. The intensity scattered at the reference angle was
measured several times during each scan. Linear interpolation between
reference angle measurements was used to normalize each scan point.

Before developing the data reduction scheme, the sample
confinement and the optical geometry wili be described in detail.

B. Sample Confinement

The argon used in this investigation was obtained from the
Linde Rare Gas division of Union Carbide. The maximum impurity was

reported to be less than 15 parts per million as follows:

Nitrogen < 5 ppm
Hydrogen < 1 ppm
Oxygen < 5 ppm
Hydrocarbons <« 1 ppm
Moisture < 3 ppm

The beryllium cell confining the argon was similar to the
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cell described by Paalman and P:'Lngs.l*l The cell is depicted in cross-
section in Figure 2 (Part H) and pictorially in Figure 3. The

dimensions of that portion of the cell irradiated by the incident

beam were:
length 1.000 cm.
outside diameter 0.179 cm.
inside diameter 0.093 cm.

The inner and outer surfaces of the cell were not concentric, the
centerlines being 0.0127 cm. apart. The cell was positioned so that
the thinnest wall was in the direction of scattering for two theta of
90°.

The cryostat has been described in detail elsewhere.9:u2
This equipment, as modified, is depicted in cross-section in Figure 2.
The cross-section is perpendicular to the incident beam, with the x-ray
target 17.7 cm. behind that portion of the cell which is exposed by the
slot.

The vacuum chamber, C, a 6% inch I. D. brass can with a +
inch wall thickness, was positioned so that its flat end was perpendic-
ular to the goniometer shaft, indicated by the centerline, G. The
other end of the chamber was closed with a removable flat end plate, T.
Whenever scattering measurements were being taken, this chamber was
evacuated through port, Q, to less than 5 % 1072 torr. Port R was not
used.

Electrical leads from the chamber passed through port O.
The cap used on this port contained 2k, 1/16 inch copper rods that were

epoxied into slip fit holes in a i inch lucite plate.
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The cell, H, was positioned in the cell holder, I, which
was slip fitted into the temperature control annulus, J. A 7/16 inch
slot was machined into the cell holder, the temperature annulus as well
as the vacuum chamber, to pass the incident and scattered radiation.
The slot which extends 280 degrees around the wall of the vacuum
chamber was covered with quarter-mil Mylar film. A vacuum seal was
achieved with an o-ring under a compression ring, B. The brass thermal
block surrounding the Be cell was sectioned into two parts by this slot.

An aluminized Mylar heat shield, F, reduced radiation heat
transfer to the exposed portion of the cell. The quarter-mil alumi-
nized strip was wrapped around a recess in the cell holder and held in
place with a pair of split rings. Other heat shields, D and S, were

also used.

Support for the thermal block was provided by two % inch
lucite plates, M, that were bolted to the temperature control annulus.
Each plate contacted the chamber wall at only three places, with three
l% inch wide equally spaced legs. These plates were lapped to slip fit
the vacuum chamber. Longitudinal placement of this assembly was
achieved when the right plate was butted against a step in the chamber
bore.

Around the outer surface of the control annulus were
soldered two sets of 1/8 inch copper tubes, L, that carried the cooling
gas. These tubes, which were installed to provide counter current
flow, joined into common inlet and outlet lines. Thin walled stainless

steel tubing and teflon spacers provided thermal standoffs for the
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inlet and outlet lines.

Just inside the cooling coils were the heater wires, K,
which provided the fine temperature control. These nylon-insulated
# 30 maganin wires were wound in grooves on the outside of a brass
annulus. One heater-wire was wound on each side of the slot. After
cementing the wires in place, the grooves were packed with indium to
provide better heat transfer. This annulus was then force fit into
the portion containing the coolant tubes. The two heaters were oper-
ated independently to control the temperature gradient across the
irradiated portion of the cell. The current to the heater in the
larger section of the annulus was controlled to maintain the temperature
detected by that platinum thermcmeter, N. This thermometer was in the
non-irradiated portion of the cell and immersed in the argon. The
other heater was controlled by the differential thermocouple, E,
(Cu-Constantan wires).

The beryllium cell was held in position by the closure nut
extension, P. Argon was fed into the cell through a stainless steel
capilliary (0.025 inch I. D., 0.042 inch O. D.). One end of the
spiralled capilliary was silver soldered to the closure nut, the other
was connected with a Swagelok fitting to the stainless steel pressure
manifold.

The pressure manifold contained the trimmer injector, W,
argon feed line, V, and the pressure tap, X. The pressure was
measured with a calibrated Texas Instrument model # 141, precision

Pressure gage using a steel bourdon spiral rated at 5000 psi.
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¢. Optics and Optical Alignment

The optical system has not been altered from that previously
used in this lab. A pictorial illustration can be found in Figure 3

(This figure was taken from Mikolaj's thesislo)

. The molybdenum x-ray
source was stationary. Both the incident beam and receiving beanm
collimating slits were attached to the goniometer in such a way that
the goniometer could be raised, lowered or slightly tilted to confine
the intersection of the incident beam to the extended centerline of the
goniometer. These adjustments of the goniometer were accomplished by
using the three screw-legs on the goniometer. The goniometer was
positioned so that the distance from the x-ray target to the centerline
was 6.97 inches. Final alignment of the goniometer was checked using a
lithium flouride crystal. With this crystal the measurement of theta
was ascertained to be accurate to within +0.02 degrees, by checking

the angular positions of silicon Bragg peaks for molybdenum Ky radia-
tion.

Collimated by vertical Soller slits, the incident beam was
defined by the 1/6° divergence slit (0.0062 inches) placed 3.3 inches
from the target at a takeoff angle of 5.80. If a line is drawn from the
target through the center of the divergence slit, the takeoff angle is
measured between this line and the horizontal plane passing through the
rectangular target. In this way, the width of the target (10 mm. by 1.2
m.) is foreshortened, effectively creating a line source (10 mm. by
0.12 mm.). The vertical Soller slits on the incident beam were con-
structed from 2.5 mil foils that were 1 and 1/8 inches long and spaced

eighteen mils apart.
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Since the line source has width and only one divergence
s1it was used, the incident beam intensity distribution was trapazoidal:
the umbra being 0.2 mm. across and the penumbra 0.52 mm. The width of
this beam was less than the I. D. of the sample cell. The final
geometry was such that the lower edge of the penuubra was above the
centerline of the hole in the cell.

The viewing beam was collimated by horizontal Soller slits,
and defined by a receiving slit (0.111 inches) selected so that this
beam spanned the width of the scattering regions. Constructed from
2.4k mil foils spaced 5 mils apart, the Soller slits were 1.131 inches
long.

The angular resolution is given by the horizontal and
vertical divergence of the detected radiation. The maximum divergence
is defined as the largest difference between the diffracted angle of any
scattered ray and the nominal scattering angle, 6. This behavior will
be discussed in section III-G, where a correction procedure that limits
the maximum horizontal divergence to less than 0.35 degrees will be
applied. Some values of the divergence before the correction are

listed below. Vertical divergence was i9.375° and independent of theta.

Nominal Angle, © Maximum Horizontal Divergence

1.5 degrees 1.71 degrees

245 180

5.0 0.75

75 0.50
10.0 0.39
15.0 0.25
30.0 0.10
45,0 0.03
60.0 -.06

The alignment problem was to place the cell in the incident
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peam so that the upper edge of the umbra was Jjust below the top edge of
the argon sample, as Mikolaj did. This geametry as well as the bean
definitions are depicted in Figure 4. This alignment was accomplished
as follows.

When the end of the cryostat was placed perpendicular to
the axis of the goniometer, the cell axis and target were parallel.

The slot in the cryostat was visually positioned in front of the
target. Then, the final vertical and horizontal positioning of the
cell could be achieved by moving the cryostat either up or down, and
either closer to or farther from the target, using adjustment screws
to move the cradle supporting the cryostat.

Vertical alignment was accomplished by taking a "shadow
picture". A large divergence slit was used so that the x-ray beam was
wider than the cell. Then with a very narrow receiving slit, the beam
was scanned. The upper and lower edges of the cell could be easily
located (See Figure 5). By this method, vertical positioning closer
than 0.001l inch was realized.

Horizontal alignment was designed to place the centerline
of the sample directly below the axis of the goniometer. To achieve
this placement, the goniometer centerline was "made" into a scattering
center. A very narrow divergence slit defined a very narrow incident
beam that passed through the gonicmeter centerline. Then, the scintil-
lation counter was positioned at 20 of 90O and a very narrow reéeiving
slit placed in front of it, such that scattering would only be detected

if a portion of the beryllium cell was on the centerline. The cradle
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was moved so that the entire cell passed horizontally through this
scattering region. A plot of intensity versus the number of turns of
the adjustment screws then showed two maxima, one for each wall. The
center of the cell was determined from this plot (See Figure 6) to an
accuracy approaching one thousandth of an inch.

Due to thermal contraction of the sample cell supports,
the cell was aligned vertically at the operating temperature for each
state of argon investigated. The cell was maintained at this tempera~
ture for at least twelve hours before the alignment was performed.

The final cell and beam geometry was:

cell I. D. 0.0370 + 0.0005 inches

cell O. D. 0.0700 + 0.0003 inches (actual
measurement)

cell 0. D. axis ‘ 0.0050 + 0.0005 inches below

cell I. D. axis

incident beam centerline 0.0122 + 0.0002 inches above
' cell I. D. axis

height of umbra 0.0077 = 0.0002 inches

height of penumbra 0.0183 # 0.0002 inches

horizontal displacement 0.0000 # 0.0010 inches from

of cell I. D. goniometer axis toward x-ray
target

target to goniometer 17.7 cm.

nearest edge of vertical 9.6 cm.

Soller slits to goniome=-

ter €

divergence slit to 9.2 cm.

goniometer ¢_

goniometer ¢ to re- 14.3 cm.
ceiving slit
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goniometer ¢ to hori- 10.5 cm.
zontal Soller slits

goniometer ¢ to detecter 14.8 cm.

D. X-ray Measurement

The intensity of the scattered radiation was detected with
a sodium iodide (thallium activated) scintillation counter. The
crystal was 1/8 inch thick and % inch square. A one mil beryllium
window served as a light shield. The output signal from the phototube
multiplier was fed through ampliers to a pulse-height selector. The
output from the PHS was counted by an electronic scaler-timer. The
resolution of this system was 46% (FWHM). The pulse-height distribution
was discovered to shift its position when the count rate changed. To
compensate for this, the voltage window was set to pass 99.5% of the
PHD measured at one of the beryllium Bragg peaks.

The fact that the intensities were recorded in counts per

L3, kh

second instead of the normal units, alters the Breit-Dirac correc-~
tion factorhs!h6 for incoherent scattering from B> to B2 (See Appendix
L),

The Zr-Y dual filter was experimentally balanced (See
Appendix 5). The thicknesses of the balanced filters were 3.5 mils
(Zr) and 5.5 mils (Y). Ninety per cent of the integrated intensity lies
between 0.704 X and 0.718 K. The effective monochromatic wavelength of

o
the source was assumed to be 0.7107 A.

E. A Typical Run

Argon state number 2 will be described. The density

desired was 0.910 grams/cc and the temperature, 143.15 %K. It will be
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assumed that the cryostat has been positioned, and the cell aligned at
room temperature.

The oil diffusion vacuum pump was turned on, and the
cryostat evacuated. A 157 liter liquid nitrogen dewa; was connected to
the inlet to the cryostat, via a coolant transfer tube. In less than %

hour, the cryostat was cooled below 142 °k by activating a variable

a. C. heater in the dewar.

At this time, the proportional-integral controller regula-
ting the main heater in the larger half of the slotted annulus was
operated manually to warm the annulus to 143 degrees, then switched to
automatic. In order to establish this preliminary temperature control,
the input to the controller was the net emf from a calibrated thermo-
couple in the annulus, less a bucking potential egquivalent to 143.15 °Kk.

A second proportional controller was then activated to heat
the smaller side of the annulus. For input, the desired control emf
(taken from Honeywell's thesis) for the differential thermocouple was
bucked against the differential thermocouple voltage. The cell was
kept at 143.15 °k for a period of twelve hours, then was vertically
aligned.

The scintillation counter was positioned at 20 of 23.620,
on the largest beryllium peak. The x-ray tube shutter was opened and
the Zr filter placed in the incident beam. With the high voltage to
the phototube set at the midpoint of the high voltage plateau, the PHD
was measured. The average voltage} V, and the width, W, at half

maximum were determined from a plot of the PHD, a Gaussian distribution.
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For this curve, o is related to W

W =2.35¢0 (9)

The voltage base line and the voltage window were set for 99.5% trans-
mission of the Mo Kx radiation. Since the shifting of the PHD with
intensity changes was small compared to W, the transmission was assumed

constant. Typical values for the Hewlett Packard detector system were

A% 3.122 volts
W 1.445
base line 1.397
window 3.450

The counter was then positioned at 26 of 38° and the empty cell refer-
ence intensity was measured, and the electronic noise level recorded.

Using Levelts' déta, the desired control pressure was
determined to be 39.92 atm. Refering to the calibration (See Appendix
6) equation for the pressure gage, the gage setting equivalent to this
pressure was calculated. Next, refering to Honeywell's thesis the
platinum thermometer control temperature was calculated applying two
corrections to the temperature sensed by the platinum resistance
thermometer. This control temperature was equal to the desired tem-
pPerature plus the temperature gradient correction minus the pressure
times the thermometer pressure coefficient. Knowing the control tem-
perature, the resistance of the platinum thermometer at this tempera-
ture was calculated from the Callender Van Deusen constants that were
Obtained in a calibration experiment (See Appendix T s

With the pressure gage in servo, argon was bled into the
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cell through the microflow valve until the pressure was close (10%
below) to the control pressure. The platinum resistance thermometer
current was activated and measured. The bucking voltage was calculated
from the control resistance and this current. Control of the main
heater was switched from the thermocouple to the platinum resistance
sensor. When temperature control was obtained, more argon was added
until the control pressure was reached.

The initial reference intensity was measured for the argon
and cell. Then the dual filter scan was started at 28 of 1.50 and data
points were taken: pg-filter followed by the o-filter; the counter was
advanced O.SO and the next two filter measurements were recorded; and
so on. The scan was interrupted several times (about two hours apart)
to monitor the reference angle intensity. When the scan was completed,
the reference angle intensity was measured again, the argon removed,
and the cell evacuated. Then, the empty cell reference intensity was
measured. To be certain that the cell had not moved, the aligmment was
checked.

This completed the first scan. The dewar of nitrogen was
refilled and scan two, then similarly scan three followed. The data
were plotted during the run and questionable points were immediately
checked.

During each scan the pressure was manually kept at the
control pressure +0.2 psi. Once the argon bleed rate to balance leaks
had been established, small trimmer injector corrections had to be made

about every 20 minutes. The current to the platinum thermometer was
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checked regularly and if corrections were needed, the bucking voltage
was changed.

At 99.5% transmission of the Kv wavelength, up to 40% of the
radiation detected with a g-filter on the incident beam is not the
desired radiation. Typical B and ao-patterns are depicted in Figufe T
for the empty cell measurements, and in Figure 8 for the cell and
sample measurements. The actual dual filter intensity patterns are

the difference between the curves in each figure.
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III. TREATMENT OF EXPERIMENTAL DIFFRACTION DATA

A. General

The radial distribution functions and the direct correla-
tion functions are obtained by Fourier transforming intensity kernels
which must be obtained from the experimental diffraction patterns.
The method by which the Fourier intensity kernels were produced from
the cell and sample scattering pattern will be presented. Since the
experimental data were recorded in §-space, the computations preceding
the transformation were performed with 6 as the independent variable
rather than the scattering parameter, s.

In order to obtain the total scattering function origina-
ting from the confined argon, the scattering from the empty cell must
be subtracted using the Basic‘Data Reduction Equation (derived in

Appendix 2):

I,(6) = 513y F(é) ASSC(8) [IE+s(e) - G(6) ‘%%l IE(Q)] (10)

where
P(6) is a polarization correction, %—[l + cosg(Eei}

ASSC(6 ), the sample absorption factor, corrects the sample
scattering for absorption in both the sample and cell

F(8) is a correction term that arises from the fact that
the fractions of coherent and incoherent sample
scattering are absorbed differently

IE+S(9), the average cell and sample scattering obtained
from the three data scans
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Ig(e), the average cell scattering obtained from five data
scans '

G(e) is a correction term that arises from the fact that
the fractions of coherent and incoherent cell scatter-
ing are absorbed differently

ACSC(8 ), one of two cell absorption factors, for scattering
from the cell and absorption in cell and sample

ACC(e), the second cell absorption factor, for scattering
from the cell and absorption in the cell

and

I,(6) is the total scattering from the sample, i.e., the
sum of the coherent, which contain the structure infor-
mation, and the incoherent scattering.
The Fourier intensity kernel is obtained from Is(e) by normalizing to
the total gas scattering function (the sum of the atomic coherent and
incoherent scattering determined from theory), subtracting the gas

scattering function and then dividing by the atomic coherent scattering

factor, fde(s). Namely

Inc(9)
(c/m) 1,(0) - “}3_2_%5 - £.%(0)
£.2(0)

i(e) = (11)

where (C/N) is determined by requiring Is(e) to be equal to the sum of
Inc(9)/B (9) and fdg(e) at large values of § where coherent construc-

tive and destructive interference is small

I
(C/N) = —I_nc_s-—_é at large 6. (12)
22 fd.

B2
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This normalization will be discussed later.

Experimentally, i(e) would contain fluctuations which are
inherent in the statistics of scattering. To eliminate the difficulty
in transforming 1(6) in this form, I (6) is smoothed before i(p) is
calculated.

The smoothing technique is improved by comparing estimates
of I (s) plus the confidence interval with I (6) data points. The
confidence interval (derived in Appendix 3) is calculated from the data

as follows:

t kj
e P(s) F(8) ASSC(8) /T .
C+s
? () + T (8) G2(6) acsc®(e) 7. P(8) + I(p) z
C+S C+S @ C+S (13)
Deys acc®(e) T, R
where Te.s 1S the time interval (100 seconds) for each data point
*® in each cell and sample scan
n,,s is the number (3) of cell and sample scans
T, 1is the time interval (300 seconds) for each data point
in each cell scan
n, is the number (5) of each empty cell scans
kj is a constant for each confidence level.

Whenever Is(e) is considerably outside the 90% confidence band about

smh
I,7(0), and this is not obviously due to one measurement, the data at

this angle are rejected and Iimh(e) recomputed .
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The intensity kernel i(s) is extrapolated to s of zero as

Mikolaj did, using

j(s) =i(s) +1 = i{o) (1k)

1+ a232 + ausq

where

J(0) =k Tp K (15)

The 52 dependence at small s has been experimentally verified for argon

i

term is

included to allow a smooth transition from the region of 32 behavior to

near the critical state by Thomas and Schmidt.u7 The s

the value at the smallest experimentally obtainable s. Even powers of
s are used since i(s) is an even function. Jj(o) was calculated from
the PVT data, whereas s and 2), were determined by the magnitude and
slope of the experimental i(s) at the smallest s.

The details of the data reduction will now be summarily
presented. With the exception of the uncertainty band for the
structure functions, the technique is Mikolaj's.

B. Preliminary Calculations

A1l measured intensities were obtained as follows:

I(6) = M’T)—'ﬂ (16)
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where

N(e) is the number of experimental counts recorded at 9
during the counting time T,

n is the average number of electronic background counts
determined with the x-ray shutter closed.

The Fourier transform of i(s) is based on the assumption
that the scattering is obtained with the intensity of the main beam held
constant. That is, the experimental intensities in Eq. (10) are assumed
to be measured relative to one common incident intensity, I, a
constant. Since each measurement is proportional to the incident beam
intensity, fluctuations in the incident beam intensity were removed by
scaling the observed intensities to a reference scattering intensity

which was selected to be the scattering intensity at 380 (20).

Eg) - PO) - ®6)

Iref(e) (17)

The subscripts, either ¢ or c+s, do not appear here as the equation is
similar for the cell and sample, and cell scans. Iref(e) is obtained by
calculating the intensity of the reference angle scattering, assumming
it varied linearly between two monitorings. Suppose that for a particu-
lar scan that the reference angle intensity had been measured by inter-
rupting the data sequence at 20O and 300, and the reference intensity

at 24.5° yas desired. Then this intensity is:

Tl 5) = (0] + l—*—ig- [Iref(3o) . Iref(eo)] (18)
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To increase the accuracy of this scaling, the reference angle intensi-
ties were measured at least seven times and statistically analyzed to
reject points before an average was calculated.

The empty cell data points were normalized by the reference
angle intensity measured at 380 during an empty cell scan. The cell
and sample data points were normalized by the reference angle intensity
measured during a cell and sample scan. In order to subtract these two
intensities as suggested by Eq. (lO), it is now necessary to scale the
cell and sample data by the ratio of the cell and sample reference
intensity to the cell reference angle intensity. This ratio, Q, was
experimentally determined at the start of each cell and sample scane.
Since the quantitive calculation of IS depends on the accuracy to which
Q is known, the initial measurements of reference angle intensities
with and without argbn in the cell were repeated until the standard
deviation in Q was less than 0.2%. To determine the effect of an error
in Q on I (9), & test case was computed for argon Run # 2. When Q was
in error by +0.2% the main peak intensity after normalization would be
reduced 0.4%.

C. Absorption Factors

Absorption of x=-rays is governed by the mass absorption
coefficient which is a function of wavelength. The technique of

applying thils correction to coherent scattering from a sample confined

48

in a cylindrical cell, originally treated by Paalmen and Pings, - has
been modified to include the trapazoidal intensity distribution of the

incident beam and the non-concentricity of the beryllium cell (See
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Appendix 8). In addition, the technique was applied to the incoherent
scattering where the wavelength of the scattered radiation is longer
than the incident wavelength, to calculate the incoherent absorption
factors which are needed to evaluate F(§) and G(8).

The wavelength behavior of the mass absorption coefficient
has been taken from the International Crystallographic Tables,ho that
contains an empirical correlation whiéh was taken from Victoreen.u9
The magnitude of the mass absorption coefficients for incoherent and

coherent scattering from argon are greater by about 7% from those used

by Mikolaj, who used the values experimentally determined by Chipman

and Jennings.DO Victoreens' correlations were used in preference to the
measured values for two reasons. First, Victoreen stated that the
disagreement between observers of mass absorption coefficients is
sufficiently great as to make any single observed value doubtful.
Second, the tabular values represent the systematic correlation of a
large set of measurements. The effect of the uncertainty in the mass
absorption coefficient was investigated by comparing Is curves calcula-
ted for absorption coefficients 5% below that used by Mikolaj with
those 5% above Victoreens, a range of 17%. After normalization, the
magnitudes of peaks and valleys were altered less than 2%, primarily
the first valley and the main peak. Since an order of magnitude less
error results from an error in the mass absorption coefficients, it
will be assumed that a possible systematic error related to the

absorption coefficients is negligible.

The basic data reduction equation includes the use of the
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coherent absorption factors directly and the incoherent factors in-
directly in the evaluation of the two terms, F(§) and G(9), which are

defined as follows:

7o) = y2R(o) + yine(o) 4550 _() (19)
assc® (o)

and

h i AcsctRe
Ve (e) + v:"%(e) —5¥—7§3;£?§

ACSC

veoh(g) + yinc(g) ACC™C(5) .
(24 C

AccCoh (g )

G() = (20)

where the superscripts, coh and inc, relate to the scattering which
occurs coherently and incoherently. (The absorption factors are then
the correction terms which apply to either scattering, respectively.)
The term, Yeor is the fraction of the intensity scattered, coherently or
incoherently, from the cell, and Yg the corresponding fraction for the
argon sample.

Assuming that G(9) can be calculated, the fractions of
coherent and incoherent scattering from the argon sample can be deter-
mined by an iterative technique. The first estimates are obtained from

the coherent and incoherent scattering, f £ and Imc/B2 respectively.

d
Once IS is normalized, the incoherent portion (Ilnc/Bg) can be sub-
tracted leaving the next estimate of the coherent scattering. This is

Tepeated until successive estimates of YEOh are identical.
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Unfortunately this technique can not be applied to Yc
pecause destructive and comstructive interference of the coherent
scattering from the beryllium crystals in the cell occurs at all values
of 6. This is unlike the scattering from the liquid argon where inter-
ference effects do not occur at large 6.

This difficulty was overcome by selecting a scattering
geometry which makes G(6) insensitive to Yo, & geometry which minimizes
the absorption in argon of incoherent scattering from beryllium. This
is the reason why the incident beam was kept at the top of the argon

coh

pe and ACClnc/ACC are very

sample. With this geometry, ACSCinc/ACSC
close to one. As a consequence, G(8) is very close to one irrespective
of Y,. For purposes of reducing the data, Y, was determined from the
atomic scattering factor and the incoherent scattering predicted from
quantum-mechanical electron wave functions for beryllium.

Inherent in the definitions of F(8) and G(6) is the assump-
tion that the electronic transmission for incoherent scattering is the
same as the transmission for coherent scattering. The angular depen-

dence of the incoherent wavelength is given28 by

A8, BOR o & 0ol3 (1~ con BG) (21)

This means that the energy of incoherent scattering is less than the
eénergy of the coherent scattering and the difference increases with
increasing 6. At 28 of 1200, the largest angle investigated, the larg-

est change for Acoh - 0.7107 ﬁ is less than 5%. The associated PHD for
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incoherent scattering should shift a maximum of 5% and the net result
is that the electronic transmissions, because of the wide voltage
window, are essentially constant within 0.1%.

D. Atomic and Incoherent Scattering Factors

The incoherent scattering factors for Be was obtained by
LaGrange polynomial interpolation51 of the ten calculated values of
Iinc.published by F‘reeman.52 These values were given only to s of 13.8.
A plot of these ten points was extrapolated to s of 15.3 to obtain the
necessary values to complete the data reduction scheme.

At the time the data were analyzed, incoherent scattering
factors including exchange effects were not available for argon. The
values that were used were interpolated from those?® of Ca++, K" and
Cl™, which did include exchange. Extrapolation from s of 13.8 to 15.3
was required. Recenﬁly, Cromer and Mann?3 published values of these
factors including exchange effects which agree with the interpolated
values over the range of theta for which the intensity kernel showed
interference. At larger angles, the discrepancy increased slowly to
3% at two theta of 120°.

The atomic scattering factors, including exchange effects,
were obtained from Berghuis et. a.l.SLL The values for Be were reported
to agree well with previous calculations, but the inclusion of the
exchange effects indicated changes of up to 10% with previous results
for argon. This discrepancy will be elaborated upon shortly.

The calculation of atomic scattering factors is made with

the assumption that the circular frequency of the incident radiation
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is not close to any natural modes of the electron system of the atom.
The corrections to make the factors applicable for any given wavelength
are called dispersion corrections, and the applicable dispersion

corrected atomic scattering factor takes the following form

£4(s) = £(s) + af' + ipf" (22)

The values of Af' = 0.18 and Af" = 0.24 for Mo Ky radiation were ob-

tained from Cromer.55

The nature of discrepancies between the dispersion corrected

atomic scattering, T & and values used by others in reducing x-ray

q ?
diffraction for argon-are depicted in Figures 9 and 10. Systematic
errors in i(s) would result if the proper values of the atomic scatter-
ing are not selected. Two pieces of evidence which support the use of
the values calculated by Berhguis will now be mentioned.

Rahman56 compared two Fourier intensity kernels, one
obtained with x-rays, the other with neutrons. A plot from his paper
is reproduced here. (See Figure 11). Using a new criteria to test the
validity of these intensity kernels, Rahman concluded that the neutron
data were more reliable than the x-ray data. In order to show what the
effect of the uncertainty in the atomic scattering factor would do to
the x-ray data, the x-ray intensity kernel was recalculated using the
dispersion corrected values of Berghuis et. al. and the new x-ray kernel

was compared to the neutron kernel in Figure 12. Within the accuracy

with which the published figures could be interpolated to make the
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calculations, the two curves now show substantial agreement.

Secondly, the atomic scattering factor of argon has been
measured by Chipman and Jennings.5o The values of f(s), obtained on
an absolute basis with an accuracy of about %%, agree with the values
of Berghuis et. al. within 0.1 e.u. Since Chipman and Jennings reduced
their data using dispersion corrections and subtracted incoherent
scattering that included exchange effects, it is reasonable to assume
that the Berghuis values are an accurate estimate of the atomic
scattering factor.

E. Data Smoothing

The sample intensity data, Is(e), were smoothed by fitting
a second order polynomial in § to short segments of the scattering

curve. The form of the fitting polynomial was

: (23)

15 (0) = a(e) +b(e) x 0 +c(8) % 0
The coefficients were evaluated by least squares, and a separate set of
coefficients were determined for each value of © (with the exception of
data points near the apex of the main peak which were not smoothed ) .

The range of data points used to smooth the data at each 6 is summarized

below.
o) No. of pts. on each side of ©
1.50 to 4.00 3,4,5,5,1&-,11-,%,3,3,3
5.25 to 8.00 3,3, 4,0 0k L L b )
8.25 to 12.25 B s wu>
12.50 to 16.25 5,6,6,7,7,8,8,8,8,8,8,8,8,8,8
16.50 up 8,8,9,9,10,10,... to a meximum of 40,40

These ranges of fittings were the last set used, with many other combi-



nations having been examined.

The smoothing process itself was a lengthy, systematic
analysis, which will be briefly summarized, step by step.

The first analysis was the effect of the 17% range of the
mass absorption coefficient. Is(e) for all six states was evaluated
for seven values of this coefficient. After it was discovered that
only small changes in i(s) would result from any two different mass
absorption coefficients in this range, a decision was ﬁade to use the
coefficient from the International Crystallographic Tables.

Next, a qualitative study of effect of Q on IS was under-
taken. For each run, eight values of Q spanning an arbitrarily
selected 8% fluctuation in Q were used to check to see if the experi-

mental Q was reasonable. This technique was based on the beryllium
Bragg peaks which are present in both the cell pattern and the cell
and sample pattern. The argument is this: if the value of Q being
tested is too large, the peaks in Is(e) will all lie above basic argon
intensity pattern, and similarly, if the value of Q is too small, the
peaks in IS(B) will all be below the basic argon pattern. The net
result of this investigation was that the six experimentally measured
Q's were more narrowly defined than any value of Q which could be
derived by examining the behavior of the peaks.

Now, the experimentally measured Q's, and the argon mass
absorption coefficient were used to calculate Is(e) for all six states,
and plots of these six functions wére studied to ascertain whether or

not any of the empty cell beryllium peaks were consistently too large



37

or too small. The first step was to construct a table where, at each
¢ corresponding to a peak, entries were made which described to what
extent Is(e) was above or below the basic pattern at that angle. When-
ever the six table entries indicated that the Ig(e) was probably in
error, the five g-filter and the five a-filter measurements used to
compute this intensity were checked to eliminate one pair of measure-
ments, if this pair deviated significantly from the other four. If a
pair was eliminated, the average cell intensity at thié angle was then
recalculated.

Following this, a preliminary smoothing was performed, the
90% confidence band was calculated, and a plot of I, and I:mh T AL
was made. All points of Ig falling outside the 90% confidence band were
investigated just as the empty cell data points as beryllium peaks were.
Individual pairs of § and a-filter cell and sample measurements were
rejected only where the pair significantly contributed to the discre-
pancy. When it did, a new average cell and sample intensity was
calculated from the remaining two pairs at the angle. In this step,
for each argon state investigated, less than eight pairs out of 711
were discarded. When this was completed, the average intensities, at
each angle in the cell measurements and at each angle in the cell and
sample measurements, were considered to be "the experimental data." No
further rejection of individual B-filter-xy-filter pairs was attempted.
Figure 13 depicts the cell pattern and the cell and sample pattern
for Run # 2.

Two additional refinements were necessary to complete the
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smoothing process. The first was simple to apply. Any I, point
which remained outside a confidence band of 99.5% was rejected and
replaced by the preliminary estimate, Izmh(e).

Then, a large number of variations in the smoothing ranges
were tested to determine the maximum number of oscillations which
could be statistically identified in the six state patterns being
investigated. Three criteria were used. First, a maximum or minimum
was sald to be identifiable, if the distance between the normalized
) Izmh and the gas scattering function, fd2

greater than the width of the 50% confidence band. Second, this maxima

pattern, (C/N * Iinc/B2’ was
or minima must exist at approximately the same angle in all intensity
patterns‘at higher densities. And third, a continuous set of oscilla-
tions must be identifiable at all angles smaller than that angle where
an oscillation couldvbe identified. Within these criteria, only three
maxima could be identified at each temperature and density investigated.
(Refer to the smoothing curve plotted in Figure 14 for argon Run # 2.)
Once this fact had been established, the smoothing range

previously listed was used to complete the smoothing process. Fluctua-

smh

g beyond 6§ of about 22° were considered random.

tions in I

F. Normalization

The kernel of the Fourier integral is calculated from the
smoothed intensity patterms by subtracting the total gas scattering

from Igmh as follows:

smh 2 1 2
1(0) = /M) ) - 2222; - 17°()/B (k)
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where the constant, C/N, normalizes the smoothed intensity to the

electron unit.
The proper value of C/N is that which allows i(e) to vanish

as O increases. This normalization was accomplished by a least squares

fit of the ratio

g™ ()
£,°(0) + TC(0) /5

(25)

One hundred values of I:mh from 6 of 20O to hSo were used to calculate

C/N within a maximum estimated error of 0.3%. A typical fit of the
normalized smoothed curve for Run # 2 is depicted in Figure 15.

With C/N determined, i(9) was calculated.

G. Divergence Correction

As previously described, the maximum horizontal divergence
of the experimentally scattered radiation is & function of angle. A
correction procedure to limit the maximum divergence to less than 0.35
degrees has been developed. Since the details of this correction are
carefully outlined in Appendix 9, only the reason for the correction
will be presented here.

When the scattering geometry was analyzed, it was discovered
that the horizontal divergence was primarily contributable to the width
of the horizontal Soller slits. If the receiving beam had been colli-
mated vertically as well as horizontally, the horizontal divergence
would have been considerably reduced.

The incident beam was defined by a set of vertical Soller
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slits. Because of the length and the narrow spacing of the vertical
foils, an incident ray could not deviate more than 0.825 degrees from
intercepting the sample at 90O to the axis of the goniometer. There-
fore, within this small angular deviation, it was assumed that all
scattered radiation resulted fram parallel incident radiation, where
each incident ray would be scattered in a diffraction cone defined by
the scattering angle 29.

The receiving Soller slit system can be considered to be a
set of detectors, each one looking at a portion of the sample, each
one 0.005 inches high and about 0.400 inches wide. Since the foils of
the Soller slit assembly are parallel, the nominal angle 206 is appli-
cable to each, and the correction was developed for only one of these
detectors. The two dimensions of the detector will be called the
window, the length being parallel to the target and sample. The face of
the window moves about the sample on an arc of radius R in steps of
0.25o in 8, thus defining a set of observations of the intensity
measurements at 237 values of 6. For this analysis the narrow target
and the portion of sample being viewed will be considered to be a line
source and a line sample respectively.

Consider scattering from the line sample which i1s defined
by a scattering angle 20. BEach point in the line sample generates a
scattering cone. A portion of each cone will certainly be detected at
the nominal angle equal to the angle of the cone. The question then
beccmes, is the 20y cone detected ét any other angle, 2037, besides that

Specific angle, 20y? The answer is yes, when the counter is at angles
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smaller than 20x and where the maximum horizontal divergence at 20y is
greater than 28y - 29;. That is, only at small angles.

Therefore, the measured scattering intensity at small
angles is actually greater than it should be if the viewing beam were
properly collimated. Using the procedure outlined in Appendix 9, a
correction was made to Izmh(e) and i(s) recalculated from the divergence
corrected smooth scattering function. Figure 16 depicts the argon
intensity function, j(s) [:j(s) = 1(s) +'1], for Run # 2, before and
after the divergence correction.

This correction did not significantly alter the calculated
radial distribution functions, nor the direct correlation functions
beyond r of 3.2. However, the calculated values of C(r) at small values
of r were more negative than those calculated from the uncorrected
argon intensity patterns.

H. The Transform Calculation

Before the net radial distribution function and the direct
correlation function could be calculated, it was necessary to extrapo=-
late the dispersion corrected intensity kernels to s of zero (See Eq.
(14)). sSince no systematic oscillations were detected beyond the third
maximum in i(s), the experimental intensity kernels were truncated
after the third maximum. This truncation limit is labeled Smax

The net radial distribution function was calculated by

integrating the intensity kernel from s of zero to the truncation limit.

hﬁreﬁh(r) = %$_2max s i(s) sin sr ds (26)
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Fifth degree LaGrange interpolating polynomials were calculated for
the discreet values of i(s), six points at a time, and the powers of s
with the appropriate coefficient were analytically integrated with sin

sr, such that:

T 3yi=o *

2
kmropn(r) = &5 Z: Z: (a5) 5 st*L sin sr as ]:j+l 1)
J J
where (ai)j is the coefficient of the ith power of s for the LaGrange

polynomial over the interval (s The subscript J counts the

37 Syl
intervals required to fit i(s) from zero to the truncation limit.
Similarly, the direct correlation function was calculated

from
2 _ar J'Smax i(s . '
brmrSgC(r) = c—f Pana i:ézgj sin sr ds (28)

where the polyncmial interpolation coefficients were calculated for the

o
intensity kernel, i(s)/(1+i(s)). For r < 3.2 A, the procedure developed
3

by Mikolaj and Pingsl was used to calculate more accurate estimates of
C(r) than available from the direct transform. t these values of r,
the radial distribution is zero and h(r) = -1. Therefore, equations
(e6) and (28) may be subtracted to produce

unr25(c(r) + 1) = sin sr ds (29)

-2r jsmax 12(s)
7 Jo S Ifi(s
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which could be evaluated using another set of interpolating polyno-

mials.

I. Uncertainty Bands

The confidence interval for i(s) can be calculated as

follows:

ooy o _(c/n) aTg(s)

6i(s) = fde(S) NOE] (30)
where

C/N is the previously determined normalization constant to
convert to electron units

AIg 1s the previously determined confidence interval for

the data
fd(s) is the dispersion corrected atomic scattering factor
N(s)-3 represents the number of degrees of freedom that are
inherent in the quadratic (3 constant) smoothing pro-
cess. If the data at a particular value of s were not
smoothed, N(s)-3 was set to one: otherwise, N(s) was
taken to be the total number of data points used to
calculate Igmh &t s.
For the purpose of estimating the uncertainty in structure, the values
of AIg at the 50% confidence interval (that is, k; was taken to be
0.675), were used.
An uncertainty band for the net radial distribution
function has been estimated as follows:

Smax
hﬂrQEAh(r) = %§'JO s §i(s) | sin sr|ds (31)
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7o simplify the calculation, the absolute value of sin sr was replaced
py the constant, one. In this sense, Ah(r) represents an uncertainty
pand in h(r) that is based on the fact that over the range of s that
i(s) has been determined, the exact value of i(s) is uncertain.
For r > 3.2, the uncertainty band for the direct correlation
function has been estimated using
Smax  8i(s

hﬂrgﬁAC(r) = %§'Jo s 105y 98 (32)

For r less than 3.2, the following definition for AC(r) was used

gg_ﬁmax s i(s)(2+i(s))éi(s) .

(1+2(:))° 53)

hnrgﬁAC(r) =

The uncertainty bands, Ah(r) and AC(r), are a statement of
the fact that the ability to calculate h(r) and C(r) depends on the
total time alloted to measure the scattering intensities.

J. Calculation of P-Y Potentials

Once the radial distribution function and the direct
correlation function had been calculated, the potential predicted by the
Percus-Yevick equation could be calculated by rearranging the P-Y

equation to

L[u(e)]py = 7 2n [BEL=CED T (34)
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This equation can be used when nelther the numerator nor the denominator
of the logrithm are zero.
The uncertainty bands for the structure functions were used

to estimate the uncertainty in u(r), namely

% A[:u(riP-_Y = T\4%§§§%>2.+ <A(§E§; - g§§§)>2 (35)

where

bg(r) = bn(r) (36)

g(r) =h(r) +1 (37)

and where A(g(r) - C(r)) is calculated using the right hand side of

Eq. (33).
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IV. RESULTS

A. General
The six thermodynamic states investigated, including the
experimental uncertainties, are summarized in Table I. The values of
temperature and pressure are absolute relative to the primary standards,
an NBS calibrated platinum resistance thermometer and the Hart dead
weight tester, whereas the densities quoted are based on the PVT
measurements of Ievelt38 and Van Itterbeek.39 Ap is based on AT and AP.
The uncertainty in the temperature includes uncertainties
in the thermometer pressure coefficient, the temperature gradient
between the irradiated sample and the argon in which the thermometer is
immersed, the inaccuracy of the thermometer calibration, and the

maximum fluctuation of temperature during the three scans of 8-space.

In addition to this, an uncertainty that relates to the thermometer
calibration device itself was included to insure the absolute measure-

ment. That is, the respective terms are

AT = 8Tp o, T 8Tp o, * B8Tp o, * 8Tpye * 8T p, (38)

Typical values for Run # 1 are:
AT = 0.005 + 0.015 + 0.0023 + 0.0007 + 0.015 = +0.038 °K = (39)

The meximum temperature fluctuation was 1.2 millidegrees for Run # 2.
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The uncertainty in the pressure includes the precision of
the pressure calibration data, the uncertainty of the primary standard
(1 part in 10,000), the experimental fluctuation, and a zero drift

correction (0.05%) for the Texas Instrument.

AP = APp o *APp g * OPp,. 4Py 5 (k0)

Typical values for Run # 1 are:

AP = 0.005 + 0.050 + 0.200 + 0.264 = $0.519 psi (41)

The experimental fluctuation of 0.2 psi was the same for all runs. The
zero drift correction was taken from the literature accompanying the
precision pressure gage, and must be included whenever the gage is
pressurized for long periods of time. The hystersis behavior of the
bourdon spiral was carefully avoided by never pressurizing the gage
above the measuring pressure.

B. Intensity Curves

The average experimental cell and cell plus sample experi-
mental intensities, normalized by the reference angle intensity, are
listed in Table II. Each number in the cell intensity data represents
at least fifty minutes total counting time, 1500 seconds with the B-
filter on the incident beam and 1500 seconds with the a-filter on the
incident beam, accumulated in five @-space scans. In the other six

columns, each number in the cell and sample intensity data represents 10
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pinutes counting time, 300 seconds for each filter accumulated in three
p-space scans. The average empty cell checkpoint intensity was 42,16
counts/sec- In order to subtract the cell intensity.from the cell and
sample intensity, the latter must be scaled by Q, the ratio of the cell
plus sample reference angle intensity to the empty cell reference

angle intensity. The six experimentally determined ratios for the six
states are 1.5300, 1.4890, 1.5201, 1.4737, 1.4237, 1.427h and 1.3454,
for Runs 1 to 6 respectively.

A typical plot of the normalized data has been presented in
Figure 13. Note that over 4O of the 237 gngle measurements have been
made on beryllium Bragg peaks. The lines connecting data points in this
figure are not meant to imply the actual shape of the more than fifteen
peaks which are outlined. The first peak and the right shoulder of the
second peak of the argon scattering curve are clearly discernable at
six degrees and to the right of 130.

The values of the dispersion corrected atomic scattering
factor and the inccherent scattering factor used to deduce i(s) from
the experimental data are listed in Table III. The last two entries of
the incoherent scattering have been obtained by extrapolation. The
relative amount of incoherent scattering in the total scattering is
depicted in Figure 15. The total gas scattering intensity drops
monotonically from 330.57 electron units at the origin to 25.8 at theta
of 60°. As pointed out in the data reduction scheme, the relative
amounts of incoherent and coherent’scattering from beryllium need not

be known for this scattering geometry. Nonetheless, since the fractions
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of coherent and incoherent scattering were approximated by the Be
atomic scattering function and the Be incoherent scattering factor,
selected values of these functions are presented in Table IV.

Before the data could be subtracted, values of the absorp-
tion coefficients, ASSC, ACSC and ACC for both incoherent and coherent
scattering were calculated for each angle where scattering data was
taken. The wavelength dependence of the mass absorption factor is
presented in Appendix 8. The density of the beryllium cell was taken
from Mikolaj's thesis, 1.82 gm/cc and the density of argon used to
calculate the linear absorption coefficient from the mass absorption
coefficient was the appropriate experimental sample density. Represen-
tative values of the absorption coefficients for each run, estimated to
be accurate to three significant figures, are listed in Table V.

Using the methods of data analysis described in the pre-
ceding section, x-ray scattering curves were obtained at the six
different thermodynamic states. The results of these calculations, the
argon intensity curves (j(s) = i(s) *+ 1), are presented in Table VIa
before the divergence correction was made, and in Table VIb after this
correction. Since the general features of the argon intensity curves
are more clearly shown in j(s) rather than , (Figure 15), the
divergence corrected data are presented in terms of j(s) in Figure 16
(Run 2), Figure 17 (Runs 1, 3 and 4), and Figure 18 (Runs 5 and 6).

The order of increasing density and decreasing température is Run 2,
1, 3, &, 5, then 6. The values of j(0), a, and a), used to extrapolate

these curves to s of zero, the normalization constant, and the trunca-



50

tion limit are listed in Table VII. Two sets of extrapolation parame-
ters are given, one for J(s) before the divergence correction, one
after the correction.

Each j(s) curve shows three maxima at s values of 1.92 *
0.02, 3.68 £+ 0.06 and 5.43 + 0.16, and three minima. The position of
the first minimum is between s of 0.55 and 0.69 for the first five rums
but shifts considersbly towards the origin to s of about 0.14 for the
highest density. The second minimum occurs at s of 2.73 + 0.04 and the
third at s of 4.48 + 0.18. The precise values for each run are listed
in Table VIII. In general, the depth of the first minimum decreases
with increasing density from 0.20 to 0.09 and the height of the first
peak increases markedly with increasing density from 1.45 at p = 0.910
gm/ce to 2.26 at a density of 1.261 gm/cc. The other features do not
show marked changes with change of state, except that the third peak at
a density of 1.116 gm/cc (Run 4) is at a larger s than any other state,
a fact that is consistent with the intensity patterns measured by
Eisenstein and Gingrich.

The width of the first peak in j(s) [at jls) = l] is
reasonably constant in this density range (See Figure 19) between s of
0.70 to 0.74, but considerably narrower than the width of the j(s)
functions measured by Mikolaj at lower densities in a g-filter experi-
ment. The effect of the dual filter monochromatization was to reduce
the magnitude of the first peak, thereby reducing the peak width.
Compare the dual filter data with the p-filter data at 143 °K and a

density of 0.982 gm/cc in this figure.
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The height of the first peak systematically increases with
density as is depicted in Figure 20, with the exception of the height
of the first peak at 1.116 gm/cc which appears to be 8 to 10% lower
than the trend of the other five states would indicate. It should be
pointed out that the data for this run was the only set taken while the
air conditioning in the lab was not working (The'room temperature was
150 hotter in the daytime and 50 cooler at night than the normal 68
+ 2 °F). Even though the scatter in the data was increased by an
increase in the electronic noise in the detector system, the statis-
tically predicted uncertainty band about this peak height is not large
enough to be able to claim that this lower peak height is within
statistical fluctuations. This lower peak height is an experimental
fact.

C. Net Radial Distribution Functions

The net radial distribution functions were calculated at

155 values of r as follows:

range of r increment in r
U
0.1 to 7.0 A 0.1 A
7.0 to 2k.0 0.2

The results of this calculation for r > 3.0 X, including the uncertainty
band based on the 50% confidence interval are listed in Table IX.

These functions show three distinct maxima. In order to show the

nature of the functions being calculated before the uncertainty band is
added, the radial atomic density, Hﬂr25h(r) is depicted for all six
states in Figures 21 and 22. Withdut the uncertainty bands, it would

be extremely difficult to judiciously report the structure. However,
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the basic features, the three major peaks, are discernable. (These
peaks positions and magnitudes are listed in Table X.) In general, the
height of the first pesk increases with increasing density from 2.78 to
4.98 atoms/x. Note that the heighf of the first peak for Run 4 is
lower than the trend with increasing density by Runs 2, 1, 3, 5 and 6,
respectively. The ripples at small r are presumed to be spurious.

Before presenting the net radial distribution functions
calculated from the divergence corrected intensity functions, it is
éignificant to note that the effects of the divergence correction have
a small effect oh h(r). In the lower half of Figure 23, the effect of
the correction is seen to be so small that the two h(r) curves are
almost identical.

The tabularized net radial distribution functions (Table
XI) are depicted in Figures 24 and 25. These functions are shown as
bands because it is not reasonable to imply that they can be determined
more precisely than this. The first zero in h(r) was observed at r of
3.34 + 0.03 X, and the first maximum at 3.38 t+ 0.06 2. The height of
the first maximum varies from 1.09 to 1l.44 over the density range, with
Run # 4 lower than the trend. These properties are summarized in Table
XI. A second peak is clearly visible and upon closer examination a
third peak exists at the higher densities.

However, unexpectedly, the transition region between the
first peak and the second is not always smooth. Based on the confidence
bands the existence of a secondary.feature in this region 1s probable.

This behavior will be discussed later.
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The first coordination number, an estimate of the average
number of nearest neighbors, was calculated by determining the area
under the function hnré[r g(ri]sym. The subscript sym means that the
function r g(r) wvas made symmetric at the vertical line through the
maximum of the first peak by producing the mirror image of the leading
edge as the second half of the peak. The experimental coordination
numbers, for Runs 1 to 6 respectively, are 5.1 t 0.3, 4.3 + 0.2, 5.7 ¢
0.2, 5.3 £ 0.2, 6.4 + 0.2 and 6.5 & 0.2.

D. Direct Correlation Function

The direct correlation function was calculated from the
divergence corrected intensity pattern using Equation (28) for r > 3.2 2
and Equation (29) for r < 3.2.

The basic features in C(r) for r > 3.2 are not altered by
the divergence correction, although the main peak is slightly reduced
(See Figure 23). The results (Table 12) are depicted in Figures 22 and
23 for r > 3.2. These functions are short-ranged, with no discernable
features beyond nine angstrams. Each function rises steeply from the
first zero at r of 3.46 + 0.03 R to a maximum at 3.91 + 0.06 2 and then
decays somewhat irregularly to zero. With the exception of Ru